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Abstract

This thesis incorporates three studies that anahme information is

presented in various contexts, how these diffenemdles of presentation
affect decision makers’ perceptions and how to awprcommunication
of information to eliminate distortions. Chapterfdatures a scenario
where experts make inferences given different prtesiens of a

regression analysis, a widely used statistical ogtlhapter 2 introduces
an experience-based presentation mode and testsfféstiveness on
decision makers with varying statistical abilitieacross multiple

probabilistic tasks. Chapter 3 demonstrates theceffof presentation
mode and the number of available options on the uatso and

distributions of donations to NGOs and their camgpai Overall, the
findings suggest that presentation mode is an itapbrdeterminant of
judgments and decisions, and they can be restadtto improve the
accuracy of inferences.

Resumen

Esta tesis incluye tres estudios que analizan ctanmformacion se
presenta en varios contextos, como estos diferemdss de presentacion
influyen las percepciones de los tomadores de idaeis y cdmo mejorar
la comunicacién de la informacion para eliminatalisiones. Capitulo 1
analiza una situacibn donde expertos hacen infex®natilizando
diferentes presentaciones de un analisis de régresin método de
estadistica ampliamente utilizado. Capitulo 2 ohice un modo de
presentacion basado en experiencia y pone a psuedlicacia a través de
multiples problemas probabilisticas. Capitulo 3 destra los efectos del
modo de presentacion y el numero de opciones disiesnsobre las
cantidades y la distribucion de las donaciones ®I4G y sus campafas.
En general, los resultados sugieren que el modpregentacién es un
determinante importante de las percepciones y idaeis, y pueden ser
reestructuradas para mejorar la precision de fageincias.
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Preface

The assumption of rationality asserts that presentanode should not
affect interpretation and analysis. However, thdse considerable
psychological evidence suggesting that differeesentations of the same
problem might lead to different inferences. Thigiow is mainly fueled
by the works of Daniel Kahneman and Amos Tverskiipvghow that
even subtle changes in questions designed to inpuekerences are
subject to contextual influences (Kahneman & Twerd®79; Tversky &
Kahneman, 1981, 1983, 1986).

Description is considered to be the primary methafd presenting
information and its effects are widely scrutinizedthe judgment and
decision making literature. Among influential steslithat investigate how
individuals might be framed by the contents andcstires of descriptions
are Brunswik (1952), Simon (1978), Hogarth (19&®dIimeier (1999),
Hoffrage, Lindsey, Hertwig and Gigerenzer (2000pri®irecently, Thaler
and Sunstein (2008) further popularized the notignadvocating the
optimization of descriptions to improve decisiortammes; a phenomenon

referred to as “choice architecture.”

Overall, the aforementioned literature and the entrrthesis identify
presentation mode as an important determinant fmigrents and
decisions. The fact that descriptions are easy adifyn and restructure
only adds to the relevance of the topic and leadpiestions on how they
could be constructed to effectively improve theumacy of inferences.
Hence, studies featured in this thesis will notyanl/estigate presentation
effects, but they will also introduce and prescrimethodologies to
improve communication of information. Some otheseggial aspects of

the issue, such as the freedom of choice, the sibddyg of relevant



information and the number of available optiond| also be explored in

the discussion sections of appropriate chapters.

Chapter 1 aims to demonstrate the implicationsre$gntation mode, and
in particular of description, in a specific situwati and to define its
boundary conditions. Noting the predominant roleegression analysis
in empirical economics, it surveys the ability afokvledgeable decision
makers to make inferences based on the outputésadtatistical tool. The
findings demonstrate that currently employed priegms of statistical
outputs of regression analyses induce an illusibrpredictability of

outcomes, i.e. an erroneous belief that the andlyrecomes are more
predictable than what the estimation indicates. Stevey also reveals
that the inferences of participants are most atewen only graphs are
provided. The implications of this study suggestel alia, the need to
reconsider how to present estimation outputs teebacknowledge what
Ziliak and McCloskey (2008) call the “economic gigrance” of

empirical results.

The chapter is based on Soyer and Hogarth (20&2@)h is debated in a
series of discussion papers among scholars in i#ldsfof decision
making and prediction (Armstrong, 2012; Ord, 20Idleb & Goldstein,
2012; Ziliak; 2012, Soyer & Hogarth, 2012b).

Providing only graphs, however, is not a credildkison to the problem
in hand. While such an approach helps to identifg source of the
problem, it eliminates parts of the presentaticat thre essential for the
interpretation of other important aspects of thalysis, such as the
average effects and the statistical validity ofifitgs. Therefore, the first

chapter ends with a proposal about the possibleigiom of add-on and



easy-to-use simulation tools that would enable wowss of empirical

analyses to make accurate inferences.

Chapter 2 elaborates on the simulation methodopwgposed in Chapter
1. It argues that such simulations would provideisien makers with the
appropriate experience that would constitute advdlasis for their
judgments. In that sense, it features and tests rdiability of a
presentation mode that is based on experiencenhanan description.
Hence, not only it provides a viable alternativehte descriptions featured
in Chapter 1, but it also introduces a presentatiode that complies with
the recent research on risky decision making, wiiak argued that in
many situations, people do not have access to atyotbescriptions of
probabilistic information (Hertwig, Barron, Web&& Erev, 2004; Weber,
Shafir, & Blais, 2004).

The chapter is based on Hogarth and Soyer (20Id hgpothesizes that
experiencing data for statistical problems in tloenf of sequentially
simulated outcomes can lead to more accurate mfesethan typical,
analytical descriptions. It features two experinsettt test the idea. The
first one involves seven well-known probabilisticfarence tasks and
demonstrates that individuals relate easily to shmeulated experience
technology. The second experiment features a hgpo#h investment
decision comparing responses of a group given atytcal presentation
with that of two groups exposed to simulated exgrere. Results indeed
show significant positive effects of experience roamalysis in the
accuracy of statistical inferences, regardlessecfsibn makers’ statistical

knowledge.

The effectiveness of the simulated experience ndetllogy in aiding

judgments prompts to question its applicability gettings where

Xi



probabilistic structures are complex and hard tecdke. A first attempt
to adapt this presentation mode to a real decisiwenario involved
simulating natural disaster scenarios based omtbeéels proposed by
Kunreuther and Michel-Kerjan (2010) in an efforjprmmote multi-period

insurance schemes over single-period ones.

Another recent study that features the simulatgubeence methodology
to aid judgments is Hogarth, Mukherjee and Soye0l22. The

probabilistic problem posed in this case is a cirgatry situation, where
decision makers show considerable difficulty inessing their chances of
success. The paper features an experiment whdreipemts are provided
with experience in the form of sequentially simathbutcomes, which is
shown to help them improve their assessments akesggrobabilities and

consequently their contest-entry decisions.

Chapter 3 deals with how the presentation and vhéadility of different

number of alternatives affect judgments and degssigpecifically in the
context of charitable giving. Through a field studgnducted on the
general population in Spain, it analyses the efeétnumber of NGOs
and charity campaigns on the amounts and distabsitof donations. The
findings suggest that when individuals are preskni¢h more options; a)
they contribute more, b) they give more to recifsethat they are more
knowledgeable about, and c) the distributions déirthcontributions

change with the number of available options ansl¢henge is different in

the case of NGOs and campaigns.

The chapter is based on Soyer and Hogarth (201d.e=&plores also the
possible reasons why donors would behave differenthien they are
provided with varying numbers of options. It argtiest in the context of

charitable giving, more options induce a perceptibra larger need for

Xii



aid, which in turn leads to more contributions. Blmrer, the experimental
conditions that feature campaigns reveal that thactsires of current
online interfaces employed by NGOs when askinglforations lead to a
reduction in individuals’ willingness to contribyte.g. the use of drop-

down menus when offering multiple options reducaeptial donations.

The findings of this final chapter have been weltaived by the NGO
community. Several organizations from Spain andkéyyr including
Intermon Oxfam and TEMA, showed interest in the liogtions of the
analysis and are currently considering incorpogatitne suggested

strategies in their resource generation processes.
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1. THEILLUSION OF PREDICTABILITY:
HOW REGRESSION STATISTICS MISLEAD

EXPERTS
(Based on Soyer & Hogarth]24)

1.1. Introduction

Much academic research in empirical economics iegldetermining
whether or not one or several variables have ceaeféatts on another.
Typically, the statistical tool used to make suffirraations is regression
analysis where the terms “independent” and “depetidare used to
distinguish cause(s) from outcomes. The resultsn frmost analyses
consist of statements as to whether particularpeddent variables are or
are not “significant” in affecting outcomes (thepeedent variable) and
discussions of the importance of such variablesidoen the “average”

effects on outcomes due to possible changes irsnpu

However, if the analysis is used for prediction, phasizing only
statistically significant average effects is aroimplete characterization of
the relation between an independent and dependwgigble. It is also
essential to acknowledge the level of uncertaimyoutcomes of the
dependent variable conditional on values of thefemdent variable. For
example, consider a decision maker who is pondesihizh actions to
take and how much to do so in order to reach aicegoal. This requires
forming conjectures about individual outcomes thauld result from
specific inputs. Moreover, the answers to thesetijues depend not only
on estimating average effects but the distributainpossible effects

around the average as well.

In this chapter, we argue that the emphasis onrrdetimg average causal
effects in the economics literature limits the ipitto make correct

probabilistic forecasts. In particular, the way ules are presented in



regression analyses obfuscates the uncertaintyanhé the dependent
variable. As a consequence, consumers of econdtemature can be

subject to what we call the “illusion of predictiityi”

Whereas it can be argued that how information ésgmted should not
affect rational interpretation and analysis, therabundant psychological
evidence demonstrating presentation effects. Mduglies have shown,
for example, how subtle changes in questions dedigio elicit
preferences are subject to contextual influences, (s.g., Kahneman &
Tversky, 1979). Moreover, these have been repdrtdabth controlled
laboratory conditions and field studies involvingpeopriately motivated
experts (Camerer, 2000; Thaler & Sunstein, 2008mé&h information
processing capacity is limited and the manner inclwhattention is
allocated has important implications for both rdedapreferences and

inferences (Simon, 1978).

Recently, Gigerenzer and his colleagues (Gigerereteral., 2007)

reviewed research on how probabilities and stasiktinformation are

presented and consequently perceived by individoalspecific groups
that use them frequently in their decisions. Thegws that mistakes in
probabilistic reasoning and miscommunication otistiaal information

are common. Their work focuses mainly on the fiadilamedicine and
law, where in particular situations, doctors, largyand judges fail to
communicate crucial statistical information apprataly thereby leading
to biased judgments that impact negatively on sth®ne example is the
failure of gynecologists to infer correctly the patility of cancer given

the way mammography results are communicated.

We examine how economists communicate statisticdbrination.
Specifically, we note that much work in empiricabaomics involves the

estimation of average causal effects through thenigue of regression



analysis. However, when we asked a large sampkxafomists to use
the standard reported outputs of the simplest fofmegression analysis
to make probabilistic forecasts for decision makpugposes, nearly 70%
of them experienced difficulty. The reason, we dadi is that current
reporting practices focus attention on the uncetyasurrounding model
parameter estimates and fail to highlight the uagely concerning
outcomes of the dependent variable conditionalhennhodel identified.
When attention was directed appropriately — by kjieg as opposed to

tabular means — over 90% of our respondents maugaie inferences.

In the next section (1.2), we provide some backggoan the practice and
evolution of reporting empirical results in joursain economics. In
section 1.3 we provide information concerning thevey we conducted
with economists that involved answering four dexisoriented questions
based on a standard format for reporting resultegrfession analysis. We
employed six different conditions designed to asshfferential effects
due to model fit ) and different forms of graphical presentationtiwi
and without accompanying statistics). In sectiod, e present our
results: In brief, our study shows that the typipe¢sentation format of
econometric models and results — one mainly basedregression
coefficients and their standard errors — leads @wnists to ignore the
level of predictive uncertainty implied by the mbdad captured by the
standard deviation of the estimated residuals. ésrsequence, there is a
considerable illusion of predictability. Adding gtess to the standard
presentation of coefficients and standard errorssdittle to improve
inferences. However, presenting results in graphieshion alone
improved accuracy. The implications of our findingscluding
suggestions on how to improve statistical reportiage discussed in

section 1.5.



1.2. Current practice

There are many sources of empirical analyses inauom@s. To obtain a
representative sample of current practice, we tmdeall the articles
published in the 3rd issues (of each year) of feading journals between
1998 and 2007 (441 articles). The journals wAmerican Economic
Review (AER), Quarterly Journal of EconomicgQJE), Review of
Economic StudiefRES) andlournal of Political EconomyJPE). Among
these articles, we excluded those with time sesiealyses and only
included those with cross-sectional analyses whaetieors identify one or
more independent variables as a statistically Bagmt cause for relevant
economic and social outcomes. Our aim is to determhow the
consumers of this literature translate findingsutlaverage causal effects

into perceptions of predictability.

Many articles published in these journals are eicgdirOver 70% of the
empirical analyses use variations of regressiorysisaof which 75%
have linear specifications. Regression analysisclsarly the most
prominent tool used by economists to test hypothemed identify

relations among economic and social variables.

In economics journals empirical studies follow anooon procedure to
display and evaluate results. Typically, authorsvigle a table that
displays descriptive statistics of the sample usdte analysis. Before or
after this display, they describe the specificatmdrthe model on which
the analysis is based. Then the regression resmdtprovided in detailed
tables. In most cases, these results include thffigent estimates and
their standard errors along with other frequendgarted statistics, such

as the number of observations dfd



Table 1.1 summarizes these details for the sanfpitudies referred to
above. It shows that, apart from the regressiorfficants and their
standard errors (drstatistics), there is not much agreement on wisat e
should be reported. The data suggest, therefaae ettonomists probably
understand well the inferences that can be madeutabeEgression
coefficients or the average impact of manipulatiag independent
variable; however, their ability to make inferencedbout other
probabilistic implications is possibly less wellvétoped (e.g., predicting

individual outcomes conditional on specific inputs)

Table 1.1. Distribution of types of statistics pa®d by studies in
sample of economics journals.

—
m
Eel
m
(2]
—
o

Q
o

lournals: AER QIE  JPE % of Total

Studies that
...use linear regression analysis 42 41 15 13 111 X

...provide both the sample standard
deviation of the dependentvariableis) and 16 27 11 12 66 59
the R statistic

_.provide R statistics 30 32 15 12 ga 80
...provide the sample standard deviation of

the dependentvariable(s) 2 2 1 13 o &2
:..pI'D‘.fIdEthE estimated constant, along with 13 14 1 1 - "
its standard error

_.provide a scatter plot 19 16 5 2 42 38
...provide the standard error of the 5 3 1 1 10 a

regression (SER)

It is not clear when, how, and why the above marmfepresenting
regression results in publications emerged. Noguore is made explicit
in the submission guidelines for the highly raniedrnals. Moreover,
popular econometric textbooks, such as Greene [2008ge et al. (1985)
and Guijarati and Porter (2009) do not explain Sjpadiy how to present

results or how to use them for decision making. dignand Nielsen



(2007) address issues regarding prediction in nu®&il than other
similar textbooks. Another exception is Wooldridgé08), who dedicates
several sections to issues of presentation. Hinewtuggests that a good
summary consists of a table with selected coefficestimates and their
standard errorsi® statistic, constant, and the number of observation
Indeed, this is consistent with today’'s practiceor& than 60% of the

articles in Table 1.1 follow a similar procedure.

Zellner (1984) conducted a survey of statisticalcfice based on articles
published in 1978 in the AER, JPHjternational Economic Review
Journal of EconometricandEconometricaHe documented confusion as
to the meaning of tests of significance and progdayesian methods to
overcome theoretical and practical problems. SityildMcCloskey and
Ziliak (1996) provided an illuminating study of 8gtical practice based
on articles published in AER in the 1980s. They destrated widespread
confusion in the interpretation of statistical iésaue to confounding the
concepts of statistical and economic or substansigmificance. Too
many results depended on whether other statistics exceeded arbitrarily
defined limits. In follow-up studies, Ziliak and @toskey (2004; 2008)
report that, if anything, this situation worsenedthe 1990s. (See also
Zellner, 2004.)

Empirical finance has developed an illuminating memof determining
the significance of findings. In this field, onceatsstical analysis has
identified a variable as “important” in affectingay, stock returns, it is
standard to assess “how important” by evaluating performance of
simulated stock portfolios that use the variablee(se.g., Jensen, 1968;
Carhart, 1997).



In psychology, augmenting significance tests witleat size became a
common practice in the 1980’s. For example, irsutismission guidelines,
Psychological Sciengethe flagship journal of the Association for
Psychological Science, explicitly states, “effei@es should accompany
major results. When relevant, bar and line grapheulsl include

distributional information usually confidence intals or standard errors

of the mean.”

In forecasting, Armstrong (2007) initiated a disgioa on not only the
necessity to use effect size measures when idagifielations among
variables, but also on how significance tests shdé avoided when
doing so. He argues that significance tests amnattisinterpreted and,
even when presented and interpreted correctly, thiéyo contribute to
the decision making process. Schwab and StarbuBk9j2make an

analogous argument for management science.

In interpreting the results of linear regressioralgsis from a decision
making and predictive perspective, two statisti@s convey meaning to
readers about the level of uncertainty in resulisese areR’ and the
Standard Error of the Regressi®ER." As a bounded and standardized
quantity,R2 describes the fit of a mod&ER on the other hand, provides
information on the degree of predictability in tmetric of the dependent

variable.

Table 1.1 shows th&8ERis practically absent from the presentation of
results. Less than 10% of the studies with ling&cHications provide it.

Riis the prevalent statistic reported to providedeaiof model fit. This is

! Some sources refer t8BER as the Standard Error of Estimate SEE (see
RATS), some others as root Mean Squared Error o-MSE (see STATA).
Wooldridge (2008) uses Standard Error of the ResgwagSER defining it as “an
estimator of the standard deviation of the erranté



the case for 80% of the published articles withingdr specification.
Table 1.1 also shows that more than 40% of theigatins in our sample
that utilize a linear regression analysis (exclgdstudies that base their
main results on IV regression) provide no informaton eitheiR? or the
standard deviation of the dependent variable. Heacdecision maker
consulting these studies cannot infer much abauutiexplained variance
within the dependent variable and the cloud of getimts on which the
regression line is fit. Alternatively, a scatteptplvould be essential to
perceive the degree of uncertainty. However, lesant40% of

publications in our sample provide a graph withuatbbservations.

Given the prevalence of empirical analyses andr theiential use for
decision making and prediction, debates about loprésent results are
important. However, it is also important that delsabe informed by
evidence of how knowledgeable individuals use aurteols for making
probabilistic inferences, and how different preagoh formats affect

judgment. Our goal is to provide such evidence.

1.3. Survey

a) Goal and design

How do knowledgeable individuals (economists) iptet specific

decision making implications of the standard outpfita regression
analysis? To find out, we applied the followingteria to select the
survey questions. First, we provided informatiorowtba well-specified

model that strictly met the underlying assumptiofidinear regression
analysis. Second, the model was straightforwarthat it had only one
independent variable. Third, all the informationcegsary to solve the
problems posed was available from the output pexidrourth, although

sufficient information was available, responderdd ko apply knowledge

10



about statistical inference to make the calculatioecessary to answer the

guestions.

This last criterion is the most demanding becaukereas economists
may be used to interpreting the statistical sigaifce of regression
coefficients, they typically do not assess the uagaties involved in
prediction when an independent variable is chamgadanipulated (apart
from making “on average” statements that give nat has to the

distribution around the average).

Our study required that respondents answer fourisidec making
questions after being provided with information atbca correctly
specified regression analysis. There were six wiffe conditions that
varied in the overall fit of the regression modébfditions 1, 3, and 5
with R? = .50, the others witR? = .25), as well as the amount and type of
information provided. Figures 1.1 and 1.2 reploet information provided
to the respondents for Conditions 1 and 2, whichinglar in form and
content to the outputs of many reports in the egoaditerature (and
consistent with Wooldridge, 2008). Conditions 3 ahdised the same
tables but additionally provided the bivariate smaplots of the
dependent and independent variables as well astdinelard deviation of
the estimated residuals — see Figures 1.3 andnl@onditions 5 and 6,
the statistical outputs of the regression analys=e not provided but the
bivariate graphs of the dependent and independemhbles were, as in
Figures 1.3 and 1%In other words, for these two conditions we were
intrigued by what would happen if respondents wimdted to only

consulting graphs.

2 We thank Rosemarie Nagel for suggesting that wheidle Conditions 5 and 6.
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Consider the econometric model
Yi =C+BXi+e

Where:
Y : Economic payoff, given the choice of X.
X : Acontinuous choice variable which is costly to undertake
C : Constant
B :The effectof XonY
e :Random perturbation; e;| X; ~N[0, 6] with E(e;)=0, Cov(e;, €)=0
and Cov(e;, X;)=0.

In this setting, the goal is to estimate 8 and C, based on a random sample of X and Y with
1000 observations. The sample statistics are as follows:

Variable Mean Std. Dev.
X 50.72 28.12
Y 51.11 40.78

The OLS fit for of the model to this sample gives the following results:

Dependent Variable: Y
X 1.001
(0.033)**
Constant 0.32
(1.92)
R? 0.50
N 1000

Standard errors in parentheses
** Significant at 95% confidence level
N is the number of observations

Results indicate that constant C is not statistically different from zero and that X has a
statistically significant positive effect on Y. 8 is estimated to be 1.001.

Suppose that this model is indeed a very good approximation of the real world relation
between X and Y, and that the linear estimation is suitable. Furthermore, among
alternative specifications, this model is the one that gives the highest R-squared.

The above result is a useful tool for decision-making purposes: It links the economic
payoffs Y to the choice variable X. One can now use this relation to predict one’s payoffs
or to select their X and to obtain desired levels of Y. More importantly, the above model
links Y and X correctly. This is crucial because increasing X is costly and knowing this true
relationship helps individuals make more accurate decisions.

Figure 1.1.Presentation of Condition 1. This mimics the metiody of
60% of the publications that were surveyed andstiggestions
of Wooldridge (2008).

12



Variable Maan Std. Dev.

X 48 .51 26874
¥ 51.22 59.25
Dependent Variable: ¥
X 1.02
(0.058)*
Consfant 0.6
(3.74)
R 0.25
N 1000

Standard errors in parentheses
** Bignificant at 95% confidence level
M is the number of observations

Figure 1.2Tables in Condition 2. The rest of the presentaidhe same
as Figure 1.1.

100

150

X
The standard error of the regression {0,) is 29,

Figure 1.3.Bivariate scatter plot of Condition 1 and infornoation SER
Both were provided to participants along with estiion
results in Condition 3. Only the graph was providied
Condition 5.
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Figure 1.4 Bivariate scatter plot of Condition 2 and infornoation SER
Both were provided to participants along with estiion
results in Condition 4. Only the graph was providied
Condition 6.

Similar to our survey on current practice in sactib2, we again limit
attention to cross-sectional analyses in our erpeErtal conditions. We
are primarily concerned in determining how findings average causal
effects are used for predictions and decision ngakur variations in

different conditions would not be valid for timeries studies where the
R statistic does not provide information on model ifi is important to

add that in published papers results are also sheclverbally. These
discussions, which are mostly confined to certaigfficient estimates and
their statistical significance, might distract dg#on makers from the
uncertainties about outcomes. None of our conditi@mvolve such

discussions.
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b) Questions

For Conditions 1, 3, and 5, we asked the followjogstions:

1. What would be the minimum value ¥fthat an individual would need
to make sure that s/he obtains a positive outconte @) with 95%
probability?

2. What minimum, positive value of would make sure, with
95% probability, that the individual obtains mof¢han a person who
hasX = 0?

3. Given that the 95% confidence interval fbis (0.936, 1.067),
if an individual hasX = 1, what would be the probability that s/he gets
Y >0.9367?

4. If an individual hasX = 1, what would be the probability that
s/he gety > 1.001 (i.e. the point estimate)?

The questions for Conditions 2, 4, and 6 were #@mesexcept that the
confidence interval forg is (0.911, 1.130), and we ask about the
probabilities of obtainingy > 0.911 andY > 1.02, givenX = 1, in
questions 3 and 4 respectively. All four questians reasonable in that
they seek answers to questions that would be @fdat to decision
makers. However, they are not the types of questibtiat reports in
economics journals usually lead readers to posey Therefore test a
respondent’s ability to reason correctly in a stat@l manner given the
information provided. In Appendix 1.A, we provideetrationale behind

the questions and the correct answers.

c) Respondents and method

We sent web-based surveys to faculty members inaoics departments
at leading universities worldwide. From the top epartments, ranked
by econometric publications between 1989 and 2Ba&dgi, 2007, Table
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3), we randomly selected 133within each department, we randomly
selected up to 36 faculty members. We ordered takrnabetically by
their names and assigned Condition 1 to the fiessgn, Condition 2 to
the second person, ... , Condition 6 to the sixths@er then again

Condition 1 to the seventh person and so on.

We conducted the survey online by personally sendinlink for the
survey along with a short explanation to the preifesal email address of
each prospective participant. In this way, we madaip keep the survey
strictly anonymous. We do know the large pool dftitations to which
the participants belong but have no means of ifyémgi the individual
sources of the answers. The participants answaeedurvey voluntarily.
They had no time constraints and were allowed t® calculators or
computers if they wished. We told all prospectiegtigipants that, at the
completion of the research, the study along withfdedback on questions
and answers would be posted on the web and thattbeld be notified.

We did not offer respondents any economic inceatfoe participation.

As can be seen from Table 1.2, we dispatched hab®013 requests to
participate. About one-fourth of potential respamge(26%) opened the
survey and, we presume, looked at the set-ups aedtigns. About a
third (or 9% of all potential respondents) actualympleted the survey.
The proportion of potential respondents who opetiexl surveys and
responded was highest for Conditions 5 and 6 (48%ppposed to the
30% and 32% in Conditions 1 and 2, and 3 and feaiely. The

% We stopped sampling universities once we hadast 180 individual responses
for all questions asked. A few universities werd mxluded in our sample

because their webpages did not facilitate accegsatgntial respondents. This
was more frequent for non-US universities. For @aasof confidentiality, we do

not identify any of these universities.

* This was, in fact, done right after a first dmaffithe paper was written.
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average time taken to complete the survey waslagest for Conditions
5 and 6 (see foot of Table 1.2). We consider tleedeomes again when

we discuss the results below.

Table 1.2. Characteristics of respondents

Condition 1 2 3 4 5 6 Total | %'s

Requests to participate 568 531 548 510 438 418 3,013
Requests opened 143 152 140 131 113 98 777 26
Surveys completed 45 45 49 38 36 44 257 9
Position
Professor 17 14 19 18 17 22 107 42
Associate Professor 8 7 12 10 6 2 45 18
Assistant Professor 12 18 16 9 9 12 76 30
Lecturer 6 4 1 1 3 3 18 7
Other 2 2 1 0 1 5 11 4

Total 45 45 49 38 36 44 257

Use of regression analysis

Never 7 5 11 11 6 15 55 23

Some 11 16 17 10 17 13 84 36

Often 16 14 7 7 7 8 59 25

Always 5 5 8 6 6 7 37 16
Total 39 40 43 34 36 43 235

Average minutes spent 11.6 10.3 7.4 7.5 5.7 6.5 8.1

<Std. dev.> <12.0> <7.8> <7.1> <5.3> <3.9> <6.0> <7.7>

Table 1.2 documents characteristics of our respusddn terms of
position, a majority (59%) are at the rank of AsateProfessor or higher.
They also work in a wide variety of fields withirhe economics
profession. Thirteen percent of respondents clasgsithemselves as
econometricians and more than two-thirds (77%) uegcession analysis

in their work (41% “often” or “always”).
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1.4.

Results

a) Condition 1

Respondents’ answers to Condition 1 are summanzEdyure 1.5. Three

answers incorporating only “I don’t know”, or “?"ase removed from the

data.

For the first two questions, responses wighus or minus five of

the correct amount were considered correct. Fostgqpres 3 and 4 we

considered correct responses that were betweerophlius five percent

of the answer. We also regarded as correct theomesg of four

participants who did not provide numerical estirmateut mentioned that

the answer was mainly related to the error termitsnariance (across all

conditions there were 21 such responses). Theigonesind the correct

answers are displayed in the titles of the histogran Figure 1.5.
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Minimum X needed to be better off with respect
to someone with X=0, with 95% prob.
(correct answer: 67)
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Figure 1.5.Histograms for the responses to Condition 1. Tharé on top-

left shows answers to Question 1, the one on wiptrito
Question 2, the one on bottom-left to Question @ #re one on
bottom-right to Question 4. Each histogram displayso the
question and the approximate correct answer. Thie calumn
identifies those responses that we considered asotoAbove
each column are the numbers of participants whoe gdnat
particular answer. Numbers of responses were 3%43%and 44
for questions 1, 2, 3 and 4 respectively.
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Most answers to the first three questions are nectr They suggest that
the presentation directs the respondents into atraty the results only
through the coefficient estimates and obscuresutioertainty implicit in

the dependent variable. Specifically, Figure 1 &ahthat:

1. 72% of the participants believe that for an indiatl to obtain a
positive outcome with 95% probability, a smAl(X < 10) would be
enough, given the regression results. A majoriggesthat any small
positive amount oK would be sufficient to obtain a positive outcome
with 95% probability. However, in order to obtairpasitive outcome
with 95% probability, a decision maker should cleapproximately
X=41.

2. 71% of the answers to the second question sugpestfor an
individual to be better off with 95% probabilityah another person
with X = 0, a small amount of (X < 10) would be sufficient. In fact,
given that the person witk =0 will also be subject to a random

shock, theX needed to ensure this condition is approximatély 6

3. 60% of the participants suggest that giveér 1, the probability of
obtaining an outcome that is above the lower baafnithe estimated
coefficient's 95% confidence interval is very hi(greater than 80%).
Instead, the correct probability is approximately@ as in this case
the uncertainty around the coefficient estimatesnigill compared to

the uncertainty due to the error term.

4. 84% of participants gave an approximately correstaer of 50% to

question 4.
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Participants’ answers to the first two questiorggest that the uncertainty
affecting Y is not directly visible in the presentation of ttesults. The
answers to question 3, on the other hand, shetldighvhat the majority
of our sample sees as the main source of fluctuatiothe dependent
variable. The results suggest that it is the uag@sgt concerning the
estimated coefficients that is seen to be imporaack not the magnitude
of the SER In the jargon of popular econometrics texts, wher
respondents were sensitive to one of the two seurEgrediction error,
the sampling error, they ignored the error ternthefregression equation.
The apparent invisibility of the random componemtthe presentation
lures respondents into disregarding the error tard to confuse an

outcome with its estimated expected value.

In their answers to questions 3 and 4, the majaitparticipants claim
that if someone choos&s= 1, the probability of obtaining > 1.001 has a
50% chance, but obtaining> 0.936 is almost certain. Incidentally, the
high rate of correct answers to question 4 sugdbatsfailure to respond
accurately to questions 1-3 was not because pmtits failed to pay

attention to the task (i.e., they were not respagdiandomly”).

Our findings echo those of Lawrence and Makridgk#89) who showed
in an experiment that decision makers tend to coaistconfidence
intervals of forecasts through estimated coeffiseamd fail to take into
account correctly the randomness inherent in thecqgss they are
evaluating. Our results are also consistent witld&ein and Taleb
(2007) who have shown how failing to interpret atistic appropriately

can lead to incorrect assessments of risk.

In sum, the results of Condition 1 show that themcwmn way of
displaying results in the empirical economics &tere leads to an illusion

of predictability in that part of the uncertaintg invisible to the
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respondents. In Condition 2, we tested this inttgtion by seeing
whether the answers to Condition 1 are robust fterdnt levels of

uncertainty.

b) Conditions 2 through 4

If the presentation of the results causes the ¢eron to be ignored, then
regardless of its variance, the answers of thesaetimakers should not
change in different set-ups, provided that its etquéon is zero. To test
this, we change only the variance of the error terr@ondition 2 — see
Figure 1.2. Conditions 3 and 4 replicate Conditibresxd 2 except that we
add scatter plots arSERstatistics — see Figures 1.3 and 1.4.

The histograms of the responses to the four questib Conditions 2, 3,
and 4 are remarkably similar to that of Conditiofsée Appendix 1.B).

These similarities are displayed in Table 1.3.

The similarity in responses between Conditions @ @nshows that —
under the influence of the current methodology enemists are led to
overestimate the effects of explanatory factorseoonomic outcomes.
The misperceptions in the respondents’ answersestigihat the way
regression results are presented in publicationsa &#nd even

knowledgeable individuals from differentiating angodifferent clouds of
data points and uncertainties. At an early stageuofinvestigation, we
also conducted the same survey (using Conditioasdl2) with a group
of 50 graduate students in economics at Univerfitahpeu Fabra who
had recently taken an advanced econometrics casrseell as with 30
academic social scientists (recruited through thepean Association for
Decision Making). The results (not reported herejarsimilar to those of
our sample of economists. They suggest that thgingri of the

misperceptions can be traced to the methodologyopgosed to

professional backgrounds.
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Table 1.3. Comparison of results for Conditionkrbtigh 6

Condition 1 2 3 4 3 6
R 0.50 025 050 025 050 0.25
Scatterplot N0 no  yes yes yes  yes

Estimation results Y€S ~Yés yes yes  no no
Percentage of participants whose answer to:
Question (1) was X < 10 (Incorrect) 72 67 61 41 3 7
Question (2) was X < 10 (Incorrect) 71 70 67 47 3 15
Question (3) was above 80%  (Incorrect) 60 64 63 32 9 7
Question (4) was approx. 50% (Correct) 84 88 76 84 91 93
Approximate correct answers are
Question 1 47 82 47 82 47 82
Question 2 67 116 67 116 67 116
Question 3 (%) 51 51 51 51 51 51
Question 4 (%) 50 50 50 50 50 50
Number of participants
Question 1 39 36 44 32 31 41
Question 2 35 30 39 32 30 39
Question 3 45 42 49 37 32 43
Question 4 44 41 49 37 32 43

Notes:

Question 1) What would be the minimum valueXahat an individual
would need to make sure that s/he obtains a pesitiNcome
(Y> 0) with 95% probability?

Question 2) What minimum, positive valueXfvould make sure, with
95% probability, that the individual obtains maféhan a

person who hax = 0?

Question 3) Given that the 95% confidence intefoap is (a, b), if an

individual hasxX = 1, what would be the probability that s/he
getsY>a?

Question 4) If an individual has= 1, what would be the probability that
s/he getsr> 5?

Wherea = 0.936, b = 1.06hndﬁ = 1.001in Conditions 1, 3 and 5; arad
=0.911, b = 1.13%ndg = 1.02inConditions 2, 4 and.6
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Table 1.3 indicates that when the representatioaugmented with a
graph of actual observations and with statisticg#brimation on the
magnitude of the error termSER, the perceptions of the relevant
uncertainty and consequently the predictions im@rddowever, around
half of the participants still fail to take the @rrterm into account when
making predictions and give similar answers to ¢hiosConditions 1 and
2 (see Appendix 1.B for histograms of responseSdnditions 3 and 4).
This suggests that respondents still mainly reltr@ntable showing the
estimated coefficients and their standard errorstha@s main tool for
assessing uncertainty. Since the information pexvich Conditions 3 and
4 is rarely provided in published papers, this doasprovide much hope
for improvement. Possibly more drastic changesacessary. Conditions

5 and 6 were designed to test this suggestion.

c) Conditions 5 and 6

Our results so far suggest that, when making ptiedi using regression
analysis, economists pay excessive attention tfficieat estimates and
their standard errors and fail to consider the tag®y inherent in the
relation between the dependent and independeratblesi. What happens,
therefore, when they cannot see estimates of comifs and related
statistics but only have a bivariate scatter plbkis is the essence of

Conditions 5 and 6 — see the graphs in Figureard3l .4.

Figure 1.6 displays the histograms for responsdbddour questions in
Condition 5. The responses to Condition 6 were laimiand the
histograms are displayed in Appendix 1.B. Theseawstimt participants
are now much more accurate in their assessmenmitsceftainty compared
to the previous Conditions (see also Table 1.3).fdat, when the
coefficient estimates are not available, they aredd to attend solely to

the graph, which depicts adequately the uncertaistyin the dependent
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variable. This further suggests that scant attenttas paid to the graphs
when coefficient estimates were present. Despéaitirealistic manner of
presenting the results, Conditions 5 and 6 showealsample graph can be
better suited to assessing the predictability obacome than a table with

coefficient estimates or a presentation that inetudoth a graph and a

table.
Minimum X needed to get Y>0 with 95% prob. Minimum X needed to be better off with respect
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Figure 1.6.Histograms for the responses to Condition 5. Tharé on top-
left shows answers to Question 1, the one on wgip-tb Question
2, the one on bottom-left to Question 3 and the eméottom-
right to Question 4. Each histogram displays atoduestion and
the approximate correct answer. The dark columntifies those
responses that we considered as correct. Above @dohn are
the numbers of participants who gave that particaaswer.
Numbers of responses were 31, 30, 32 and 32 fatigns 1, 2, 3
and 4 respectively.

In Conditions 5 and 6, most of the participants|uding some who made
the most accurate predictions, protested in theinrnents about the
insufficiency of information provided for the taskhey claimed that,
without the coefficient estimates, it was impossiltb determine the
answers and that all they did was to “guess” thteames approximately.

Yet their guesses were more accurate than thegig in the previous
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conditions that resulted from careful investigatioh the coefficient
estimates and time-consuming computations. Indeethdicated in Table
1.2, respondents in Conditions 5 and 6 spent sogmifly less time on the
task than those in Conditions 1 andt@@) = 2.71 and(40) = 2.38p =
0.01 and 0.02, respectively).

d) Effects of training and experience

Table 1.2 shows that our sample of 257 economéisd widely in terms
of professorial rank and use of regression analgdiseir work. We failed
to find any relation between the numbers of correoswers and
professorial rank or frequency of using regressamalysis. A higher
percentage of statisticians, financial economistsl @conometricians
performed well relative to the average respondenth( respectively,
64%, 56%, and 51% providing correct answers congptoethe overall
average of 35%). When answers were accurate, tbege time spent
was also slightly higher (10.2 versus 9.3 minutdgpendix 1.C shows in
detail the characteristics and proportions of radeats, who gave

accurate answers in Conditions 1 through 4.

1.5. Discussion

We conducted a survey on probabilistic predictiorade by economists
on the basis of regression outputs similar to thmgalished in leading
economics journals. Given only the regressionstesi typically reported
in such journals, many respondents made inapptepiiderences. In
particular, they seemed to locate the uncertaifirediction in estimates
of the regression coefficients and not in the siathderror of the
regression $ER. Indeed, responses hardly differed between cabkese

the fit of the estimated model varied between &b .&0.
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We also provided some respondents with scattes gibthe regression
together with explicit information on th@ER However, this had only a
small ameliorative effect and suggests that respatsdrelied principally
on the regression statistics (e.g., coefficient$ dueir standard errors) to
make their judgments. Finally, we forced other osgfents to rely on
graphical representation by only providing a secgitet and no regression
statistics. Members of this group complained thead hnsufficient

information but — most importantly — were more aatel in their

responses and took less time to answer than tlee gtbups.

Several issues can be raised about our study aingehe nature of the
questions asked, the specific respondents recruited motivations to

answer our questions. We now address these issues.

First, we deliberately asked questions that arallysnot posed in journal
articles because we sought to illuminate economagigreciation of the
predictability of economic relations as opposedtlie assessment of
“significance” of certain variables (McCloskey &liéik, 1996; Ziliak &
McCloskey, 2004; 2008). This is important. For epéen even though
economics articles typically do not address explagcision making
questions, models can be used to estimate, saprabability of reaching
given levels of output for specific levels of inmag well as the economic
significance of the findings. It is also importaotunderstand that a policy
that achieves a significantly positive effect “oveeage” might still be
undesirable because it leaves a large fractiohepbpulation worse off.
Hence, the questions are essential but “tricky¥/dnithe sense that they

are not what economists typically ask.

Second, as noted earlier, 26% of potential respusd®ok the time to

open (and look at?) our survey questions and 9%veresl. Does this
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mean that our respondents were biased and, ihsehat direction? We
clearly cannot answer this question but can sketedur sample contained
a substantial number of respondents (257) who septe different

characteristics of academic economists. Moreotlery were relevant
respondents in that they were recruited worldwidemf leading

departments of economics as judged by publicationgconometrics

(Baltagi, 2007).

Third, by maintaining anonymity in responses, weaeavenable to offer
incentives to our respondents. However, would itigea make a
difference? Clearly, without conducting a spec#tady we cannot say.
However, the consensus from results in experimestahomics is that
incentives increase effort and reduce varianceegpanses but do not
necessarily increase average accuracy (Camerer gartlg 1999). We
also note that when professionals are asked qusstigating to their
competence, there is little incentive to providesuz answers.
Interestingly, our survey simulates well the cirstamces under which
many economists read journal articles: There areexplicit monetary
incentives; readers do not wish to make additiammhputations or do
work to fill in gaps left by the authors; and timg precious. The

presentation of results is, thus, crucial.

Since our investigation speaks to how statistiesults are presented in
academic journals, it is important to ask what gmeaudience authors
have in mind. The goal in the leading economicsrjals is scientific: to
identify which variables impact some economic otitod to assess the
strength of the relation. Indeed, the discussiomestilts often involves
terms such as a “strong” effect where the rhetmftects the size of-
statistics and the like. Moreover, the strengthaofrelation is often

described only from the perspective of an averdfgete e.g., that a unit
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increase in an independent variable implies, omaape adincrease in the

dependent variable.

As preliminary statements of the relevance of sjgeeconomic variables,
this practice is acceptable. Indeed, although asthodoubtedly want to
emphasize the scientific importance of their figdinwe see no evidence
of deliberate attempts to mislead readers intcebigly that results imply
more control over the dependent variable thannisfact, the case. In
addition, the papers have been reviewed by peecsarh typically not
shy about expressing reservations. However, fromeeision making
perspective, the typical form of presentation caadlto an illusion of
predictability over the outcomes, given the undegyregression model.
Specifically, there can be considerable variab#éitpund expectations of
effects that needs to be calibrated in the intéaficn of results. Thus,
readers who don'’t “go beyond the information” giard take the trouble
to calculate, say, the implications of some denisioented questions

may gain an inaccurate view of the results obtained

At one level, it can be argued that the principleaveat emptoshould
apply. That is, consumers of economic researchldiaow better how
to use the information provided and it is theirp@ssibility to assess
uncertainty appropriately. It is not the fault b&tauthors or the journals.
We make two arguments against ta/eat emptoprinciple as applied

here.

First, as demonstrated by our survey, even knowlablg economists
experience difficulty in going beyond the infornmatiprovided in typical
outputs of regression analysis. If one wants t&emthe argument that
people “ought” to do something, then it should bksoaclearly

demonstrated that they “can.”
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Second, given the vast quantities of economic tepavailable, it is
unlikely that most readers will take the necesstieps to go beyond the
information provided. As a consequence, by readjogrnals in
economics they will necessarily acquire a false reapion of what
knowledge gained from economic research allows tongay. In short,
they will believe that economic outputs are far enpredictable than is in

fact the case.

We make all of the above statements assuming titatoeetric models
describe empirical phenomena appropriately. Initggabuch models
might suffer from a variety of problems associadgth the omission of
key variables, measurement error, multicollineardty estimating future
values of predictors. It can only be shown that eh@ssumptions are at
best approximately satisfied (they are not ‘“rejdttdy the data).
Moreover, whereas the model-data fit is maximizethiw the particular
sample observed, there is no guarantee that tieagst relations will be
maintained in other samples. Indeed, Rieestimated on a fitting sample
inevitably “shrinks” when predicting to a new samphnd it is
problematic to estimate priori the amount of shrinkage. There is also
evidence that statistical significance is often ngly associated with
replicability (Tversky & Kahneman, 1971; see alscubHard &
Armstrong, 1994). Possibly, if authors discusseés¢hissues further,
perceptions on predictability of outcomes would ioye. However, these

considerations are beyond the scope of the presaaty.

Furthermore, because our aim was to isolate thedémpf presentation
mode on predictions, we made many simplifying aggions. For
instance, errors that are heteroskedastic and aonatly distributed or
fewer observations at the more extreme valueseflépendent variable

would also increase prediction error. Even thoughnyn estimation
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procedures do not require assumptions, such as afigrrdistributed

random disturbances, to obtain consistent estimdtesxplanations they
provide through coefficient estimates and averagjees would be less
accurate if the law of large numbers did not hbldnce, in more realistic
scenarios, where our assumptions are not validjsides that are
weighted towards expected values and coefficietitmates would be

even less accurate than our results indicate.

How then can current practice be improved? Our ltsshow that
providing graphs alone led to the most accuraterémfces. However,
since this excludes the actual statistical analgs@uating the relation
between different variables, we do not deem itaqical solution. But we
do believe it is appropriate to present graphs ttegewith summary
statistics as we did in Conditions 3 and 4, althotigs methodology does

not eliminate the problem.

We seriously doubt that any substantial modificattd current practice
will be accepted. We therefore suggasgmentingreports by requiring
authors to provide internet links to simulationlsod’hese could explore
different implications of the analysis as well aseaders pose different
probabilistic questions. In short, we propose mling tools that allow

readers to experience the uncertainty in the outsaoh the regression.

In fact, we embarked on testing the effectivenekssimulations in
facilitating probabilistic inferences (Hogarth & Y&, 2011). In two

experiments conducted with participants varying istatistical

> For example, by following the linkttp://www.econ.upf.edu/~soyer/Emre_Soyer/

Econometrics_Project.htnthe reader can investigate many questions conagrnin
the two regression set-ups that we examined inghper as well as experience

simulated outcomes.
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sophistication, respondents were provided with rdarface where they
sampled sequentially the outcomes predicted byralenlying model. In

the first, we tested responses to seven well-knprababilistic puzzles.

The second involved simulating the predictionsroeatimated regression
model given one’s choices, in order to make investrrdecisions. The
results of both experiments are unequivocal. Egpee obtained through
simulation led to far more accurate inferences thempts at analysis.
Also, participants preferred using the experientimthodology over

analysis. Moreover, when aided by simulation, pgréints who are naive
with respect to probabilistic reasoning performadwaell as those with
university training in statistical inference. Thesults support our
suggestion that authors of empirical papers supghétme outputs of their
analyses with simulation models that allow decisitakers to “go beyond
the information given” and “experience” outcomestibé model given

their inputs.

Whereas our suggestion imposes an additional buoterauthors, it
reduces effort and misinterpretation on the pareaflers, and makes any
empirical article a more accessible scientific picidMoreover, it has the
potential to correct statistical misinterpretatidinat were not identified by
our study. As such we believe our suggestion gdes@way to toward
increasing understanding of economic phenomendhé\same time, our
suggestion calls for additional research into ust@eding when and why

different presentation formats lead to misintergien.

In addition to suggesting changes in how statistieaults should be
reported in journals to produce better inferenaes, results also have
implications for the teaching of statistical teaues. First, textbooks
should provide more coverage of how to report&iatil results as well as

instruction in how to make probabilistic predicttonEven a cursory
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examination of leading textbooks shows that theictopf reporting
currently receives little attention and decisionking is only considered
through the construction of confidence intervaloouad predicted

outcomes.

Together with estimating average effects, evalgdtire predictive ability
of economic models should become an important comqmo of the
teaching of econometrics. Indeed, if this is linkedhe development and
use of simulation methods, it could become a mdsaaive (and

illuminating) part of any econometrics syllabus.

Finally, we note that scientific knowledge advant®she extent that we
are able to forecast and control different phen@anédtowever, if we
cannot make appropriate probabilistic statementaitabur predictions,

our ability to assess our knowledge accuratelgigasly compromised.
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Appendix 1.A. Rationale for answers to the four
guestions

a) Preliminary comments

We test whether or not decision makers knowledgeabbut regression
analysis correctly evaluate the unpredictabilityaof outcome, given the
standard presentation of linear regression reBulis empirical study. To
isolate the effects of a possible misperception, eaveated a basic
specification. In this hypothetical situation, axiouous variablé& causes
an outcomeY and the effect of one mon¢ is estimated to be almost
exactly equal to 1. The majority of the fluctuationy is due to a random
disturbance uncorrelated witk, which is normally and independently
distributed with constant variance. Hence, the slecimaker knows that
all the assumptions of the classical linear redgpessodel hold (see, e.g.,
Greene, 2003).

b) Answers to Questions 1 and 2

In the first two questions, participants are asteddvise a hypothetical
individual who desires to have a certain level anteol over the
outcomes. This corresponds to the desire to olstaiertain amount of
through some actioX. The first question reflects the desire to obtin
positive outcome, whereas the second reflects #ésegedto be better off
with respect to an alternative of no-action. If @e®siders only averages,
the estimation results suggest that an individbhabkl expect the relation
betweenX andY to be one to one. However, when could an individua
claim that a certain outcome has occurred becduseio actions, and not
due to chance? How much does chance have to $hag mealization of an
outcome? The answers to these questions dependhenstandard
deviation of the estimated residuaBER.
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In a linear regression analysBER corresponds to the variance of the
dependent variable that is unexplained by the ieddent variables and is
captured by the statistic @. In Conditions 1 and 3 this is given as 50%.
One can compute tHBERusing the (1RP) statistic and the variance ¢f

SEF  =se(é) = J(Var(Y)(1 - R?) = [(40.782)(0.5) ~ 29 (A1)

The answer to the first question can be approxipatalculated by
constructing a one-sided 95% confidence intervahgugAl). We are

looking for X where,

Prob( Z > — 20 = Prob( Z >~ 032L0 ) = 0,95, where Z~N(0.1) (A2)
Thus, to obtain a positive payoff with 95% probiijlan individual has
to choose:

- (164542903
X= o =47 (A3)

The answer to the second question requires ondi@uli calculation.
Specifically, we need to know the standard devmwd the difference

between two random variables, that is

(Y; | Xi=x))—(Y; | Xi =0), wherex; > 0 (A4)

We know that i | X)) is an identically, independently and normally
distributed random error with an estimated standasdation of again 29.
Given that a different and independent shock ocdars different

individuals and actions, the standard deviatio(Adf) becomes:

JVar(¥; | Xi =xi)—(Yi | Xi=0)] =

= [Var(Y; | X; = x;) + Var(Y; | X; = 0) = 4297 +297 ~ 41 (A5)
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Thus, the answer to question 2 is:

(1.645+41-032)
X = B0 67 (A6)

For Condition 2 (and thus also 4 and 6), similasoming is involved. For

these conditions, the equivalent of equation (A1) i

SEF  =se(é) = J(Var(Y)(1 - R?) = /(59.25%)(0.75) ~ 51 (A7)

such that the answer to question 1 is:

X = (‘1.645.:;;; 0.62) ~ 82 (A8)

As for question 2, we need to find out about (A¥)his condition:

JVar(Y; | Xi = xi) + Var(Y; | X; = 0) = /5124512 ~ 72 (A9)

So that the answer to question 2 in Condition Dless:

X = (1.645.:1«;22 0.62) ~ 116 (Alo)

c) Answers to Questions 3 and 4

Here, we inquire about how decision makers weigatdifferent sources
of uncertainty within the dependent variable. Thegsestions provide
insight as to whether or not the typical preseotanf the results directs
the participants into considering that the fludataround the estimated
coefficient is a larger source of uncertainty ie tiealization ofy than it

really is.
Question 3 asks about the probability of obtairangoutcome above the

lower-bound of the 95% confidence interval of tlstéimmated coefficient,

given a value oK=1.
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In Conditions 1, 3 and 5, the lower-bound is 0.986 can find an
approximate answer to this question using the eséichmodel and the
SERfrom equation (A1),

Pr(Y; >0936 | X;= 1) =Pr (C+fX;+é > 0936 | X, = 1) =
= Pr(é>0936-C—pBX, | X; = 1) =Pr (= S OBECPN |y gy

se(é) se(é)

= 1 — P(22B60321001) _ | _ §(—0.013) = 0.51 (Al11)

29

where @ is the cumulative standard normal distribution.

Question 4 asks about the probability of obtairamgoutcome above the
point estimate, given a value ®f1. In Conditions 1, 3 and 5, the point
estimate is 1.001. We can use similar calculattoria order to obtain an

answer.

Pr(Y; >1.001 | X, =1)=Pr (C+BY;+é>1.001 | X;=1) =
—Pr(é> 1001 -C—BX; | X; = 1) =Pr( LOOLCRG |y

selé)

e >
sel(é)

=1 —fIh(W) =1-Pd(-0.01) ~ 0.5 (A12)
For questions 3 and 4 of Condition 2 (and thus ¢ @&y we
follow similar reasoning using the appropriate resties. Thus, for

question 3,

Pr(¥; > 0911 | X; = 1) =Pr (C+BX;+¢é > 0911 | X; = 1) =

& . 0911-CpX | X, = 1) =

P
Pr(ée >0911-C—pX; | X;=1) =Pr(

selé) se(é)

1 - @(UALOELLO ) _ | _ (-0.015) = 0.51 (A13)

And for question 4,
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Pr(¥,>102 | X,=1)=Pr(C+BX,+é>1.02 | X,=1) =

Pr(é>102-C-BX, | Xi= 1) =Pr (=% > L2 OBy -

( se(é)

| = Q(L208L02 ) — | = (=0.01) = 0.5 (A14)
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Appendix 1.B. Histograms for the answers to
Conditions 2, 3,4 and 6
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Figure 1.B1Histograms for the responses to Condition 2. Theré on top-
left shows answers to Question 1, the one on w@ipkrio
Question 2, the one on bottom-left to Question @ thie one on
bottom-right to Question 4. Each histogram displaiso the
guestion and the approximate correct answer. The @dumn
identifies those responses that we considered rasatoAbove
each column are the numbers of participants whae ghat
particular answer. Numbers of responses were 3638and 41
for questions 1, 2, 3 and 4 respectively.
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Figure 1.B2Histograms for the responses to Condition 3. Theré on top-

left shows answers to Question 1, the one on gim-rio
Question 2, the one on bottom-left to Question @ e one on
bottom-right to Question 4. Each histogram displaiso the
question and the approximate correct answer. The adumn
identifies those responses that we considered rasatoAbove
each column are the numbers of participants whee ghat
particular answer. Numbers of responses were 4438nd 49
for questions 1, 2, 3 and 4 respectively.
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Question 2, the one on bottom-left to Question @ tie one on
bottom-right to Question 4. Each histogram displaiso the
guestion and the approximate correct answer. The @dumn
identifies those responses that we considered rasatoAbove
each column are the numbers of participants whae ghat
particular answer. Numbers of responses were 323Band 37
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Minimum X needed to get ¥>0 with 95% prob. Minimum X needed to be better off with respect
(correct answer: 82) to someone with X=0, with 95% prob.
(correct answer: 116)
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Figure 1.B4 Histograms for the responses to Condition 6. Theré on top-
left shows answers to Question 1, the one on wip-rio
Question 2, the one on bottom-left to Question @ thie one on
bottom-right to Question 4. Each histogram displaiso the
guestion and the approximate correct answer. The @dumn
identifies those responses that we considered rasatoAbove
each column are the numbers of participants whae ghat
particular answer. Numbers of responses were 41438nd 43
for questions 1, 2, 3 and 4 respectively.
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Appendix 1.C. Relations between training,
experience and responses in
Conditions 1to 4

(Number of respondents with correct answers in

Condition
Position
Professor
Associate Professor
Assistant Professor
Senior Lecturer
Lecturer
Post-Doctoral Researcher

Total

Research fields
Econometrics

Labor economics
Monetary economics
Financial economics
Behavioral economics
Developmental economics
Health economics
Political economy

Public economics
Environmental economics
Industrial organization
Game theory
International economics
Macroeconomics
Microeconomics
Economic history
Statistics

Other

parentheses)
Total over
four
1 2 3 4 conditions
17(4) 14(5) 19(6) 18(11) 68 (26)
8(2) 7(3) 12(4) 10(8) 37(17)
12(5) 18(4) 16(6) 9(2) 55(17)
0(0) 2(1) 1(0) 0(0) 3(1)
6(1) 4(0) 1(0) 0(0) 12 (1)
2(0) 0(0) 0(0) 0(0) 2(0)
45(12) 45(13) 49(13) 38(21) 177(62)
14(6) 11(6) 10(5) 14(8) 49 (25)
12(5) 11(2) 14(3) 10(7) 47 (17)
5(1) 2(0) 5(2) 2(0) 14 (3)
4(1) 5(3) 4(3) 3(2) 16 (9)
3(1) 7(2) 2(1) 3(0) 15 (4)
8(1) 2(1) 9(3) 5(1) 24 (6)
4(0) 3(0) 5(1) 1(1) 13 (2)
3(1) 5(1) 7(3) 4(2) 19 (7)
9(1) 6(1) 10 (4) 8(6) 33(12)
1(0) 2(1) 3(0) 2(1) 8(2)
2(1) 6(1) 6(1) 2(1) 16 (3)
4(1) 1(1) 4(1) 5(2) 14 (5)
6(2) 6(0) 7(1) 2(1) 21 (4)
9(2) 9(2) 13 (2) 6 (5) 37(11)
11 (2) 4(2) 11 (5) 7 (4) 33(13)
2(0) 2(0) 6(3) 2(1) 12 (4)
3(1) 4(4) 1(1) 1(1) 11(7)
0(0) 0(0) 1(1) 0(0) 1(1)

38
46
31
33

35

51
36
21
56
27
25
15
37
36
25
19
36
19
30
39
33
64
100

Percentage of
respondents
with correct

answers
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Appendix 1.C. continued...

Percentage of
Total over  respondents

four with correct
Condition 1 2 3 4 conditions answers
Use of regression analysis
Never 7(1) 5(0) 11(7) 11(5) 34 (13) 38
Some 11(4) 16(6) 17 (0) 10 (5) 54 (15) 28
Often 16(4) 14(5) 7(2) 7(6) 44 (17) 39
Always 5(3) 5(1) 8(4) 6(2) 24 (10) 42
Total 39(12) 40(12) 43(13) 34(18) 156 (55) 35
. 12 10.6 7.4 7.5 8.1
Average minutes spent (10.9) (12.6) (11.2) (7.4) (10.2) 8.1
12 7.8 7.1 53 7.7
Std. dev. 7.7
(9.4) (9) (12.3) (5.2) (9)
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Hogarth, R. M., & Soyer, E. (2011)Sequentially simulated

outcomes: Kind experience vs. non-transparent obger. Journal

of Experimental Psychology: Generak0, 434-463.
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2. SEQUENTIALLY SIMULATED OUTCOMES:
KIND EXPERIENCEVS. NON-TRANSPARENT
DESCRIPTION

(Based on Hogarth & Soyer, 2011)
2.1. Introduction

Recently, research on risky decision making hasvadrattention to the
fact that, in many naturally occurring situatiopspple do not have access
to synthetic descriptions of probabilistic infornegit that are characteristic
of the experimental literature (Hertwig, Barron, bée & Erev, 2004;
Weber, Shafir, & Blais, 2004). For example, imagamenotorist who is
considering whether to exceed the speed limit graricular highway.
Lacking an externally provided estimate of the piulity of detection
(i.e., description), she would necessarily basedamision on what had
happened in the same or similar situations in @ fi.e., experience).
That is, probabilistic information about possibleéammes of decisions is

often acquired through a process of sequential Bagap

Most research comparing decisions based on descrips opposed to
experience has naturally centered on when and wgsidns differ
between these two modes. The main finding conckwsprobability
events. Specifically, whereas Kahneman and Tvessgy979) influential
description-based prospect theory predicts de@smmsistent with the
overweighting of small probabilities, decisions é&on experience are
consistent with underweighting (Hertwig et al., 200ut see also Fox &
Hadar, 2006).

In an important extension of this paradigm, Lejgar§2010) asked when

people might actually prefer and/or be better stteemake choices after

experience as opposed to description. He investigatvo types of
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situation. The first involved temporal gaps betwdentimes of acquiring
information and deciding. Here judgments based xpemgence were
found to be more accurate than those based onigsmty a result
Lejarraga attributed to differential degradatiomamory of the two types
of information. Second, he noted that descriptiafs probabilistic
information can vary in complexity. Thus, if facedth descriptions that
are difficult to interpret, people might prefer sample outcomes as
opposed to drawing inferences from description, (teeprefer experience
over description). In one experiment, he manipdlatee complexity of
description by varying the number of events useddfine the relevant
probability, that is, as a single event (simplefuaction of two events
(more complex), or a function of three events (eweore complex).
Results showed that as complexity increases, s& ¢oeference for

experience over description.

The goal of the present chapter is to investigalerwjudgments of
probability based on experience are more accuhste those based on
description and to suggest theoretical and prddtigalications. To do so,
we first define what we mean by “description” anekperience” and
specify relevant psychological dimensions on whittey can be

characterized.

In Hertwig et al. (2004), description was made apienal by providing
experimental participants with the specific probaes associated with
the outcomes of the choices they faced (e.g., @ gain of $4 versus a
0.80 chance of winning $5). As noted above, in bh@mplexity
manipulation Lejarraga (2010) presented probabilitiormation in a
format involving two or more uncertain events blways such that the
probabilities of specific outcomes could be caltada In other words,

description can be defined as providing all theimfation necessary to
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specify the probabilities of relevant events eveough the actual values
might not be stated (i.e., all the information ieegent for rational
calculation be it simple multiplication or additioor more complex

operations such as required by Bayes’ theorem).

From a strictly rational perspective, this defioiti implies that all
descriptions are equivalent. However, this is het ¢ase psychologically
(Einhorn & Hogarth, 1981) and raises the issue @ to characterize
description. In this work, we say that descriptieasy on the dimension
of transparency(Tversky & Kahneman, 1986). Thus, for example, the
description of a problem in terms of a single philitg affecting the
outcomes would be transparent to most people (#g.gamble in the
preceding paragraph). However, if this probabilitgd to be inferred
from, say, the conjunction of several events (gseg., Lejarraga, 2010),
the problem would be less transparent. Transpardheyefore, depends
on both objective characteristics of the probleracdgtion and those of
the decision maker. Thus, whereas a complex verdi@anproblem might
not be transparent to somebody with a low level swétistical

sophistication, it could be transparent to an exipgorobability theory.

The term experience also covers many variationar(&h 1991). The key
notion is that, across time, a person observesesegs of outcomes that
can be used to infer characteristics of the undeylydata generating
process. Examples can therefore vary from tightigtiolled associative
learning tasks in a laboratory to observationsatibas and outcomes in
naturally occurring settings. Moreover, the outcenudserved can be
generated with or without the person’s interventod, importantly, may
or may not provide accurate information as to #levant characteristics

of the underlying process.
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In discussing the conditions that affect learniranf experience, Hogarth
(2001) distinguished between what he cd&isd and wicked learning

environments. In kind environments, people receaecurate and
complete feedback that correctly represents theatsiin they face and
thereby enables appropriate learning. Thus, obsgmutcomes in a kind
environment typically leads people to reach unllasstimates of
characteristics of the process. In contrast, feddban wicked

environments is incomplete or missing, or systeradlyi biased, and does

not enable the learner to acquire an accurategeptation.

Given these characterizations of description ampkeg&nce, it is possible
to depict task environments as varying in a “tramepcy X kindness”
space as shown in Figure 2.1.Thus, the choicdeistudy by Hertwig et
al. (2004) would be located in the lower left-hamminer since they were
transparent on description and kind on experieddthough kind, the

complex stimuli of Lejarraga’s (2010) were not eansparent and would
therefore be placed more to the right in the figi#eesumably, people
would be better off trusting description in the treg left-hand section of
the figure (transparent and wicked), but it is dei&ar what to predict for

situations that are both wicked and non-transparent

In this work, we deliberately explore situationstttare kind but lack
transparency (i.e., the lower right-hand area effture). There are two
reasons. First, in naturally occurring situatiomsny important problems
lack transparency. Second, we wish to explore #tené to which kind

experience — in the form of sequentially simulamestcomes — can
overcome lack of transparency. This issue liehathteart of this chapter

that is organized as follows.
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Wicked
Clear task structure but
biased feedback
|e.g., Hogarth, 2001}

Experience <

Clear task structure with Complex task structure with Opaque task structure
unbiased feedback unbiased feedback with unbiased feedback
(e.8., Hertwig et al., 2004} (&.g., Lejarraga, 2010) (This chapter)

Kind

Transparent Nen-transparernt

Description

Figure 2.1 Characterizations of decision tasks by descripsiod experience.
Task structures can vary on description (the hotalcaxis) from
transparent to non-transparent (i.e., from clear ofmaque).
Experience (on the vertical axis) can vary fromdkio wicked
(i.e., with feedback that varies from being unbibsebiased).

We first review literature that discusses when thesentation of
sequentially sampled information impacts the aagumaf judgments of
probability. We next present Experiment 1 in whidjng seven well-
known probability problems, we contrast estimatesienafter description
and experience. The descriptions we provide folbbvsely those used in
the literature and would usually be categorizeti@stransparent. In the
experience condition, participants face a kind emment that is made
operational by a simulation model that allows thensample — and thus
experience — outcomes of the relevant probabilgticess. After making
estimates based on both description and experigmadicipants are
required to provide a final response. In shortultssshow that estimates
based on simulated experience are more accuratettitse based on
description and that, for their final responsesttigipants express a
preference for experience over description. Moreotreese results hold

across participants with different levels of stata sophistication.
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Whereas statistical experts might consider desongtof some problems
in Experiment 1 to be transparent, this is notahse of an investment
scenario used in Experiment 2 where we extendntpstie value of

experience in a complex (i.e., non-transparentiaiin. Once again, we
find that judgments based on simulated experieneenare accurate than
those based on description and that there is nectefdf statistical

sophistication on the accuracy of experience-baseshonses. We

conclude by discussing practical and theoreticalds raised by our work.

2.2. Frequency data and probabilistic reasoning

a) Transparency of probabilistic information

In an extensive review of issues of risk perceptiad communication in
the medical domain, Gigerenzer, Gaissmaier, Kurizidi Schwartz, and
Woloshin (2007)note that the presentation of dtatikinformation has
large, and often predictable effects on the infeesnpeople draw. For
example, people are impacted far more by descniptaf risk reduction —
due, say, to some intervention or treatment — wihénis expressed in
relative as opposed to absolute terms, e.g., asibStéad of from 2 in
1,000 to 1 in 1,000. Similarly, in interpreting tesesults (e.g.,
mammograms), physicians’ probabilistic judgments arore accurate
when data are presentednaturalfrequencyformat as opposed to typical
probabilistic descriptions (Gigerenzer & HoffragE995; Cosmides &
Tooby, 1966; Hoffrage & Gigerenzer, 1998; Hoffragmdsey, Hertwig,
& Gigerenzer, 2000; Brase, 2008). Indeed, frequeapyesentations have
also been observed to improve inferences in thea problem (Tversky
& Kahneman, 1983; Fiedler, 1988; Hertwig & Gigerenz1999), sample
size tasks (Sedlmeier, 1998), and the Monty Hatlbfam (Krauss &
Wang, 2003). In summarizing these and other studégerenzer et al.
(2007) state
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...Statistical literacy is largely a function of tbeatside world and

...can be fostered by education argien more simply, by
representing numbers in ways that are transparerthe human

mind (p. 54, italics added).

The argument for natural frequencies is based enithportance of
experience. Specifically, Gigerenzer and Hoffraty@96, p. 686) define
natural frequencies as being data “actually expeed in a series of
events” noting that “from animals to neural netvgrkystems seem to
learn about contingencies through sequential engodind updating of
event frequencies...”. In addition, they defimatural sampling as
involving the “sequential acquisition of informatidoy updating event
frequencieswithout artificially fixing the marginal frequencies” (686).
Paradoxically, participants in their experimentsareactually experienced
datasequentially that is, “as a series of events.” Instead, thieseoved
totals. That is, Gigerenzer and his colleagueseptes data in the form of
summarized natural frequencies (see also Edgell, Harbisonaclhe
Nahinsky, & Lajoie, 2004, p. 214).

The importance of this comment lies in the factt tbaperience is

typically not just in the form of summed frequerkcitstead, frequencies
are characterized by being experienced sequentiallyat is, one-at-a-
time. The foraging animal, for example, does natscdt a table of data in
a natural frequency format when deciding whichvad potential sites has
produced more food. Instead, over time it has actated experience —
either directly or by observation — about the twaurses. Moreover,

numerous studies conducted with animals have sheypropriate

sensitivity to environmental probabilities and, fbe most part, “rational”

behavior (see, e.g., Real, 1991; 1996; Weber e2@04).
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b) Kind and wicked environments

Encoding frequency information is central to humeaarning and is
largely an automatic process (Holyoak & Spellma&®93). The literature
has been summarized by, amongst others, Hashetaakg (1979; 1984)
and Zacks and Hasher (2002). As their studies shtmunans have a
remarkable capacity for the accurate encoding exduency information.
Moreover, this cognitive activity demands little tway of attention, does
not require intention, is invariant to learning,ea@nd many individual
differences, and also involves recognizing the uegies of
subcategories of experienced events. That it is aaicb cognitive
mechanism that was probably developed through &oolry pressures is
reinforced by the findings that several non-humpecges show similar

capacities.

Several studies have explored how exposure to dregu information
(i.e., experience) affects the accuracy of prolsilil judgments. These
show that exposure does lead to accurate judgniemtthat accuracy is
limited to the actual stimulus-outcome relationseted. For example,
Christensen-Szalanski and Beach (1982) investigatedher sequentially
observing 100 instances of either base-rate or-tzaeeand diagnostic
information would impact subsequent assessmenBagésian posterior
probabilities. They found no effect for base-rattbimation alone, but a
favorable impact for base-rate and diagnostic médion. In a further
study, Betsch, Biel, Eddelbittel, and Mock (1998pwed that, when
people explicity sampled frequency information,eyh were more
appropriately sensitive to base rates in a Bayegpating task than if
provided with conventional probabilistic task désions (see also,
Koehler, 1996). In a related investigation, Sedem¢l999, Chs. 10, 11)

reported accurate probabilistic inferences whetiggants observed data
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dynamically using a “flexible urn” in the shapeatomputer simulation
model. Similarly, Fiedler and Unkelbach (2011) haiso considered

effects of experiencing data in the spatial domain.

On the other hand, it is important to emphasizé pemple’s untutored
skills seem to be limited to the data and relatitimst they actually
observe. They do not necessarily imply the abildymake accurately
other probabilistic judgments that could be infdrrf’om the same
observations. For example, using a medical decisiaking task, Edgell
et al. (2004) established that although people ccdeshrn the forward
conditional probabilities of the data they had obed, they were
deficient when it came to assessing the correspgridiverse conditional
probabilities and tended to substitute the fornoertifie latter. However,
when trained on joint probabilities they were albbe overcome this
tendency. Similar results have been reported byo€oBlmaraz, and
Garcia-Madruga (2003) using an associative learnpagadigm to

investigate biases in probabilistic judgments. Tslegwed, inter alia, how
learning a conditional probability in one directiamduced conjunction
fallacies (Tversky & Kahneman, 1983) when the ctodal probability

required was in the other direction (i.e., the n3eeprobability). Likewise,
Nilsson (2008) found that people were able to awoidjunction fallacies
when experience was in terms of joint probabilitast not when it
involved separate experiences of the marginal coeps. He attributed

the inferential errors to incorrect combinatiornesul

The work of Fiedler and his colleagues has alsohexsiged that people
base their judgments on the data they actually rebs@-iedler, 2000;
Fiedler, Brinkmann, Betsch, & Wild, 2000; FiedlerJ&slin, 2006). These

authors blame inferential errors on difficulties opke face in
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understanding the sampling processes they encoastepposed to the
encoding of observations. They explicitly state

....the central empirical message of the reportediesu... is that
the inductive operation of quantifying the occuoerrate of a
focal event in a sample is largely unimpaired aattiar accurate.
Judgment biases do not arise during this quartidicaprocess
within available samples, but only because judgesk Ithe
necessary metacognitive skills to detect and cofoeche biases
that are already inherent in the available samgfésdler et al.,
2000, p. 412).

It is not true, of course, that people lack all aegnitive skills, just that

these are limited (see, e.g., Elwin,Juslin, Olsg€dmkvist, 2007).

A further limitation is the failure to gain insighthat allow generalizing
beyond the actual characteristics of the data épezd. For example,
after repeated experience with the Monty Hall gédmade operational by
card or computer games) people do learn to takeofitienal decision

(Granberg & Brown, 1995; Friedman, 1998; Granberd>&rr, 1998).

However, there is no evidence that experience waithanalogous game
leads to understanding the probabilities affectmgcomes (Franco-
Watkins, Derks, & Dougherty, 2003).

In summary, people can encode sequentially gerefagguency data
accurately (e.g., actions and outcomes) but argelmn their ability to

make probabilistic inferences that go beyond the ddserved (e.g., to
infer inverse probabilities). Thus, there shouldnioeexpectation that, by
themselves, kind environments can teach peopleakenall inferences

that are logically implied by the data experienced.
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2.3. Simulated experience

Since there are many ways in which experience eamdde operational,
we define here the method used in this paper.dt) fee created specific
simulation tools for each problem in the two expemts. However, from
the participants’ perspective, all provided the sdunctions. These were
to simulate and observe outcomes of each processpiioblem) modeled,
one trial at a time and for as many trials as tweshed, as well as the
possibility to review subsets of outcomes of pasiis To explain the
simulation methodology to participants in Experimdn we used the
example of a coin toss and Figure 2.2 shows thepaten interface

specifically designed for this purpose.

Participants are told that a click on the SIMULAT&ton corresponds to
tossing a coin once (i.e., one trial) and thatabksociated outcome — “1”
for “heads” and “0” for “tails” — appears in thestarow of a column. By
clicking on the button several times, a participeanh observe a series of
simulated coin tosses (i.e., trials) the outcomfewlich are recorded in
sequence in the column. Moreover, the tool letssuselect subsamples of
their past experience (of simulated outcomes) deioto obtain statistical
summaries (count, sum and average). For exampdeyd-i2.2 shows a
situation where the user has clicked nine times gederated nine
outcomes. Here the user has also manipulated thsarto select a subset
of five outcomes (the dashed area) of which sumnsafistics are

provided in the table.
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SIMULATE

1

Each time the “SIMULATE” buttan
is pressed, the simulator

0 generates:
i}

Heads: 1
0 Tails: O

Information on the selection:

e | o |

0.6 5 3

Figure 2.2 Simulation tool for coin toss. Each time the SIMULRA button is
clicked, a coin toss is simulated producing a “hédds) or “0”
(tails). The figure depicts the outcomes of ninieksl of which
five have been selected (dashed area). Summaistisgof this
subsample are shown in the table provided. Paatitgpwere free
to sample as many outcomes as they wished and tainob
statistical summaries of subsamples they seleciiutiie mouse.

The specific simulation interfaces designed for tpeoblems in
Experiment 1 are analogous to the coin toss simulattheir functions;
they reduce the outcomes to binary values of “X1 ‘&, provide a new
outcome with each click, make past outcomes awaildbr visual
inspection and can provide statistical summariesubsets of previously
experienced outcomes that users select. The ofigretice with the tool
provided in Experiment 2 is that, due to the ddfdr nature of the
questions, it does not show the outcomes as aysififil”s and “0”s, but

generates integer values instead.
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It is important to emphasize that our simulationthmeology gives
participants total control over their experience.(inumbers of trials,
evaluated subsets). It also provides a cognitidetlaat participants can
use to summarize subsets of their experience. @tinadology thus has
some differences from that used in, for exampletwig et al. (2004) and
this is an issue to which we will return. The siatals for each problem

in the two experiments are discussed in detailppekdix 2.B.

2.4. Experiment 1

The goals of Experiment 1 were to assess peoplalityato make
probabilistic judgments after gaining simulated engnce on a range of
problems and to observe their preferences betweelm experience and

objective, non-transparent descriptions of the sprablems.

a) Design

We varied two between-subject factors in an incetepR x 2 design in
which all participants gave three answers to ediceeen questions. One
between-subject factor was level of statistical hssfation. We

compared responses of advanced undergraduate tstudleo had taken
classes in statistical reasoning and probabiliptiz with those of a group
of older, university-educated adults with less falstatistical knowledge.
The second between-subject factor was whether cpmatits first

answered the questions before experiencing seallgntsimulated

outcomes, and then again after having done soppssed to the reverse,
that is, first after having experienced sequentialiimulated outcomes,
and then without having done so. This second fadtowever, was
incomplete in that it was only varied for the adsedh undergraduate

students.
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The experimental design is illustrated in Table. 24 shown there, one
group of advanced undergraduates first answeredsealén questions
“analytically,” i.e., without having experienced gsentially simulated
outcomes. In contrast, the second group of undévatas first answered
after experiencing sequentially simulated outconfdter each answer
provided in the second task (with and without setedl outcomes, as
appropriate), both groups were required to stafmma answer that, if
correct, would earn them €1.00 (for each correcwan). We refer to
these two groups as “Sophisticated A-E” and “Sajfased E-A,”

respectively.

The group of older university-educated adults wasruited through
personal contacts of one of the authors. They angwered the questions
in one order: before and then after having expeddnsequentially
simulated outcomes and also gave a final answeerGiheir volunteer
status, it was not deemed appropriate to remunénate financially for

either their accuracy or participation. We refetttis group as “Naive.”

Table 2.1. Design r Experiment

*
Group 1* Task 2" Task 3" Task Remuneration
. Coin  Answer ) 1 Euro
Sophisticated . . Final ./
Answer analytically toss  with correct final
A-E . answer
example  experience answer
. Coin  Answer . 1 Euro
Sophisticated ) ) Final ./
toss  with Answer analytically correct final
E-A . answer
example  experience answer

Coin  Answer .
. . . Final
Naive Answer analytically toss  with None
. answer
example  experience

* Final answers were given to each problem right after the 2" task for that problem was
completed.
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Table 2... The seven probabilistic inference probl

1. Bayesian updating (Gigerenzer et al. 2007 version)

Assume you conduct breast cancer screening using mammography in a certain
region. You know the following information about the women in this region:

The probability that a woman has breast cancer is 1% (prevalence)

If a woman has breast cancer, the probability that she tests positive is 90%
(sensitivity)

If a woman does not have breast cancer, the probability that she nevertheless
tests positive is 9% (false-positive rate)

A woman — chosen at random — gets breast screening and the test results show
that she has cancer. What is the probability that she has cancer?

a) The probability that she has breast cancer is about 81%.

b) Out of 10 women with a positive mammogram, about 9 have breast cancer.
c) Out of 10 women with a positive mammogram, about 1 has breast cancer.
d) The probability that she has breast cancer is about 1%.

2. Birthday problem

In a group that has 25 people in it, what is the probability that 2 or more people
have the same birthday?

3. Conjunction problem

A project has 7 parts. The success of the project depends on the success of these
parts. In order to be successful, all its parts need to be successful.

Assume that each part is independent from the others and each has a 75% success
rate.

What is the probability that the project will be successful?
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Table 2... Continuel

4. Linda problem (Tversky & Kahneman, 1983)

Jessica is 31 years old, single, candid, and very promising. She graduated in
philosophy. As a student, she was anxious about discrimination issues and social
justice, and also took part in anti-nuclear demonstrations.

Assign a rank to the following statements from most probable to least probable:

a) Jessica works in a bookstore and takes Yoga classes.

b) Jessica is active in the feminist movement.

c) Jessica is a psychiatric social worker.

d) Jessica is a member of the League of Women Voters.

e) Jessica is a bank teller.

f) Jessica is an insurance salesperson.

g) Jessica is a bank teller and is active in the feminist movement.

5. Hospital problem (Tversky & Kahneman, 1974)

A certain town is served by two hospitals. In the larger hospital about 45 babies
are born each day. In the smaller hospital about 15 babies are born each day. As
you know, about 50 percent of all babies are girls. However, the exact percentage
varies from day to day. Sometimes it may be higher than 50 percent, sometimes
lower. For a period of 1 year, each hospital recorded the days on which more than
60 percent of the babies born were girls.

Which hospital do you think recorded more such days?
a) The larger hospital?

b) The smaller hospital?
c) About the same for both hospitals?

6. Regression toward the mean

A class of students enters in a TOEFL exam (it is a standardized test of English
language). One of the students gets a better result than 90% of the class.

The same class, including the person who had done better than 90% of his class,
enters another TOEFL exam. Past data suggest that the correlation between the
scores of the different exams is about 0.8.

Which statement is correct?

a) Itis more likely that the student in question now gets a better ranking.

b) Itis more likely that the student in question now gets a worse ranking.

c) The chances that the student gets a better ranking or a worse one are
approximately equal.
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Table 2... Continuel

7. Monty Hall problem

There are three doors A, B and C. We randomly selected one of them and put a
Ferrari behind it. Behind the remaining two doors there is nothing.

You will select a door and we will open it. You will win the game if there is Ferrari
behind it.

Now select a door. (The participant makes a selection, say A).

Before we open the door you selected, we open B and show you that there is
nothing behind it. Now two doors remain: A and C. Behind one of them is a
Ferrari. Given this situation, please state if you would like to

a) Stay with your original selection
b) Change to the other door

Table 2.2 provides descriptions of the seven problaused in the
experiment. They were chosen because they represesmige of well-
known problems that people typically answer incctiye Answers are

provided in Appendix 2.A.

We note, parenthetically, that the initial stimphesented to participants
were the same whether they were answering the grrablith or without
simulated experience. Strictly speaking, theref&@eeriment 1 is a test
of answers given after “description” versus “dgstion and experience”
as opposed to simply “description” versus “expereh Given the nature
of our stimuli (we had to describe these for botimditions), this was

unavoidable. However, this is not an issue in Expent 2.
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b) Procedure

To handle possible technical issues concerningithalation technology,
the experiment was run on an individual basis. Tlpasticipants made
individual appointments to meet with the experireerand were alone
with him when answering questions. To facilitateegantation, we
describe the procedures separately for the Sophietd A-E and Naive
groups, on the one hand, and for the Sophisticktéd group, on the

other.

= Sophisticated A-E and Naive

The experimenter told the participants that theylcdhave to answer
seven problems that could be solved through préibatireasoning. The
experimenter further stressed the importance dingethe answers right.
Sophisticated participants were informed that tmemuneration would

depend on the accuracy of their final answers.

The participants provided their age and were asiaddicate their level
of comfort in probabilistic and statistical reasamion a 5-point scale: (1)
Does not know or remember anything; (2) Knows ongmbers little; (3)
Remembers some of the things and did well in rdlateurses; (4)

Remembers all or most of the things; (5) Expert@atteach others.

Then the participants were given written descripgiof the problems (see
Table 2.2) in a language in which they were flu@panish, English, or
Turkish) and in a randomized order. The descrigtioh each problem
were also read to them out loud. Participants vgiren a pen, paper(s)

and a calculator during this analytic task of thpegiment.
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Once the participants had provided answers tdalbuestions, they were
told that now they would face the same questiorsnaig the same order
as before. However, this time, they would haved tor each problem
which would allow them to “live through” the sameoplem again and
again, observing the outcomes sequentially. At ploisit the participants
were referred to a coin toss, as a simple exampla probabilistic
problem with two outcomes and were introduced touition through
this example (see Figure 2.2). Participants leatmaa to click on the
SIMULATE button, how each click results in an outw depending on
the structure of the problem, and how to use thesado obtain statistical
summaries of subsets of previously sampled outcomigg questions
about simulation were then clarified by the experiter. This coin toss

exercise took approximately two minutes for eadtigipant.

Once the participants had familiarized themselvath wexperiencing
outcomes using the coin toss example, the expeténdold them that
they would now experience in a similar way the oates associated with
the same seven problems for which they had prelyiguevided answers.
They were told that, in a metaphorical sense, wi#ye “tossing” groups
of 25 people, TOEFL exams, and so on. The mannesamfpling
outcomes was left to each participant’s discretibat is, number of trials,
time taken per trial, and even different numbersarples of trials for
given problems. Similar to the coin toss interfaae,any time while
sampling, participants were free to stop, selectuasample of past
experiences using the mouse and observe the cumtand average of
the selected subset of the data in a table provintethe same screen.
Occasionally, participants asked questions aboue timulation
mechanism and the experimenter always answeredfanalard manner:
“The program simulates correctly the current sitrdproblem and

provides you with an outcome each time you click.”
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The instructions for each of the seven problemsewgénilar but varied in
their details and, together with descriptions & thdividual simulation
models, are provided in Appendix 2.B. However, yvof illustration,

we provide here the instructions for the Bayesjaaiating task:

This program has the same functions as the com posgram.
However, it is designed for this particular problewith each
click on the SIMULATE button you will “meet” a diéfrent
woman with a positive test result. For each of themill show

(1) if she really has cancer and (0) otherwise. ddenvith each
click you will see the outcome associated with sardomly

selected woman. You can click as many times yo arsl select
and obtain statistical summaries of a subset aforaés that you
have previously sampled by selecting it with theuse

The participants were asked to provide two morgarses for each
problem; a response based on experiencing segiensenulated
outcomes, and a final response to the problem toaild take all
information they wanted into account. The writte@sctiptions of the
problems were again made available for inspectibenthe participants
needed to consult them. The experimenter told Stipated participants

that each accurate final answer would earn themrt.E

When participants had provided all three answengl{gic, experience,
and final) for each problem, they were paid acaadito their

performance (if appropriate), thanked, and disndisse
= Sophisticated E-A

The same procedure was applied to the participantisis group except
that they completed the task with simulated expesgefirst. Thus, they
were told that they would have to solve seven grdiséic problems and
notified about the importance of giving accuratgpases on which their

remuneration would depend. Then, after providinitkeof their age and
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level of statistical sophistication (on the sameo#it scale as above), they
were directly introduced to the coin toss example asked to experience
each of the seven problems using their specifialgitars and to provide
answers given their experiences. Before experigncsequentially
simulated outcomes for each problem, a written rijgson of the
guestion was provided in a language in which théigggants were fluent

(mainly Spanish), which was also read out loud.

Once the experience task was over, the experimgmtevided the
participants with a pen, paper(s) and a calculatal asked them to solve
each question again, this time analytically. Theigipants were required
to provide an analytical answer and then a finawaar to each problem
that would take account of all the information theginted to consider.
The written descriptions of the problems were magdain available for
inspection when the participants needed to congbhitm. The
experimenter told the participants that each ateuinal answer would

earn them 1 Euro.

When participants had provided all three answexpggence, analytic
and final) for each problem, they were paid accuaydito their

performance, thanked, and dismissed.

c) Participants

Sixty-two undergraduate students were recruiteanfriovo classes at
Universitat Pompeu Fabra and assigned at randdhet8ophisticated A-
E and Sophisticated E-A groups (31 to each). Thdesits were in the
394" year of undergraduate studies in business andéwroenics and had
all taken courses in probability and statistics.@Wlasked to indicate their

level of comfort in probabilistic and statisticaasoning on the 5-point
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scale described above the mean self-reported reimgpth groups was 3
(SD=.4), “remembers some of the things and did welklated courses.”
The average age of the Sophisticated groups waan2252% were
female. The mean remuneration participants receivied the correctness
of their final answers — was €4.519= 1.5).

The mean age of the 20 university-educated adulisel Naive group was
39 (range from 24 to 59) and 50% were female. tmseof statistical
sophistication, the mean self-reported rating @dshe same scale as the

undergraduates above) was 2 (or “knows or rementitties’ SD = .6).

d) Results
=  Numbers of trials and time taken

The mean sizes of samples (i.e., numbers of siedilautcomes) per
respondent across all the problems were almostséimee for the two
Sophisticated groups, 66D = 30) and 65%D = 40) for A-E and E-A,
respectively, but lower in the Naive group, meat®fSD = 27). The
Sophisticated-Naive difference is significatid{) = 2.28, p = .03).

The groups did not differ much in how long they ko answer the
problems. Members of Sophisticated A-E spent omaae219.6 minutes
(SD = 4.3) on the first task of solving the problemsgtically and 23.1
minutes ED = 3.9) on the second task. Members of Sophistic&eé\
spent on average 25.5 minut&D(= 4.7) on the first task of experiencing
the outcomes through simulation and 15.4 minugd3 £ 3.9) on their
second task. The time spent on the third task {gimy a final answer)
was below one minute for all participants. Only tbtal time spent was
recorded for the Naive group; the average was @&5= 5.6). Across all
groups, experimental sessions lasted, on avera@® winutes per
participant §D= 8.0).
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= Accuracy of responses

Table 2.3 provides an overview of the percentageoofect responses to
the seven problems broken down by experimentalitond and groups.
To simplify presentation, we refer to answers madéehout having
experienced simulated outcomes by the term “AmalytiExperience”

refers to answers made after experiencing simulasézbmes.

Some general trends can be observed from TableF&s, across all
problems and groups, the percentage of correcterssafter experience
exceeds that of the analytic responses, and typibgl a large margin.
Second, with one exception, the percentage of cofieal answers lies
between their experience and analytic counterféres exception is the
conjunction problem). This suggests that whereaicg@mnts were
capable of interpreting their experience, theyl stdnted to give some
weight to their analytic responses. Third, theee @der effects. For some
problems, more participants in Sophisticated E-Adwanswered after
using experience first) gave accurate analytic gesps than those in
Sophisticated A-E. Finally, whereas the analytispmnses of the Naive
group are generally less accurate than their Stopdied counterparts,
their post-experience and final answers are qutaparable. Statistical

tests supporting all the above statements aregedvin Appendix 2.C.
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Table 2.3. Percentages of correct answers toeinfiait problems by
experimental conditions

Sophisticated Naive Mean
AE  EA
1. Bayesian updating
Analytic 17 42 20 27
Experience 97 97 100 98
Final 79 58 70 69
2. Birthday problem
Analytic 3 13 0 6
Experience 55 61 65 60
Final 35 61 30 44
3. Conjunction problem
Analytic 55 52 25 47
Experience 74 77 75 75
Final 77 77 75 77
4. Linda problem
Analytic 10 32 10 18
Experience 97 97 90 95
Final 65 71 60 66
5. Hospital problem
Analytic 39 61 25 44
Experience 97 97 100 98
Final 81 68 65 72
6. Regression toward mean
Analytic 32 45 25 35
Experience 68 90 70 77
Final 55 65 35 54
7. Monty Hall
Analytic 31 48 15 34
Experience 93 97 95 95
Final 69 58 55 61

n= 31(29) 31 20



Since the pattern of responses was similar acribgsablems, we first
discuss only the Bayesian updating task in detadl then draw attention

to distinguishing features of responses to otheblpms separately below.

Figure 2.3 reports the result of the Bayesian updaask. We display
nine graphs. The three graphs in the top row refieatdata for the
analytic responses for the three groups (fromttefight, Sophisticated A-
E, Sophisticated E-A, and Naive, respectively). Tiddle and bottom

rows show the analogous data for the experiencdiaadesponses.

The specific version of the Bayesian updating pobthat we used was
taken from Gigerenzer et al. (2007) and provides fiptions to choose
from, as shown in Table 2.2. Gigerenzer et al. 208mployed this
version in a continuing education program in whi®0 gynecologists
were instructed how to use natural frequencies sfaving Bayesian
updating problems. The results of that session vegriée successful.
Whereas only 21% of the 160 gynecologists provithedcorrect answer
before training, the percentage rose to 87% aftaming.

The comparison with our results can be seen byingodown the left-
most column of graphs in Figure 2.3. Only 5 out26f (17%) answer
correctly initially (similar to Gigerenzer's 21%)However, after
experience 28 out of 29 (97%) answer correctlyoaltfn this figure drops
to 23 out of 29 (79%) for the final answer. In dhavur results are

comparable to those achieved with the natural fEaqy method.

Figures analogous to Figure 2.3 that provide ffthimation on responses
made in all conditions by all groups to the six aémng problems can be
found in Appendix 2.D (for details on the simulatéor each problem, see

Appendix 2.B). Results show:
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In the Birthday problem, analytic responses werewskd for all three
groups toward incorrect, low values. Experience enad dramatic
difference. Whereas the actual percentage corrastless than in other
problems, the answers of a clear majority wereectoscorrect (between
50% and 60%). This pattern was largely maintaimethe final response
by the Sophisticated groups but the Naive groupibéeld wide

dispersion.

The analytic responses to the conjunction problesrewsomewhat
dispersed. But experience made a difference thatlargely maintained

by all groups in their final responses.

For the Linda problem we considered only whethertigppants
recognized that the event “bank teller and active the feminist
movement” could not be more likely than “bank tefléOur text referred
to Jessica as opposed to Linda to avoid the ptigsithat the
Sophisticated participants might have heard of‘tlieda problem”). The
analytic and experience—based responses were Hgrmrposites for all
groups (incorrect and correct, respectively). Thajomnity responses for

the final answer, however, were correct.

Experience led to almost 100% correct responsethéhospital problem
and the majority of final answers were also corrEot this problem there
was an order effect. In the Sophisticated E-A grdbere was a majority
of correct analytic responses. In this case, migerience was probably
particularly relevant because no calculations wereded to answer the

analytic question.
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In the regression toward the mean problem, the medponses of all
groups to the analytic question were centered enrtborrect answer of
“equal,” thereby suggesting that the responderdsndit understand the
principle behind the question. The effect of expecte was to shift
answers to being more correct. However, at thel ftage the Naive

group is not convinced.

Experience had a big impact for the Monty Hall peot  Almost
everybody chose the correct answer of “change”r aéeperience.

However, a minority regressed to the incorrect anst the final stage.
e) Discussion

Previous research on the stimuli in Experiment & silaown that, when
presented in the standard probabilistic formapoases to these problems
are typically incorrect. And vyet, when the prestata allowed
experiencing sequentially simulated outcomes, nesg® for all questions

were remarkably accurate. To this we add threetgoin

First, training people to participate in the sintiias by using the coin
toss example was easy and took little time, onagesome two minutes
per person. Participants related well to the tatkexperiencing the

outcomes of simulations.
Second, whereas our participants varied on levéls sttistical
sophistication, the accuracy of all participanesponses benefited from

experience.

Third, our participants made third (and final) amssv that implied

preference for answers achieved with or without #éid of simulated
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experience or some combination of the two. Whessase participants
did revert toward answers made without experiemgest gave more

weight to those achieved through experience.

Parenthetically, we note that solving a problemlyareally and through
experience are two quite distinct approaches. Nahets, participants did
not question the design of the experiment thatirequhem to provide

answers to the same problems multiple times.

Participants were not given any indications as ¢wv hmany trials to
sample. Sophisticated participants sampled more tthetNaive and some
problems involved larger samples than others. kample, the Bayesian
and birthday problems both involved the largest neirs of trials (means
of approximately 80 to 90 for the Sophisticatedugs) whereas the Linda
problem stimulated far fewer trials (around 30 &tirgroups). However,
in this problem, participants had to simulate nplétioutcomes on each
trial thereby experiencing vectors of “1's” or “O'r each category and
not just single “1's” or “0’s.” Thus, the task wa%ore cognitively taxing

(see Appendix 2.B for more information).

An interesting benchmark for the size of sampleshis behavior of
Hertwig et al.’s (2004) participants who learnec tfeatures of two
alternative choice options by active sampling gbexience (in a manner
similar to ours, i.e., by clicking a key on a peralbcomputer). In this
study, the median sample size was 15, far less thanmedians we
observed of 52, 51, and 30 (for Sophisticated AEEA, and Naive,
respectively). A possible reason could be thatikanHertwig et al., we
provided participants with the means to summariztected past
experiences. Indeed, in a recent experiment weddke effects of such a

memory aid by directly contrasting probability estes made with and

75



without the ability to summarize selected past omtes (Hogarth,
Mukherjee, & Soyer, 2012). Results showed littlfedence in mean
accuracy of estimates but the lack of a memorywaid associated with
greater dispersion of responses and the samplimgssftrials. Using the
same paradigm as Hertwig et al., Lejarraga (200@nd that more
analytically oriented participants sampled morenttize less analytical, a

result that parallels our Sophisticated-Naive défiee.

The seven inferential problems we used as stimatievselected for two
reasons. The first was that we wanted to test deas on well-known

problems. The second was that if our “method” wer&ork well across a
range of problems (as opposed to within variatiointhe same), it would
provide a stronger test of its efficacy. Indeede tmethodology was
successful across a range of problems and has tampamplications.

Specifically, in cases where it is difficult to pide transparent
descriptions of problems, simulated experience lbanused to foster
accurate perceptions of probabilities. As spe@ft@mples, consider the

birthday and Monty Hall problems.

For the Analytic task, most participants made daltans and more
calculations did not lead to more correct answd&er were there
differences for the language in which the instiutdi were provided. As
noted before, participants in the Sophisticated Eéndition often
transformed their calculations to obtain the rethdly had experienced in
the simulation, using this as a cue to the answhis suggests that
simulated experience can play an important rolproviding insights to

improve the quality of analytical thinking.

In sum, the results of Experiment 1 show that peaplate easily to

experience in the form of sequentially simulatedcomes; they use it
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well to make accurate inferences across a rangeraifliems; and they
prefer it to non-transparent description. Howewgspite these results,
one might still argue that in many cases an altemanethod should be
preferred such as, say, presenting natural fregeenfor Bayesian

updating tasks. There would be several advant&ges, there is no need
to construct a simulation model. Second, the traresy of the method
provides insight into the structure of the proble¥nd third, the method
can be applied to solve other similar problems. a&refore sought to
examine the efficacy of simulated experience iitiegon where it is not

obvious that an alternative presentation formathsas description by
natural frequencies, could be employed. This was rimin goal of

Experiment 2.

A further goal of Experiment 2 was to assess mareurately the
difference between the accuracy of inferences basedescription alone
and experience alone since, as noted above, Exgariinonly estimated

the additional effect of experience over descriptio

2.5. Experiment 2

Experiment 2 involves a decision making situationeve a transparent

description of the problem cannot be easily corsal

a) Design

The design of Experiment 2 involved between-submnparisons of
responses of two conditions that were requirech8war questions based
either on the analytical description of a problemoiving regression
analysis or after gaining experience with a simofatool. We label the
conditions as Analytic and Experience, respectivelycept that there

were two subgroups in the Experience condition. QGneolved
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statistically sophisticated, graduate studentscomemics whom we label
Sophisticated, and who were similar to respondemtshe Analytic

condition. The other was comprised of universityeated adults without
advanced statistical knowledge whom we refer ttNaive (specifically,

these participants did not know what “regressiomlysis” is). We

therefore make comparisons between three subgréunadytic (the only

group in the Analytic condition), Sophisticateddavaive.
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Table 2.4. Experiment 2 Analytic group set-up

Thank you for participating in this experimentistanonymous, please do not write you
name.

Here you will be asked to make an investment dagistou are given 40 credits. You can
allocate these 40 credits in 3 ways:

I1: You can invest some in “Investment 1”
I, : You can invest some in “Investment 2”
N :You can choose not to invest some of it.

You can choose how much to put in each of theggti8res, provided that your choices
add up to 40.The relationship between the investsremd their effect on the outcome is
given by the following linear equation:

AY, :a"'lglll,i +:82|2,i t€

Where “AY 7 is thechange in resulting credits, 4 is the amount invested in investment
1, “1," is the amount invested in investment 2;““and “s," are the effects of
investments on the change in credits agids' the random perturbation.

The return to each investment is estimated thrdnigfiorical data. Past 1000 investments
were taken into account for each investment an@ls® regression was conducted to
compute the relationship between each investmeahitameturn

The sample statistics for the data are as follows:

Variable Mean Std. Dev.
AY 8.4 7.9
I 11.1 5.8
I, 9.6 5.2
The OLS estimation results are as follows:
Dependent VariableAY
l4 0.5 (0.20)**
Iy 0.3 (0.05)**
Constant -0.1 (0.15)
R? 0.21
n 1000

Standard errors in parentheses
** Significant at 95% confidence level

n is the number of observations
This means that both the investments are estintatbdve positive and significant effects
on the change in one’s returns. Specifically, i d@lverage, “Investment 1” is expected to

generate a 50% increase and “Investment 2" is égf¢o generate a 30% increase over
the invested amount.
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Please insert your investment choices in boxes “1," and "1;", and press "SIMULATE" to see the
prediction of the model.

Even for the same investment choices, the model might predict different cutcomes at each press due to

uncertainty.

You can try as many investment strategies as you wish befare giving an answer to Question 1. You can
also select and summarize subsamples of predictions for your investments.

! 11 | 1, Joutcome,
o 5 42

= ] o s m
0 s 49

1] 5 39

I

1] 5 35

s ] A
3 5 45

3 5 &40

SIMULATE | : s =

Infarmation on the selection:

e | eomi

43 4

Figure 2.4.Experiment 2 Experience condition set-up. Functiares similar
to the coin toss simulation shown in Figure 2. Ed&ahe the
SIMULATE button is clicked, a predicted outcome shown
based on both the user’s inputs and the paramefer® model.
Participants in the experiment were free to sangdemany
outcomes as they wished and to obtain statisticainsaries of
subsamples they selected with the mouse.
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b) Problem set-up

Table 2.4 provides the wording of the problem sefar participants in
the Analytic condition. As can be seen, the problemolves an
investment situation, which requires allocatingdsir(40 credits) across
three alternatives: “Investment 1", “Investment ahd “no investment.”
The profitability of the two investment opportuesi is described by a

regression model. The specific questions were:

1. How would you allocate your 40 credits in orderexpect an
increase of 5 credits (to expect to obtain 45 ¢sgdliHow much
of 40 credits in Investment 1, how much in Invesim2, how

much in N (no-investment)?

2. Given your investment decision in (1), what wouttlysay is the
probability of your obtaining a final total credimount that is

below 40 ¥ < 40), i.e. less than what you started with?

3. Given your investment decision in (1), what woutsliysay is the
probability of your obtaining a final total crediimount that is
below 45 ¥ < 45)?

4. Given your investment decision in (1), what woutliysay is the
probability that you will get a larger outcome witkspect to a
person who does not invest in Investments 1 arsb¢one with
N = 40)?

The statistical rationales for the answers areigealin Appendix 2.E.
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c) Procedure

The experimental procedures differed necessarityédsn the Analytic
and Experience conditions. For the former, therimsions sheet (see
Table 2.4) and questions (see above) were givé&d tandomly selected
graduate students in economics at Universitat Pampabra. When
distributing the materials, the experimenter offieeebar of chocolate to
each participant who was asked to return the arsswigrossible within a
few days, to a sealed mailbox in front of a Uniugroffice. The
participants were told that they could use anyueses (e.g., calculators,
books) they wished when answering the questiong &kperimenter
checked the mailbox everyday for two weeks andectdld 26 responses
in that period. No responses were received beyenddays after the

request to participate.

For the Experience group, participants in the Sgifgfsited subgroup were
recruited in the same manner as those in the Anatybup (i.e., from
graduate students in economics at Universitat Panffsbra). For the
Naive subgroup, the experimenter contacted acquaies (and
acquaintances of acquaintances) outside UniveRdatpeu Fabra, all of
whom had university degrees other than in econarilose of the Naive
subgroup participants were knowledgeable aboutessgyn analysis,
whereas when asked at the end of experiment, thehiSwcated

participants were all able to describe it correctly

When conducting the experiment, the experimentedean one-by-one
with the participants in the two Experience subgsourhese participants
were given the description of the problem withony aample statistics or
coefficient estimates. They were told both in wgtiand verbally that
they possessed 40 credits and could choose totirpas of it in
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Investment 1 and/or Investment 2. They were thdrodoced to the

simulation tool (see Figure 2.4).

The experimenter explained briefly how the tool keyrand then asked
them to choose an investment plan so that theydocexpect to increase
their 40 credits to 45 (the same as question 1gb®y using a tool that
simulates the estimated model, we allowed thermterea choice option,
experience as many outcomes as they wished givanctioice, and to
repeat this for as many choice options as they edar®nce they had
made their decisions, we asked them to answerigue<, 3, and 4 above
(i.e., conditional on their investment allocatiar®nce again, we allowed
them to use the simulation tool and they could egpee the outcomes of
their choices as many times as they desired. Aperiment 1, we again
made sure that participants could see all theircelsoas well as the
outcome histories related to those choices anduledg#c and compare
counts and averages of past outcomes. During ke ¢aly information

on the functions of the simulator was clarified the experimenter.
Appendix 2.B provides further details on the instions provided to

participants and the simulation tool.

d) Participants

The Analytic group consisted of 26 graduate stuglémteconomics at
Universitat Pompeu Fabra in Barcelona who had takereast one
graduate course in econometrics and were knowléllgesbout linear
regression analysis. Participation was voluntarg anonymous. The
average age was 25 and 30% were female. Of 35ysudistributed, 26

were completed.

The Sophisticated participants in the Experiencelitimn consisted of 28

graduate students in economics drawn from the Jaopelation as the
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Analytic group. The Naive subgroup consisted of di&mbers of the
general public having university degrees but novkedge of regression
analysis. Their mean age was 35 (range from 230)oaéd 40% were

female.

e) Results

Table 2.5 documents the means (standard deviatiofsyifferent
variables —the decisions taken, and answers toeiipgired probabilistic
inferences— for the different experimental condisioThe first two rows
of the table (labeled, land }) indicate the mean amounts invested in
Investments 1 and 2, respectively, by the diffesarigroups. According
to the regression results, these two investmeffer di the expected level
and variability of their returns — Investment 1 imav both greater
expected return and more variability than Investn®rOn average, the
Analytic participants adopt less risky strategilant their Sophisticated
counterparts but all three subgroups select invastnstrategies that
essentially meet the demands of the first questiuat, is, to achieve an

expected target of 45.

Question 2 asks for the probability that the inresit strategies will lead
to outcomes of less than 40 (i.e., the startinguarts). The accuracy of
each participant’s response can be assessed hylatimg the absolute
values of the difference between the response asdnormative
counterpart (i.e., the correct response impliedngyregression analysis).
Using this measure, we note that respondents inAthalytic group
seriously underestimate the probability thais less than 40 and their
inferences are less accurate than those made tw¢hExperience groups
(the difference between the Analytic and Experiercanditions is
significant ((48) = 5.4p <.01).
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Table 2.!. Means <SCs> for conditions in Experimen

Condition: Analytic Experience

Sophisticated Naive

(n= 26 28 18)

Decisions

Iy 35 5.7 6.7
<4.6> <3.9> <5.9>

I, 12.3 7.8 9.8
<7.0> <4.5> <7.7>

Expected outcome

Y 45.5 45.2 46.3
<0.9> <1.6> <2.1>
Prob (Y<40)
Question 2:  |Response — Correct| 17% 8% 8%
<7%> <7%> <7%>
Proportion with negative deviation
(Response < Correct) 88% 61% 22%
Prob (Y<45)
Question 3: |Response — Correct| 2% 8% 8%
<5%> <8%> <8%>

Prob(Y|ly,l,) > Prob(Y|no investment)

Question 4:  |Response - Correct| 24% 11% 6%

<10%> <9%> <5%>
Proportion with positive deviation
(Response > Correct) 100% 53% 67%

Question 3 asks for the probability that the inwesit strategies will lead

to outcomes of less than 45 (i.e., the investmarget). On average,
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answers to this question are all quite accurataemnso for the Analytic

condition than the Experience. In fact, these resgs are consistent with
answers to the first question that led to expemtatiof, on average, about
45, that is, with a symmetric predictive distrilauti there is as much

chance of exceeding as falling short of the target.

Question 4 asks for the probability that the chossmestment strategy
will lead to outcomes superior to a strategy of ingestment. The
Analytic group overestimates this probability amad, in Question 2, the
responses are less accurate than those of thei&xgergroups. Again,
the difference between the two conditions is sigaift ¢(41) = 6.7,p <
.01).

f) Discussion

Unlike the inference tasks of Experiment 1, Expernm?2 required
participants to choose an investment plan and mpkababilistic
inferences based on their own idiosyncratic dessidlso unlike several
tasks of Experiment 1, it is unclear how one cobkve provided
alternative descriptions of the questions in thenfosay, of natural
frequencies. Moreover, in the Experience conditfmarticipants were not
presented with non-transparent descriptions, asrost in Experiment 1.
However, like Experiment 1, participants in the Empnce condition

experienced data in the form of sequentially geedrautcomes.

Experiment 2 only permitted between-subject conspas. In brief, we
found that participants gave more accurate proiséibilinferences when
allowed to experience simulated outcomes. Secdwmde twas little or no
difference in accuracy of probabilistic inferendegween the groups of

Sophisticated and Naive participants who expergncemulated
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outcomes. These results are important. They sudbastthe ability to
encode frequencies in the form of sequentially eepeed frequency data
can be used to improve probabilistic inference®sgia wide range of

tasks.

We note also that the questions posed in Experiideare important for
many types of economic decisions where people waaldt to compare
the probabilities of outcomes relative to startpaints, goals, and/or the
outcomes of others. Indeed, in a survey (Soyer &dti, 2012a), we
established that the majority of statistical anetysn the economics
literature describe results in a way analogousht description in our
Analytic condition. Moreover, when we posed a sinp{univariate)
version of this problem to economic scholars, tepondents made the
same kinds of mistake as the Analytic group in Expent 2.Clearly such
presentation modes are far from transparent. Aroitapt implication of
our work, therefore, is that simulated experiene@ cnake statistical
analyses accessible to a wide range of decisioeraak

Finally, for both of the Experience subgroups, wslected data on
numbers of simulations. Before deciding on a fimakestment plan, the
Sophisticated simulated an average of 7 differeategies some 19 times
each. The Naive simulated an average of 5 stratedpeut 9 times each.
Thus, as in Experiment 1, we find that more statafly sophisticated
participants choose to experience more outcomes ttiee less

sophisticated.

2.6. General discussion

Our experiments demonstrate that probabilistic fuelgts can be more
accurate when based on experience in the formapfeseially simulated

outcomes as opposed to description. Moreover hiblids for participants
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who vary in statistical sophistication. Indeed haligh the statistically
sophisticated outperformed naive participants omesodescriptive
problems, there was little or no difference in perfance after

experience.

We interpret our results within the framework ofacdcteristics of
description and experience presented in Figuretl?2al represents the
latter as varying on a kind-wicked dimension ana tformer on
transparency. Our experimental tasks all involved lkenvironments in
that the samples of data that people observed mepresentative. At the
same time, the tasks were not transparent to raspondents. Indeed, the
results of Experiment 2 emphasize the value of éepee for dealing

with non-transparent tasks.

Given the human tendency to attend to the infoimnathat has actually
been sampled (Fiedler, 2000), the quality of infees based on
experience should decline as tasks shift from bkind to wicked. At the
limit, when tasks are wicked but transparent, dpson should be
preferred to experience. However, it is uncertainatvto choose in
environments characterized by wicked experience @ma-transparent
description. An important task for future researghto understand the

nature of this tradeoff.

In the present work, we deliberately limited outeation to kind
environments because we wanted to observe howiergiat information
would affect answers to problems where people &ftyianake erroneous
judgments based on description. One critique ofapproach is that by
simplifying experience to the observation of a Bnigivariate relation —

as well as providing optional memory aids — we wessentially telling
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our participants the answers to the questions. ¥ Iseveral responses

to this critique.

First, our participants were never told how muchadt sample or
whether their estimates were “correct.” Secondgyebple had been told
what to do, and had no doubts, then all responseddviavor experience
over description. This did not happen. Indeed,igpents lost money by
failing to select experience over description ihcases. Third, neither
using nor creating a simulation tool for a specifiocess requires
knowledge of the probabilities of the outcomes iibduces. In fact,

creating such a tool requires the same informa®a description, that is,
about the structure of the problem and its paramsekénally, consider the
coin toss exercise, which we used to familiarize marticipants with the
functions of simulation. Conceptually what we dichsvto make this
“tossing” exercise available for all the other desbs; that is, “toss” many
groups of 25 people, many projects with seven partsnany investment
decisions given an estimated model.

Our work raises both theoretical and practical eons that relate mainly
to the boundary conditions of our findings. We c¢des five issues: (a)
How much and what kind of experience do people n&ednake

appropriate responses? (b) What do people learm fesmulated

experience? (c) Do people trust simulation mechmas?s(d) How general
is the simulation methodology, that is, can modeseasily constructed
for all types of situations? (e) How does experernc the form of

simulated outcomes solve the problem of understgndrobabilities of

unique events?

a) Amount and kinds of experience

In our experiments, we deliberately let particigadétermine the amount

of information — in terms of number of trials — théhey wanted to
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experience. This raises the issue as to how mupkeriexce — that is
number of trials — people need to reach concluswatis which they feel
comfortable. Our participants generally experientz@der samples than
those of Hertwig et al. (2004), possibly becausetask was less taxing in
terms of memory. Moreover, our data showed a mlatbetween
statistical sophistication and sample size with there sophisticated
requiring larger samples. Thus, we suspect thavithehl differences
could play a role in the amount of information tpabple seek (see also
Lejarraga, 2010).

A further important issue is whether being activéhywolved in the
sampling process makes a difference compared t@hsimbserving
outcomes and this also demands further researctexample, one could
conduct experiments varying both sample size amehiantion in the
sampling process and elicit measures of confidaisceell as judgments
of probability. One hypothesis, suggested by sgidie inter-generational
learning (e.g., Schotter & Sopher, 2003), is thabgle may not pay
sufficient attention to the histories of trials tledhers experience but that

they might be sensitive to advice offered by others

b) Learning

It is unclear what our participants really leartfigxin sampling experience
other than probabilities of specific outcomes. Aded previously, past
studies with the Monty Hall problem suggest thdteraexperiencing

multiple trials, people do learn to make approprigsponses. However,
there is no evidence that they achieve more insigttt the problem

(Franco-Watkins et al., 2003).
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The simulated experience featured in this study prbvided information
on outcomes. Thus, it is unclear what insightsparticipants might have
gained about the underlying processes generatangutcomes or if they
could transfer knowledge to analogous tasks. Wepesisthat the
experiences we provided our participants did nevlve much transfer of
knowledge. At the same time, however, we hypotleetiat experience
with outcomes of random processes can lead toagreaderstanding of
uncertainty. Hence illuminating the factors thatalde simulated
experience to lead to greater insights is an inambrtopic for future

research.

For example, the use of simulation to confront pespfirst and
erroneous judgments of probability in specific gimstances can, if
accompanied by further explicit instruction, ophe tvay to insights into
the complexities of probability theory. Indeed, Basier's (1999)
“flexible urn” concept is close to this suggestionthat it involves both
perceiving simulated data dynamically and activeoivement with a
computer interface. However, most of Sedlmeier'srkwe- and
suggestions — have focused on how to present iafitomin the form of
aggregate natural frequencies as opposed dequentially observed
frequency data (see, e.g., Sedimeier, 2000; Seeim&i Gigerenzer,
2001).

Our results encourage the belief that simulateceespce could have an
important role to play in teaching probability astatistics at all levels —
from grade school through university and beyond.walays, it is
relatively simple to build simulation models andithwthe widespread
availability of personal computers, there is ncsogawhy the ideas tested
in this paper could not have wide application. kdlghe Statistics Online

Computational Resource (SOCR) websit@wwv.socr.ucla.edy provides
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a repository of elegant simulations and applets miamy probabilistic
problems including several featured in ExperimenMbreover, Dinov,
Sanchez, and Christou (2008) have shown that usi@gvebsite while
teaching statistics enhances students’ underst@gndind retention of

concepts.

c) Trust

When do people trust the implications of simulatiomodels? We
hypothesize that the key issue is the extent tahvpeople understand the
sampling mechanism. This may have several dimessione is the level
of the participant’'s familiarity with the data geagng process. For
instance, whereas it is probably easy for the gpents to understand the
coin toss example, simulating outcomes relatedfterdnt groups of 25
people in the birthday problem might seem odd dsasgethe fact that the
experiential evidence typically runs counter tooprintuitions. At the
same time, when people have little insight into $tvacture of a problem
— as occurs in both the hospital and Monty Hallbpgms — living the
experience of many outcomes can be helpful in datmg further

investigation.

Interestingly, if the participant already undersigrthe structure of the
problem — as happens in the conjunction problenmd-racognizes that
her capacity for calculation is deficient, she niigielcome the simulation
tool (Lejarraga, 2010). The investment problem xp&timent 2 is a good
example of this. Participants clearly understoas gdbals of the exercise
but lacked the ability to draw the appropriate iafees unless guided by
the simulation model. In an intriguing parallel diapment, Goldstein,
Johnson, and Sharpe (2008) have recently develasiohulation model

that allows people to assess probabilities of difie outcomes of pension
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allocation decisions. The key idea is the samepleeanderstand what
decisions are to be made; what they do not undetstare the
implications; but the simulation allows them to sdeat would happen —
in a probabilistic sense — if particular decisiovese enacted many times.
Further work by Haisley, Kaufmann, and Weber (20%0pws that
experience sampling improves both comprehensionsatidfaction with

returns in investment decisions that involve risk.

Parenthetically, we note that many of the questiah®ut trusting
simulation models could also be raised about tgdiie advice provided
by experts. Under what conditions do people acegpert opinions and
when would these be preferred to experience? Weweethat this is also

an important problem for future research.

Finally, it is easy to dismiss simulated experiemsesimply being the
outcome of a “black box.” We believe a more appiadprmetaphor is that
of a “grey box” where people experience outcomesegded by a
computer as opposed to those arising from the aatuoccurring

environment. But much research is needed to datermvhat affects the
different shades of grey and thus the conditiordeumhich people do or

do not feel comfortable in relying on outcomesiofidated experience.

d) Generality

Our fourth issue centers on limits to the gengrabit the simulation
technique itself. At a conceptual level, and giseffficient ingenuity on
the part of the investigator, there is almost nchiécal limit to the
probabilistic situations that can be constructedheWer they are
meaningful, however, is another issue that can ieeved from two

perspectives: the reality being modeled and theersmce of the user.
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For the latter, the critical issue is that alredibcussed above, namely the
shade of grey of the box. For the former, it shdadctlear that the models
are only as good as the fit of their assumption®#dity. As we see it, the
goal of simulated experience is not necessarilyrdach a precise
probabilistic answer to a problem but more a mednsderstanding the

implications of assumptions in reachingapproximateanswer.

e) Understanding probability

Our fifth issue speaks to the meaning of probahbilihe main distinction
is whether the concept applies to unique eventg, (that a particular
person has a certain disease) or classes of e(egts that people that
belong to a particular group have the disease)s dhitinction has been
given different names in the literature, for exampbistemicas opposed
to aleatory, or singular versus distributional (Reeves & Laoaith1993).

Although from the subjectivist perspective probdpisimply measures a
degree of belief such that the distinction is awant, there is much
evidence that intuitions of probability are moreasly aligned with the
distributional perspective (Gigerenzer & Hoffrag€95). People relate
more easily to a statement that a fair coin tod€¥¥itimes is expected to
show heads roughly 50% of the time than the statentieat the

probability of heads on a single toss of the caif®.5. For the former,
there is some informational “certainty” in the 50Far the latter, 0.5 is a
statement of total uncertainty. The experience infukted outcomes
clearly taps into people’s distributional intuit®ombout the meaning of

probability and this, in part, may explain why tHayd it meaningful.
From a theoretical viewpoint our approach can lmnses extending the

work of Gigerenzer and his associates to its ldgioaclusion. As noted

previously, Gigerenzer and Hoffrage (1985) empleakithe importance
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of experience in the form of sequentially experemhmutcomes and
advocated presenting statistical information in twem of natural
frequencies that summarize these outcomes. In otbets, Gigerenzer's
paradigm involvesdescriptions of experienceWe have suggested
mechanisms that allow experiencing sequential onéso and that
eliminate difficulties associated with descriptidrhat different problem
representations can induce different psychologisschanisms and
responses is well-established (Hogarth, 1982).tiiyémg simple means
to induce accurate responses is important both rekieally and

practically.
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Appendix 2.A. Answers to the seven probabilistic
inference problems in Experiment 1

1. Bayesian updating

p(Cancer) = 1%
p(+|Canced = 90%
p(-|Cance) = %%

p(Cancel) Op(+ | Cance)
p(Cancel) Op(+| Cancen + (1— p(Cancep) Op(- | Cance)

p(Cancer|+) =
Thus, the answer is:
c) Out of 10 women with a positive mammogram, abbutas breast

cancer.

2. Birthday problem

There are 365 days in a year.

The approximate probability of a birthday MATCH Wween any two
specific people is 1/365. The probability of a NOAMCH is thus
364/365.

The probability of 2 NO MATCHES in a row is (36486= 0.9972.

The probability of n NO MATCHES in a row is (36486

There are 300 different combinations of 2 people group of 25.

The probability of 300 NO MATCHES in a row is (3885Y%° = 44%
The probability that there is at least one MATCH = 44% = 56%

The answer is approximately 56%
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3. Conjunction problem

p(part)=75%, i=1 2, ..., 7
p(succesp= p(part,) Op(part,) 0l..0p(part,) = [ p(part )] * 013.3%

The answer is approximately 13.3%

4. Lindaproblem (Tversky & Kahneman, 1983)

p(bank teller) > p(bank teller and feminidty conjunction rule.

5. Hospital problem (Tversky & Kahneman, 1974)

The answer is “the smaller hospital”...

...because smaller sample sizes exhibit more vaitiabil

6. Regression toward the mean

Consider the prediction o, (the second TOEFL score) usiKg(the first
TOEFL score). The least squares regressiofy oh X; would provide us

with the two coefficients:

,23'= Z(Xl,i - >_(1)(X2,i - )_(2) - COV(Xp Xz) =r le
2 (% = X)? var(x) s,
a’ = >_<2 _bzl

Where -1<r, , <1 isthe sample cotrefecoefficient betweei; and

X, ands is the standard deviation.

The predicted values would be given by:
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Substituting the coefficients would give us:

Xy~ X2 =r X =X
XiX;

%, S,

Hence, given an absolute sample correlation coefficlower than 1,
there is regression toward the mean. That is, giedlistandardized value
of X, will be closer to its mean than the standardizddevaf its predictor.
Therefore the answer becomes:

b) It is more likely that the student in questi@wngets a worse ranking.

7. Monty Hall problem

The a priori probability that the prize is behirnabdi (D;; i =1, 2, 3) is:
1
D)==
p(D) =2

Assuming that the participant has selected do@;}, the probability that
Monty opens door X3,) is

- if the prize were behind D p(O, | D)) =1/2

- If the prize were behind D p(O, | D,) =0
- if the prize were behind D3p(O, | D3) =1
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So, the probability that Monty opens door 2 is:

_x 1 1.1
p(C,) _z p(D;) Op(O, | D;) —€+O+§ _E
i=1
Using Bayes Theorem, we have:
1
_ P(D3)0p(0, D) _ 3~ _2
p(D; |O,) = ==
p(0;) 1 3
2
and
1.1
— =
- p(Dl)Dp(Og | Dl) 3 2 _l
p(D, 1G;) = =32=
p(0,) 1 3
2

Therefore, the probability of winning is higheoiie changes the door,
which implies that the optimal strategy is to chautige initial choice, so

the answer is:

b) Change to the other door
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Appendix 2.B. Instructions for the experience
tasks and information on
simulators

The instructions provided to the participants ingabups before each
problem during the experience tasks are detailéabeé\lso provided are
details on the specific structure of the simulaforseach problem which,

of course, were not shared with the respondents.

Experiment 1. Tasksand simulators

1. Bayesian updating

Instructions to participants:

This program has the same functions as the com posgram. However, it is
designed for this particular problem. With eacleiclon the SIMULATE button

you will “meet” a different woman with a positivedt result. For each of them it
will show (1) if she really has cancer and (0) otvise. Hence, with each click
you will see the outcome associated with one ramgssiected woman. You can
click as many times you wish and select and obsg#atistical summaries of a
subset of outcomes that you have previously sampiedelecting it with the

mouse.

Information on the simulator:

The simulator contained in its database a longronlof 1s and 0s, unobservable
to the user. Each entry was generated randomly, that with 1% probability it
was equal to 1 and with 99% probability it was égoa0. For each entry, the
simulator also generated a second informationhéf éntry was 1, the second
information would be 1 with 90% probability and &w10% probability. If the
entry was 0, the second information would be 1 \8#h probability and 0 with
91% probability. The user could not observe thedeutations. With each click
of the user, the simulator located a 1 in the sédnformation and looked at the
entry associated with it. If it was 1, it reportedo the user. If it was 0, it reported
0.

2. Birthday problem

Instructions to participants:

This program has the same functions as the com posgram. However, it is
designed for this particular problem. With eacleiclon the SIMULATE button
you will “meet” with a different group of 25 peoplEor each group it will show
(2) if two or more of them have the same birthdagt €0) otherwise. Hence, with
each click you will see the outcome associated with group of 25 people. You
can click as many times you wish and select andioistatistical summaries of a
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subset of outcomes that you have previously sampiedelecting it with the
mouse.

Information on the simulator:

At each click, this simulator randomly generatedn2bnbers between 1 and 365.
Then it sorted them from minimum to maximum andktdiest differences. The
user could not observe these calculations. If drthese first differences were 0,
it reported 1 to the user, if not it reported 0.

3. Conjunction problem

Instructions to participants:

This program has the same functions as the com poggram. However, it is
designed for this particular problem. With eacklclon the SIMULATE button it
will generate seven parts of a different project. €ach project it will show (1) if
all the parts are successful and (0) otherwise cklewith each click you will see
the outcome associated with one project. You cenk els many times you wish
and select and summarize any subset of outcomésytha have previously
sampled.

Information on the simulator:

With each click this simulator randomly generatedtang of seven numbers.
Each number was either 1 (with 75% probability)Oofwith 25% probability).
The user could not observe these calculations. Thie sum of all the entries
was 7, it reported 1 to the user, if it was lessth, it reported 0.

4. Linda problem

Instructions to participants:

This program has the same functions as the com posgram. However, it is
designed for this particular problem. Here you 8&MULATE buttons, each of
them associated with a category that Jessica cambember of. With each click
on one of the SIMULATE buttons you will see the waes of a Jessica-like

person to the question “are you a member of thiegeay?” For each category it
will show (1) if she said “yes” and (0) otherwis¢ence, with each click you will

see the outcome associated with one answer ofsicddi&e person about that
particular category. You can click as many timesi yeish and select and
summarize any subset of outcomes that you havégqusy sampled.

Information on the simulator:

For this program the probabilities for each respocategory were exogenously
determined by the experimenters but conformed eadistrictions implied by the
conjunction rule. Hence given the probability fogi@en category is “p”, when
the user generated an answer for that categorypithgram produced 1 with
probability p and 0 with probability 1-p. This kindf interaction was
programmed for each category, with their respectesegenously determined
probabilities. The user had to simulate for eadegary separately and finally
observed seven columns of 1s and 0s, one for edebary.
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5. The hospital problem

Instructions to participants:

This program has the same functions as the com posgram. However, it is
designed for this particular problem. With eacklclon the SIMULATE button it
will generate one day, where 45 babies are bothenlarger hospital and 15 in
the smaller one. On the screen you see one colasanved for the larger hospital
and one for the smaller one. For each day it widivg (1) for each hospital if 60%
or more of the babies born in that day were girld €0) otherwise. Hence, with
each click you will see the outcome associated wite day, for each hospital.
You can click as many times you wish and selectabtdin statistical summaries
of a subset of outcomes that you have previoushpsed by selecting it with the
mouse.

Information on the simulator:

With each click this simulator randomly generate@d tolumns of numbers. One
contained 45 entries, the other contained 15, whaoh of the 60 entries were
either 1 (with 50% probability) or 0 (with 50% pattility). Then the program
summed the numbers of the two columns. The useldcoot observe these
calculations. If for the column with 45 entriesg tbum was equal to or more than
24, it reported 1 in the column for the larger htdpand O otherwise.
Analogously, if for the column with 15 entries, theém was equal to or more than
9, it reported 1 in the column for the larger heedpand O otherwise.

6. Regression toward the mean problem

Instructions to participants:

This program has the same functions as the com posgram. However, it is
designed for this particular problem. With eacleiclon the SIMULATE button

the students will enter a different TOEFL exam. Each exam, it will show (1) if
the student was ranked higher than before and t(@rwise. Hence, with each
click you will see the outcome associated with @@EFL exam. You can click
as many times you wish and select and summarizesabget of outcomes that
you have previously sampled.

Information on the simulator:

With each click this simulator randomly generatedofumn with 1000 random
numbers from a normal distribution with mean 50 atahdard deviation 10.
Second and third columns were calculated by adtbngach entry of the first
column a random number, drawn from a normal distidm with mean 0 and
standard deviation 5. Consequently, the correldtietmveen the second and third
columns is approximately 0.8. Here, the secondmpluepresents the first test
score, the third column represents the seconagteseé and the first column is the
main factor (e.g. ability) that affects the scofBlse 93" percentile in the first test
was identified by locating the1B0largest entry in the second column. The
corresponding entry in the third column was theso dbcated. The user could not
observe these calculations. If the rank of theyeidtentified in the third column
was below 100, the program reported 1 to the aset 0 if otherwise.
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7. Monty Hall problem

Instructions to participants:

This program has the same functions as the com poggram. However, it is
designed for this particular problem. With eaclticlon the SIMULATE button
you will play the game: the program will generateee doors and it will
eliminate one of the two doors that you have ntecded and that does not lead to
the car. On the screen you see one column resé@wéide door you selected and
one for the other remaining door. For each gamallishow (1) for the door with
the car behind it and (0) for the door that doeslead to the car. Hence, with
each click you will see the outcome associated wit game. You can click as
many times as you wish and select and obtain stafisummaries of a subset of
outcomes that you have previously sampled by setgitwith the mouse.

Information on the simulator:

With each click, this simulator randomly generatethndom number between 1
and 3. Depending on the generated number, it gexki@ column with three

numbers, where one of them is (1) and the other @w® (0)s, such that (1)

corresponds in the sequence to the random numbesgiopsly generated. Then

the program eliminated one (0) from the first twares of the sequence (hence it
always considered the third entry as the seleafahe user). The user could not
observe these calculations. Then the program reghdtte third number in the

sequence within the column reserved to the doarctsd by the user and the
remaining number in the sequence within the otb&rman.

Experiment 2: Experiencetask and ssmulator

Instructions to participants:

In this program, each click on the SIMULATE buttovill generate a new

outcome, given your investment choices. On theescy®u see two boxes where
you can enter your investment choices. For the samés, you can get different
outcomes with each click, as they would depencherstate of the world you find

yourself in. For each set of inputs (investmenticdg) you can click as many
times as you wish and select and obtain statisscahmaries of a subset of
outcomes that you have previously sampled by satpdt with the mouse. You

can also copy and paste selected subsamples andasmrthem with other

outcome samples that were generated through diffémeestment choices.

Information on the simulator

With each click, the simulator predicted the outesnusing the model and the
estimation results shown in Table 4, given the tmguts of the user. The error
term was assumed to be normally distributed. Userdd not observe these
calculations. Only the outcome was reported inléis¢ row of a column, which

also stored all the previously predicted outcomgsthe user. Next to each
outcome, the inputs that were used to predict dotome were also displayed.
Similar to the coin toss simulator (see Figure 2t simulator also provided
the users with information on the count, sum andraye of the subsets of
outcomes that the user chose to select with thesenddoreover, the user was
able to copy and paste subsets of data near anatbeet of data for a clearer
visual inspection between the two subsets, sayngiwve different sets of inputs.

103



Appendix 2.C. Statistical tests on differences
between proportions of correct
answers in Experiment 1

Table 2.C1. Difference between the proportionsoofect answers in
Experience and Analytic

Sophisticated A-E  Sophisticated E-A Naive

A t(df) A t(df) A t(df)

Bayesian updating 0.79  10.1(42)* 0.55 5.8(37)* 0.80 8.9(19)*
Birthday problem 0.52 5.4(37)* 048  4.6(53)* 0.65 6.1(19)*
Conjunction problem  0.20 1.6(59) 0.23 2.2(58)* 0.50 3.7(38)*
Linda problem 0.87 14.0(49)* 0.65 7.2(38)*  0.80  8.4(38)*
Hospital problem 058  6.2(37)* 036 3.8(37)*  0.75 7.7(19)*
Regression toward

0.36 3.0(60)* 0.45 4.3(48)* 0.45 3.2(37)*
the mean

Monty Hall problem  0.58 6.3(55)* 0.48 5.1(37)* 0.80 8.6(31)*

(*) indicates significantly positive difference at 95% confidence level

Table 2.C2. Difference between the proportionsoofext Analytic
answers in Sophisticated E-A and A-E

A t(df)

Bayesian updating 0.25 2.2(55)*
Birthday problem 0.09 1.4(45)
Conjunction problem -0.03 -0.3(60)

Linda problem 0.23 2.3(50)*
Hospital problem 0.23 1.8(60)
Regression toward the mean 0.13 1.1(59)
Monty Hall problem 0.19 1.4(59)

(*) indicates significantly positive difference at 95%
confidence level
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Table 2.C3. Difference between the proportionsoofect answers in
Sophisticated A-E and Naive

Analytic Experience Final
A t{df) A t{df) A t{df)

Bayesian updating  -0.03 -0.2(39) -0.03 -1.0(30) 0.09 0.7(37)

Birthday problem  0.03  1.0(30) 0.10 -0.7(42) 006  0.4(42)

Comjunction 55 3548)*  -001  -0.1(41) 002  0.2(39)
problem

Linda problem  0.00 0.0(40) 0.07 0.9(27) 0.05 0.3(40)

Hospital problem  0.13  1.1(44) 0.03 -10330) 016 1.2(35)

Regression toward o0 5 ¢ 40) 0.02  -02(41) 019  1.4(42)
the mean

MontyHall o e 1447)  -008 -10(49) 010  0.7(39)
problem

(*) indicates significantly positive difference at 95% confidence level
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six problems in Experiment 1

Appendix 2.D. Histograms of responses given to
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Appendix 2.E. Rationale for answers to the four
guestions in Experiment 2

Question 1

This question was posed to elicit an answer from phrticipants. We
wanted them to make an investment decision withréiqular expectation
about the results it would lead to. The answeremyisuggested that the

participants in all groups identified average effequite accurately.

Question 2

This question reflects the desire to obtain a p@sibutcome given any
investment decision. The most popular answer fig tjuestion in the
Analytic group wad,=0 andl,=16.7. We therefore base the calculations
in this section on these particular values. Ansvessociated with other

choices can be calculated analogously.

The answer to Question 2 depends mainly on thelatdrdeviation of the
estimated residuals SER. In a linear regression analysiSER
corresponds to the variance of the dependent \arthht is unexplained
by the independent variables and is captured bytétistic (1R?). In the
set-up, this is given as 21%. One can compute BeRSusing the ()

statistic and the variance g¥:

s€@) = Var(AY)(1- R?) =/ (79°)@- 021) O7 (A1)

Givenl,=0 andl,=16.7 the answer to Question 2 is:
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AY, <OJ1,, =01, =167)= pC+ A, +& <0|l,, =01, =167) =
_ & é—,@l ol —167) =
= 0-C-4, |1, =0, =167 . =01, =167) =
= pE < Al ) = p( @) sd@) (A )
= q:(%) =@ (-07) 0024 (A2)
Question 3

Here, one needs to make similar calculations athfoanswer to Question

2. Givenl,=0 andl,=16.7 the answer to Question 3 becomes:

MY, <5[1,, =01, =167)= pC+ A +§ <5|1,, =0,1,, =167) =

B é 5 c- ,BI, _ _
= 5-C-A, |1, =01, =167 i =01, =167) =
= pé < ﬂ [y ) = p( S48 ) s48) [1, )
_./5+01- 031167, _
= q;(f) = ® (-001) [0 050 (A3)
Question 4

This question reflects the desire to be better with respect to an
alternative of no-action in terms of Investment rid &2. Finding the
answer requires making one additional calculatigpecifically, we need
to know the standard deviation of the differencéwieen two random

variables, that is

(Yi [11,i=Xg, [2=%2 ) = (Y | 11,70, 12;=0), (A4)

wherex;> 0 and/ox,> 0
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We know that i | I1=X1, 12=X2) is an identically, independently and
normally distributed random error with an estimaseghdard deviation of
again 7. Given that a different and independentistoccurs for different
people and actions, the standard deviation of besom

Jvar((Yi [Ty =X, 15 :XZ)_(Yj ||1j =O-|2,j =0) =
= MVar((Y; [1;; =x,, 1, =x,) +Var(Y, |I,; =0,1,; =0)) =/(7* +7°) 099 (A5)

Givenl,=0 andl,=16.7 the answer to Question 4 becomes:

Y, |1, =0,1,, =167>Y, |1, =0,,, =0) =
=pC+A,+&-C-A, -8 >0|l, =01, =167, =0,1,, =0) =
=8 -8 >0-A,+A, |1, =01, =167,1,, =01, =0)=
& — e 0-4. +4.

e|,\ e],\ > A| k Jlll'i
Se(e| _ej) Se(ei _ej)

= p( =0,, =167,1,, =0, =0) =

=1- qa(%) =1-® (-051) [ 069 (A6)
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Soyer, E., & Hogarth, R. M. (2011Yhe size and distribution of
donations: Effects of number of recipienfsidgment and Decision
Making, 616-628.
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3. The size and distribution of donations:
Effects of number of recipients

(Based on Soyer & Hogaf11)
3.1. Introduction

Recently, much literature has highlighted the intmace of numbers of
alternatives in choice. This can be considered ftam perspectives. In
one, investigators have reported effects when peapbke unique
selections from different numbers of alternativeee( e.g., lyengar &
Lepper, 2000; Schwartz, 2004; Scheibehenne, Geien & Todd,

2010). For example, studies have documented diffiaile satisfaction

with choice for decisions involving pens (Shah & Ngad, 2007), pension
plans (lyengar, Huberman & Jiang, 2004), gift boxX&eutskaja &

Hogarth, 2009), and wines (Bertini, Wathieu & lyang2010).Moreover,
a recent meta-analysis suggests that the magnaiudéects depends on
preconditions, choice moderators and the contextghich decisions are
made (Scheibehenne, Greifeneder & Todd, 2010).

The focus in the second perspective is on what drappvhen people
allocate resources across different numbers ofraltives (see, e.g.,
Andreoni, 2007). This is the topic of the preseapgr. Specifically, we
consider this issue in the context of charitableadions and investigate
the effects of numbers of alternatives on the armo@imotal donations as
well as their distribution across charitable orgations (NGOs) and
specific campaigns. Both of these issues are irapbfrom theoretical
and practical viewpoints. For example, when attémgpto maximize

donations, NGOs might consider whether donors pexcéghem as

belonging to small or large subsets of potentiaipients. At the same

time, NGOs often seek funds for different campaignd it is important to
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know how the number and presentation of campaigifiecta total

donations.

We report two experiments. In the first, we expleftects when donors
allocate funds across different numbers of NGOsthe second, we
investigate what happens when a single NGO solmitstributions for
different numbers of campaigns. In short, we findo teffects of
increasing the number of alternatives: total cowoitibns increase albeit at
a decreasing rate; and distributions of donatioasaffected. Specifically,
these tend to become less egalitarian in the calié&s@s but more so in
the case of campaigns. In the second experimenglseeinvestigate the
use of “drop down” menus in donation interfacesdoliciting donations
to specific campaigns. When, as in current practiteice is limited to
one of several alternatives, contributions are lowlan when this

restriction does not apply. We conclude by disaugsinplications.

3.2. Relevant literature

Several recent studies have focused on differgpecas of the donation
process including determinants of donation decssihandry et al., 2006;
Chang, 2005), the impact of presentation mode (Srhakwenstein &
Slovic, 2007), the effect of social interactionsli@eitzer & Mach, 2008),
herding behavior among donors (Martin & Randal, &00and

methodologies for measuring altruistic behaviorkigss, 2007).

Andreoni (2007) specifically examined the effecté mumbers of
recipients on donations in the context of an expental economics
game. He found that, as the number of recipienteeased, participants

gave more but that individual shares decreasedcifgmdly, for “the
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average subject, a gift that results in one persorivingx is equivalent

to one in whicm people receive/n’*%ach” (Andreoni, 2007, p. 1731).

A number of studies have shown that these kindesflts are sensitive to
emotionally charged stimuli. For example, Hsee Rottenstreich (2004)
compared the effects of affect-rich as opposedffiectapoor stimuli to
capture willingness to donate to saving from onefdor endangered
pandas. With affect-poor stimuli (dots), willingiset® donate was greater
for four endangered pandas than one. With affett-stimuli (cute
pictures), however, there was no difference. Sinilenomena have been
reported by Kogut and Ritov (2005a; 2005b). Thewehadentified
conditions under which people give more to helpglginindividuals in
need than to groups of individuals with the samedse The key is
providing specific information about the single iwvidual (e.g., name and
a picture) and eliciting judgments in separate @posed to joint

evaluation mode (Hsee et al., 1999).

The phenomenon that emotional responses are greatard individual
victims as opposed to aggregates has been termed‘ctillapse of
compassion” and raises the issue of why and haeaurs. Cameron and
Payne (2011) note that most studies demonstratisgphenomenon have
been conducted within the context of donation decs and they argue
that the collapse is not because people lack fgelbout larger numbers.
Instead, large numbers cue people to regulate theiotions and
particularly when they are motivated to do so (evghen money is at
stake). Cameron and Payne (2011) go on to provixigeramental

evidence consistent with their hypothesis.

Two recent studies analyzed the effects of numbkoptions on altruistic

behavior without manipulating emotions. Scheibeleertareifeneder and
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Todd (2009) conducted an experiment involving dhhte institutions
while studying possible moderators of choice owatlo Specifically,
participants (mainly students) were endowed witlEdro and had to
decide either to donate it all to one institutitveyt could choose from a
specified list or to keep the money for themseldwir findings suggest
that more choices (represented by longer listeesse the proportion of
donors. In addition, people are more likely to gteecharities that are
better known. Note, however, that this study did aadress the issue of
allocating donations across alternative charitiesmuoiltiple campaigns
offered by one institution. Carroll, White and P&011) studied effects
on people’s choices of the number of alternativgpostunities for
volunteer work. They found adverse effects of matwice in that
decisions to defer commitment were greater whemrethgere more

alternatives.

As in the above two studies, we do not make usenadftional stimuli in
our work but (with one exception) we do not limitaices to one of

several alternatives.

3.3. Hypotheses

In conceptualizing how donors’ decisions are a#fdcby numbers of
potential recipients, we consider three issuesstFre effects due to
knowledge about the recipierftsSecond, we consider the impact of
numbers of potential recipients. And third, we spate on how the
number of alternatives changes the distributionsdohations across

recipients.

® By knowledge we mean how much a person is awatieeoéxistence of the
recipient, be it an NGO or campaign.
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We hypothesize that donations made to specific N&@Ogampaigns
increase with knowledge about them (see also Seheiine, Greifeneder
& Todd, 2009). This leads to:

H1. Recipients that are better known receive morextions.

When considering the impact of numbers of potentaipients, three
points are important. First, donations are limitedthat donors face
budget constraints. Second, we assume that thiy aldinors obtain from
giving increases with the size of donations butaatlecreasing rate
(Andreoni, 2007). Third, we hypothesize that dexisito make donations
are sensitive to perceived needs of recipients.sThactors that signal
perceived need are important. One such factordsthmber of potential
recipients. Our rationale is simple. If a single @& seeking funds for a
specific cause, that cause might be seen as inmpostad worthy of
support. However, if several NGOs are seeking fuimdsthe same (or
similar) cause, the need will be perceived as gredtor campaigns,
similar reasoning applies; the larger the numbecashpaigns offered by
an NGO, the larger the perceived nédthese points can be summarized

by our second hypothesis:

H2. Donations increase with the number of potengalpients, but at a

decreasing rate.

To explore the relation between number of recigigperceived need, and
donations, we conducted a preliminary study witdargraduate students

at Universitat Pompeu Fabra (our main experimemislve participants

" Saying that perceived need is a function of nusmb&NGOs or campaigns
begs the interesting question of how potential deperceive specific sets of
NGOs (or campaigns). This issue, however, is beybadcope of the present
research.
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from the general public in Spain). In a survey pBticipants were asked
to imagine that they could distribute the resource400 NGOs to deal
with four disasters. These disasters had diffderdls of devastation and
each NGO could only deal with one disaster. Foheazcthe four cases,
the level of devastation was provided through imfation on casualties,
homelessness and economic damages such that gemteihad a clear
sense of the need for help. The participants asdignhigher number of
NGOs to cases where the need was higher, consigiénthe notion that

perceived need is positively related to the numddelGOs. In a second
survey, 35 participants hypothetically distribut&d0 Euros across the
same four disasters. The amounts donated to disasteeased with level

of devastation (i.e., need), but at a decreasiteg ra

Finally, how are donations distributed across pidérrecipients? We
assume that donors seek to be fair, but in dointheg implicitly deal
with two different concepts of fairness. In oneloedtions reflect the
relative merits of recipients. This is known as thquity” rule. Second,
although equity is sometimes assumed to guide jedgsnof fairness,
people are also sensitive to considerations of dkyl. That is, a rule
whereby all recipients receive equal allocationarlfd@gh, Dar & Resh,
1994; Hertwig, Davis & Sulloway, 2002).

Indeed, Baron and Szymanska (2010) argue thatoiplpeknow that one
NGO makes more efficient use of its resources thlhthe others, then
donors would be justified in allocating all theiorshtions to that NGO.
However, people are reluctant to do this and tieeediversification bias

whereby donations are distributed more equally thdrational”.

How do donors reconcile the competing claims ofitygand equality as

the number of alternatives increases? We suggesttto factors are
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important. One is that allocations reflect peraami of differential merit.
The second concerns the relative appeal of theliggyainciple as the
number of alternatives increases and for this wevisage two
possibilities: either the equality principle becariess important as the
number of alternatives increase; or, on the copntrdarbecomes more
important. A priori it is not clear which is cortedt may be that the
equality principle is difficult to ignore when theeare few alternatives. At
the same time, the equality principle may be easidmplement when
there are many alternatives. As a consequence, tate sompeting

hypotheses:

H3a The distribution of donations becomes less eayidih across
potential recipients as their numbers increase, (tlee variability of

donations increases).

H3b. The distribution of donations becomes more egddih across
potential recipients as their numbers increase, (tlee variability of

donations decreases).

We have no objective measures of donors’ judgmehtserit. Thus in
our experimental work we use knowledge of the N@@d campaigns as
a proxy assuming, in effect, that donors asses# osng the recognition
heuristic (Goldstein & Gigerenzer, 2002).

Our two experiments aim to test the three hypotheshe first involves

conditions with varying numbers of NGOs; the secoadsiders different

numbers of campaigns offered by a single NGO.
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3.4. Experiment 1. Number of NGOs

a) Participants, design and procedure

Participants were members of the general publi€pain enrolled in an
online market research panel. Fifty-four percenttaf 145 respondents
were female and the mean age was 35 (median 34mmim 15, and

maximum 69). Most participants had at least a usitiedegree.

At the beginning of a 40-minute market survey oruarelated topic, they
were informed that, in addition to the fixed remai®n for their
participation, they had been entered in a lotterg had the chance of
winning 50€ (expressed as 500 points) at the entleofession. Once the
survey ended, they were notified that, if they wighthey could donate as
much as they wanted of their lottery winnings (fr@no 500 points) to
certain specified NGOs, split between recipientany way they desired.
The online setup guaranteed anonymity of respomsigsr making their
choices, one person was to be chosen at randorgiaenl the extra 50€,
less the amount of her/his donations. Thus, if wlener of the lottery
donated 0, s/he would get to keep 50€; if s/he @ohasay, 30€, s/he
would get to keep 20€. The money donated wouldogprécisely those
NGOs specified by the winner.

The names of the NGOs were provided along withittiermation that
their common agenda is to aid underprivileged chitd The respondents
were allocated at random to three groups wherefdmd an alphabetical
list of:

- 3 NGOs (condition NGO_3 with 54 respondents)

- 8 NGOs (condition NGO_8 with 43 respondents)

- 16 NGOs (condition NGO_16 with 48 respondents)
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The specific NGOs were selected after searchinghe internet and
popular media for international organizations wih charity agenda
involving underprivileged children. The names of Q& presented in

these three conditions are shown in Table 3.1.

After making their decisions, respondents rated @INGOs by indicating
how much they knew about each prior to the expertnas follows: “0”
implied that they had not heard of it, “1” that yhtead heard of it, “2” that
they knew it, and “3” that the NGO is “very famousOnly six
respondents claimed to have heard of all 16 NGQ@kfaor of the 16
NGOs received average ratings greater than 1 ont wiea call the
“knowledge score”. These data suggest that 16 N@pesented a large

choice set.

Table 3.1. NGO options across conditions in Expentrl

NGO_3 NGO_8 NGO_16

Mercy Corps Children’s Network International  Care

Oxfam Every Child Children in Crisis

Unicef Global Fund for Children Children’s Network International
Mercy Corps EveryChild
Oxfam Global Fund for Children
Stop Child Poverty Médecins Sans Frontiéres
Unicef Mercy Corps
United Children’s Fund Oxfam

Plan International

Serving Our World

Save the Children

SOS Kinderdorf International
Stop Child Poverty

Unicef

United Children’s Fund
World Emergency Relief
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b) Results

Table 3.2 lists the different NGOs in the ordertlodir mean popularity
scores that are indicated on the right hand sidbeofable. Here we also
report the proportions of participants who stateat they had never heard
of the respective NGOs. Four NGOs are quite wetivkm whereas the
other twelve are largely unknown. These results ensénse within the
Spanish context of the study. Unicef, for examphes a sponsorship deal
with the Barcelona Football Cub that is very popuathe region where
the study took place. Mercy Corps, on the othedh#&inot well known

within Spain.

The intermediate columns of Table 3.2 show the ntkamations in points

in the three experimental conditions.

Results in Table 3.2 support hypothelsit at an aggregate level. Mean
knowledge scores of the NGOs correlate (in an atdiense) with mean
donations (the better known NGOs receiving largentigbutions).
Spearman’s rho is 1.00 for NGO_3; 0.¢4<.10) for NGO_8; and 0.47
(p=.07) for NGO_16.

To estimate the effect of knowledge at the leveinafividual donations,
we regressed individual donation decisioms= 1274) on knowledge
scores. Controlling for individual NGO effects, noen of alternatives and
adjusting the standard errors for clusters of 14#fferént donors, we
obtain a statistically significant coefficient of 1 (s.e.= 2.9,p = .001) for

the knowledge score. The F-ratio of the analysig1$, 144) = 18.6, with

p = .001,R? =.25 androot-MSE= 71.7. These results suggest that both at
the aggregate and individual levels, better knoegipgients obtain larger

contributions.
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Table 3.2. Donation decisions by knowledge and rarmolh

alternatives in Experiment 1

NGOs

Condition
N
No. of NGOs

Unicef

Médicins Sans
Frontiéres

Oxfam

Save the
Children
Global Fund for
Children

Mercy Corps

Plan
International
United
Children's Fund

SOS Kinderdorf
International
Children's
Network
International
Serving Our
World

Stop Child
Poverty

EveryChild

Care

World
Emergency
Relief
Children in
Crisis

Total

Mean donations in points

(stdev)
NGO 3 NGO 8 NGO_16

54 43 48
3 8 16
100 128 142

(97) (163) (181)
79

X X (157)
83 67 52

(80) (118) (102)
29

X X (53)
« 26 0
(46) (2)
53 16 0
(65) (25) (2)
X X 0
(2)
18 2

X (28) (14)
9

X X (39)
X 17 1
(27) (7)
3

X X (15)
25 3

X (51) (15)
X 18 1
(28) (7)
X X 0
(2)
3

X X (15)
X X L
(7)

236 314 326

Mean
knowledge
score

2.59

2.30

2.01

1.32

0.44

0.39

0.39

0.37

0.24

0.21

0.21

0.20

0.19

0.17

0.17

0.16

Knowledge
score = 0 (%)

14

34

75

78

77

76

84

84

86

87

88

86

88

87

129



500

400
3 314 326
E re _é
9 300
2 2/
w
[y
2 200
©
[ oy
a
100
0
3 8 16
Number of NGOs

Figure 3.1 Mean donations in the three conditions in Experitvien

Our second hypothesi#i®) is that, overall, donations increase with the
number of recipients but at decreasing rate. Figdie shows mean
donations as a function of experimental conditioAs1 analysis of
variance indicates that the effect of number ddratitives on donations is
significant (2, 142) = 2.98p = .05). When we look at pairwise
contrasts and effect sizes between the mean dosatiee find that the
mean in condition NGO_8 is greater than in conditdGO_3 (314 vs.
236,z = 1.91,p = .06, Cohen'sd = .52); and the mean in condition
NGO_16 at 326 is also greater than in condition NG@ = 2.23,p =
.03, Cohen’sd = .54). Finally, the difference between the meémrs
condition NGO_16 and NGO_8 is not statistically néfigant with a
medium effect size (326 vs. 314+ 0.3,p = .78, Cohen’'sl = .42). Post-
hoc multiple comparisons through Tukey's HSD tesidfonly a
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difference between the means for NGO_16 and NG@ 3 8.08,p =
.08).

Further evidence that donations increase with theaber of potential
recipients can be seen in Table 3.3 where we peodata characterizing
individual contributions. As the number of potehtiacipients rises, so
does the proportion of participants who donaterttaal endowment of
500 points — from 24% (NGO_3) to 37% (NGO_8) to 5Q%0_16).

(The difference between NGO_16 and NGO_3 is sicaifi,z = 2.8,p =

.01). Moreover, note that whereas 30% of partidipatonate nothing
when there are only three NGOs, this figure drapd3% for the cases

with 8 and 16 alternatives.

Table3.2. Proportions of dortion behavior in Experiment

NGO_3 NGO_8 NGO_16
% of participants giving
equal non-zero 24 23 0
amounts
% of participants giving 30 19 19
away 0 points
% of participants giving 24 37 50

away all 500 points

HypothesesH3a and H3b make contrary predictions — increasing as
opposed to decreasing variability in donations as nhumber of
alternatives increases. At the aggregate level, thdances of the
contributions to the different NGOs are 582, 1568 4549 in conditions
NGO_3, NGO_8, and NGO_16, respectively. The F-tefsts the
difference in variances between NGO_3 and NGO F165, 2) = 2.67p

= .30) and between NGO_3 and NGORg87( 2) = 2.67p = .30) indicate
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that the change in the variability of donationaas significant. Moreover,
an analysis of variance on variances of donatigngntividuals shows
that the effect of number of available NGOs onvhgance of donations
is again not significantH(2, 142) = 1.54p = .22).

On the other hand, in terms of the distributiordofations, in condition
NGO _3, all potential recipients receive substart@ations. In condition
NGO _8, four (or 50%) receive 76% of the contribnfipand in condition
NGO_16, four (or 25%) receive 92% of the contribn§. These overall
trends are also supported by the data summarizddbite 3.3; whereas
24% of participants adopt the strategy of giving tbame non-zero
amounts to all participants when there are thre®BblGhis figure is zero
for the case with 16 NGOs. These latter resultscaresistent with the
hypothesis that the variability of donations is ipesly related to the
number of NGOs.

Finally, it is of interest to note how changeshe number of alternatives
affect the fortunes of different NGOs. When there anly three NGOs,
Mercy Corps receives a large average donation wefging unknown.
However, this changes dramatically as the numberalbérnatives
increases. Unicef, on the other hand, retains d@t&lihg position, its
relative share and its donation in absolute terrmstte number of
alternatives increases. Oxfam sees reductions natéms as the number
of alternatives increases. However, being knowreappto save Oxfam
from the extreme reductions from which Mercy Comusdfers as the

number of alternatives increases.
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3.5. Experiment 2: Number of campaigns

Experiment 2 was designed to replicate the resofit€xperiment 1.
However, it involved varying numbers of campaignstéad of varying

numbers of NGOs.
a) Participants, design and procedure

The design and procedure of this second study vesr@ogous to
Experiment 1. The respondents, who were enterec iBO€ lottery
(expressed as 500 points) after participating iuarelated survey, were
notified that they could make a donation (of betw8eand 500 points) if
they wished at the end of the session. The paatit§p were again
members of the general public in Spain enrollecaimarket research
panel. Fifty percent of the 505 respondents wemafe and the mean age
was 38 (median 38, minimum 18, and maximum 74). tMasticipants

had at least a university degree.

Unlike participants in Experiment 1, who had toidecamong charitable
institutions, participants in this study faced e€i#nt numbers of
campaigns offered by a single, well known NGO: @&hid he study had a
between-subject design involving five conditionswhbich respondents
were allocated at random. Three conditions involdiggrent numbers of

campaigns (1, 7, and 13) and the two further crditvaried the number
of options that could be chosen when there wered 8 campaigns.
Specifically, in the former respondents could adyate to one of several
options (from 7 or 13), whereas in the latter tlvewyld distribute their

contributions across several options (out of 73)r 1

In summary, there were five groups, each with 1€dpondents, facing

lists of:
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-1 campaign  (condition Only_1)

- 7 campaigns  (condition Single_7; campaignsewisted in a
drop down menu, where donations could only be nia@esingle option)

- 13 campaigns (condition Single_13; campaignsevisted in a
drop down menu, where donations could only be nia@esingle option)

- 7 campaigns  (condition Multiple_7; campaignsrevlisted in
an open menu where donations could be distributdsa multiple
options)

- 13 campaigns (condition Multiple_13; campaigngemisted in
an open menu where donations could be distributdsa multiple

options)

The difference between conditions Single_7 and idelt7, and
conditions Single_13 and Multiple_13, lies in howetoptions are
displayed. In all the online sites of Unicef ana timajority of NGOs
featuring multiple campaigns, the alternatives exelusively listed in a
drop down menu (analogous to conditions Single_d &ngle_13).
Hence contributors are constrained to make a sahefriom a list and to
donate to a single recipient, that is, without gedtble to distribute their
donations across alternatives (unless they rethisitsite). We included
Multiple_7 and Multiple_13 in order to observe wit the elimination
of this constraint would encourage donors to diste their contributions
over multiple campaigns and thus change the digidh and, more
importantly, the amount of contributions. As wilé lshown below, this

change does have an impact.

134



Table3.4. Unicef campaigns across conditions in Experime

Only_1 Single_7 & Multiple_7 Single_13 & Multiple_13
Unicef Where most needed Where most needed
(where most needed)
Haiti, after one year Haiti, after one year
Emergency fund Emergency fund
Floods in Pakistan Floods in Pakistan
Libyan crisis Libyan crisis
Earthquake and Earthquake and tsunami
tsunami in Japan in Japan
Water for Niger Water for Niger

United against hunger
Fight against malaria
Clean drinking water
Children's education
Humanitarian aid for
Sudan

Promotion of Unicef

The specific campaigns were selected following avesy of Unicef's
campaigns in its 36 national websites in April 20{dampaign
compositions change depending on the occurrencdig#sters). The
campaigns presented in these five conditions apevishin Table 3.4. In
condition Only_1, participants were asked if theywd consider donating
to Unicef (without mentioning a specific campaigmho then would
decide how to use the contributions. In all theeottonditions, the option
“where most needed” was featured at the top ofofhtéons list, whereas
the remainder of campaigns were displayed in a aendrder (this
structure mimics donation sites that feature midtipptions). The
campaigns in conditions Single_7 and Multiple_7 evilre ones available
in Unicef’'s Spanish site (www.unicef.es) in ApriD21, whereas the six
additional campaigns featured in Single_13 and idlelt 13 are among

those that are frequently featured in Unicef’s otitional sites.
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The number of alternatives featured in differenbditions is consistent
with the current available numbers of options ateby Unicef and many
other NGOs. Specifically, as of April 2011, acraefisvebsites where one
can make a one-time donation to Unicef, the meanbeu of campaigns
from which to choose is BD = 12.8). When the German site is excluded
(this site offers an unusually large humber of R@raative campaigns),
this figure drops to 58D = 4.5). One third of these sites offer only one
alternative (denoted as “where most needed”), autyl 5% feature more
than 10. Hence, while condition Only_1 mimics thajonity of situations
encountered in online environments, conditions Bing and Multiple_7
represent average situations across all sites. nGiugrrent practice,
conditions with 13 choices (e.g. conditions Sindl@ and Multiple_13)

constitute a valid analogy for large sets of akikes.

As in Experiment 1, after making their donation idiems, respondents
rated all 12 campaigns (excluding “where most nd8dby indicating
how much they knew about each prior to the expertnas follows: “0”
implied that they had not heard of it, “1” that yhtead heard of it, “2” that

they knew it, and “3” that the campaign is “verylM@own”.

b) Results

In Table 3.5, the different Unicef campaigns aséelil in the order of their
mean knowledge scores that are indicated in thenoolon the right hand
side of the table. Here, we again report the priignes of participants who
stated that they had never heard of the respeaampaigns. The
campaign “where most needed” has been assignddtivledge score of
Unicef from Experiment 1. Among other campaignsg, articipants were
relatively more knowledgeable about two recentdba#\pril 2011) and

highly publicized specific disasters (Japan andtiHaind two general

causes (eradication of hunger and malaria).
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The intermediate columns of Table 3.5 show the nuEarations in points

for the five experimental conditions.

Results supportl at an aggregate level. As in Experiment 1, the mean
knowledge scores of the campaigns correlate (iradimal sense) with
mean donations (the better known campaigns reggilanger overall
contributions). Spearman’s rho is .78 £ .05) for both Single_7 and
Multiple_7; .49 ¢ = .08) for Single_13; and .63 & .03) for Multiple_13.

To identify the effect of knowledge at an individluevel, we regressed
individual donation decisions (excluding the onesdm for “where most
needed”, which lacks the individual knowledge syooe knowledge
scores 1f = 3636). Controlling for campaign effects, numbef
alternatives and presence of a drop down menuadjugting the standard
errors for clusters of 404 different donors, we aibta statistically
significant coefficient of 7.1 (s.e. = 1.15, p =010 for the knowledge
score. The F-ratio of the analysisFHgl4, 403) = 12.0, withp = .001,”?
=.04 androot-MSE= 50.3. These results suggest that both at theeggte

and individual levels, better known campaigns abtaiger contributions.

The results are in line withl2. Figure 3.2 shows mean donations as a
function of experimental conditions. Visually, trdaggests a main effect
for the Multiple as opposed to the Single condgigthe means for the
former being larger than those of the latter). Atway factorial analysis

of variance shows that both number of alternateved drop down menus
have significant impacts on donatiotqg4, 500) = 6.52p = .001). The
effect of number of alternatives yields an F-ratid-(2, 500) = 10.78 with

p = .001, and the ratio for the effect of drop domanu isF(1, 500) =
12.01 withp = .001. The interaction effect is not significaRost-hoc
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multiple comparisons using Tukey’s HSD test revbat the donations to
Multiple_7 and Multiple_13 are higher than Only ¢1=4.8 withp = .001
andq = 6.5 withp = .001, respectively).

500
—— Multiple

400 —-E-Single

300 255

Donations (points)

1 7 13
Number of campaigns

Figure 3.2Mean donations in the five conditions in Experim2nt
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In terms of specific pairwise contrasts and effezes, we find that when
participants were constrained to select a singt®oonpthe mean donation
in condition Single_7 is greater than in condit@nly_1 (188 vs. 14% =
1.9,p= .06, Cohen’dl = .27). The mean for condition Single_13 at 179 is
not statistically different than those for Only_fdaSingle_7. However,
when the mean for condition Only 1 is compared witilose for
conditions Multiple_7 (227) and Multiple_13 (25%he differences are
significant with larger effect sizeg £ 3.3,p = .001, Cohen’sl = .47 andz

= 4.7, p = .001 Cohen’'sd = .67 respectively). Given the structural
similarity of these conditions to NGO_3, NGO_8 a@O_16, these last

results echo the findings of Experiment 1.

The effect of allowing donors to distribute thewntributions over the
available options can be further observed in T&fewhere we provide
data characterizing individual contributions. Semito Experiment 1, as
the number of potential recipients rises, so ddes proportion of
participants who donate their total endowment dd H@ints — from 8%
(Only_1) to 22% (Multiple_7) and 18% (Multiple_13)The difference
between Multiple_7 and Only_1 is significaatz 2.8,p = .01 and so is
the difference between Mutiple_13 and OnlyZd= 2.2, p = .03).
Moreover, note that whereas 31% of participantsatmothing when
there is only one option, this figure drops to 28%@ 15% for the cases
with 7 and 13 Multiple alternatives (the differente significant for
conditions Only_1 and Multiple_123,=2.73,p = .01).
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Table 3.6. Unicef campaigns across conditions ipeExent 2

Only  Single  Single  Multiple  Multiple

1 7 13 7 13
% of participants giving « « « 6 4
equal non-zero amounts
% of participants giving 31 22 26 20 15
away 0 points
% of participants giving 3 9 10 2 18

away all 500 points

The data of Experiment 2 appears to rejd8h, the hypothesis that the
variability of donations increases with numbersatternatives. At the
aggregate level, the variances of the contributidasthe different
campaigns are 1209, 403, 1548 and 538 in conditiBirgle 7,
Single_13, Multiple_7 and Multiple_13, respectivelhe F-tests for the
difference in variances between Single_7 and Sidd@ef(6, 12) = 3.00,
p = .05) and between Multiple_7 and Multiple_13®&, 12) = 2.88p =
.06) indicate that the variability of donations dexses as the number of
alternatives increases thereby supportidg8b. Moreover, a two-way
factorial analysis of variance on variances ofvidlials’ donations shows
that the negative effect of number of available gaigns on the variance
of donations is again significanE({l, 400) = 15.84p = .001), whereas
neither the effect of using a drop down menu, rw effect of the

interaction term is significant.
In terms of the distribution of donations, each paign, including the

option “where most needed”, suffers reductionsathtabsolute terms and

in shares within total donations as the numbeltefr@atives increases.
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3.6. Discussion

We conducted two experiments that investigatedceffen charitable
donations when these are allocated to varying nusnbierecipients. The
tasks in our experiments differed in two ways. lmeprecipients were
different NGOs; in the other, recipients were difig campaigns of the
same NGO. Unlike the former, the latter also inedlvconditions that
limited donors to allocating their whole donatioo bne of several

recipients.

We hypothesized that better known recipients wotddeive more
donations than lesser-known recipiertid), Both in Experiment 1 and 2,

we showed this to be the case at both the aggragdtendividual levels.

To measure knowledge of NGOs and campaigns, wecékphdopted a
simple strategy of only asking our respondents hdrethey had heard of
these (on a scale from “not having heard” to “walbwn”). We did not
inquire about the nature of respondents’ knowledwe attitudes.
Moreover, we used knowledge scores as a proxy é&spandents’
assessments of the merits of NGOs and campaigrmedhpg to the
recognition heuristic, Goldstein & Gigerenzer, 2p02learly, however,
the fact that a respondent is knowledgeable abauN&O does not
necessarily imply a positive attitude. It would bppropriate to elicit

knowledge in a more complete manner in future resea

One intriguing finding was the apparent interactmmatween knowledge
and number of potential recipients as the latteraases. Consider the
donations made in Experiment 1 to the three NGQOmirdition NGO _3,

namely Unicef, Oxfam, and Mercy Corps. In conditd@O_3, two well-
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known NGOs, Unicef and Oxfam, receive large meamations (100 and
83), and even the little known Mercy Corps receis8s As the numbers
of recipients increase, Unicef — the best known NG@aintains its share
of total donations (some 40%) and so benefits sohafbe terms as overall
donations grow. On the other hand, both Oxfam aretcyl Corps see
reductions. In the case of Mercy Corps, the drdpsofiramatic: from 53
(NGO_3) to 16 (NGO_8) to 0 (NGO_16).

The data of both experiments support our secondothggis that
donations increase with the number of potentialipients, but at a
decreasing rate. In Experiment 1, there is a 33%ease in mean
donations as the number of recipients increases fnoee to eight (236 to
314), and a 38% increase from three to 16 (2362&).3n the Multiple
condition of Experiment 2, the increase from a lgngcipient to seven is
52% (149 to 227), and 71% from the single to 13pients (149 to 255).
These are important results from both theoreticald apractical

perspectives.

One of the rationales underlyimdp is that the presence of recipients is a
cue to need and that respondents are sensitivéstdrideed, the results of
our two surveys with undergraduate students sugdettat there is a
relation in people’s minds between need and numifekE50s. However,
we neither measured nor manipulated need indepédpdém our
experiments and thus cannot rule out the possibitiat some other
explanation drives the increases in donations Weatobserved. On the
other hand, our assumption that people gain maligy dtom being more
generous is similar to that of Andreoni (2007) whaosubject to one
exception — observed behavior similar to our resintthe setting of an

experimental economics game.
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Andreoni’s (2007) model predicts that, when the hamof recipients
increases, those recipients who are present idiffegent conditions each
receive smaller donations (even though total donatincrease). This is
precisely the pattern of results we observed ineEirpent 2. However, in
Experiment 1, Unicef (the best-known NGO) was acegxion to the rule
in that, as the number of recipients increaseddidothe donations it
received. It is possible that respondents view togato NGOs
differently from donating to campaigns and this gibility should be

investigated in future research.

Although not explicitly related td12, the finding in Experiment 2 that
donations were greater when respondents couldtgigeveral recipients
as opposed to being limited to a single optiommipadrtant. In particular, it
suggests that NGOs should consider revising theeosturdesign of the
drop down menus of their online sites. Of course difference between
our experimental set up and the online sites of N@&Qhat in the Single
conditions we did not allow respondents to accésslist of potential
recipients more than once. It is an open empieastion as to whether
the procedures used by NGOs do in fact discouraggnpal donors from

engaging in repeated interactions with drop downumse

Hypothesis 3 considers the possibility that as rthenber of recipients
increases so does the variability in donations.fi@med this question as
involving the extent to which respondents — in rafiéng to be fair —
place more or less weight on considerations of lgguas opposed to
equity as numbers of recipients change. The resfilExperiment 1 are
ambiguous in that whereas some measures suppoe Kariance as
numbers of alternatives increase, others suggediifference. On the
other hand, in Experiment 2 variance in donatiomesrelases as the

number of alternatives increases. Once again, wdeal to suspect that

144



people think differently about donations to NGOsd atonations to

campaigns.

Figure 3.3 summarizes our results by showing donaéimounts across
the eight experimental conditions of our two exments. The innovation
of the present work is to consider how the numbigratential recipients
affects donation decisions in terms of both amowand distributions
across alternatives. That there are such effecim®rtant from both
theoretical and practical viewpoints. From a th&oa¢ perspective our
approach can be described as cognitive in natudiods not account for
emotional considerations that have been shown toinfggortant in

donation decisions (Dickert, Sagara & Slovic, ieg®). Thus extending
our work to incorporate the effects of emotiondluences is an important

task for future research.

At a practical level, our results emphasize thedrtgnce of the reputation
of NGOs and the size of the markets in which thewmpgete for funds. If
market size is captured by the number of potengi@ients, then it pays
for leading NGOs to seek large, competitive “masketesser known
NGOs, however, should avoid competition. On theeptiand, featuring
multiple campaigns is beneficial for resource gatien, so long as
donors are not constrained to a single option wheking a contribution.
Given that almost all NGOs employ such limitatioins their current
online sites and donation interfaces, our resuétgehimplications for

improving processes of resource generation.
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eight experimental conditio (cont'd on the next pag.
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