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Abstract

Digital video is a popular technology used in many different applications. The quality of
video, expressed in the spatial and temporal resolution, has been increasing continuously
in the last years. In order to reduce the bitrate required for its storage and transmis-
sion, a new generation of video encoders and decoders (codecs) have been developed.
The latest video codec standard, known as H.264/AVC, includes sophisticated com-
pression tools that require more computing resources than any previous video codec.
The combination of high quality video and the advanced compression tools found in
H.264/AVC has resulted in a significant increase in the computational requirements of
video decoding applications.

The main objective of this thesis is to provide the performance required for real-
time operation of high quality video decoding using programmable architectures. Our
solution has been the simultaneous exploitation of multiple levels of parallelism. On the
one hand, video decoders have been modified in order to extract as much parallelism as
possible. And, on the other hand, general purpose architectures has been enhanced for
exploiting the type of parallelism that is present in video codec applications.

First, we made a scalability analysis of two different Single Instruction Multiple Data
(SIMD) extensions: a 1-dimensional (1D) extension and a 2-d matrix extension (2D).
We have shown that scaling the 2D extension results in higher performance and lower
complexity than the 1D extension for MPEG-2 video coding and decoding.

We performed a workload characterization of H.264/AVC for High Definition (HD)
applications. We identified the main kernels and compared them with the kernels of
previous video codecs. Due to the lack of a proper benchmark for HD video decoding
we developed our own one, called HD-VideoBench. This benchmark includes complete
applications for video coding and decoding together with a set in of input videos in HD
resolutions.

After that, we optimized the most relevant kernels of the H.264/AVC decoder using
SIMD instructions. However, we were not able to reach the maximum performance due
to the overhead of data re-alignment. As a solution, we implemented and evaluated the
required hardware and software for supporting unaligned accesses in SIMD extensions.
This support resulted in significant performance gains both for kernels and the complete
application.

Because SIMD extensions were not enough to provide all the required performance,
we developed an investigation on how to extract Thread-Level-Parallelism. We found
that none of the existing mechanisms could scale to massive parallel systems. As a
solution, we developed a new algorithm, called the dynamic 3D-Wave, that is able to
reveal thousands of independent tasks exploiting macroblock-level parallelism.

We implemented intra-frame macroblock-level parallelism on a Distributed Shared
Memory (DSM) parallel machine but this implementation was not able to reach the
maximum performance due to the negative impact of thread synchronization and the
effect of the entropy decoding kernel.
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In order to eliminate these bottlenecks we proposed a parallelization of the entropy
decoding stage at the frame-level combined with a parallelization of the other kernels at
the macroblock-level. A further performance increase was obtained by using different
type of processors for each type of kernel. The overhead of thread synchronization was
almost eliminated with a special hardware support for synchronization operations.

With all the presented enhancements we were able to process, in real-time, video
decoding applications at high definition and at high frame-rate. We created a scal-
able solution that is able to use the growing number of cores in emerging multicore
architectures.
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1 Introduction

In recent years, digital multimedia has become a widely extended application. Multime-
dia can be defined as the use of different types of media (text, pictures, graphics, sounds,
animations and videos) in order to enrich the quality of information [104]. With the
recent advances in processor and memory technology, communication networks, mobile
devices and display technology, the production, consumption and distribution of digital
multimedia content have become possible for the average user of digital devices. In that
sense, it is said that digital multimedia has empowered individuals [182].

Digital multimedia can be seen as the integration of computing and other forms of
traditional display technologies like motion pictures. The consequences of that integra-
tion are changes in the forms and possibilities of language, communication and human
expression [67].

One of the most widely extended application of digital multimedia is the combination
of digital audio and video. Applications of that technology include: mobile multime-
dia [104], Digital Video Disc (DVD), Internet Protocol Television (IPTV) (and other
forms of Digital Television), and streaming of audio and video content from the Internet.

Figure 1.1: Architecture of a generic multimedia player

Digital multimedia can be reproduced on a variety of computing devices, ranging from
powerful desktop PCs to set-top boxes and low-power mobile devices [52]. In order to
reproduce multimedia content the user needs a multimedia player. The multimedia
player can be a standalone application or a player embedded in another application
like a web browser. Figure 1.1 shows the generic architecture of a multimedia player.
The input content is received from a file or from a network connection. A demuxer
(demultiplexer) is applied to the input bitstream for separating the audio and video
content streams. After that, separated processing pipelines are applied to each stream.
Those pipelines are composed of decoding and post-processing stages. At the end, the
decoded and processed output streams are sent to the corresponding output devices.
An additional module is in charge of maintaining the proper synchronization between
audio and video streams. In a multimedia player that is embedded in a web browser
the video output has to be blended with other sources of information such as text and
graphic elements.
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1.1. TRENDS IN MULTIMEDIA APPLICATIONS

Application Acronym
Resolution Frame Uncompressed Compressed

(Luma) rate bit rate bit rate
[pixels] [fps] [Mbps] [Mbps]

Ultra High Definition UHDp60 7680×4320 60 23888 > 500
Quad Full High Definition QHDp50 3840× 2160 50 4977 100-200
Full High Definition FHDp50 1920×1080 50 1244 20-40
Full High Definition FHDp25 1920×1080 25 622 8-20
High Definition HDp25 1280×720 25 277 2-8
Standard Definition SDp25 720×576 25 124 1-2
Common Intermediate Format CIFp25 352×288 25 37 0.128-1
Quarter CIF QCIFp15 176×144 15 4.6 0.05-1

Table 1.1: Bitrate requirements for video decoding. Video in progressive YUV format,
with 4:2:0 chroma subsampling [196]

1.1 Trends in Multimedia Applications

From the computational point of view, one the most demanding parts of a digital mul-
timedia player is the processing of digital video, specially video decoding (also called
video decompression) [196]. This is due to the high information bandwidth, the com-
plexity of operations, and the real-time requirements. In addition to that, multimedia
applications are increasing their quality with each generation requiring, in turn, more
computational resources.

The observed trends in the digital multimedia domain, at least for the video domain,
can be summarized in three groups:

• A trend towards high quality content

• A trend towards mobile multimedia

• A trend towards multiple formats and extensions

The first trend is towards applications with higher quality video content. To pro-
vide better viewing experiences different type of enhancements are being proposed. The
first one is the increase in spatial frame resolution: higher resolutions of video are
being adopted like High Definition (HD) digital video [127], and there are proposals
for higher definitions like Quad-Full High Definition (QFHD) or Ultra High Definition
(UHD) [231]. The second technique consists of increasing the temporal frame resolution
(or frame rate), like going from 25 to 50 frames per second (fps) in HD systems and
even higher frames rates like 100 fps and 300 fps are being considered [19]. Other tech-
niques include the increase in color fidelity and amplitude resolution. Also, alternative
displaying techniques like three-dimensional TV (3D-TV) are becoming common [161].
The main consequence of this trend, at least from the computational point of view, is
the continuous increase in the computing demands of digital video processing.

Table 1.1 shows the bandwidth (uncompressed bit rate) of different video resolutions
starting from the smallest resolution used in mobile devices (QCIF) and going up to
the currently proposed highest definition (UHD). As an example, video at Full High
Definition at 50 fps (FHDp50) produces 270 times more information per unit of time
than video at QCIF resolution at 15 fps (QCIFp15).

Although in recent years there has been an enormous increase in computer network
bandwidth and in storage device capacity, the amount of information produced by digital
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CHAPTER 1. INTRODUCTION

video is so huge that compression technology is completely necessary to enable practical
systems for transmission and storage of video data. To provide higher compression
efficiency without sacrificing quality, a new generation of advanced Video COders and
DECoders (CODECs) like H.264/AVC has been created [225]. The combination of the
complexity of these video CODECs and the higher quality of emerging video applications
has resulted in an important increase in the computational requirements of multimedia
applications [232].

The second trend is towards mobile multimedia, which is the result of the convergence
of mobile phone technology and digital multimedia. Current and emerging applications
in this area are: video phone calls, multimedia messages and video streaming from the
Internet [182]. As a result, the computing platforms of mobile devices are required to
support real-time audio and video playing under severe power and cost constraints.

The final trend is towards multiple standards and formats. In the current state of
video technology there is not a single dominant format or standard [225, 232]. In the
case of video compression there are multiple formats in use like MPEG-2, MPEG-4,
H.264/AVC, VC-1, etc. Some of these formats are not completely fixed because some
extensions appear from time to time, and new formats are being developed constantly.
The main consequence of this diversity is that it makes very difficult to create application
specific solutions for video decoding. In order to support multiple video formats, the
platforms for processing video applications should be programmable and flexible.

1.2 Trends in Computer Architecture

The popularization of digital multimedia in the last years have been the effect of posi-
tive feedback between computing technology and application trends. The possibility of
processing digital audio and video in real-time in consumer equipment has resulted in
the popularization of digital multimedia. As users have started to play with multimedia
applications the demands for higher quality and new applications has increased pushing
an enormous pressure on the computing technology. This co-evolution of applications
and technology has resulted in a change in which computing platforms are designed and,
at the same time, in the emergence of new applications [142, 128, 70, 53].

The computing demands of video applications have been provided in general purpose
processors with a specific support in the architecture for multimedia data and taking ad-
vantage of technology scaling. Back in 1993, the highest performance workstations were
unable to process low resolution (QCIF) MPEG-1 compressed video in real-time [157].
To solve this limitation processor architectures were enhanced with Simple Instruction
Multiple Data (SIMD) capabilities that allowed to process multiple video samples with
a single instruction [30]. By using this technique it was possible to process MPEG-1
and MPEG-2 low resolution video using General Purpose Processors (GPPs) [140]. By
taking advantage of the performance increase that results from technology scaling it
was possible to increase the resolution and frame rate at which digital video can be
processed in real-time in GPPs [193].

1.2.1 Scalability limits of single core architectures

The continuous increase in integration density of electronic circuits (also known as
Moore’s law) states that the number of basic components (i.e. transistors) on a chip will
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double every 18 months1 [162]. During 30 years the increase in the number of transistor
has been accompanied by a similar increase in the clock frequency. The net result has
been a boost in application performance that comes from frequency scaling (smaller
cycle times) and microarchitecture (more operations per cycle) [34]. Figure 1.2 shows
the evolution of transistor count and frequency of (some) Intel microprocessors in the
last 35 years [62].
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Figure 1.2: Evolution of transistor count and frequency of Intel microprocessors

Due to several technology limits frequency can not longer scale at the same rate than
transistor count [1]. This is known as the “frequency wall”. Clock frequency can not
increase because power density is reaching a limit (this is known as the “power density
wall”). Dynamic power (PD) on a CMOS circuit, as shown in Equation 1.1 (where α is
the activity factor; C switched capacitance and V voltage supply) is directly proportional
to the frequency (f). When frequency increases beyond a threshold the power per unit
of area (power density) can not be dissipated for a given packaging technology. As
a result, the frequency of the last generation of processors has remained constant (in
some cases it has decreased). A recent estimation made by the International Technology
Roadmap for Semiconductors is a frequency increase of 1.05X per year [81].

PD = αCV 2f (1.1)

There is also the “Instruction Level Parallelism (ILP) wall”. That means that the
effort in terms of design, complexity and power to include support for aggressive ILP
(deep pipelines, high issue width, dynamic scheduling, speculation, out-of-order execu-
tion, etc) does not pay for the small gains in performance. This is the result of the low
ILP that is present in many applications and the difficulties of finding it.

Apart there is the “memory wall”. Which means that processor is faster than the
memory and, as a consequence, the former has to wait for data to come from the latter.
When frequency increases the same happens with the miss penalty for accessing data
in the lower levels of the memory hierarchy. On the the hand, an increase in memory
size results on an increase in the power consumption due to static power.

1Originally expressed as doubling every year, later corrected as doubling every two years, but its
common use is that the performance of a computer system will double every 18 months
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Finally, there are some manufacturing issues that affect the scaling of processor archi-
tectures: One is the “wire delay walls”, which limits the maximum distance that a signal
can travel on the chip on a single clock cycle. And, other issue is the “variability and
reliability wall” that means that circuits fabricated with deep submicron technologies
have more divergence and are more susceptible to soft errors and device degradation.

Figure 1.3: Relationship between different “walls” in processor design

The main “walls” are interrelated as shown in Figure 1.3 [264]. For example, an
increase in frequency will lead to an increase in the penalties due to ILP support; an
increase in the miss penalty for accessing memory and an increase in the dynamic power.

Chip Multi-Processor (CMP) architectures appears as the main solution to all the de-
sign and technology issues presented before. With a multicore architecture it is possible
to use the density increase to increase the number of cores but decreasing the frequency
in such a way that it is possible to obtain (theoretically) the same performance but with
a fraction of the power consumption. The scaling of the CMP architecture is done with
the number of cores rather than frequency. Usually cores are simpler in terms of their
support of ILP in order to further reduce power consumption and complexity, which
in turn, allows to include more cores. The “ILP wall” is addressed by raising the level
of abstraction from instructions to tasks and letting the programmer to find task-level
parallelism in applications. The “memory wall” is addressed with the use of distributed
memory hierarchies that include local caches or scratchpad memories. CMPs also alle-
viate the design and manufacturing issues by reducing the complexity of each core and
allowing reuse and replication.

1.2.2 The trend to multicore architectures

The evolution of multicore architectures can be summarized with three groups of trends:

• A trend towards multicore and manycore systems

• A trend towards simple unicore architectures

• A trend towards heterogeneous and asymmetric systems
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The result of the first trend is that the increase in performance from one generation
of processors to the next one is based mainly in the exploitation of Thread(task)-level
Parallelism (TLP). If the increase in the number of cores continues with every gen-
eration, in the near future there will be systems with hundreds of cores (also called
manycores) [35]. In order to exploit the performance of those parallel architectures
fine-grain parallelization of applications is required.

The second trend in multicore architectures is towards systems with simpler cores that
usually have extensive support for Data-level Parallelism (DLP) and limited support for
ILP [88]. In this new scenario, single core performance is not going to increase at the
same rate than in the past, and in multiple cases simpler (and low performance) cores
are being used to construct architectures with many cores. As a result, in order to
exploit the full potential performance inside a single core, applications need to exploit
DLP explicitly using SIMD or similar techniques.

A final trend is towards heterogeneous multicore architectures, that is, architectures
with different types of cores. Those architectures can have cores with the same Instruc-
tion Set Architecture (ISA) but different microarchitecture (asymmetric cores); or cores
with different ISAs (heterogeneous cores), some of them optimized for application spe-
cific domains. Those specialized architectures have better performance per unit of power
and unit of area than homogeneous architectures and are widely used in the embedded
domain [258].

As a conclusion, in order to extract the performance that the new processor archi-
tectures provide, applications (in the case of this work: video decoding applications)
have to exploit efficiently multiple levels of parallelism, specially DLP and TLP. That
constitutes the main objective of this thesis.

1.3 Definition of the problem: Challenges of software video
decoding

The main problem is how to provide the performance required by high quality video
decoding applications under the following restrictions:

High performance: The system should be able to deliver the performance required to
decode high quality video in real-time.

Scalability: Performance should scaled with new “generations” of video decoding appli-
cations, specially with the increase in resolution and frame rate.

Flexibility: The architecture should be able to support multiple video formats.

Efficiency: The architecture should be able to provide the required performance using
limited resources, specially low area (low cost) and low power consumption.

Taking that into account, we can define the main objective of this thesis as: the effi-
cient exploitation of multiple levels of parallelism for providing the required performance
of high definition video decoding applications.

The solution to this problem problem requires a combination of hardware and software
approaches. On the software side video decoders need to be redesigned for exploiting
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different levels of parallelism. On the hardware side, the computer architecture has to
be modified in order to allow a efficient exploitation of the type of parallelism that is
present in these applications.

1.4 Thesis contributions

This thesis has three main contributions. First, there is the definition and characteri-
zation of a benchmark for high quality video decoding. Second, the evaluation of two
techniques for improving SIMD extensions for video decoding. And, finally, some hard-
ware and software optimizations for exploiting Thread-Level Parallelism in a scalable
way.

Below we present a most detailed description of each of them.

1.4.1 A benchmark for HD video applications

In order to perform computer architecture studies it is necessary to have a representative
set of applications (not just synthetic benchmarks or small kernels) from the target
domain. For doing that, first, we defined the expected characteristics of a benchmark;
then, we analyzed the existing benchmarks according to these criteria and, based on that,
we proposed a new benchmark. These new benchmark includes complete applications
from the multimedia domain optimized for high performance; a set of input sequences
in HD; and a set of coding options best suited for HD content.

Additionally, we performed a characterization of the computational behavior of H.264
decoding for high definition environments. This analysis allowed us to identify the most
time consuming parts of the application, its execution phases and the potential for
parallelization.

1.4.2 Scalability of multidimensional vector architectures

As a preliminary study, we analyzed the scalability of two different SIMD extensions:
a sub-word extension (like Intel MMX) and a 2-dimensional vector extension. We have
shown that scaling the latter results in higher performance and lower complexity than
scaling the former for MPEG-2 video coding and decoding.

1.4.3 Efficiency of SIMD extensions for exploiting DLP

We studied the inefficiencies of SIMD architectures for processing video data and pro-
posed a mechanism to remove or, at least, minimize them. In particular, we analyzed
the impact of unaligned accesses to memory and proposed architectural and microar-
chitectural solutions for minimizing the performance loss due to this type of operations.

1.4.4 Thread-level parallelization of video decoding

We performed a detailed analysis of the different thread-level parallelization strategies
that can be applied to a software video decoder. These techniques were compared
in terms of potential parallelism, scalability, granularity of tasks, communication and
synchronization overhead. A new parallelization strategy, that exploits dynamically,
both temporal and spatial fine-grain data-level parallelism was proposed.
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1.4.5 Scalability of Macroblock-level parallelization

We identified the limitations of current parallel architectures for exploiting the avail-
able TLP in video decoding. The limitations and overheads of parallel video decoding
were analyzed on a real parallel machine and the potential for software and hardware
improvements was identified.

1.4.6 Scalability of heterogeneous multicore architectures

We proposed some hardware and software techniques for improving the scalability of
parallel H.264/AVC decoder. That includes a proposal for exploiting frame-level par-
allelization of the entropy decoder combined with macroblock-level parallelization of
macroblock decoding and pipeline-level parallelism between these two stages.

1.5 Historical Context

The main two driving forces of this thesis have been the evolution of video coding
technology and the evolution of computer architecture. Figure 1.4 shows a timeline
diagram with some of the most important developments in processor technology, video
codec design, and the tools and projects related to this thesis.

Our project started in 2003, the same year of the first public release of the H.264/AVC
international standard for video coding. At that time the most common video CODECs
were MPEG-2-Video and MPEG-4-Visual. Our first step was to conduct a performance
characterization of this new CODEC for HD applications. In order to do that we re-
quired a software implementation of the standard, but after its release the only available
implementation was the reference decoder [114]. We worked initially with this code, but
after a careful analysis it was clear that it was not suitable for complexity analysis and
computer architecture studies. That is due to its low performance, than in turn, is a
consequence of a design made for demonstrating standard features but without applying
any significant performance optimization. At the end of 2003, the FFmpeg project [76]
published the first version of a H.264/AVC decoder implementation, but their imple-
mentation did not include all standard features. Due to that, our first work was done
using a mixture of the reference code and the FFmpeg code. At the end of 2004 the
FFmpeg project released a complete and highly optimized version of the H.264 decoder.
This code was, at that time, at least 10 times faster than the reference code. Even
that, the reference code continued to be the most popular implementation used in com-
puter architecture studies and it was included in some benchmarks like SPEC-2006 [93].
That lead us to the definition of our own benchmark devoted to high definition video
applications. This benchmark, called HD-VideoBench has been used in the rest of our
work and we have knowledge of other research groups that are using it for research in
computer architecture and multimedia applications.

The other driving force has been the evolution of computer architecture. At the time
of the release of the H.264/AVC standard the most common strategy for dealing with
the performance requirements of video applications on general purpose computers was
the use of SIMD extensions [140]. Most of the works at that time consisted in differ-
ent techniques for improving the efficiency of SIMD architectures including approaches
such as multi-dimensional vector and streaming architectures [132]. In an initial step,
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Figure 1.4: Timeline diagram of the technological evolution during the development of
this thesis

we worked on an extension for an existing proposal of a 2-dimensional vector architec-
ture called Matrix Oriented Multimedia (MOM) [57] using the MPEG-2 video CODEC.
In another work we also perform a study with a conventional SIMD extension (Altivec
for the PowerPC architecture [71]) analyzing the sources of inefficiency in SIMD com-
putations, specially in the memory operations, and removing part of them with support
for unaligned memory operations.

Our first results suggested that the exploitation of DLP using SIMD instructions and
ILP with superscalar architectures on single core processor were insufficient to provide
the performance required for real-time HD video decoding. At the same time, in the
computer architecture industry it was happening a tremendous paradigm change with
the switch to multicore processors. In 2007 we switched from DLP and SIMD extensions
in single core processors to TLP in multicore processors. We started with the study of
different alternatives for parallelizing H.264 decoding. First, we conducted a theoretical
study of the available TLP in the H.264 decoder and a comparison between different
parallelization techniques. To carry out this study we started a collaboration within the
European Network of Excellence on High Performance and Embedded Architecture and
Compilation (HiPEAC). This joint effort included different research groups such as the
Computer Engineering Laboratory at the Delft University of Technology, a group from
NXP semiconductors and our group at UPC. The main result was a deep study of the
parallelization opportunities of H.264 decoding and the proposal of a new parallelization
technique called the 3D-Wave decoder [160].

Parallelization of H.264/AVC decoding has been an important research topic in in-
dustry and academy. Our work in this area has been inspired by the early work of
der Tol et al. [69] and has been done in parallel with many other works and also have
influenced other proposals and research [45, 160, 269, 51, 24, 48]. After having our
own parallel version of the H.264 decoder, we perform an evaluation on real parallel
machines, measured its performance and estimated its bottlenecks. Based on that, we
developed proposals for improving the parallelization efficiency. Part of this work was
done in the context of the SARC European project [192].
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It is important to mention that during the development of our work important changes
occurred in both video application and computer architecture domains. As a conse-
quence, we have used different benchmarks (MPEG-2-video and two different versions
of H.264/AVC); different target architectures such as single cores with SIMD and vector
extensions, and different parallel and multicore processors; and finally different simu-
lators and measurement tools. The heterogeneity that results from the combination of
different applications, architectures and tools reflects the rapid evolution of the field
during these years and our attempt to follow it within the scope of our research.

1.6 Organization of this document

In this chapter we have presented the motivation of this work. The importance of digital
multimedia and video processing have been justified and some trends in this application
domain have been presented. Based on these trends a set of challenges for computer
architectures for multimedia applications have been described and trends in computer
architecture have also been presented. The efficient exploitation of multiple levels of
parallelism is proposed as the solution for matching the requirements of video decoding
applications with the performance offered by emerging computer architectures. We also
presented the main contributions of the thesis and the historical context in which it was
developed. The rest of this document is organized as follows:

In Chapter 2 an overview of the video decoding application domain is presented. That
includes a short revision of the evolution of video coding technology and a description
of the main characteristics of the H.264/AVC video decoder.

A description of the architectures that have been used for video decoding is presented
in Chapter 3. They are organized by their degree of programmability into applica-
tion specific architectures, programmable multimedia processors, and General Purpose
Processors.

Chapter 4 describes a scalability analysis of SIMD extensions for video decoding
applications. A comparison of 1- and 2-dimensional SIMD extensions is presented using
the MPEG-2 codec as a benchmark.

Chapter 5 presents an analysis and a performance characterization of H.264/AVC
decoding for HD applications.

Chapter 6 presents a benchmark for evaluating HD video coding and decoding appli-
cations. It includes a description of the applications, test videos and coding parameters.
An analysis of the performance of the benchmark in different architectures is also pre-
sented.

Chapter 7 presents a proposal for improving the efficiency of SIMD extensions for
video decoding applications based on the support for unaligned memory accesses.

Chapter 8 presents a study on the different techniques for exploiting TLP in video
decoding applications. Different techniques like frame-level, slice-level and macroblock-
level parallelization are described and compared.

Chapter 9 describes the implementation of macroblock-level parallelism on a real
parallel machine. It also includes a scalability analysis that reveals the limits and
bottlenecks of this parallelization.

Chapter 10 presents a study on enhancing the scalability of parallel video decoding
using heterogeneous manycore architectures.
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Finally, Chapter 11 presents the conclusions, highlights the contributions and suggests
ideas for future research in the field.
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2 Video Coding Technology and the
H.264/AVC Standard

In this chapter we present on overview of video coding technology, define the basic
elements of the “hybrid video codec” and make a description of the H.264/AVC video
coding standard which represents the state of the art in video coding. The main focus
in on the characteristics that has some influence in performance and the potential for
exploiting different forms of parallelism.

2.1 Video Compression Objectives

Although the capacity of the network and storage systems has increased in recent years,
they remain insufficient to transmit and store uncompressed video. That is due to the
fact that along with the increase in bandwidth and disk size there has been an increase
in the demanded quality of video applications as it has been shown in Chapter 1.

As a result, video compression continues to be a key technology for creating practical
applications. For HD systems, video compression makes feasible the transmission and
storage of high bandwidth video signals. For low resolution mobile systems, video
compression allows to make an efficient use of limited bandwidth [196].

Video compression is a trade-off between bitrate reduction, quality, delay and com-
plexity. Compression comes at the expense of a reduction in quality and high com-
pression ratios (in video) can only be achieved with lossy compression, in which the
decompressed (decoded) video is not equal to the original one. Lossy compression ap-
pears as a result of information elimination from the original signal. The result of lossy
compression is distortion in the decoded content. Compression also increases latency.
This is a result of the computational work and buffering that has to be done for en-
coding and decoding. Related to that, another effect of compression is an increment in
the computational complexity. Maintaining high quality while achieving a significant
reduction in bitrate require to apply a set of complex kernels to the input content.

Taken all these factors into account, the main objective of a video codec can be defined
as: “Given a maximum allowed delay and a maximum allowed complexity, achieve an
optimal trade-off between bitrate and distortion for the range of network environments
envisioned in the scope of the applications” [232]

2.2 Video Coding Standards

In order to ensure interoperability between different systems some video codecs have
been standardized by international organizations like the International Standard Orga-
nization (ISO) and the International Telecommunication Union (ITU-T). The Motion
Pictures Expert Group (MPEG) from ISO has developed a series of video standards
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Figure 2.1: Time-line of standard video codecs developed by ISO MPEG and ITU-T
VCEG groups

specially oriented to video playback applications. Alongside, the ITU-T has a video
committee, called Video Coding Experts Group (VCEG), that has created another fam-
ily of video codecs oriented to video conferencing applications. To further increase
adoption and interoperability of video codecs some standards have developed jointly
by both committees. Figure 2.1 presents a time-line description of the video codec
standards released by the ISO and ITU-T in the last 20 years.

The firsts widely used international video standards were H.261 [90] (1988) and
MPEG-1 [166] (1993). They were developed for low bitrate (less than 2 Mbps) and
low resolution (QCIF and CIF) applications like Video-CD and video over telephone
networks. In 1995, a joint standard called MPEG-2 and H.262 was published targeting
applications with “standard resolution” (720x576 at 25 fps). One of the most successful
applications of MPEG-2 has been the DVD [167, 224]. Later on, in 1995, the H.263 stan-
dard appeared adding different coding tools for improving compression efficiency[91].
Two additional revisions, known as H.263+ (1998) and H.263++ (2000) were developed
for improving compression efficiency and error resilience. In 2001, the MPEG group
published another standard called MPEG-4 targeting many multimedia applications, a
video codec was published in the MPEG4-Visual part of the standard [168]. Although
H.263 and MPEG-4 are different standards they have a compatibility mode that allow
basic interoperability. Their main objective was to reduce the bitrate of standard def-
inition video and to improve the quality of low bandwidth applications compared to
MPEG-2 and MPEG-1. In 2003, another international standard for video coding was
announced. It was a joint effort of both committees, and is called MPEG-4 Part 10
- AVC (Advanced Video Coding) by ISO and H.264 by ITU-T [92]. The main objec-
tive was to improve compression efficiency and quality compared to previous codecs.
This relatively new standard has a very broad spectrum of applications ranging from
low resolution mobile multimedia to high definition playback. It is included as one of
the supported codecs in the High Definition Blu-Ray disc (with MPEG-2 and VC-1);
and it is widely used for video streaming on Internet and in High Definition Television

14



CHAPTER 2. VIDEO CODING TECHNOLOGY

(a) Video encoder

(b) Video decoder

Figure 2.2: General structure of a hybrid video codec

(HDTV) [195]. In 2004 an extension of the H.264/AVC standard appeared, called Fi-
delity Range Extensions (FRExt) for improving the compression of HD content [233].
In 2007 and 2009 two extensions to the H.264/AVC standard have been defined: one
for Scalable Video Coding (SVC) [210] and the other one for Multiview Video Coding
(MVC) [253].

Currently there is an ongoing effort for defining a new video coding standard with
higher quality and compression efficiency than H.264/AVC. It is being developed by
both VCEG and MPEG groups under the Joint Collaborative Team on Video Coding
(JCT-VC). They are planning to release a new standard called High Efficiency Video
Codec (HEVC) in 2012 or 2013 [110, 234].

As Figure 2.1 suggests qualitatively, the computational complexity of video codecs
has increased over time. This is the result of adding more coding tools for improving
compression and quality.

2.3 Block-based Hybrid Generic Video Codec

A video codec reduces the size of a digital video signal by exploiting redundancies on
the video data [196]. Over the years, different video coding tools have been designed
to exploit those redundancies, and some of them are common in most video codecs,
specially in those of the MPEG and VCEG families. The use of similar coding tools
defines a generic structure of a video codec that has been called the “block-based hybrid
generic video codec” [225].

The hybrid video codec is composed by three main stages: prediction, transforma-
tion/quantization and entropy coding. Prediction consists of exploiting spatial or tem-
poral redundancies for deriving a block based on previous ones. The predicted block
is then subtracted from the current one forming the error signal. A transform is next
applied to the error signal in order to change from the spatial domain to the frequency
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domain. Then, Quantization (Q) is applied to reduce the dynamic range of the signals.
As a result, some of the high frequency components become zero, reducing the num-
ber of coefficients to be transmitted. Quantization is what makes a hybrid video codec
lossy, because it is not possible to reconstruct the original video from a reduced set
of frequency components. The quantized components and other prediction information
are then passed to the entropy coding stage in which they are represented with a code
that reduce its size by exploiting statistical redundancies. The result of entropy coding
is a compressed bitstream. Figure 2.2a shows the general structure of the hybrid video
encoder.

2.3.1 Block-based Structure and Color Coding

In a block-based codec each frame of the video sequence is divided in small rectangular
blocks called MacroBlocks (MBs). In this way the coding tools are applied to MBs
rather than to whole frames reducing the computational complexity. Figure 2.3 shows
a generic view of the data elements of a video sequence. It starts from the sequence of
frames that compose a whole video. Several frames can form a Group of Pictures (GOP)
which is an independent set of frames. Each frame can be composed of independent
sections called slices, and these ones, in turn, are composed of MBs. Each MB is formed
by blocks, which in turn, are composed of pictures samples.

A MB is composed of separated blocks for luma (or relative luminance, denoted by
Y) and chroma signals (color information, denoted by Cb for blue and Cr for red). A
pre-processing step has to be applied to convert video from a color component format
(like RGB) to a difference color format (like YCbCr). By coding the video signals in
this format it is possible to reduce the amount of color information in such a way that
is not noticeable for the human eye [189]. The most common color format is called 4:2:0
in which chroma is sub-sampled by 2 in both spatial dimensions. In most MPEG and
ITU-T video codecs, each MB has one 16× 16 luma block and two 8× 8 chroma blocks.

2.3.2 Prediction

Prediction can be done in the spatial or in the temporal domains. Prediction in the
spatial domain consists of estimating the values of the current block by using only
samples from the same frame. Prediction in the temporal domain consists of estimating
the value of the current macroblock using blocks from other frames, called reference
frames. One form of inter-prediction is called Motion Compensation (MC) in which the
predicted block in the current frame is generated as if it was an area in a reference frame
that have moved to a different position in the current frame. This block displacement is
expressed and transmitted as a Motion Vector (MV). In order to find such blocks (and
vectors) the encoder should perform a search process called Motion Estimation (ME).

The prediction strategy defines the type of each frame. In MPEG and VCEG video
codecs there are three type of frames: Intra-coded frame (I), Predicted frame (P) and
Bi-predicted frames (B) [224].

In I-frames all the MBs are coded using intra-prediction. I-frames are inserted by the
encoder as random-access points or when the amount of changes between frames do not
allow to create an efficient temporal prediction. I-frames are also used as references for
P- and B-frames.
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Video Sequence
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Figure 2.3: Data elements on a generic video sequence: GOPs, frames, slices, and
macroblocks

In P-frames MBs can be temporal predicted using one frame (or one frame direction)
as reference. That means that the decoding of a P-frame requires that the reference
frame has already been decoded, defining an order constraint in the decoding process
due to data dependencies. P-frames can be used as reference frames for other P-frames
or B-frames.

In B-frames MBs can be predicted using samples from two reference frames (or frame
directions). A B-type macroblock can be predicted in three ways: with a forward
reference, backward reference or with a combination of forward and backward references
combined to produce a single prediction. Decoding a B-frame requires that all reference
frames have been already decoded, creating an order constraint involving past and future
frames. Figure 2.4a shows a diagram of a 7 frame sequence in display order with a I-P-
B-B-P-B-B structure in which arrows indicate the data dependencies at the frame level.
For transmission and processing B-frames require a change in the order of frames as
depicted in Figure 2.4b.

2.3.3 Transform

The main purpose of the transform is to separate the input data into frequency com-
ponents (decorrelation) and concentrate most of the energy of the signal in a small
set of coefficients (compaction) [195]. The 2-dimensional Discrete Cosine Transform
(2D-DCT) is the most widely used transform for block-based video codecs because its
mathematical properties allow efficient implementations [3].

The 2D-DCT maps a N × N matrix of samples X into a new N × N matrix of
transform coefficients Y by a linear transformation. The inverse transform (2D-IDCT)
maps a matrix of transform coefficients Y into a matrix of samples X:
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(a) Frames in display order

(b) Frames in processing order

Figure 2.4: Type of frames in a MPEG/VCEG hybrid video codec

Y = AXAT

X = ATYA
(2.1)

where A is a N × N transform matrix. The transform matrix for a 4 × 4 block is
defined as follows:

A =


a a a a
b c −c −b
a −a −a a
c −b b c

 (2.2)

where a = 1
2 , b =

√
1
2 cos (π8 ) and c =

√
1
2 cos (3π

8 ).

2.3.4 Entropy Coding

In a video codec entropy coding is used to compress the data that results from the
prediction and transform processes including: transform coefficients, motion vectors,
and side information. Compression is achieved by exploiting statistical redundancies
in the set of input symbols, and works by representing frequently occurring symbols
with a small number of bits and infrequently occurring symbols with a larger number
of bits [196].

The two main techniques used for entropy coding are Huffman coding [98] and arith-
metic coding [257]. In Huffman coding symbol of the input sequence is represented with
a variable length code that uses an integral number of bits. In arithmetic coding a com-
plete sequence of symbols is represented with a real number in the range [0, 1) allowing
to assign fractional number of bits to input symbols based on its probability. Because of
that arithmetic coding achieves a better compression performance than Huffman coding,
and it can reach the optimal data compression as defined by Shanon’s source coding
theorem [217].
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Figure 2.5: General structure of the H.264/AVC decoder

2.3.5 Decoding Process

In order to decompress the video, the decoder has to perform similar stages than encoder
but in a reverse order. In Figure 2.2b, the structure of a general video decoder is shown.
The input is a compressed bitstream that first has to be entropy decoded. The output of
entropy decoding are the quantized transformed coefficients and prediction information.
By applying an “inverse quantization” (or more accurately, a re-scaling operation) to the
quantized coefficients, a reconstructed version of the transformed coefficients is derived.
Then, an inverse transform is applied to the reconstructed coefficients to obtain the error
signal. The predicted blocks are reconstructed either with intra- or inter-prediction.
After that, the error signal is added to the prediction signal forming a decoded video
signal. An optional in-loop filter (deblocking, de-ringing, etc) is applied for improving
the visual quality of the output video.

The variations between different video codecs that implement the structure of the
hybrid video codec are in the coding tools applied in each one of the mentioned generic
stages. In the next section we are going to present a detailed description of the cod-
ing tools available in the H.264/AVC standard along with a comparison with other
standards.

2.4 H.264/AVC Video codec

H.264/AVC is based on the same block-based motion compensation and transform-based
coding framework of prior MPEG and ITU-T video coding standards. It provides higher
coding efficiency through added features and functionality that, in turn, entail additional
complexity. H.264/AVC includes a lot of new coding tools for different application
scenarios but here we present only a summary of the tools that have more effect on the
performance of the video decoder which are the focus of this work.

A generic structure of the H.264/AVC decoder is presented in Figure 2.5. Below, we
present some details of each decoder stage. The full specification can be found in the
standard [92].
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(a) CABAC encoder

(b) CABAC decoder

Figure 2.6: CABAC arithmetic codec

2.4.1 Entropy Decoding: CAVLC and CABAC

H.264/AVC includes two different algorithms for entropy decoding. The first one is
Context Adaptive Variable Length Coding (CA-VLC), which is an adaptive variant of
Huffman coding oriented to applications that require less computational complexity in
the entropy decoder. The second one is Context Adaptive Binary Arithmetic Coding
(CABAC), which is based on arithmetic coding techniques and results in compression
ratios between 10% and 14% bigger than CAVLC [156]. In this work we have focused on
H.264/AVC decoders that uses CABAC because it results in higher compression ratios
and it is widely used in HD applications. Below we present some details of the CABAC
coding algorithm.

Context Adaptive Binary Arithmetic Coding

CABAC uses binary coding, which means that the source alphabet is composed of
just two symbols, requiring that all non-binary inputs have to be converted to binary
symbols before the actual arithmetic coding. Binary arithmetic coding simplifies the
coding of each binary symbol at the cost of a reduced performance because the final
throughput can not be larger that one bit per few CPU cycles [205]. CABAC also
uses adaptive coding with context models, which means that the estimation of source
symbols probabilities is done during the coding process. A context model in CABAC is
composed of the probability of the Least Probable Symbol (LPS) and the value of the
Most Probable Symbol (MPS) [204].

The coding process of CABAC involves the following three stages as described in
Figure 2.6a:

Binarization : non-binary input symbols are mapped to a variable length binary code
(bin string).

Context model selection : Select a context model for the current bin. Context models
are probability models for bins in the binarized symbol.

Binary arithmetic encoder : Encode the current bin using the probability model de-
fined by the context model.

20



CHAPTER 2. VIDEO CODING TECHNOLOGY

CABAC Decoding Algorithm

The decoding process involves a similar set of operations than encoding but in a reverse
order, as shown in Figure 2.6b. For every syntax element a series of bins are decoded to
make a bin string. The CABAC decoder has a special unit for detecting when a decoded
sequence of bins matches a valid codeword, if that occurs the original syntax element is
reconstructed with a de-binarization process.

To decode a bin, a proper context model should be used. A context selection process is
performed to obtain the context model for each particular bin. This is done by accessing
a context model memory using a context model index γi that depends on the syntax
element being decoded and the value of previous decoded bins.

The arithmetic decoding starts with some bits from the bitstream (called the offset),
an initial range (R), and the context model. The range R is divided into two sub-ranges:
RMPS and RLPS , where RLPS is calculated by multiplying the range by the probability
of the LPS symbol. RMPS is computed as the difference between the range and the
RLPS . If the offset is less than RMPS the bin is decoded as the MPS and the range
for the next bin is set to RMPS , otherwise the bin is decoded as LPS and the next
range is RLPS . It is worth to mention that for performance reasons in CABAC all the
multiplications have been replaced by tables of precomputed values. During arithmetic
decoding a renormalization process is applied to keep the range and the offset in a fixed
precision. After decoding each bin, the context model is updated, which includes an
update of the LPS symbol probability and the MPS value [156, 119, 267].

The context selection process requires both the current data being decoded and pre-
vious decoded data. This creates a strong data dependency between bins in the the
decoding process restricting the exploitation of data-level parallelism inside the binary
decoder. CABAC contexts are maintained for all the macroblocks of a complete slice.
At the end of a slice context probabilities are reset to an initial state. Because of that
slices are the smallest data partitions for the parallelization of the CABAC algorithm.

2.4.2 Inverse Transform

H.264/AVC transform is an integer orthogonal approximation of the DCT allowing bit
exact implementations for decoders and encoders. The main transform is applied to 4×4
blocks and is useful for reducing ringing artifacts. The FRExt extension allows another
DCT transform for 8× 8 blocks which is useful in HD video for the preservation of fine
details and textures [233]. The encoder is allowed to select between the 4× 4 and 8× 8
transforms on a macroblock by macroblock basis. The transforms employ only integer
arithmetic without multiplications, with coefficients and scaling factors that allow for
16-bit arithmetic computation [155].

In H.264 the transform is formed by rounding and scaling the matrix A (See Equa-
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tion 2.2). The inverse 4× 4 transform of H.264 is described in equation (2.3):

X = AT
i (Y ⊗Ei)Ai

=


1 1 1 1

2
1 1

2 −1 −1
1 −1

2 −1 1
1 −1 1 −1
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2 −1
2 −1
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2


(2.3)

The matrix of coefficients Y is pre-scaled multiplying it by each element of the scaling
matrix Ei (⊗ means scalar multiplication rather than matrix multiplication). The fac-
tors in the transform matrices Ai and ATi allow implementations with shifts and adds
integer arithmetic operations.

As with other DCTs, in H.264 DCT it is possible to exploit data-level parallelism
because the same operations are applied to a block of data. The main difference is that
H.264/AVC uses a small data set compared to previous video codecs and also allows
variable block sizes (4 × 4 and 8 × 8) which introduces control dependencies to detect
the different modes.

2.4.3 Quantization

H.264 uses a scalar quantizer. In its general form a scalar quantizer can be expressed
as:

Xq(i, j) =
X(i, j)
Qs

(2.4)

where i and j are the row and column indexes of the sample and Qs is the quantizer
step size. In H.264/AVC a total of 52 values of Qs are supported and these are indexed
by a Quantization Parameter (QP).

Direct Quantization and Scaling

The definition and implementation of the H.264 quantizer is such that it avoids division
or floating point arithmetic, it also incorporates the post- and pre-scaling matrices used
for simplifying the transform. The post-scaling factor (PoF) that appears in the direct
transform is incorporated into the forward quantizer:

Xq(i, j) = X(i, j)
PoF

Qs
(2.5)

PoF
Qs

is implemented as a multiplication and a right shift avoiding any division oper-
ations in the quantization process.

Inverse Quantization and Rescaling

The decoder performs inverse quantization by re-scaling the quantized data:

Xr = Xq(i, j)Qs (2.6)
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Figure 2.7: Variable block size for motion compensation

The pre-scaling factor (PreF) for the inverse transform is incorporated in this opera-
tion, together with a constant scaling factor to avoid rounding errors:

Xr = Xq(i, j) ·Qs · PreF · 64 (2.7)

2.4.4 Inter-prediction

H.264/AVC introduces a lot of improvements in the inter-prediction stage like variable
block-size motion compensation with fractional pixel precision; the use of multiple refer-
ence frames for prediction with a weighted combination of the prediction signals, and the
use of B-frames as references for prediction [79]. We present a review of these features
and their potential impact on decoder performance.

Variable Block Size

H.264/AVC supports block sizes that range from 16× 16 to 4× 4 samples, as shown in
Figure 2.7. The encoder can select big block sizes for areas with low spatial detail or
coarse grain motion resulting in less bits for encoding the motion vectors. Small block
sizes are useful for reducing the prediction residual of areas with high spatial detail or
fine grain motion. Variable block size motion estimation allows the encoder to adapt
the block size to the properties of the input video allowing higher compression ratios
while, at the same time, reducing the blocking noise [195].

From the performance point of view the use of variable block size reduces the efficiency
of data-level parallelization. On the one hand, it is necessary to include control code to
detect the size of each block in a macroblock. On the other hand, in the smaller blocks
(like 4× 4) the amount of DLP is reduced, which leads to a bigger impact of overheads
in DLP processing.

Fractional Motion Compensation

Fractional motion estimation allows the encoder to define motion vectors with fractional
pixel values, this has the advantage of finding prediction signals with less energy. In
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Figure 2.8: Interpolation for the luma component

the decoder, an interpolation filter has to be applied to the reference area in order to
generate fractional picture samples. In H.264/AVC interpolation is defined separately
for luma and chroma signals [254].

Luma Interpolation

Luma interpolation is performed in two stages. In the first one, half-sample positions are
calculated using a 6-tap FIR filter, as shown in Figure 2.8a. The FIR filter is defined in
Equation 2.8 and its coefficients are coeff [−2..3] = [1,−5, 20, 20,−5, 1]. After filtering,
the results are rounded and clipped. In the second stage, quarter-sample position are
generated by linear interpolation, as shown in Figure 2.8b.

a(i+ 2) =
( 3∑
i=−2

coeff [i] · xi
)
/32 (2.8)

In total there are 16 modes in which luma interpolation can be applied: no interpo-
lation, half-pel interpolation (with three different modes) and quarter-pel interpolation
(with 12 different modes). For example, according to figure 2.8a sub-sample position ’j’
is generated with horizontal and vertical interpolation as: j = round

(
(cc− 5dd+ 20h+

20m − 5ee + ff)/32
)

. After this, quarter pel position ’i’ is generated with horizontal

linear interpolation as i = round
(

(h+ j)/2
)

.
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Chroma Interpolation

In chroma interpolation, each sub-sample position is generated as a linear combina-
tion of the neighboring integer sample positions, as shown in Figure 2.9. The linear
interpolation is defined in Equation 2.9

a = round
((

(8− dx) · (8− dy)A+ dx · (8− dy)B + (8− dx) · C + dx · dyD
)
/64
)

(2.9)

Luma and chroma interpolation filters are amenable for DLP processing because they
are applied to complete data blocks. But the definition of multiple interpolation modes
combined with the variable block size requires the inclusion of mode detection code that
introduces a significant amount of branches, which in turn, reduce the efficiency of DLP
processing.

Multiple Reference Frames and Weighted Prediction

In previous video standards, in B-frames the final prediction is obtained with a lin-
ear interpolation of the predictions from the backward and forward predictions. In
H.264/AVC, B frames have more flexibility: the final prediction can be obtained with a
prediction from two reference frames regardless of their temporal direction [79]. In order
to separate the temporal directions from the frames used for prediction, in H.264/AVC
the two sources of prediction are called lists. A B-frame is predicted using reference
frames from list0 and list1, as shown in Equation 2.10.

pred(i, j) =
(
pred0(i, j) + pred1(i, j) + 1

)
>> 1 (2.10)

Additionally, H.264/AVC allows the encoder to define a weighted combination of the
two predictions, as shown in Equation 2.11.

pred(i, j) =
(
w0 · pred0(i, j) + w1 · pred1(i, j) + 1

)
>> 1 (2.11)
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Figure 2.10: Motion vector prediction in neighboring macroblocks

Finally, another improvement compared to previous video codecs is the use of a large
window for the reference frames, that allows the use of up to 16 reference frames. In some
cases, this allows for a significant reduction of the bitrate compared to the traditional
model of just one or two reference frames.

In terms of performance, B-frames require more computing power than processing P-
and I-frames because multiple reference areas have to be computed and combined. At
the same time, B-frames in H.264/AVC increases application memory usage because
more reference frames are active at any given time. From the point of view of data-
parallelism, B-frames generate a more complicated dependency graph.

Motion Vector Prediction

In order to reconstruct an inter-predicted block it is necessary to access an area in the
reference frame pointed by a motion vector. In H.264/AVC motion vectors are predicted
from vectors of nearby, previously coded blocks [195]. In the decoder, the motion vector
is reconstructed by forming a combination of motion vectors from neighbor blocks and
adding them to the motion vector difference coded in the bitstream. Figure 2.10 shows
an example of the vector prediction of a macroblock (E) from neighbor partitions on
the left (A), top (B) and top-right (C).

One consequence of motion vector prediction is that it creates data dependencies
between macroblocks. In order to decode an inter-macroblock it is necessary to have
access to the motion vectors of the MBs on the left, top and top-right.

2.4.5 Intra-prediction

H.264/AVC uses spatial intra-prediction in which the predicted MB is created using
previously decoded pixels. The standard supports three different types of spatial pre-
diction depending of block size: 4×4 luma prediction, 8×8 luma prediction and 16×16
luma (and corresponding chroma block) prediction.
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Figure 2.11: Intra-prediction sample labels for 4× 4 blocks

(a) Vertical (b) Horizontal

(c) DC (d) Down-right

Figure 2.12: Intra-prediction modes for 4× 4 blocks

4x4 Intra-prediction

This type of prediction is well suited for coding of parts of a picture with significant
spatial detail [256]. The whole 16× 16 MB is divided into sixteen 4× 4 sub-blocks and
intra-prediction is applied to each one of them. The standard defines nine prediction
modes that the encoder can choose independently for each sub-block. Prediction of sam-
ples [a...p] is made using previously decoded samples from the top block, top-right, and
left blocks [A...M ], as shown in Figure 2.11. Four of the nine prediction modes are shown
in Figure 2.12. Vertical and Horizontal modes are extrapolation of the previous samples
as indicated by the arrows in the Figures 2.12b and 2.12a. DC-mode (Figure 2.12c)
is made from an average of samples [A,B,C,D, I, J,K,L]. The other six modes are
variations of diagonal interpolation, one of which is illustrated in Figure 2.12d. In this
mode, the prediction is formed from a weighted average of prediction samples [195].

8x8 Intra-prediction

The FRext extension defined intra-prediction for 8 × 8 blocks. The prediction modes
are basically the same as in 4× 4 intra-prediction with the addition of low-pass filtering
to improve prediction performance [233].
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Figure 2.13: Data dependencies due to intra-prediction

16x16 Intra-prediction

The Intra 16 × 16 mode, performs the prediction of the whole MB and is well suited
for coding smooth areas of the frame with gently changing luminance. Four different
prediction modes are available for this type of prediction: vertical prediction, horizontal
prediction, DC-prediction and plane-prediction. The first three ones are very similar to
the modes available for 4 × 4 blocks. Plane-prediction uses a linear function between
the neighboring samples [256, 178].

Data Dependencies due to Intra-prediction

One consequence of intra-prediction is that it creates data dependencies between mac-
roblocks. In order to decode an intra-macroblock it is necessary to decode first the
macroblocks on the left, top and top-right. Figure 2.13 shows the dependencies between
the current macroblock MB(x,y) and its neighbor macroblocks on the left MB(x-1,y),
top MB(x,y-imgwidth) and top-right MB(x+1,y-imgwidth). Where imgwidth is the
frame width in macroblocks.

2.4.6 In-loop Deblocking Filter

H.264/AVC includes an in-loop adaptive deblocking filter. It was added in order to
reduce the artifacts produced by the block-based structure of the coding process [152].
The filter is located in-loop which means that filtered frames are used as reference frames
for motion compensation.

The deblocking filter is adaptive which means that filtering is applied to the block
edges with more probable effects of blocking distortion and is reduced (or not apply
at all) on the block boundaries that has original input content. The filter is adaptive
at the slice, block and sample levels. At the slice level, the encoder can influence the
amount of filtering applied for all blocks in the slice. At the block-level, the filter is
adjusted depending on the MB type (intra, inter), motion differences and the presence
of transform coefficients. Finally, at the sample level, the filter that is applied depends
on the sample values at the edge of two adjacent blocks.
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Figure 2.14: Deblocking filter

The filter is applied on a macroblock basis in scan order. It is applied to vertical and
horizontal edges of 4 × 4 blocks, both for luma and chroma components. Figure 2.14a
shows the block edges used for filtering. The amount of filtering at block-level is con-
trolled by the BoundaryStrength (BS) parameter, which depends on the coding modes
of the adjacent blocks. It has four values: 0 means no filter, 1-3 is normal filter, and 4
is strong filter.

As an example, the basic filter (for BS = [1, 3]) affects the p0 and q0 samples depend-
ing on the values of p0,p1,q0 and q1, as shown in Figure 2.14b. The filter is applied if
the following condition is true:

|p0 − q0| < α and |p1 − p0| < β and |q1 − q0| ≤ β

where α and β are thresholds defined in the standard that depend on the Quantization
Parameter (QP). They are used to switch-off the filter when QP is low.

In Equations 2.12 and 2.13 the operations of the basic filter are shown. An important
feature of the filter is the clipping process expressed with the Min-Max operations, where
c0 is a parameter defined in the standard that allows to adjust the level of filtering.
The adaptivity of the filter is obtained, in part, by controlling this parameter when
clipping [152].

p′0 = p0 + ∆0 (2.12)
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Figure 2.15: Macroblock dependencies due to the deblocking filter

q′0 = q0 −∆0 (2.13)

∆0i =
(
4(q0 + p0) + (p1 − q1) + 4

)
� 3 (2.14)

∆0 = Min
(
Max(−c0,∆0i), c0

)
(2.15)

Implications on Performance and Parallelization

An important consequence of adaptivity is an increase in the computational complexity
of the decoding process, due to the presence of conditional branches in the innermost
loop of the deblocking filter. Memory complexity is also increased because all samples
in a 4× 4 block are read in order to determine the amount of filtering, and then, up to
three samples are modified and stored back to memory. Similarly, exploitation of DLP
is affected by the filter adaptivity because the operation that is applied to each sample
depends on the input values.

At the macroblock granularity the deblocking filter introduces data dependencies
because filtering of the current block requires data from the left and top macroblock as
shown in Figure 2.15

2.4.7 Comparison with Previous Video codecs

In Table 2.1 the main features of H.264/AVC are summarized and compared with
MPEG-2 and MPEG-4 video codecs [240, 178, 233, 256, 224, 123]. One of the main
differences between H.264/AVC and the other video codecs is that the former allows a
variable block size for motion compensation; while MPEG-2 only supports 16x16 pixel
blocks and MPEG-4 16x16 down to 8x8 pixel blocks. Additionally, H.264/AVC uses a
quarter sample resolution for motion estimation, a feature that is optional in MPEG-4
and not available in MPEG-2. Another important difference is that H.264/AVC sup-
ports multiple reference frames for motion compensation compared to a single one in
the other two codecs.
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Features MPEG-2 MPEG-4 ASP H.264/AVC High

Macroblock size 16× 16 16× 16 16× 16

Block size 8× 8 16× 16,16× 8,8× 8
16× 16,16× 8,8× 16,
8× 8,4× 8,8× 4,4× 4

Transform 8× 8 DCT 8× 8 DCT 8× 8,4× 4 integer DCT

Pel-Accuracy 1, 1/2 pel 1, 1/2, 1/4 pel 1, 1/2, 1/4 pel

Reference frames One frame One frame
Multiple frames

(up to 16 frames)

Bidirectional prediction forward/backward forward/backward
forward/backward
forward/forward

forward/backward

Intra-prediction
DC-prediction coefficient prediction 4x4 spatial

16x16 spatial

Deblocking filter No No Yes

Weighted prediction No No Yes

Entropy Coding VLC VLC CAVLC, CABAC

Table 2.1: Comparison of video coding standards

In the case of intra-prediction H.264/AVC uses several intra-prediction modes that re-
sults in better intra-compression than the DC-prediction of MPEG-2 and the prediction
of transformed coefficients of MPEG-4-Visual.

H.264/AVC also includes a mandatory in-loop deblocking filter that is not available
in MPEG-2 and MPEG-4 and is optional in H.263.

H.264/AVC includes a binary arithmetic coder (CABAC) which is more powerful
than the traditional entropy coders based on Variable Length Coding (VLC) of previous
standards.

For the transformation stage H.264/AVC has an adaptive transform size (4 × 4 and
8×8) and an integer transform that is simpler to implement compared to the fractional
transform of previous standards.

From the point of view of performance and parallelization the new coding tools of
H.264/AVC have two main consequences. First, the availability of multiple block sizes
and kernel operation modes requires the insertion of control code to detect, at runtime,
the final operation that has to be applied. This reduces the efficiency of data-level
parallelization. And second, some prediction techniques create multiple levels of data
dependencies. At the level of MBs, some kernels uses data from neighbor MBs, creating
a data dependency that reduces the opportunities for data-level parallelization. In some
kernels such as entropy decoding, there are dependencies at the bit-level that inhibit
fine-grain data-level parallelization.

2.5 Characteristics of Video Decoding Applications

From the previous analysis of the internal algorithms of the H.264/AVC decoder it
is possible to extract some intrinsic characteristics of this type of applications that
make them different from other application domains and that are required for making
architectural optimizations.
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2.5.1 Real-time Operation

The most common application of video decoding is to display motion video on a screen.
The underlying architecture should provide the required performance to decode and
display a fixed amount of frames per second.

2.5.2 Integer Small Data Types with Saturating Arithmetic

Video decoding applications use small integer data types. Pixel information is usually
represented with 8-bits for consumer applications and 10 or 12-bit for professional ap-
plications. Arithmetic operations of video filters and transforms are done with integer
16-bit arithmetic, and finally, the results are converted back to 8-bit precision.

Most of the operations use saturating arithmetic. In saturation arithmetic the result
of an arithmetic operation that exceeds the maximum representation of the binary base
the result is set to the maximum value (and a similar process is applied for underflow).

2.5.3 Block Processing

In H.264/AVC the basic processing unit is the MacroBlock which in turn, can be divided
into smaller blocks down to 4×4 pixels. Sub-block size defines the maximum data-level
parallelism that can be extracted from a particular kernel and influences the memory
access pattern of the application.

2.5.4 Heterogeneous Kernels

As shown in Figure 2.2 a video codec consists of a set kernels applied applied to the
input bitstream. These kernels can be classified in three main groups[214]:

Highly Data-parallel Operations

The deblocking filter, luma and chroma interpolations for Motion Compensation, and
IDCT fit in this category. They consist of a sequence of operations that have to be
applied to a complete block of data. Because of that, they fit well for architectures that
support fine-grain DLP.

Bit Serial Operations

This type of operations is common in the entropy decoding and parsing stages. Opera-
tions of this type are applied to a bitstream bit by bit with data and control dependencies
between them. DLP is not applicable, but ILP can be exploited to some extent.

Control Operations

H.264/AVC have a lot of operation modes. Before applying the highly data-parallel
kernels it is necessary to detect or decide many coding options. Also it is necessary to
set-up the data structures used for storing compressed and uncompressed video elements,
and to send information to the input and output devices. Usually, this type of operations
fit very well on a general purpose processor running an operating system.
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Data Movement and Formatting Operations

In order to apply the different kernels data has to be moved from main memory to the
different processing units. Some processing units require the data to be in a specific
format requiring a pre- or post-formatting stage. In some cases, Memory Transfer
Parallelism can be exploited by overlapping memory operations with computations.

2.5.5 Hierarchy of Data Dependencies

As shown in Figure 2.3 a compressed video sequence is composed by a hierarchy of
data elements. At each level in the data hierarchy there are different data dependen-
cies. At the frame-level, for example, P- and B-frames have data dependencies with
their respective reference frames. At the macroblock level, motion vector prediction,
intra-prediction and deblocking filtering require data from neighbor macroblocks. As
a consequence, the parallelization at this granularity requires to handle this type of
dependencies.

2.6 Summary

In this chapter we have introduced the importance of video compression for allowing
the storage and transmission of digital video signals. The objective of a video codec
has been defined as a tradeoff between the reduction of bitrate and maintaining high
quality and low latency and low complexity. The structure of the block-based hybrid
video codec has been presented. Prediction, Transformation and Entropy decoding were
presented as the main stages of the video codec. Taking this structure as a reference,
the main kernels of the H.264/AVC video codec were described, including a comparison
with previous video codecs like MPEG-2 and MPEG-4. Finally, we have derived some
general characteristics of the video decoding applications that will be used to present
the different architectural optimizations in the rest of this work.
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3 Architectures for Video Decoding

This chapter presents a description of the existing work on computer architectures for
video decoding. Most of the techniques and architectures that are going to be presented
are applicable for most “hybrid video CODECs” but we concentrate on those that are
applicable for H.264/AVC decoding.

Architectures are classified by the degree of programmability in three groups: dedi-
cated hardware architectures, media processors and general purpose processors [66, 131].
And they are evaluated in terms of its performance, scalability, efficiency and flexibility.
Because some of these objectives can not fulfilled simultaneously, the design and evalu-
ation of architectures for video decoding results is a complex tradeoff between them.

3.1 Dedicated Hardware Architectures

Dedicated hardware architectures, also called Application Specific Integrated Circuits
(ASICs), for video decoding consist of a direct mapping of a particular video CODEC
into specific hardware circuits. Such architectures offer the performance required by a
specific real-time target (like FHDp25) at the maximum efficiency. In the one hand,
due to its specific nature, they use less area and have a very low power consumption;
making them a good solution for low power and mobile devices. But, on the other
hand, they have a poor scalability and minimal flexibility. Low scalability is the result
of being designed to support a maximum real-time performance: when the application
demands more performance, for example going to a higher definition, they can not scale
or need to be redesigned. The other one is the minimal flexibility: hardware modules
are extremely application specific and they can not support extensions or new video
CODECs; or for supporting multiple formats some hardware units have to be replicated
with the corresponding loss in efficiency.

Most of the proposed solutions are based on a streaming architecture [138] that in-
cludes hardware modules optimized for each type of kernel in the video decoder. Usually
a control processor is included for high level syntax parsing and general control tasks.
A complete system also includes a memory architecture and an interconnection archi-
tecture. Those are also optimized to the specific data sets and communication patterns
of video decoding applications [37].

A survey of dedicated architectures for previous video CODECs, like MPEG-1, MPEG-
2 and MPEG-4, can be found in [188, 186, 187]. Below, we present a general description
of some works on dedicated hardware architectures for H.264/AVC decoding.

A typical example of this type of architectures is presented by Lin et al. [150]. They
target H.264/AVC decoding for FHD input videos at 30 fps. The architecture includes 4
hardware modules: one for bitstream decoding, one for inverse quantization and inverse
transform, one for (both intra- and inter-) prediction, and another one for the deblocking
filter. The system also includes a DMA engine with a special purpose buffer and two
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external memory interfaces. The on-chip interconnection is done with a hierarchical
Advanced Microcontroller Bus Architecture (AMBA) bus and a special purpose internal
bus. A general view of this architecture is depicted in Figure 3.1. This system is able
to provide the required real-time performance operating at 120 MHz with a power
consumption of 320 mW [150].

Figure 3.1: General diagram of a H.264 hardware decoder

Table 3.1 presents a comparison of different dedicated architectures for H.264/AVC
decoding, including parameters like technology, frequency, power and area. All of them
are based on the same heterogeneous streaming architecture but differ in the hardware
optimizations that have been applied. From the published results it can be noted that
dedicated hardware architectures can provide the performance for FHDp30 real-time
decoding with a power consumption less than 350mW and an area less than 10mm2.

It is important to mention that some dedicated architectures also include programmable
processors optimized for specific kernels that allows to adapt the system for different
video CODECs but with a limited programmability [120]. The cost of this flexibility is
a bigger area and power consumption.

Architecture Technology Voltage Frequency Power Area Video
(nm) (V ) (MHz) (mW ) (mm2) Capabilities

Hu et al.[97] 130 1.2 200 160 n.a. 2048× 1024p30
Chien et al.[49] 130 1.2 120 71 5.04 1920× 1080p30
Lin et al.[150] 180 1.8 120 320 8.41 1920× 1080p30
Liu et al.[153] 180 1.8 16.6 12.4 15.21 720× 576p30
Sze et al.[235] 65 0.7 14-25 1.8-3.2 7.62 720× 576p30
Kimura et al.[120] 65 1.2 162 342 29.7 1920× 1080p30

Table 3.1: Comparison of hardware architectures for H.264/AVC decoding

36



CHAPTER 3. ARCHITECTURES FOR VIDEO DECODING

3.2 Multimedia Processors

Multimedia processors (also known as media-processors) are programmable processors
that have been designed to address the requirements of multimedia applications specially
video coding and decoding. They have an ISA and a memory architecture optimized
for video applications.

Most current media-processors use a Very Long Instruction Word (VLIW) architec-
ture [78] that allows to exploit ILP with a more efficient hardware implementation that
superscalar processors, making them suitable for low power and low cost devices. The
programmability of media processors give them a flexibility advantage compared to ded-
icated hardware solutions while, at the same time, they offer a high efficiency in terms
of area and power consumption.

Two examples of VLIW-based media-processors are Texas Instruments’ VelociTI ar-
chitecture [216] and Phillips TriMedia architecture [194].

Current version of the VelociTI architecture is called TMS320C6X for fixed point
processors. This architecture includes two datapaths each of which contains 32 32-bit
registers for a total of 64 registers. The number of functional units per datapath is
implementation dependent, going up to 8 in total in the most recent processors. The
processor can execute 8 32-bit instructions per cycle and support µSIMD operations on
8- and 16-bit operands. The architecture has a two-level memory hierarchy composed
of level-1 instruction and data caches with support for unaligned accesses and a shared
level-2 cache. It also features a multichannel DMA controller for handling on-chip data
transfers between the L2 cache and the peripherals [216, 2]. Reported results show that
with a TI VLIW processor running at 160 MHz it was possible to decode MPEG-4 CIF
resolution videos at 55 fps [271].

The TM3270 is a media processor based on the TriMedia architecture [194] designed
for high performance video decoding. The architecture support five operations per
VLIW instruction. The ISA include special operations like “collapsed load with inter-
polation” that implements interpolation filters in the load operation; and it also includes
special instructions for doing CABAC entropy decoding. In addition, it includes opti-
mized prefetching mechanisms adapted for 2D-memory accesses [252]. Published results
show that the TM3270 processor running at 33.5 MHz can encode MPEG-2 CIF videos
at 25 fps [251].

Table 3.2 presents a comparison of two media processors from the VelociTI and Tri-
Media architectures.

Architecture/ Technology Frequency Power Area Instructions Register
Processor (nm) (MHz) (mW ) (mm2) per cycle file

TI TMS320C6414 [2] 130 600 718 n.a 8 2 x (32 32-bit)
Phillips TM3270 [252] 90 450 n.a. 8.08 5 1 x (128 32-bit)

Table 3.2: Comparison of VLIW-based media-processors
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3.3 General Purpose Processors (GPPs)

General Purpose Processors (GPPs) are in the other extreme compared to dedicated
hardware solutions. They have higher flexibility that results from the software im-
plementations. Performance usually is very high as a result of the high frequency of
operation and extensive support for ILP. The main limitation is the low efficiency in
terms of high power consumption and big area. In this section we review the techniques
applied to support video decoding applications on GPPs including SIMD extensions and
thread-level parallelism.

3.3.1 SIMD Extensions

After the release of the MPEG-1 video CODEC, a lot of interest was devoted to the
development of portable software-only video decoders. With the workstations available
at that time it was not possible to decode low resolution MPEG-1 videos in real-time. For
example, with the HP-750 workstation equipped with the PA-7000 processor running
at 66 MHz, it was only possible to decode a CIF resolution (352x288p25) MPEG-1
sequence at 15 fps [157].

In order to increase the performance of video decoding on GPPs designers started to
look at hardware and software optimizations. One of the inefficiencies that was detected
was that when processing video data stored on the wide registers of workstations (32- or
64-bit) the ALUs perform useless operations on part of the data. As a way to overcome
this limitation processor designers included a limited form of SIMD processing in GPPs
pipelines. The integer data path was modified to support the simultaneous execution of
the same operation on different data inside a register, this technique is sometimes called
SIMD within a register or µSIMD.

In the classical definition of SIMD computing there is a control processor that issues
instructions; several data processors that execute the same instruction in parallel; and
a parallel memory unit that support multiple memory accesses at the same time [80].
In µSIMD, the control processor is composed by the fetch, decode and dispatch units of
the processor; the data processors are partitions of the functional units; and the parallel
memory is composed by the regular load and store units which transfer complete words
containing multiple subwords. The changes to the processor were inexpensive because
the same functional units were used with a simple modification to avoid the propagation
of carry signals [140].

By including µSIMD extensions to a base ISA, it was possible, in 1994, to decode
MPEG-1 streams in real-time using a software-only decoder. A report shows that a
workstation based on the PA-RISC architecture (HP-712) equipped with the PA-7100LC
processor running at 80 MHz was able to decode CIF MPEG-1 videos at 25 fps [30, 143].

Comparison of SIMD Extensions for GPPs

Multimedia extensions on the PA-RISC architecture were the starting point of the now
common SIMD extensions for general purpose and embedded computing platforms.
That includes (in a non-exhaustive list): MAX-1 and MAX-2 (Multimedia Acceleration
eXtensions) to the mentioned PA-RISC architecture [140], VIS (Visual Instruction Set)
to the SPARC architecture [248], MVI (Motion Video Instructions) to the Alpha archi-
tecture [40], MMX to the X86 (IA-32) architecture [181], MDMX (MIPS Digital Media
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Extension Base ISA Vendor Release Date Instructions Register file

MAX PA-RISC HP 1994 9 Integer (31x32b)
VIS SPARC Sun 1995 121 FP (32x64b)
MAX-2 PA-RISC HP 1995 8 Integer (32x64b)
MVI Alpha DEC 1996 13 Integer (31x64b)
MMX X86 Intel 1996 56 FP (8x64b)
MDMX MIPS-V MIPS 1996 74 FP (32x64b)
3DNow! X86 AMD 1998 21 FP (8x64b)
Altivec/VMX PowerPC Motorola/IBM 1998 162 32x128b
MIPS-3D MIPS-64 MIPS 1999 13 FP (32x64b)
SSE X86 Intel 1999 70 8x128b
SSE2 X86 Intel 2000 144 8x128b
SSE3 X86 Intel 2004 13 8x128b
NEON ARMv7 ARM 2005 88 32x64b (16x128b)
SPU Cell IBM/Sony/Toshiba 2005 ?? 32x128b
SSSE3 X86 Intel 2006 16 8x128b
SSE4 X86 Intel 2007 54 8x128b
VSX Power v2.06 IBM 2010 143 64x128b
AVX x86 + SSE4 Intel 2011 12 16x256b

Table 3.3: Comparison of SIMD Extensions to General Purpose and Embedded Proces-
sors [227]

eXtension) to the MIPS architecture [222], Altivec to the PowerPC architecture [71],
3DNow to the x86 architecture [175], SSE and its revisions (SSE2, SSE3, SSSE3, SSE4)
to the X86 architecture [246, 191], Advanced SIMD extensions (NEON) to the ARM
Architecture, Vector-Scalar Extension (VSX) to the Power architecture [101] and Ad-
vanced Vector Extensions (AVX) to the x86-64 architecture [63].

In Table 3.3, a comparison of different SIMD extensions is presented. That includes
the base ISA in which they are implemented, the year of introduction, the number of
new instructions and the type and size of the SIMD register file (number of registers ×
size of each register). This is an updated version of the table presented by Slingerland
and Smith in 2000 [227].

Performance of SIMD Extensions for Video Coding and Decoding Applications

The main effect of using SIMD extensions in video decoding (and other) applications
is a reduction in the number of arithmetic, branch and memory instructions [193]. The
reduction in the number of arithmetic operations is the result of processing multiple
data with a single instruction. The reduction in branch instructions is the effect of loop
unrolling in which multiple iterations of a loop are replaced by a single iteration that
processes multiple data in one instruction. The reduction of memory instructions is
the effect of transferring multiple small data size operands with a single load or store.
Figure 3.2a shows an example of a simple code with 2 loops that exhibits straightfor-
ward DLP. Figure 3.2b shows the same example using µSIMD instructions using an
architecture with 64-bit registers and 16-bit operands. Figure 3.3 shows this operation
graphically. In the µSIMD version the inner loop is replaced with a single instruction
that perform 4 operations in parallel.

The first works on µSIMD extensions used small kernels to test the new instructions.
That includes the optimization of kernels like: FIR (Finite Impulse Response) filters,
DCT transforms and block matching. Some evaluations were performed for Altivec[171],
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for ( i =0; i <4; i ++){
for ( j =0; j <4; j ++){

d [ i ] [ j ]= c [ i ] [ j ] + a [ i ] ;
}

}
(a) Scalar version

for ( i =0; i <4; i ++){
tmp a = s i m d l o a d a n d r e p l i c a t e ( a [ i ] ) ;
tmp c = simd load ( c [ i ] ) ;
tmp d = simd add ( tmp a , tmp c ) ;
s imd s to r e ( tmp d , d [ i ] ) ;

}
(b) SIMD version

Figure 3.2: Addition of a vector to a matrix: example of a kernel that exhibits DLP

Figure 3.3: Sample Operation using µSIMD instructions

MAX [144] and MMX [29, 238] exhibiting speedups in the range of 1.5 to 12 depending
on the architecture.

Some time later the first works appeared with the evaluation of complete applications.
They show the real effect of using µSIMD extensions at the cost of a higher programming
complexity [132]. These works present the optimization of different video CODECs using
different µSIMD extensions. By using µSIMD extensions it was possible to perform real-
time decoding video decoding in software for MPEG-1, MPEG-2, MPEG-4 and similar
video CODECs for low to medium resolution videos. Table 3.4 presents a summary of
the works on µSIMD extensions for video CODECs before H.264/AVC, it includes the
resolution of the input videos, processor operating frequency and resulting frame rate.
A complete review of these works is presented by Lappalainen et al. [132].
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Application Year ISA Resolution Processor Frequency Frame rate
[MHz] [fps]

MPEG-1 dec. [157] 1993 no-SIMD CIF PA-7000 66 15
MPEG-1 dec. [30] 1995 MAX-1 SIF PA-7100 80 33
MPEG-2 dec. [270] 1995 VIS 720x480 Ultra SPARC n.a 30
H.261 dec. [164] 1996 VIS CIF Ultra-1 167 60-243
MPEG-1 dec. [107] 1997 MMX n.a. Pentium-II 200 115
MPEG-2 dec. [107] 1997 MMX n.a. Pentium-II 200 25
MPEG-2 dec. [68] 1999 VIS n.a. Ultra SPARC 360 15.6 - 25
MPEG-1 dec. [250] 1999 MMX n.a Pentium-II 200 72
MPEG-2 dec. [250] 1999 MMX n.a Pentium-II 200 20
MPEG-4 dec. [41] 1999 MMX CIF Pentium-II 266 50-62
H.263 enc. [73] 2000 MMX QCIF Pentium-II 200 14-17
MPEG-4 codec [163] 1999 MMX CIF Pentium-II 450 30
H.263 enc. [4] 2000 MMX QCIF Pentium-II 233 45.68
H.263 enc. [4] 2000 VIS QCIF Ultra SPARC 167 12.15

Table 3.4: Performance of video coding and decoding applications with µSIMD opti-
mizations [132]

Application Year ISA Processor Frequency Resolution Frame rate Speedup
[GHz] [fps]

H.264 decoder [272] 2003 SSE2 Pentium-IV 2.4 720× 480 48 2.5–3
H.264 decoder [139] 2004 MMX Pentium-IV n.a n.a n.a 1.26

H.264 decoder [111]
2004 SSE3 Pentium-IV 3.4 1280× 720 60 n.a.
2004 SSE2 Pentium-M 1.7 GHz 1280× 720 30 n.a.
2004 WMMX PXA270 0.62 352× 288 30 n.a.

H.264 decoder [221] 2006 SSE2 Pentium-IV 2.8 352× 288 n.a. 1.496

Table 3.5: Performance of H.264 decoder with µSIMD optimizations

SIMD Extensions for H.264/AVC Coding and Decoding

H.264/AVC at High Definition requires more computing performance than previous
codecs and the first works were dedicated to analyze the optimization level that can
be obtained using µSIMD instructions. In this section we present a review of the most
relevant ones. Table 3.5 summarizes their main characteristics.

Zhou et al. present an optimization of the H.264 decoder using SSE2 instructions on
a Pentium-IV processor running at 2.4 GHz. They used three different input videos in
QCIF, CIF and SD resolutions. The optimized kernels were luma and chroma interpo-
lation, IDCT and deblocking filter. Reported speedups were: 2.9 for luma MC, 10.2 for
chroma MC, 4.3 for IDCT and 1.1 for DF. The complete application speedup ranges
from 2.0 to 4.0, depending on coding options and input sequences [272, 44].

Lee et al. present an evaluation of the H.264 decoder using MMX instructions on a
Pentium-IV processor. They optimized the Luma interpolation, deblocking filter and
IDCT with speed-ups of 1.93, 1.91 and 5.08 respectively [139]. There are not details of
the input sequences.

Iverson et al. present an evaluation on the H.264 encoder and decoder of three different
Intel processors: Pentium-IV, Pentium-M and PXA270. Optimized kernels are Luma
interpolation, IDCT and deblocking filter. The decoder only support the baseline profile
of the standard which do not include support for B-frames, CABAC and other important
coding tools. Taking this into account, the decoder is able to reach real-time processing
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for different resolutions: 60 fps for HD videos on the Pentium-IV running at 2.8 GHz
and 30 fps for CIF videos on the embedded PXA270 running at 403 MHz [111].

Shojania et al. present µSIMD optimizations to the deblocking filter of the H.264
decoder on a Pentium-IV machine running at 2.8 GHz. They report a speedup of 1.5
at the kernel level using CIF input videos.

Limitations of SIMD Extensions

Although the potential performance improvements of SIMD processing within a register
are high (a speedup of 8 for 16-bit arithmetic on an architecture with 128-bit registers)
the actual performance is considerably below that maximum point. Some experiments
reported less than 2X performance improvement for the MPEG-2 decoder using VIS
instructions [193]. Or sometimes there is a considerable speedup in inner kernels but
not noticeable speedup in the complete application [29].

This is the result of limitations in the application, data layout, the architecture or
the implementation. Limitations in the application include the existence of kernels with
limited or nonexistent DLP, for example parsing of bitstreams and entropy decoding.
Limitations in the data layout are usually related with the overhead of data rearrange-
ments, for example: packing, unpacking, alignment, transposing, etc. Limitations in the
ISA are the related to not having enough parallelism (in 64-bit register files), reduced
number of registers (in MMX) or the lack of support for certain data types (8-bit pro-
cessing in MAX and VIS). Finally, limitations in the implementation include the lack
of functional units, limitations in the data paths, scheduling of SIMD instructions or
memory bandwidth.

As a way to overcome those limitations different architectural techniques have been
proposed. In this section we review some of them, including vector and streaming
processors.

3.3.2 Vector Processors

Vector processors have been used for many years mostly in the supercomputing domain
for exploiting the parallelism available in scientific applications. But also they have been
proposed as an effective way of exploiting DLP in multimedia applications [75].

Conventional Vector Processors

In a conventional vector processor a single vector instruction specifies multiple inde-
pendent operation on a linear array of data operands [180]. Vector instructions can be
used to exploit data-level parallelism executing multiple data elements simultaneously.
µSIMD can be seen as a limited form of vector processing with short and fixed length
vectors.

Figure 3.4 shows an example of the use of a conventional vector architecture for
optimizing the code presented in Figure 3.2. The architecture uses 4 64-bit registers to
process the inner loop of the code with a single vector instruction. It is notorious that a
vector architecture does not use efficiently its long registers when processing small data
size operands.

One example of vector architecture proposed for multimedia applications is the VI-
RAM.
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Figure 3.4: Sample DLP operation using vector instructions

VIRAM is a vector microprocessor that combines vector processing with DRAM
modules on a single chip oriented to multimedia applications. It contains a scalar
MIPS core extended with a Vector Unit (VU). The VU includes a vector register file
(VRF), some Vector arithmetic Functional Units (VFUs) and a vector memory unit.
The VRF has 32 registers each one containing 32 64-bit elements. The architecture
supports µSIMD allowing to process 64 32-bit elements or 128 16-bit elements per vector
register. An implementation of the processor includes two VFUs, 4 lanes and a vector
load-store unit with four address generators connected to a multi-bank on-chip DRAM
memory [129]. An evaluation of the H.263 encoder using a cycle-accurate simulator
of the VIRAM architecture has been reported [172]. That includes an optimization
of the motion estimation and the IDCT kernels for which speedups of 5.88 and 8.7
over a Pentium-II with MMX has been obtained respectively. An average encoding
performance of 22.5 fps is obtained for QCIF videos on a system running at 200 MHz.

Multidimensional Vector Processors

An alternative approach to traditional vector processors and µSIMD comes from the
combination of vector registers and sub-word computation in such a way that regis-
ters can be seen as matrices [56]. One of such approaches is called Matrix Oriented
Multimedia (MOM).

Figure 3.5 shows how MOM ISAs exploit DLP using the simple code example of Fig-
ure 3.2. µSIMD ISAs (show in Figure 3.3) perform multiple sub-word operations within
a single register. Vector processors (shown in Figure 3.4) perform multiple operations
by using long vectors. MOM (shown in Figure 3.5) combines both approaches using
vector registers with subword capabilities.

Figure 3.5: Example of DLP operation using a matrix instruction

MOM architecture includes a matrix register file, some matrix functional units and
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a vector memory unit. MOM register file includes 16 registers, each one composed of
16 64-bit elements. Each element within a matrix register supports µSIMD with 32
32-bit and 64 16-bit sub-elements. MOM functional units operate on whole matrices
and support reductions and reorganization operations [57]. Memory organization use a
high bandwidth vector cache that bypass the L1 data cache. Evaluations of MOM on a
cycle-accurate simulator for a MPEG-2 encoder and decoder shows speedups of 4.3 and
3.5 respectively compared to a scalar processor with µSIMD [56].

Another approach that removes some limitations of vector and µSIMD architec-
tures is proposed on the Complex Streamed Instructions architecture (CSI). CSI is
a memory-to-memory architecture that supports two-dimensional data streams of arbi-
trary length [115]. In CSI hardware is responsible for dividing the data streams into
sections which are processed in parallel. There are not internal registers and data is
read and written directly to memory. Finally data conversion and rearrangement is
performed automatically by hardware avoiding overhead instructions. A cycle-accurate
simulation evaluation shows speedups of 1.40 and 1.93 for the MPEG-2 encoder and
decoder respectively (using QCIF input videos) compared to a processor with the VIS
SIMD extension.

3.4 Chip Multiprocessor (CMP) Architectures

The performance required by real-time video decoding has been usually bigger that
the performance offered by the general purpose architectures at any given point in
time [158]. An alternative to obtain the required performance has been the use of
parallel computers. In the past, parallel systems were scarce, available only in high
performance or supercomputing centers and used mainly for computational science and
engineering. With the trend towards Chip MultiProcessors (CMPs) the availability of
parallel computers has increased and it is expected that almost all computers will be
parallel computers in the near future [21].

In the last years, many different CMP architectures have appeared for different appli-
cation domains such as embedded systems, desktop applications, and server computing.
The architecture of those multicores is diverse and depends on many factors like the
application domain, architecture of each core, memory organization, interconnect ar-
chitecture and power consumption. In this section, a review of some existing multicore
architectures is presented covering different application scenarios and architecture styles.

3.4.1 General Purpose Multicores

In desktop, server and some embedded applications it is necessary to offer high perfor-
mance for single core applications. This is achieved with multicore architectures based
on a reduced number of high performance cores. Typically they are homogeneous (i.e.
all the cores have the same ISA and microarchitecture) and each one includes exten-
sive support for ILP, uses a memory hierarchy with many levels of cache, implements
a shared memory model with cache coherency and consume a lot of power (more than
100W).

One example of a general purpose multicore is the IBM Power7 [118]. It includes
8 cores each one capable of executing four threads in Simultaneous Multi-Threading
(SMT) fashion for a total of 32 hardware threads executing in parallel. Each core has
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Architecture ISA Total Total Freq. Power Tech. Transist. Area
cores threads [GHz] [W ] [nm] [×109] [mm2]

Intel Core Duo X86 2 2 2.33 31 65 151 n.a.
Intel Core 2 Quad X86-64 4 4 2.66 105 65 582 286
Intel Core i7-970 [64] X86-64 6 12 3.2 130 32 n.a. n.a.

AMD Phenom II X6 [17] X86-64 6 6 3.2 125 45 n.a. n.a.

IBM Power4 [243] Power 2 2 1.3 115 180 174 n.a.
IBM Power5 [117] Power 2 4 1.5 n.a 130 276 389
IBM Power6 [135] Power 2 4 4.2 n.a 65 790 341
IBM Power7 [118] Power 8 32 3.5 n.a 45 1200 567

Sun UltraSPARC-T1 [125] SPARC-V9 8 32 1.4 72 90 279 378
Sun UltraSPARC-T2 [170] SPARC-V9 8 64 1.4 84 65 503 342
Sun UltraSPARC-T3 [220] SPARC-V9 16 128 1.65 139 40 1̃000 371

ARM Cortex-A15 [18] ARMv7 4 4 2.5 n.a. n.a. n.a. n.a.

Table 3.6: General purpose multicore architectures

extensive ILP support in the form of out-of-order execution and branch prediction; each
core being able of decoding, issuing and executing eight instructions per cycle. On the
memory side, each core includes a small fast private L1 cache, a private L2 cache and
all the cores share a big L3 cache built with eDRAM technology. The chip also includes
two DDR3 memory controllers, each one supporting 4 channels, providing a total of 100
GB/s of memory bandwidth. This multicore implements a shared memory system with
coherent caches using a broadcast mechanism.

Table 3.6 shows a selection of some of general purpose multicores. This is an updated
version of the table presented by Blake et al. [32]. As an example of technological
evolution, the IBM Power architecture are depicted: multicore architectures start with
Power4 that has 2 cores, Power5 included two cores with 2-way SMT, Power6 has
the same number of cores but features a higher frequency per core and finally Power7
includes 8 cores each capable of 4-way SMT.

3.4.2 Heterogeneous Media-processors

A common strategy used in embedded systems consist on including a heterogeneous
mixture of programmable and dedicated processing units. Those architectures usually
include one or more RISC processors for control tasks, one or more media processors
(usually a VLIW optimized for media applications) for flexible media processing and
some dedicated hardware modules for specific video processing tasks. These architec-
tures provide higher flexibility in terms of programmability, have a reduced area and
power consumption compared to general purpose multicores, but the main limitation is
the programming of such heterogeneous environments.

Some examples of these architectures are the Open Multimedia Application Platform
(OMAP) platform from Texas Instruments [42], the Nexperia platform from NXP [124]
and the Nomadik platform from ST Microelectronics [179]. The OMAP platform is
oriented to high performance mobile multimedia applications and combine general pur-
pose processors with media processors and hardware accelerators. A recent example of
this platform is the OMAP4440 application processor that consist of a dual-core ARM
Cortex A9 processor, a VLIW media processor based on the TI TMS320C64X architec-
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ture, a set of hardware modules for accelerating video encoding and decoding and an
accelerator for 3D graphics among other peripherals [109].

Architecture Technology Frequency Power Control Media
Processor (nm) (MHz) (W ) Cores Cores

TI OMAP4440 [109] 45 1000 n.a. 2 ARM Cortex-A9 1 C64X
NXP TV550 [124] 45 500 0.7 1 MIPS-32 2 TM3260
STM STn8820 [179] 65 576 n.a 1 ARM-11 n.a.

Table 3.7: Heterogeneous media-processors

Table 3.7 shows some details of three heterogeneous media architectures. It is im-
portant to note that the NXP platform is used for set-top-box applications and the TI
OMAP and ST Nomadik ones are used for mobile devices, which have different design
requirements.

3.4.3 Graphics Processing Units: GPUs

GPUs are CMP architectures specialized on video games and graphics processing, and
more recently they have been used for General Purpose computing in what has been
called GPGPU. GPUs are designed as floating-point numerical intensive architectures
and are optimized for execution throughput of a massive number of threads. In order to
take advantage from its huge computing capabilities applications must exhibit massive
and regular data-level parallelism.

A programmable GPU contains a hierarchical organization of many simple cores con-
nected to a hierarchical set of memories. Using the terminology defined by the OpenCL
standard we describe a general architecture of a GPU [87]. A heterogeneous computing
system is composed of one host and one or more GPUs called Compute Devices (CD).
Each CD is composed of one or more Compute Units (CUs). Each CU is is further
divided into one or more Processing Elements (PEs). Each PE has access to a small
and fast private memory. All the PEs in a CU have access to a local memory and all
the CUs in the CD have access to a global memory and a constant memory. The host
memory is located in a separated address space. Figure 3.6 shows this conceptual view
of a GPU architecture [121].

All the PEs on a CU execute the same instruction sequence on different data items
in what is known as Single Program Multiple Data (SPMD) mode. Different CUs
can execute different instruction sequences. In GPUs memory management is explicit,
which means that the programmer must move data from host to global memory, and
from there to local memory before performing computations. After calculations data
should be moved back to the host memory.

Current GPUs contain hundreds or thousands of single processors, and provide hun-
dreds of Gigabytes per second of memory bandwidth. Some examples of high perfor-
mance GPUs are the NVIDIA GeForce series and ATI/AMD Radeon series. Table 3.8
presents some features of a selection of modern GPUs.

GPUs for Video Decoding

There are two ways of using GPUs for video decoding: using fixed-function hardware
modules or using programmable SIMD cores.
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Figure 3.6: OpenCL generic view of a GPU architecture

Architecture ISA Total Compute Cores/ Freq. Power Tech.
cores Units CU [GHz] [W] [nm]

Nvidia GTX480 [60] n.a. 480 15 32 1.4 250 40
AMD Radeon HD 5870 [58] VLIW 320 20 16 0.85 188 40

Table 3.8: Graphic Processing Units (GPUs)

Most GPUs architectures include hardware modules for performing decoding of the
most common video CODECs such as MPEG-1, MPEG-2, MPEG-4 ASP, H.264/AVC
and VC-1. When using this approach the main application is executed on the CPU and
it offloads parts of the video decoding process to the hardware modules on the GPU.
In order to use this model the video decoder has to use a platform specific API that
allows the main program to communicate with the GPU. Some examples of these APIs
are NVIDIA’s Video Decode and Presentation API for Unix (VDPAU) [61], AMD’s
X-Video Bitstream Acceleration (XvBA) [59] and Intel’s Video Acceleration API (VA
API) [82]. These APIs work at different granularity. One of them is at the kernel-
level which allows the CPU to offload specific kernels like entropy decoding, motion
compensation, inverse transform or deblocking filter. The other one is at the slice level,
meaning that the CPU is just responsible for parsing and demultiplexing the container
format and parsing the bitstream headers and then the GPU is responsible for the
complete decoding of the slice. The main limitation of this approach is that it requires
hardware modules for each video CODEC. Support for new formats require a new GPU
design.

The second approach is the use of the GPU as a programmable parallel coprocessor.
This requires the use of an API that allow the main program running on the host CPU
to access the computational resources on the GPU. The most widely used APIs for
parallel programming on GPUs are Compute Unified Device Architecture (CUDA) [60]
and OpenCL [87]. Both of them share the same principles of heterogeneous comput-
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Architecture ISA Total Freq. Power Tech. Cache

cores [GHz] [W] [nm] L1 [KB] L2 [KB]

Tilera TILE-64 [28] VLIW 64 0.75 10.8 90 8i - 8d 64
IBM Cell B.E. [183] PowerPC,

SPU
9 3.2 100 90 256 (local

store)
-

Table 3.9: Specialized data intensive multicores

ing on platforms with one (or more) CPU(s) running a control program and one (or
more) GPU(s) executing parallel kernels. These parallel computing environments allow
to program the kernels that will be executed on the GPU hardware and also provide
mechanisms for controlling the sequence of execution of those kernels and for executing
the memory transfer between the CPU and the GPU.

The main limitation with parallel implementation of H.264 decoding using CUDA or
OpenCL is that those programming frameworks are oriented to regular data parallel
applications. H.264 is highly irregular because of the use of variable block size motion
compensation, multiple interpolation filter for fractional motion compensation, adaptive
deblocking filter, etc. Some attempts to use GPUs for video decoding exhibit limited
performance gains because of that [184]. With the evolution of GPU architectures and
their corresponding programming models these limitations may disappear [121]. Apart
from the decoder, GPUs has been be used to speedup the motion estimation stage of
the video encoder [47].

3.4.4 Specialized Data-intensive Multicores

Some commercially available multicore architectures have been designed for data-intensive
parallel applications. The main characteristics of these architectures is to have multiple
simple processors with support for SIMD operations connected with a high bandwidth
on-chip interconnection network. Two examples of such architectures are IBM’s Cell
Broadband Engine (Cell B.E.) and Tilera’s TILE architecture.

The Cell Broadband Engine

Cell Broadband Engine is an architecture developed jointly by IBM, Sony and Toshiba.
It targets gaming, multimedia and other data-intensive applications. It is a heteroge-
neous architecture composed of one general purpose core called the Power Processor El-
ement (PPE) and 8 SIMD processors called the Synergistic Processing Elements (SPEs).
The PPE executes 64-bit PowerPC instructions and is dedicated to task management
for the SPEs and to run a general purpose operating system. SPEs are simple in-order
machines that executes a SIMD instruction set with 16-byte vectors. SPEs do not have
caches, instead they feature a local store that is not coherent with other local stores.
Transfers between main memory and local stores are made via DMA operations declared
explicitly by the programmer. The interconnection between SPEs, the PPE, and other
on-chip elements is done with a circular ring called the Element Interconnection Bus
(EIB) which has 4 16-byte channels. Each channel in the EIB support a maximum of
25.6 GB/s for a total bandwidth of 102.4 GB/s. The interconnection with the external
DRAM memory is done with a dual-channel on-chip memory interface controller that
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supports 25.6 GB/s [116, 122].
There are several works on implementations of H.264 decoding on the Cell processor.

Different parallelization strategies have been evaluated such as function level paral-
lelism [25] and data-level parallelism [26, 48]. Reported results show that it is possible
to process up to 140 FHD frames per second using one PPE and 16 SPEs on a chip run-
ning at 3.0 GHz [48]. More information about parallelization strategies will be provided
in Chapter 8.

Tilera TILE

Tilera TILE is a multicore SoC targeting high performance embedded applications in
the networking and multimedia domains. The architecture consists of a 2D array of
simple processors (tiles) connected by a coherent NoC interconnect. Each tile consists
of a Processing Element (PE) with L1 and L2 caches and a non-blocking switch that
connects the tiles to the mesh network. The PE is a simple low-power a 3-way VLIW
processor with a 64-bit instruction word. The processor has access to private and fast
L1 caches for data and instructions and a L2 cache; the combined L2 caches of all tiles
act as distributed and coherent cache. Tiles are connected through a 2D mesh network
that, unlike buses, can scale to a large number of cores [255]. Each tile includes a
switch that connect to five different networks each one with five connection ports that
supports 120 GB/s interconnection bandwidth per tile [28]. Tilera architecture supports
configurations from 16 up to 100 cores. Table 3.9 shows some details of a Tilera based
processor with 64 tiles.

A report on parallel H.264 deblocking filter for the Tilera architecture exhibits up
to 12X speedup for FHD videos only in the deblocking filter compared to a sequential
code and 1.40X speedup for the complete application [265]. Another work shows the
performance improvement on the H.264 decoder for low resolution videos (CIF) using
up to 8 cores. A maximum speedup of 6X was obtained [100].

3.5 Summary

In this chapter we have presented different architectures that are used for video de-
coding. We started with ASICs that are the most efficient in terms of area and power
consumption but, at the same time, have the smaller flexibility and scalability. Next,
we presented multimedia processors, which are programmable processors oriented to
multimedia applications specially video processing. They offer better flexibility than
ASICs while, at the same time, offer low power consumption. As opposite to ASICs,
we presented GPPs which offer the maximum flexibility of software solutions and the
highest performance in terms of high frequency and ILP support, but also have the
higher area and power consumption. In GPPs the most common solution for dealing
with the requirement of multimedia applications has been the use of µSIMD instruc-
tions; they were described along with their use for video decoding applications. Finally,
we have presented different CMPs architectures such as homogeneous general purpose
multicores, heterogeneous media processors, GPUs and data-intensive multicores.
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4 Scalability of Vector ISAs for Video
Coding and Decoding

As multimedia standards become more complex, processors need to scale their SIMD
multimedia extensions in order to provide the performance required by new applications.
Scaling these extensions not only need to address performance issues, but also power
consumption, design complexity and cost, especially for embedded processors.

At the time this work was done most multimedia extensions used 64-bit length µSIMD
registers. A question that emerged was: can applications benefit from going from 64-bit
to 128-bit registers or from adding more functional units to the pipeline? In this chapter
we answer these questions performing a scalability analysis of a 1-dimensional SIMD
extension, like Intel MMX, and a 2-dimensional extension, like MOM (More details
about MOM were presented in section 3.3.2). For the two kinds of SIMD extensions a
scaling in the width of registers and the number of execution units was performed.

In this study, we use MPEG-2 coding and decoding because MPEG-2-video was (and,
to some extend, continue to do so) the most popular video coding format at the time of
this initial study. This study was done when most of the SIMD extensions used 64-bit
registers but the last generation of SIMD extensions uses 256-bit registers [63]. At the
end of this chapter we include a new section that reflects on recent changes in SIMD
extensions.1

4.1 Scaling SIMD Extensions

The amount of parallelism that can be exploited using SIMD extensions is a function of
three conditions. The first one is the number of SIMD instructions that can be executed
in parallel, which is related with the number of SIMD functional units and the hardware
resources necessary for continuous processing multiple SIMD instructions. The second
one is the number of subwords that can be packed into a word, which depends on the size
of registers. Packing more data into a single register allows to perform more operations
in parallel for each instruction. The last one is the presence of combined instructions
that allow the execution of different types of instructions (integer, floating-point, SIMD)
concurrently; this condition depends on the application and the code generated by the
compiler [141].

The first two techniques are related with microarchitecture and architecture features
that can be modified to scale SIMD extensions. Next we are going to analyze the
requirements and possibilities of implementing these techniques for scaling 1- and 2-
dimensional SIMD extensions.

1Part of the text and results are taken from a work with a more general study on the scalability of 1 and
2-dimensional SIMD extensions, which was made in conjunction with Friman Sánchez and others.
We present here only the results that are relevant for the video domain, and that were developed by
the author
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4.1.1 Scaling 1-Dimensional SIMD Extensions

The first approach for scaling SIMD extensions consist of adding execution units to the
SIMD pipeline. The advantage of this approach is that it could improve the performance
at no programming cost. But, adding more functional units to the pipeline implies an
increase in register file ports, execution hardware and scheduling complexity [246]. Such
modifications could have a big impact in area, timing, power and complexity of the
processor.

But even if an aggressive processor with many SIMD functional units could be de-
veloped, performance gains could not be as good as expected. Some studies [239], [46]
have shown that there are some bottlenecks in the microarchitecture that do not allow
to obtain better performance by scaling the SIMD resources. These bottlenecks are re-
lated with overhead instructions necessary for address arithmetic, data transformation
(packing, unpacking, transposing), access overhead and limitations in the issue width.

The other way of scaling is to increase the width of SIMD registers, i.e. from 64-bit
registers in MMX to 128-bit (like in SSE2 and Altivec) to 256-bit, 512-bit or more.
However, this option has two main disadvantages. The first one is the hardware imple-
mentation cost, that can be significant, taken into account the required increase in the
width of interconnect buses, the doubling of execution units, and, more important, the
increase in the memory bandwidth necessary to provide enough data to larger SIMD
registers [246]. Even if such a processor could be implemented, having 256-bit or 512-bit
registers could only be useful if applications have memory data patterns that match the
hardware organization; that is, have enough operands arranged in memory to fill the
SIMD registers. This can be true for some applications, but the majority of image,
video an audio applications have small arrays or matrices sometimes non-contiguous in
memory. For example the JPEG and MPEG standards define 8 × 8 or 16 × 16 pixel
blocks. For this kind of applications, making registers bigger than the basic data struc-
tures may incur a big overhead for taking data from memory and/or storing back the
results [134].

From the previous discussion we can conclude that a scalable SIMD extension need to
provide some features in the ISA and in the microarchitecture that allow the exploitation
of DLP taken into account the data patterns present in multimedia applications without
increasing the complexity of critical structures in the processor.

4.1.2 Scaling 2-Dimensional Extensions

As with 1-dimensional SIMD extensions, a 2-dimensional architecture, like MOM, can
be scaled in the width of registers and the number of execution units. Additionally,
a vector architecture can be scaled in the number of parallel lanes and the maximum
vector length.

The original MOM architecture provides the programmer with 16 matrix registers,
each one holding 16 64-bit words [57]. In this chapter, we study how the vector register
file in MOM architecture can scale from 64-bit width to 128-bit, adding to the original
proposal more capacity and instructions. A 128-bit matrix register can hold an 8×8 16-
bit matrix or a 16× 16 8-bit matrix. Like other vector architectures, MOM vector load
and store operations supports two basic access methods: unit stride and strided [20]. By
using a strided access to memory, a matrix register can be filled with data that it is not
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Figure 4.1: Register File and Datapath Comparison Between µSIMD (MMX) and 2D-
vector (VMMX) Architectures.

adjacent in memory and with almost zero overhead for looping and address calculation.
In this way, with the strided access using vector registers is possible to overcome part
of the overhead associated with reorganization instructions of SIMD extensions. These
instructions represent a significant part of the SIMD version of common image and video
applications, in which full images or frames are divided into small blocks that are non
contiguous in memory.

Multimedia applications on vector architectures are characterized by having small vec-
tor lengths [129], [206], for that reason the maximum vector length of MOM architecture
is not going to be increased. As we will show in section 4.3, matrix registers of 128-bit
with a maximum vector length of sixteen adapts well for most common multimedia
applications.

Scaling the number of processing units is different in vector architectures than in SIMD
extensions like MMX. MOM register file and datapath are organized in a distributed way
in which the total register file is partitioned into banks across lanes, and these banks are
connected only to certain functional units in their corresponding vector lane. Figure 4.1
shows an specific organization of two functional units divided into four vector lanes in
which the register file is divided into two banks per lane. With the figure it is possible
to compare the distributed vector register file to a centralized SIMD register file used
in MMX. The distributed organization of the datapath in MOM provides an effective
mechanism to scale performance. By adding more parallel lanes MOM can execute
more operations of a vector instruction each cycle without increasing the complexity of
the register file. This can be obtained by dividing the register file inside a lane into
sub-banks. The limit for including more lanes is the vector length that can be achieved
in the vectorization of multimedia applications [56].
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Configuration
4WAY 8WAY

mmx64 mmx128 vmmx64 vmmx128 mmx64 mmx128 vmmx64 vmmx128

Logical regs. 32 32 16 16 32 32 16 16
Physical regs. 64 64 36 36 96 96 64 64
Lanes 1 1 4 4 1 1 4 4
Banks / Lane 1 1 2 2 1 1 4 4
Read ports /
Bank

3 12 12 3 3 24 24 3

Write ports /
Bank

8 8 2 2 16 16 2 2

RF storage KB 0.5 1.0 4.6 9.12 0.77 1.54 8.19 16.3
RF Area 1 2.00X 1.41X 2.63X 5.14X 10.29X 2.10X 4.20X

Table 4.1: Scaling register files for SIMD extensions. (RF area is normalized to mmx64
versions).

Additional to a bigger register file, the scaled MOM architecture includes new in-
structions to support partial data movement between registers and memory. These
instructions are necessary for applications with data patterns that do not fill well in
128-bit matrix-registers and they are similar to those ones that were included by Intel
in the SSE2 and SSE3 extensions [33].

For simplification purposes, we are going to refer to MOM architecture with 64-
bit registers as VMMX64 (64-bit VectorMMX) and to MOM architecture with 128-bit
registers as VMMX128 (128-bit VectorMMX).

4.1.3 Hardware Cost of Scaling

When scaling SIMD extensions, the register file storage and communication between
arithmetic units become critical factors, dominating in area, cycle time and power dissi-
pation of the processor [198]. Table 4.1 resumes the parameters of capacity, complexity
and area of the registers files for a 4-way and 8-way superscalar processors with 4 dif-
ferent SIMD extensions. Area estimations are relative to the MMX64 configuration.

Register file area has been estimated assuming a 0.18 µ CMOS process technology
based on the models described in [198]. It is very important to note that these models
are just approximate and useful to give upper bounds and determine trends, but cannot
be translated directly to reality, because several full custom VLSI optimizations could
be done.

As Table 4.1 shows, the VMMX configurations have more capacity in the register file
and can support more functional units that the MMX ones. This resource capability
is reflected in terms of the necessary area for implementing VMMX extensions. The
approach followed here is similar to the Altivec extension to the PowerPC architec-
ture [71], in which a considerable silicon area is invested in the implementation of the
SIMD extension in such a way that processor cycle and complexity are not affected.
By using a vector organization in parallel lanes, these objectives can be achieved when
scaling the VMMX extension [129].

On the other hand, when MMX64 extension is scaled to MMX128, the register file
complexity becomes a predominant factor in terms of area and cycle time. Table 4.1
shows that the ratio of area increase are lower in VMMX than in MMX, so that for a
8-way processor configuration the VMMX128 register file has less area cost with less
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complexity than the MMX128.
The VMMX and MMX pipelines are not balanced in terms of functional units and

register file capacity, but what we want to argue is that the VMMX processors have
these bigger resources because they can map effectively the hardware structure to the
DLP available in video applications without a significant increment in complexity. In the
VMMX configuration the number of lanes and functional units can be adjusted in order
to fulfill different design constraints in terms of power and area without compromising
the binary compatibility or the complexity of the register file.

4.1.4 A Case of Study: Motion Estimation

Figure 4.2 shows different versions of a fragment of code taken from the motion esti-
mation routine that is part of the MPEG-2 encoder application. Code is taken from
function dist1 that computes the Sum of Absolute Differences (SAD) between two blocks
of hx16 pixels (h is typically 8 or 16) pointed by p1 and p2. There is a stride lx between
rows.

Figure 4.2a shows the scalar version: there are two nested loops, one for intra row
elements (i) and the other one for the different rows (j). In the MMX versions the inner
loop is eliminated. The MMX64 version, illustrated in Figure 4.2b, operates over arrays
of 1×8 pixels, being necessary to divide the data array in two regions. For each of these
regions, it is necessary to use and update pointers and to accumulate the partial results
of each sub-block in one register. The MMX128 version, shown in Figure 4.2d, operates
over 1 × 16 pixels arrays that are contiguous in memory, allowing a single load to be
performed for each row, and requiring less pointer overhead than the 64-bit version.

In the VMMX versions, both loops can be eliminated because it is possible to pack the
two dimensional array into vector registers. For loading the data into vector registers,
it is necessary to define the vector length (VL=h), and for each load, it is necessary to
specify, as a part of load instruction, the vector stride lx. In the VMMX64 version, shown
in Figure 4.2c, it is necessary to divide the array into 2 blocks of hx8 pixels, thus being
necessary two vector registers to store the data array. Finally, in VMMX128, as shown in
Figure 4.2e, it is possible to pack all the pixel array in a single vector register, reducing
drastically the number of instructions used. Specially a lot of overhead instructions
used for looping and address calculation are eliminated, and SAD is implemented using
a packed accumulator that allows a parallel execution of the operation over the vector
registers [55].

4.2 Experimental Methodology

4.2.1 Workload

In order to evaluate the different architectures under study we have selected two video
applications from the Mediabench suite [136] which are: MPEG-2 video coding and de-
coding. For each application we have selected the most computational intensive kernels
with potential DLP and evaluated them in isolation. Table 4.2 describe the kernels and
benchmarks and their characteristics.
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for ( j =0; j<h ; j++){
for ( i =0; i <16; i ++){

i f ( ( v = p1 [ i ] − p2 [ i ] ) < 0)
v= −v ;

s+= v ;
}
p1+= lx ;
p2+= lx ;

}
(a) Scalar

for ( j =0; j<h ; j++){
VR1 = MEM[ p1 ] ;
VR2 = MEM[ p2 ] ;
VR1 = VR1 >> 1 ;
VR2 = VR2 >> 1 ;
VR3 = MEM[ p1 +8] ; p1 += lx ;
VR1 = VR1 − VR2;
VR4 = MEM[ p2 +8] ; p2 += lx ;
VR1 = Sum ( |VR1 | ) ;
VR3 = VR3 >> 1 ;
VR4 = VR4 >> 1 ;
VR15 += VR1;
VR3 = VR3 − VR4;
VR3 = Sum ( |VR3 | ) ;
VR15 += VR3;

}
s = VR15 ;
s = s<<1;

(b) mmx64

ACC1 = 0 ;
ACC2 = 0 ;
VL = h ;
R2 = lx ;
VR1 = MEM[ p1 ] (Vs=R2 ) ;
VR2 = MEM[ p2 ] (Vs=R2 ) ;
ACC1 = Sum ( |VR1 − VR2 | ) ;
VR3 = MEM[ p1+8] (Vs=R2 ) ;
VR4 = MEM[ p2+8] (Vs=R2 ) ;
ACC2 = Sum ( |VR3 − VR4 | ) ;
R5 = Sum(ACC1) ;
R6 = Sum(ACC2) ;
R5 = R5 + R6 ;
s = R5 ;

(c) vmmx64

for ( j =0; j<h ; j++){
VR1 = MEM[ p1 ] ; p1 += lx ;
VR2 = MEM[ p2 ] ; p2 += lx ;
VR1 = VR1 >> 1 ;
VR2 = VR2 >> 1 ;
VR1 = VR1 − VR2;
VR1 = Sum ( | ( VR1 | ) ;
VR15 += VR1;

}
s = VR15 ;
s = s<<1;

(d) mmx128

ACC1 = 0 ;
Vl = h ;
VR1 = MEM[ p1 ] (Vs=lx ) ;
VR2 = MEM[ p2 ] (Vs=lx ) ;
ACC1 = Sum ( |VR1 − VR2 | ) ;
R5 = Sum(ACC1) ;
s = R5 ;

(e) vmmx128

Figure 4.2: Motion estimation code example

4.2.2 Simulation Framework

Emulation libraries containing the multimedia instructions have been used for the eval-
uated extensions: MMX64, MMX128, VMMX64 and VMMX128. Most of the function-
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Application Description Kernel Description Data size

mpeg2enc
MPEG2 video encoder

motion1 Sum of Absolute Differences 16× 16 8-bit
motion2 Sum of Quadratic Differences 16× 16 8-bit
idct Inverse Discrete Cosine Transform 8× 8 16-bit
fdct Forward Discrete Cosine Transform 8× 8 16-bit

mpeg2dec
MPEG2 video decoder

comp Motion compensation 8× 4 8-bit
addblock Picture decoding 8× 8 8-bit
idct Inverse Discrete Cosine Transform 8× 8 16-bit
fdct Forward Discrete Cosine Transform 8× 8 16-bit

Table 4.2: Benchmark set description

Figure 4.3: General diagram of the simulated processor microarchitecture

ality of MMX and SSE ISAs have been implemented into the MMX64 and MMX128
emulation libraries respectively, although it is important to note that the modeled exten-
sions use more logical registers and they are based on the Alpha ISA, not on the IA32.
Kernels were developed using these emulation libraries. To maximize performance, op-
timization techniques like loop-unrolling and software pipelining were applied. All codes
have been compiled using GCC 2.95.2 with the -O2 flag.

The simulation tool used in this work was an improved version of Jinks Simulator [74],
that is a parametrizable simulator targeted at evaluating out-of-order superscalar ar-
chitectures with vector extensions. A combination of trace-driven and execution-driven
approaches based on ATOM [230] were used for generating input traces for the simulator.

4.2.3 Processor Models

The baseline processor is a 2-way out-of-order superscalar core similar to MIPS R10000 [266]
with the addition of a MMX64 SIMD extension. A general diagram of the processor
microarchitecture is shown in Figure 4.3

We have evaluated four different configurations that include MMX and VMMX ap-
proaches for 64 and 128-bit registers:

• 2/4/8-way superscalar processor + MMX64

57



4.2. EXPERIMENTAL METHODOLOGY

Parameter MMX VMMX
2/4/8 way 2/4/8 way

Physical SIMD registers 40/64/96 20/36/64
Fetch, Decode, Grad. 2/4/8 2/4/8
Integer FUs 2/4/8 2/4/8
FP FUs 1/2/4 1/2/4
SIMD issue 2/4/8 1/2/3
SIMD FUs 2/4/8 1×4/2×4/3×4
Mem FUs (L1 ports) 1/2/4 (x64b) 1/1/2 (x64b)
L2 ports - 1x(64b/128b/256b)

Table 4.3: Modeled processors

• 2/4/8-way superscalar processor + MMX128

• 2/4/8-way superscalar processor + VMMX64

• 2/4/8-way superscalar processor + VMMX128

Table 4.3 shows the processor configurations used for the simulations. The 8-way
superscalar processors are too aggressive configuration that are obviously not suitable for
embedded systems and are nowadays unfeasible in a high performance general purpose
processor at current clock frequencies, but they can be used as a guide of the potential
performance that could be obtained (and complexity problems that could be found)
when scaling processor resources.

4.2.4 Memory Hierarchy Model

A detailed memory hierarchy model with two levels of on-chip cache and a Direct RAM-
BUS main memory system have been included in the simulator. Table 4.4 shows the
configuration parameters for caches and main memory. Parameters are similar to those
found in some recent microprocessors with multimedia extensions like PowerPC970.
For VMMX versions a vector cache was used [190]. The vector cache is a two-bank
interleaved cache targeted at accessing stride-one vector requests by loading two whole
cache lines (one per bank) instead of individually loading the vector elements. Then,
an interchange switch, a shifter, and a mask logic correctly align the data. Scalar ac-
cesses are made to the L1 conventional data cache, while vector accesses bypass the L1
to access directly the L2 vector cache. This bypass is somewhat similar to the bypass
implemented in Itanium2 processor for the floating point register file [154]. If the L2
port is B×64-bit wide, these accesses are performed at a maximum rate of B elements
per cycle when the stride is one, and at 1 element per cycle for any other stride. A
coherency protocol based on an exclusive-bit policy plus inclusion is used to guarantee
coherency.

As shown in Table 4.4 the latency value for the 2 cache levels and the main memory
are relative high, this is done because we want to determine the ability of the proposed
extensions to tolerate high latencies in the memory subsystem.
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Parameter L1 L2

size 32KB 512KB
number of ports 1/2/4 1
port width (bytes) 8 16/32/64
number of banks 8 2
sets per bank 32 2048
associativity 4 2
line size (bytes) 32 128
latency 3 12
Main Memory Latency (cycles) 500

Table 4.4: Memory hierarchy configuration
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Figure 4.4: Kernels speedup (2-way)

4.3 Simulation results

4.3.1 Kernels Speedup

Figure 4.4 shows the kernels speedup for the different multimedia ISAs under study.
The baseline is the 2-way superscalar processor with a MMX64 extension. Scaling from
MMX64 to MMX128 does not result in great performance increment taking into account
that register and functional units are twice the size of the MMX64 ones. The speedup
goes up to 1.47X for idct and 1.25X for addblock. These kernels have a regular data
pattern and they adapt well to 128-bit wide registers.

VMMX versions of kernels exhibit bigger speedups than the MMX ones in all the cases
and produce significant speedups when going from VMMX64 to VMMX128 versions,
except for addblock kernel. The bigger speedups (4.10X for idct, 2.43X for motion2 and
2.29X for motion1 ) are due to the better matching between the data organization and
the matrix registers structure. The small speedup obtained by comp and addblock in
all versions is related with the parallel data available (8x4 pixels in comp with a stride
of 800), that represents a small fraction of the matrix registers in VMMX64 and incurs
in some arithmetic overhead in VMMX128.
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Figure 4.5: Full applications speedup

In the idct VMMX128 version, it is possible to pack the 8x8 16-bit input data set and
coefficients in matrix registers and then performing a multiply-accumulate operation
between them. Idct exhibits the biggest speedup due to the use of vector registers
as a cache. In VMMX versions we use a 2D-matrix algorithm that need to multiply
the input matrix and its transpose with the coefficients matrix. In VMMX128, due to
the fact that we can store the whole matrices in vector registers, we can maintain the
matrix coefficients in a vector register during the two matrix products and perform all
the operations inside a vector register and only go to memory to store the final result.
This saves a lot of redundant load operations and allows to apply software pipelining
over the packed accumulator that would be extremely difficult to implement in a scalar
or MMX versions.

4.3.2 Complete Applications Speedup

Mpeg2enc is the application which takes more benefit from the use of matrix registers.
Figure 4.5a shows that VMMX versions of the application scales better than MMX
ones. VMMX128 version has the biggest speedup due to the good matching of data in
the motion and idct kernels to the 128-bit matrix registers. These kernels account for
more than 25% of the total execution time of the MMX-64 version of the application
running on the 2-way processor. Mpeg2dec, instead, shows a significant speedup but
the difference between MMX and VMMX versions is smaller than in mpeg2enc. In
this application motion compensation routines are not so much significant of the total
execution time and their data parallelism is not so big. Furthermore mpeg2dec presents
a lot of scalar code in picture decoding that can not be vectorized.

As shown in figure 4.5a, for mpeg2enc, it is possible to obtain a similar performance
with a 2-way VMMX128 processor instead of a 8-way MMX128 one. In this case, scaling
the 2-dimensional register file of a simpler processor is much more effective than scaling
the complete resources of a processor with 1-dimensional registers.
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Figure 4.6: Cycle count distribution

4.3.3 Cycle Breakdown

Figure 4.6 shows the dynamic cycle distribution for the two applications. The lower
part of each column represents the dynamic cycles used in vector operations, while the
upper part comes from the scalar ones. Results are normalized by the dynamic cycle
count of the reference 2-way MMX64 superscalar processor.

As it was expected, scaling the MMX64 extension to MMX128 provides a significant
drop in the number of cycles to execute the vector code section. For the 2-way archi-
tecture MMX128 achieves a 40% and 69% reduction in vector cycles over MMX64 for
the Mpeg2enc and Mpeg2dec applications respectively.

Scaling the 2D vector extension in both dimensions (width and length) achieves the
maximum reduction: for the 2-way architecture, the VMMX128 extension reduces the
execution time of the vector code over the MMX64 extension by 7 and 8.75 times for
the Mpeg2enc and Mpeg2dec applications respectively. It is important to note that
VMMX128 not only reduces the execution time of the vector section but also the scalar
one due to overhead elimination.

However, it can be observed that, when most of the available DLP parallelism is
exploited via multimedia extensions, the remaining scalar part of the code becomes the
main bottleneck. For the 8-way VMMX128 architecture, the vector cycles represent
only the 1.43% and 0.82% of the overall execution time for the Mpeg2enc and Mpeg2dec
applications respectively. By the Amhdal Law, further improvements in the execution
of the vector region would be imperceptible in the full application.

4.3.4 Dynamic Instruction Count

Figure 4.7 shows the dynamic instruction count for the applications under study. Again,
results are normalized by the dynamic instruction count of the MMX64 architecture.
The operations have been classified into five categories: scalar memory, scalar arith-
metic, control, vector memory and vector arithmetic. We observe that the VMMX ar-
chitectures execute about 30% fewer instructions than the MMX64, and the MMX128
an average of 15% fewer instructions. This is obviously due to the capability of these
extensions to pack more operations into a single instruction.
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Figure 4.7: Dynamic instruction count

As seen in figure 4.7a, the biggest instruction reduction is achieved by the mpeg2enc
application. This reduction comes from the commented elimination of scalar instructions
used for address computation and loop manipulation. In any way, note that the limit of
packing data seems to be reached, and scaling further over, either in width or in length,
would not provide any noticeable benefit.

4.4 Analysis of New SIMD Extensions

As it was mentioned in the introduction this study was performed when most of the
SIMD extensions had 64-bit or 128-bit wide registers. Currently most SIMD ISAs use
128-bit registers and recent processors have included wider registers like Intel AVX
extension which uses 256-bit registers [63] and the Larrabee processor that uses 512-bit
registers [211]. But matrix registers has not been included in any commercial processor.

It is worth to mention that the newer extensions have been developed for scientific
floating point code. AVX, for example, does not include integer 256-bit µSIMD instruc-
tions. Even if such wider SIMD extensions include integer support their usability for
video coding applications is still limited. First, because newer video codecs like H.264
include features like variable block size, that results in low efficiency when processing
smaller block sizes (e.g. 4 × 4 8-bit) in wide registers. The second limitation is the
memory architecture: even with larger blocks (e.g. 16× 16 8-bit) that can use a whole
256-bit register, loading and storing from memory requires strided accesses with a stride
equal to frame width.

We consider that the scalability analysis presented in this article is still valid even
for the new and wider SIMD extensions. A 2-D SIMD extension can exploit the same
(or more) DLP while at the same time it can reduce the complexity of key units in the
microarchitecture. A fully matrix architecture has several advantages to conventional
SIMD extensions for video coding applications: flexibility by adapting the vector length
to the data structures, support for gather and scatter for non-unit strided accesses and
the ability to scale the hardware resources without compromising code compatibility.
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4.5 Summary

In this chapter we have presented an scalability analysis of SIMD extensions for video
coding and decoding applications. Scaling current 1-dimensional SIMD extensions was
compared to scaling a 2-dimensional architecture. The comparison was made using both
kernels and complete applications. Scaling was made in the width of SIMD registers
and in processor resources. The matrix architecture with 128-bit registers has shown
the best performance improvements compared to a 64-bit matrix architecture and to
1-dimensional (64-bit and 128-bit) SIMD extensions.

It was demonstrated that, for the analyzed video applications, a simple processor
with a VMMX128 extension can delivery more performance than a processor with a
MMX extension and more resources. This feature and the reduced complexity in some
critical structures of the matrix pipeline, like the register file, makes the matrix enhanced
processor a suitable choice for embedded applications.

By using the scaled Matrix architecture the analyzed video applications are reaching
the limits of available DLP in the inner loops. Further scaling on the width or length
of matrix registers can no deliver significant performance improvements because the
execution time is now dominated by the scalar portion of the code. Extracting more
parallelism requires to go beyond the inner loops and exploit a coarse-grain DLP.
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5 Workload Characterization of H.264
Decoding

The chapter presents an analysis of the performance of H.264/AVC decoding and a
comparison with other video codecs. The main objective is to measure the computing
demands of H.264/AVC decoding at high definition and to analyze the potential for
optimization and parallelization.

After the publication of the standard the only publicly available software implementa-
tion of the decoder was the reference code (called “Joint Model” or JM). We performed
the first experiments using that code. Although these experiments allowed us to esti-
mate the computational complexity of HD H.264/AVC decoding, the performance of the
reference code resulted to be extremely low. This is not the result of the complexity of
H.264/AVC decoding algorithm but the consequence of an unoptimized code. Our own
evidence shown that this code is not suitable for complexity and performance analysis.
Because of that, we switched to a different implementation of the H.264/AVC decoder
that comes from the FFmpeg project. This alternative code is, at least, one order of
magnitude faster than the reference implementation. Due to that, all the following ex-
periments were based on the FFmpeg code. Even that, the reference code was (and still
it is) used for many performance studies and it was included in the SPEC-2006 CPU
benchmark [93].

The workload characterization is performed by running the benchmarks on a real
machine and collecting run time information using hardware performance counters. The
performance analysis of H.264/AVC decoding is complemented with results of MPEG-2
and MPEG-4 video decoding.

5.1 Related Work

One of the most relevant in workload analysis was the design and characterization of
the Mediabench benchmark which includes a MPEG-2 encoder and decoder with low
resolution input sequences [136]. At that time, the MPEG-4 and H.264/AVC video
codecs were not available. The Berkeley Multimedia Workload benchmark is based on
Mediabench and use the same MPEG-2 video codecs but with input sequences at SD,
HD and FHD resolutions [229]. This benchmark does not include the most recent video
codecs either. This issue was partially solved by an extension to Mediabench in which
the MPEG-4 and H.263 codecs were included [84]. But they do not address the issue of
the increase in frame resolution either. Although these studies perform an analysis of
the potential for optimization they do not include an analysis of the performance effect
of using SIMD instructions.

On the other hand, in a study about the available parallelism in video applications the
authors analyze the performance of the MPEG-1, MPEG-2, H.263 and MPEG-4 video
codecs by simulating an idealistic machine with infinite resources [148]. They show that
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with such a machine it is possible to obtain speed-ups from 30X to 1000X compared to
a reference implementation. They do not address the problem of the increase in image
resolution, and do not use SIMD instructions. In a similar study, the authors analyzed
several multimedia applications including MPEG-2 and H.263 video codecs and con-
clude that the variability observed in the execution of these applications comes from
application properties, like I-P-B type of frames, not from the unpredictability intro-
duced by cache memories and other architecture features of superscalar processors [99].
In a comparison of different multimedia instruction sets, the authors use the MPEG-2
codec and analyze in detail the motion compensation kernels with different image res-
olutions, the focus of this analysis is the comparison of media ISAs [226]. In another
study, the authors present an evaluation of some multimedia applications including the
MPEG-2 codec but using low resolution sequences [193]. They analyze the impact in
performance by using the VIS extension of the SPARC architecture.

There are some works that deal with the performance of the H.264 codec. Some
of them perform a complexity analysis of H.264 with special attention on the video
quality for low bitrate applications [96, 133]. They study the complexity of the H.264
decoder and conclude that H.264 is approximately 2.5 times more complex than H.263.
In an another study, the authors have developed a SIMD optimized version of the
H.264 decoder using Intel SSE instructions and analyze the performance of the decoder
for CIF and SD resolutions [272]. In a different micro-architectural study of the H.264
reference decoder, the authors use low and standard video resolutions in order to analyze
the availability of ILP by simulating a machine with infinite resources [219]. They
suggest that the main bottleneck of the application is unpredictable branch behavior.
In an another performance characterization of MPEG-2 and H.264 decoders, the authors
develop a performance analysis of these codecs on the Pentium architecture in which
they compare the differences between the kernels of H.264 and MPEG-2 for video at
SD resolution[94]. They conclude also that branch misprediction is a limiting factor for
H.264 decoding due to the data dependent branches of some kernels.

The main difference of our study with respect to all the previously mentioned works
is the performance characterization of H.264 at high resolutions. Most of the published
results are focused on low bitrate applications like mobile video or video conferencing
but the performance requirements of HD H.264/AVC decoding has been not analyzed
previously. Additionally, our study performs a comparison of H.264/AVC with other
video codecs like MPEG-2 and MPEG-4.

5.2 Methodology

The workload characterization is performed by executing a video decoder on a real
machine using several input videos coded with different video codecs. Below, we describe
the details of the platform, the video codecs and input videos.

5.2.1 Processor and Tools

The experiments have been done on a PowerPC970 [102, 200] machine. PPC-970 is
a 64-bit PowerPC processor which is a single core derivative of the dual core Power4
processor[243]. PPC-970 has the addition of Altivec µSIMD instructions [71] and a
dedicated 512KB L2 cache. It includes 10 functional units: 2 load/store units, 2 fixed
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Processor IBM PowerPC 970
Clock frequency 1.6 GHz
Level 1 I-cache 64 KB
Level 1 D-cache 32 KB
Level 2 cache 512 KB
Main Memory 512 MB
System Bus 800 MHz
Operating System Mac OS-X
Compiler GCC 3.3.3
Compiler Optimizations -O3, mtune=G5

Table 5.1: Experimentation platform

point units, 2 floating point units, 2 Altivec SIMD units, one branch unit and one
control register unit. One of the Altivec units performs simple fixed, complex fixed and
floating point operations; and other one performs permute operations. The processor
can fetch and decode up to 8 instructions per cycle, dispatch up to 5 instructions per
cycle (in a single instruction group), issue up to 1 instruction per cycle to each of the
functional units and retire up to 5 instructions per cycle. In total, it can maintain up
to 200 instructions in flight. At 2.0 GHz the processor consumes 50W.

Performance data has been obtained using the performance monitoring counters avail-
able in the processor and collected with the Apple Computer Hardware Understanding
Developer (CHUD) tools [108]. Hardware monitor counters have been used to collect
profiling information, completed instructions, CPU cycles, cache accesses and misses,
and branch prediction information. Additionally, a time interval sampling analysis was
conducted for analyzing the phase behavior of the program execution [146].

5.2.2 Codec Configuration

Two H.264/AVC decoders are used: the standard reference code (H.264-REF) version
9.5 (JM-9.5 [114]) and the FFmpeg highly optimized (H.264-FF) decoder [76]. These
two H.264/AVC decoders are compared with the XviD MPEG-4 decoder [262] and the
libmpeg2 MPEG-2 decoder [149]. H.264/AVC videos were coded with the JM-9.5 ref-
erence encoder using the H.264/AVC main profile, applying a constant quantization
parameter and using a I-P-B-B-P-B-B sequence of pictures. The configuration param-
eters of all codecs were equally balanced in order to maintain a similar quality in the
resulting videos.

In order to improve the performance of the H.264 decoders some kernels were imple-
mented using Altivec SIMD instructions, both in the reference code and in the FFmpeg
code. Optimized kernels include: luma and chroma interpolation in motion compensa-
tion and the inverse cosine transform.

5.2.3 Test Sequences

We use a set of four input videos called: blue sky, rush hour, pedestrian area and riverbed
from the “MPEG-Test Sequences” [244]. They have different motion characteristics and
spatial details. All of them have 100 frames with progressive scanning at 25 frames per
second and use a 4:2:0 chroma sub-sampling format. We coded all the input videos at
three different resolutions: SD (720× 576), HD (1280× 7120) and FHD (1920× 1088).
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(a) FFmpeg scalar version.
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Figure 5.1: Profiling of H.264 decoder

5.3 Analysis

By running the workloads on a real machine we have collected different kind of measures.
First, we perform a profiling for determining the most executed parts of the code of
each codec, next we obtain different performance metrics per frame, and finally we have
perform a sampling analysis that allows us to detect program execution phases.

5.3.1 Profiling of the H.264/AVC Decoders

For profiling purposes we divide the execution of the H.264/AVC decoder in 8 stages:
motion compensation (MC) that includes the luma and chroma interpolation kernels,
Intra Prediction (Intra), Inverse Discrete Cosine Transform (IDCT), Deblocking Filter
(DFilter), Entropy decoding (CABAC), bitstream parsing and other (Others), video
output (VO) and Operating System (OS).

Figure 5.1 shows the profiling of the scalar (Figure 5.1a) and SIMD (Figure 5.1b)
versions of the FFmpeg and the SIMD (Figure 5.1c) version of the reference H.264/AVC
decoders. For space reasons we only show the results for DHS resolution.

An important result is that the JM-9.5 reference decoder (with Altivec optimizations)
is 17.4X times slower than FFmpeg one. This result confirms the fact that JM reference
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software is not well suited for complexity and architecture studies.
With the Altivec optimizations in the FFmpeg code, the total execution time has been

reduced in 1.27X in average. The speedup for Luma interpolation and IDCT kernels are
3.27X and 6.9 respectively. After Altivec optimization the execution time is dominated
by the MC (30.5%), DFilter (20.8%), and the entropy decoding (19%). It is important
to note that there is more room for SIMD optimization, specially in the interpolation of
chroma signals and in the deblocking filter [272]. We will consider these optimizations
later.

When comparing the profiling for different videos, the time distribution for blue sky,
rush hour and pedestrian area remains approximately equal. riverbed sequence exhibits
a significant low performance compared to the other ones. In this video there is a
random motion of fluids that generates a lot of macroblocks with intra-prediction, and
a lot of blocks with transform coefficients. This results in a bigger execution time of the
entropy decoding stage which can not be optimized with SIMD instructions.

In Figure 5.1 we have included the lines for 25 and 50 frames per second as a reference
of the performance required for real-time operation. It can be noted that it is not possible
to achieve real-time even with the FFmpeg code with Altivec optimizations. Speedups
of 2.9 and 5.8 are required to reach an average of 25 and 50 fps at FHD respectively.
Even reducing to zero the MC, IDCT and DFilter stages (e.g. exploiting DLP), the
optimized H.264/AVC decoder will not reach real-time operation. That means that
multiple levels of parallelization are required to provide the required performance for
real-time.

5.3.2 Instructions and Cycles

Table 5.2 shows the average CPU cycles and instructions per frame for the different
input sequences and different codecs under study. The H.264-REF decoder executes
10.5X and 66X more instructions in average than MPEG-4 and MPEG-2 respectively,
and the H.264-FF decoder executes 1.36X and 8.61X more instructions respectively.

Also can be noted that the IPC changes with different input sequences but not with
frame resolution. Taken that IPC = (InstCount)/(Freq × ExecT ime) and with the
information of instructions per frame and assuming a 3.0 GHz clock frequency it is
possible to estimate the necessary IPC for decoding H.264/AVC in real time. The
results are 2.99, 6.43 and 14.33 for the H264-REF decoder at 720x576, 1280x720 and
1920x1088 resolutions respectively. For the H.264-FF decoder it is possible to reach
the real time performance at 720x576, 1280x720 resolutions at 3.0 GHz, but for the
1920x1088 resolution it is necessary an IPC of 1.83. Although this value could be
achieved with more SIMD and scalar optimizations it becomes clear that there is not
enough scalability for the growing quality demands of video applications.

The impact of the different types of frames in performance is shown in Figure 5.2 with
the distribution of cycles and instructions in I, P and B frames for the H.264-REF code.
The increase in cycles and instructions is proportional to the increase on the image area.
The HD and FHD frame resolutions have an area that is 2.2 and 5 times bigger that the
SD resolution respectively. Also it can be noted that intra-prediction takes more cycles
and instructions than inter-prediction (P and B). Consequently for the sequences with
a lot of I-macroblocks, like riverbed, the decoding time is bigger.
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H.264-REF H.264-FF MPEG-4 MPEG-2

Sequence
Cyc. Inst.

IPC
Cyc. Inst.

IPC
Cyc. Inst.

IPC
Cyc. Inst.

IPC×106 ×106 ×106 ×106 ×106 ×106 ×106 ×106

720×576
rush hour 438 337 0.77 42 43 1.03 32 34 1.05 5.6 4.0 0.71
blue sky 426 336 0.79 40 42 1.05 34 37 1.07 6.6 4.9 0.74
pedestrian 429 330 0.77 40 40 1.02 28 27 0.97 5.8 4.2 0.73
riverbed 580 432 0.74 72 68 0.94 44 41 0.93 11.0 9.9 0.90
Average 468 359 0.77 48 48 1.01 34 34 1.00 7.3 5.8 0.77
1280×720
rush hour 945 729 0.77 88 90 1.03 70 74 1.05 11.0 8.0 0.73
blue sky 913 726 0.80 82 86 1.05 71 77 1.07 11.9 9.0 0.76
pedestrian 925 714 0.77 83 86 1.04 60 59 0.98 11.5 8.6 0.75
riverbed 1239 917 0.74 144 139 0.96 91 85 0.93 21.6 19.8 0.92
Average 1005 771 0.77 99 100 1.02 73 73 1.01 14.0 11.4 0.79
1920×1088
rush hour 2128 1632 0.77 192 198 1.03 160 165 1.03 26.5 19.2 0.72
blue sky 2060 1631 0.79 181 191 1.05 160 168 1.05 25.9 19.1 0.74
pedestrian 2094 1613 0.77 185 196 1.06 146 144 0.99 27.5 20.7 0.75
riverbed 2717 2004 0.74 295 295 1.00 194 182 0.94 47.4 41.1 0.87
Average 2250 1720 0.77 213 220 1.04 165 165 1.00 31.8 25.0 0.77

Table 5.2: Cycles, instructions and IPC per frame
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Figure 5.2: Performance impact of the different types of frames

IPC Variability

A previous study [99] has demonstrated that most of the variability in the performance
of frame based multimedia applications comes from the different kind of frames that
exist in the application (ie I,P,B). Figure 5.3 shows the IPC per frame classified by P-
and B-frames for the blue sky sequence. Instructions and cycles exhibit a small variation
between frames of the same type, and because of that the IPC remains almost constant.
Based on that, we can conclude that the amount of computational work necessary to
decode each frame depends mostly on the frame type (P and B) and on the density
of I-macroblocks in each frame. There was no significant variation in average IPC per
frame for the three resolutions under study.
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Figure 5.3: IPC in P- and B-frames for 1008 blue sky
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Figure 5.4: Sampling of IPC for 1088 blue sky

IPC Sampling

In addition, we have made an analysis of the decoding of the whole sequence and we
found that the application exhibits a phase behavior at the granularity of a P-B-B
sequence. Figure 5.4 shows the time behavior for the decoding of a P-B-B group of
frames for the 1088 blue sky sequence. The three frames are separated by big peaks
and fluctuations of IPC which corresponds to the copy of the decoded frame out of
the frame buffer. In turn, the processing of each frame has three clearly differentiated
stages: the first, which includes the entropy decoding, inverse transform and motion
compensation, has an IPC close to one; the second, which consist of the deblocking
filter, has a lower IPC near 0.6; and the third phase the IPC exhibits big fluctuations
due to the ”memcopy” kind of operations. The behavior is similar for both P-and-B
frames (I frames are not analyzed) and in B frames the motion compensation stage is
longer. For space reasons we only show the results for FHD resolution but for the other
resolutions the figure is very similar with the only difference of time scale.
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H.264-REF H.264-FF MPEG-4 MPEG-2

Sequence
Acc. Miss Acc. Miss Acc. Miss Acc. Miss
×106 rate ×106 rate ×106 rate ×106 rate

720×576
rush hour 204 2.4 18 2.9 15 3.6 2.2 6.8
blue sky 192 2.7 18 2.9 16 2.9 2.3 6.8
pedestrian 205 2.4 17 2.6 13 4.2 2.3 6.9
riverbed 299 1.7 35 1 15 5.5 3.6 6.1
Average 225 2.3 22 2.3 15 4.1 2.6 6.6
1280×720
rush hour 442 2.4 37 2.9 34 4.3 5.2 5.8
blue sky 415 2.6 36 3.3 35 4 5.4 6
pedestrian 446 2.3 35 2.6 29 5.1 5.5 6
riverbed 646 1.6 69 1.8 31 5.7 7.8 6.1
Average 487 2.2 44 2.6 32 4.8 6 6
1920×1088
rush hour 1002 2.4 79 2.8 77 6.4 12.6 6.2
blue sky 948 2.6 79 4.1 78 6.5 12.4 6.4
pedestrian 1015 2.3 78 2.7 68 6.7 13.1 6.2
riverbed 1431 1.6 139 1.7 67 6.1 17.6 6.3
Average 1099 2.2 93 2.8 72 6.4 13.9 6.3

Table 5.3: d-L1 accesses and miss rate comparison

5.3.3 Cache Analysis

In order to analyze the cache behavior of the codecs under study we have collected
performance events for the L1 and L2 data cache. Table 5.3 shows the average number
of accesses and misses per frame for the L1 data cache. H.264/AVC decoder has many
more L1 data cache accesses and misses than the other two codecs; for example, for FHD
resolution, the H.264-REF decoder performs 15.2X and 79.06X more memory accesses
than MPEG-4 and MPEG-2 respectively and the H.264-FF decoder performs 1.29X and
6.6X more memory accesses respectively.

Although H.264/AVC performs more memory accesses per frame it has a smaller miss
rate that the other two video codecs. This is due to the fact that H.264/AVC perform
more operations per frame than the other codecs but those operations are performed at
the macroblock level. Macroblocks fits well into the data cache, even where the whole
frame will not. The miss rate changes more between different input videos than with
frame resolution, only in MPEG-4 there is an increment in miss rate with resolution.
These results are in consonance with some previous studies on memory behavior for
multimedia applications [228], [261] that claim that the use of cache memories benefits
the performance of video coding applications.

Figure 5.5 shows the distribution of L1 and L2 data cache accesses and misses for the
different type of frames in the H.264/AVC sequences. In I-frames the decoder performs
more accesses to the L1 data cache than the other type of frames, mainly because intra-
prediction uses several spatial prediction modes with different memory access patterns.
On the contrary B frames have more data cache misses, and that is because these kind
of frames have to access multiple reference frames, that are stored in a picture buffer,
which does not fit in the L1 level cache. For the L2 cache, B-frames exhibits more
accesses than in I- or P-frames which generate more L2 cache misses that, in turn,
translates into long latency main memory accesses
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(c) L2 accesses
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Figure 5.5: Average L1 accesses and misses per frame in H.264-REF decoder

Miss-rate Variability

Figure 5.6 shows the variation of miss rate in P- and B-frames. In the P-frames (Fig-
ure 5.6a) L1 data cache miss rate remains almost constant around 2.3%, and the miss
rate is not affected by the resolution and input content. But in B-frames (Figure 5.6b),
miss rate is bigger (between 3 and 4%) and exhibits variations, specially, for the FHD
resolution.

Miss-rate Sampling

Figure 5.7 shows the L1 data cache time behavior for the decoding of a P-B-B sequence
of the 1088 blue sky sequence. As with the time behavior for IPC shown in Figure 5.4,
there are three different phases of the execution. The first phase, in which motion
compensation is performed, has a bigger miss rate than the second phase in which
deblocking filtering is applied. Motion compensation exhibits a bigger miss rate that is
related to the inter-prediction decoding process in which a reference frame is used to
predict the current frame. The time of this phase is bigger in the B frames in which
there are more than one reference frame. The peaks are related again with the third
phase in which the decoded frame is sent out of the decoded picture buffer.
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Figure 5.6: Average dL1 accesses and misses in P- and B-frames for 1088 blue sky
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Figure 5.7: Sampling of d-L1 miss rate for 1088 blue sky

5.3.4 Branch Prediction

H.264/AVC has a lot of different coding options that can change from macroblock to
macroblock and has some kernels with a lot of data dependent branches, altogether
results in a high density of branches and branch misprediction as can be seen in Table 5.4.
The reference decoder executes 4X and 119X more branches compared to MPEG-4
and MPEG-2 respectively and the H.264-FF decoder executes 1.67X and 15X more
respectively. In all the codecs branch prediction exhibits variations with input content
but not with frame resolution. The H.264-FF decoder has a bigger branch misprediction
rate than the H.264-REF decoder (2X for the FHD resolution). This comes from the
fact that the reference decoder supports more (exotic) coding options than the H.264-
FF decoder, and these options need to be checked in each each frame (sometimes each
macroblock) but are easier to predict.

In Figure 5.8 the branch misprediction sampling is shown for a P-B-B sequence of
the 1088 blue sky sequence. The three phases scheme is again evident, and in this case
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H.264-REF H.264-FF MPEG-4 MPEG-2

Sequence
Bran. Misp. Bran. Misp. Bran. Misp. Bran. Misp.
×106 rate ×106 rate ×106 rate ×106 rate

720×576
rush hour 54 4.7 6.4 9.8 3.4 3.5 0.39 11.2
blue sky 53 4.7 5.5 10.2 3.5 3.2 0.52 12
pedestrian 54 4.5 6.5 9.4 3.3 4.4 0.43 12.1
riverbed 79 4.6 11.3 13.1 7.2 7.6 1.14 12.4
Average 60 4.63 7.4 10.7 4.3 4.68 0.62 11.9
1280×720
rush hour 117 4.6 13.6 8.9 7.3 3.3 0.71 10.3
blue sky 115 4.7 11.6 9.5 7.4 3.1 0.9 11.7
pedestrian 115 4.5 13.8 8.6 7.1 4.1 0.82 11.5
riverbed 165 4.5 23.3 12.3 14.8 7.4 2.15 12.2
Average 128 4.57 15.6 9.8 9.2 4.47 1.14 11.44
1920×1088
rush hour 261 4.6 30.5 8.3 16.9 3.4 1.64 10.3
blue sky 258 4.6 26.5 8.8 16.2 3.1 1.78 11.5
pedestrian 260 4.5 31.1 8.1 17.4 4.1 1.87 11.4
riverbed 357 4.5 50 11.4 32 7.1 4.25 12
Average 284 4.52 34.5 9.1 20.6 4.44 2.38 11.29

Table 5.4: Branches (Bran.) and branch misprediction (Misp.)
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Figure 5.8: Branch misprediction sampling

the entropy decoding and motion compensation stage exhibits a bigger misprediction
rate than filtering. The main reason for this behavior is that CABAC entropy decoding
has a lot of data dependent branches that are difficult to predict and also motion com-
pensation has a lot of options that can change inside each macroblock (block size, pixel
interpolation) and these values are selected by the encoder according to the content of
the input sequence also making them difficult to predict.

5.4 Performance on Recent High Performance Processors

The previous analysis showed that high performance uni-core processors from a previous
generation (like the PowerPC970) can not decode FHD H.264 video in real-time. This
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is not the case for the most recent generation of processors. For example, our own ex-
periments with the Intel Sandy Bridge processor ( Intel-core-i5 2500k, GCC-4.4.5 -O2,
Linux kernel 2.6.35-25) running at 3.6 GHz shows that is possible to decode FHD H.264
videos at 66 frames per second. This does not invalidate the results presented in this
chapter, because the main point that we want to highlight is not the absolute perfor-
mance of one processor but the scalability issues with newer video decoding applications.
If the resolution and/or frame rate is increased, for example, to QHD (3840× 2160),
the Intel-core-i5 processor is only able to process 12 fps. Moreover, the performance
of uni-core processors is not going to increase at the same rate than in the past years
(as discussed in Chapter 1) making clear that additional performance optimizations are
needed.

5.5 Summary

In this chapter we presented a performance evaluation of H.264/AVC video decoding
for High Definition applications using hardware performance profiling techniques.

The profiling analysis has shown that the H.264/AVC has kernels, like pixel interpo-
lation and deblocking filter, with bigger computational requirements than the kernels of
previous video standards. Conversely some kernels that are more important in former
MPEG codecs, like the IDCT, have a little impact on the performance of the H.264/AVC
decoding. After SIMD optimization, execution time is distributed among three main
kernels: CABAC entropy decoding, motion compensation and deblocking filter. Al-
though there is more room for SIMD optimization it proved to be insufficient to provide
all the required performance for real-time operation.

In addition, we quantified the complexity of the H.264/AVC decoding process by
measuring the instructions and cycles that are necessary for decoding a frame. The
comparison with MPEG-4 and MPEG-2 shows that H264/AVC requires 1.36X and
8.62X more operations than MPEG-4 and MPEG-2 respectively. Although it could
be possible to provide the processing requirements with some new generation of high
frequency high performance superscalar processors, this choice is not scalable in terms
of performance or power consumption.

The H.264/AVC reference decoder (H.264-REF) proved to have a very low perfor-
mance compared to other codecs and the optimized H.264 decoder (H.264-FF). Absolute
numbers (in term of frame per second) obtained with the H.264-REF decoder can give
misleading results. Our suggestion is to avoid the use of H.264-REF for any purpose
different than validating the standard.

The main conclusion is that H.264/AVC decoding of HD (and beyond) video is a
big challenge for high performance general purpose processors because it presents a
tremendous amount of data that needs to be processed in real-time but not as regular
as it has been with other video codecs. H.264/AVC has new kernels, some of them
computationally intensive, some with demanding memory access patterns and some
with high branch misprediction rates. H.264/AVC decoding of HD video requires a
combination of multiple optimizations such as more performance for the multimedia
instruction sets of one processor and the use of multiple processors.
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6 HD-VideoBench: A Benchmark for HD
Video Applications

In this chapter, we present HD-VideoBench, a benchmark devoted to HD video process-
ing. In a previous chapter, we presented the limitations of the reference H.264/AVC
decoder for performance and complexity studies. This lead us to the definition of our
own benchmark for video codec applications for high definition scenarios. Although
there are several multimedia benchmarks, such as Mediabench [136], Berkeley Multi-
media Workload [229] or EEMBC [147], none of them fulfills all the requirements for a
complete HD video benchmark. Some of them use the reference versions of the appli-
cations that were written with the purpose of validating the standards but not for high
performance. Additionally, most of them focus on the MPEG-2 (or MPEG-4 at the
most), but only a few of them include recent video codecs like H.264/AVC. Even in the
case of including H.264/AVC, none of them addresses HD resolutions, which requires a
particular and careful selection of the coding options and input sequences that, in turn,
results in different computational and memory requirements. Apart, some of them in-
clude just kernel or not actual applications which can lead to unrealistic results. Finally,
some existing benchmarks do not provide source code with a free license limiting the
reproducibility of experiments and the implementation of custom optimizations.
HD-VideoBench solves of the above mentioned problems and gives researchers in mul-

timedia applications a representative benchmark with a well defined operation environ-
ment.

6.1 Benchmarking Video Codecs

The performance of a video codec is a function of the available video coding tools (the
coding algorithm itself), the actual implementation of these algorithms, the character-
istics of the input sequences, and the architecture in which the codec is implemented.
Based on that, in order to make a comprehensive analysis of video applications, a video
codec benchmark should meet the following conditions: First, the benchmark should in-
clude complete applications (not only kernels) that implement the main features defined
in the standard. Second, the benchmarks have to be optimized for high performance.
The reference codes are designed for verification purposes and could produce misleading
results in complexity or architecture studies. Optimizations can be platform indepen-
dent (like fast algorithms for motion estimation) and platform dependent (like SIMD
optimizations). Third, a complete set of inputs with different resolution, motion char-
acteristics and spatial details have to be provided. Having only one sequence can lead
to confusing results in performance evaluations. Fourth, a detailed list of the coding
parameters have to be provided. Those parameters have to be tuned for the resolutions
under study because the performance of the codecs could change dramatically depend-
ing on the selected coding options. Fifth, the programs should be free (as in freedom)
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6.2. RELATED WORK

Benchmark
Release

Video Applications Input Sequences
Date

Mediabench I 1997
MPEG-2 dec. (MSSG) mei16v2: 352x240 pixels, 30 fps
MPEG-2 enc. (MSSG) 4 frames YUV sequence: 352x240

pixels

Mediabench+ 1999

MPEG-2 dec. (MSSG)

n.a.
MPEG-2 enc. (MSSG)
H.263 enc. (Telenor)
H.263 enc. (Telenor)

Mediabench II 2006

MPEG-2 dec. (MSSG)

704x576, 10 frames, 25fps

MPEG-2 enc. (MSSG)
MPEG-4 dec. (FFmpeg)
MPEG-4 enc. (FFmpeg)
H.263 dec. (Telenor)
H.263 enc. (Telenor)
H.264 dec. (JM 10.2)
H.264 enc. (JM 10.2)

Berkeley Multimedia Workload 2000
MPEG-2 enc. (MSSG) 720x576p, 1280x720p, 1920x1080p
MPEG-2 dec. (MSSG) (16 frames)

EEMBC Digital Entertainment 2005

MPEG-2 dec. (MSSG) Graphic: 720x480p30, 50 frames
MPEG-2 enc. (MSSG) Ralgrind: 320x240p25, 30 frames
MPEG-4 dec. (Xvid) Sign: 352x240p25, 30 frames
MPEG-4 enc. (Xvid) Zoom: 320x240p30, 30 frames

Marsface: 192x192p25, 49 frames

BDTI Video Benchmarks
H.264 like dec.

n.a.
H.264 like enc.

Table 6.1: Description of existing multimedia benchmarks

in order to be able to access the source code, analyze it, perform changes, and be able
to distribute them. The same apply for the input sequences. Sixth, the code has to be
easy to port between different processor architectures, compilers and operating systems.
Finally, the programs must be representative enough of real life multimedia applica-
tions, for example as part of multimedia players used in desktop operating systems.
The desired characteristics for a video benchmark can be summarized as follows:

• The benchmarks should be complete applications and implement all the features
defined in the standards.

• The codecs should be optimized for high performance.

• A complete set of input sequences must be provided.

• A detailed description of the coding parameters must be provided.

• Programs and input sequences should be free.

• The code must be portable.

• Programs must be representative of the multimedia application domain.

6.2 Related Work

Table 6.1 provides a summary of the existing benchmarks for multimedia. Only the
applications related to video processing are detailed.
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CHAPTER 6. A BENCHMARK FOR HD VIDEO APPLICATIONS

Mediabench [136] is the most popular multimedia benchmark. For the video domain
it includes a MPEG-2 encoder and decoder based on the implementation of the MPEG
Software Simulation Group (MSSG) with short input videos in low resolution (352x240
pixels). The MSSG codec does not implement SIMD optimizations and, in general, it
has low performance. An extension of the Mediabench called Mediabench+ [84] tried to
solve the limitations of Mediabench by including MPEG-4 and H.263 video codecs, but
they selected the reference implementations (MoMusys and Telenor respectively) and
they do not address high definition. Recently, a new version of the Mediabench (called
Mediabench II [85]) has been released in which more video codec applications have been
added: it includes Codecs for MPEG-2, MPEG-4, H.263 and H.264. The MPEG-2
Codec is the same MSSG implementation, the MPEG-4 is taken from the FFmpeg codec
library, the H.263 codec is the Telenor implementation, and the H.264 is taken from the
reference software (JM-10.5). The main problem with this selection is the combination
of reference implementations for some of the codecs (MSSG for MPEG-2 and JM for
H.264) with highly optimized version for others (FFmpeg for MPEG-4). Although they
have increased the resolution compared to the original Mediabench, they do not address
HD applications and remains on Standard Resolution (STD). Additionally, Mediabench
II provides only one short input sequence (10 frames) and the coding options are not
tuned for HD applications.

The Berkeley Multimedia Workload [229] solved the problem of the low resolution
of the input sequences by including inputs with higher resolutions, but they have se-
lected only the MSSG implementation of the MPEG-2 Codec. The EEMBC Digital
Entertainment [147] benchmark includes codecs for MPEG-2 and MPEG-4 video stan-
dards using the MSSG and Xvid implementations respectively, they address low and
standard resolutions and provide a different set of input sequences. Nevertheless, they
do not have recent codecs like H.264/AVC and the source code, coding options and
input sequences are not publicly available. Finally, the BDTI Video Encoder and De-
coder Benchmark [27] is a set of applications representative of modern video codecs,
but they are not complete video codec applications. The codecs seems to be similar to
H.264/AVC but the codec details, its sources, coding parameters, and input sequences
are not publicly available.

Thus, none of the available benchmarks for multimedia includes all the desired char-
acteristics for a complete benchmark for video codec applications and for HD environ-
ments. HD-VideoBench try to solve all the before mentioned limitations by providing
different a set of different video codec applications optimized for high performance, and
providing a complete, and free, set of input sequences and coding options tuned for HD
applications.

6.3 The HD-VideoBench Applications

In this section we provide a description of the applications included in HD-VideoBench.
A description of the reference implementations of the video standards is included for
comparison purposes. Table 6.2 shows a summary of the HD-VideoBench applications.
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Application Description

libmpeg2 MPEG-2 video decoding
ffmpeg-mpeg2 MPEG-2 video encoding
Xvid MPEG-4 video decoding
Xvid MPEG-4 video encoding
ffmpeg-h264 H.264 video decoding
x264 H.264 video encoding

Table 6.2: Summary of HD-VideoBench applications

6.3.1 MPEG-2

MSSG: MPEG Software Simulation Group

The MPEG-2 Reference Video Codec [169] is a MPEG-2 codec widely used for bench-
marking. Nevertheless, it was designed for the verification of the standard, but not for
high performance. Because of that, we have not included it in HD-VideoBench.

FFmpeg MPEG-2 Encoder

FFmpeg [76] is a free solution to record, convert and stream audio and video. It includes
libavcodec, a very complete audio/video Codec library that is capable of encoding and
decoding streams in many audio and video codecs. It is optimized for high performance
with fast algorithms and SIMD extensions for X86, PowerPC and other architectures. It
is a widely used library for video and audio encoding and decoding in many free software
projects like MPlayer, Xine, VideoLAN and others. As a part of the FFmpeg, there is a
very fast MPEG-2 encoder which includes SIMD optimizations, parallelization at slice
level, and provides very fast algorithms for motion estimation.

Libmpeg2

Although FFmpeg includes a MPEG-2 decoder, there is another library called Libmpeg2 [149]
that is faster than the FFmpeg implementation. Libmpeg2 is a free library for decoding
MPEG-2 and MPEG-1 video streams. It is highly optimized for high performance and
include SIMD optimization of the motion compensation and inverse cosine transform
kernels. Due to its high performance, Libmpeg2 is a very popular decoder used in many
free multimedia players, such as MPlayer, Xine and VideoLAN.

6.3.2 MPEG-4

MPEG-4 Reference Code

An ISO reference code of the MPEG-4 video coding standard exists, but it is not con-
venient for benchmarking due to the same performance reasons mentioned before for
other reference implementations.

Xvid

Xvid [262] is a free implementation of the MPEG-4 video coding standard that sup-
ports the MPEG-4 Advanced Simple Profile (ASP). It has algorithmic optimizations
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Test
Resolutions

Frames/ No.
Description

Sequence second frames

Blue sky
720x576

25 100
Top of two trees against blue sky.

1280x720 High contrast, small color differences in the sky.
1920x1088 Many details. Camera rotation.

Pedestrian area
720x576

25 100
Shot of a pedestrian area. Low camera position,

1280x720 people pass by very close to the camera.
1920x1088 High depth of field. Static camera.

Riverbed
720x576

25 100
Riverbed seen through the water.

1280x720 Very hard to code.
1920x1088

Rush hour
720x576

25 100
Rush-hour in Munich city.

1280x720 Many cars moving slowly,
1920x1088 high depth of focus. Fixed camera.

Table 6.3: HD-VideoBench input sequences

for motion estimation and SIMD optimizations of the most complex kernels. FFmpeg
also includes a MPEG-4 encoder that has a similar performance than Xvid, but Xvid
provides a higher coding efficiency. Xvid is part of other multimedia benchmarks like
EEMBC and Berkeley Multimedia Workload, and it is widely used in free multimedia
players and transcoder applications.

6.3.3 H.264/AVC

H.264/AVC Reference Code

Joint Model (JM) [114] is the reference Codec of the H.264 standardization bodies. It is
designed for describing and verifying the standard, and it exhibits very low performance;
in fact, it is at least one order of magnitude slower than the FFmpeg implementation [12].
Although being included in Mediabench II and SPEC CPU integer 2006 [93], it is not
recommended for performance evaluations.

X264 Encoder

x264 [259] is a free H.264/AVC encoder. It implements most of the standard features
and has a lot of algorithmic optimizations for motion estimation, SIMD optimizations,
and allows parallel encoding at slice and frame levels. It is widely used in free encoding
applications like MEncoder, GordianKnot and VideoLAN.

FFmpeg H.264 Decoder

FFmpeg includes a H.264/AVC decoder that implements most of the features of the
standard. The code is highly optimized and include SIMD instructions for the most
time consuming kernels. It is also widely used in free multimedia players.

6.4 HD-VideoBench Input Sequences and Coding Options

We have selected three resolutions that are useful for performance analysis in HD video:
SD (Standard Definition) (720x576), HD (High Definition) (1280x720) and FHD (Full
High Definition) (1920x1088). Four input sequences with different motion (objects and
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camera) type and spatial are selected [244]. They were taken with a Sony HDW-F900
digital camera at 1920x1080 pixels resolution, 25 frames per second, progressive scan,
and using a 4:2:0 chroma subsampling scheme. Table 6.3 summarizes the main charac-
teristics of the input sequences. Also note that for the 1920x1080 resolution, we have
changed the resolution to 1920x1088 in order to avoid cropping and padding operations
in some encoders when frame width is not divisible by 16.

The rate control mechanism used by the encoders is based on one-pass constant
quality (QP) variable bit rate scheme. We do not use multiple pass or constant bit
rate mechanisms because HD-VideoBench is for benchmarking the video codecs not
the rate control algorithms. The equivalence between the quantization parameter of
MPEG-2/-4 and H.264 has derived empirically using Equation 6.1.

H264 QP = 12 + 6 · log2 (MPEG QP ) (6.1)

The selected sequence of frames is I-P-B-B. Adaptive placement of B frames is dis-
abled. The only intra frame is the first one. The motion estimation algorithms used are
EPZS (Enhanced Predictive Zonal Search) [7] for MPEG-2 and MPEG-4 and Hexagonal
Search (HEXS) [273] for H.264/AVC.

6.5 Running HD-VideoBench

At the HD-VideoBench web page1 we provide a complete description of the benchmark,
a link for downloading the source code and input sequences, and a script for automating
the installation and execution processes. Furthermore, in order to provide a single
front end to execute all the video codecs, we have selected the MPlayer multimedia
application. MPlayer is a free media player that includes support for multiple video
codecs by using FFmpeg, libmpeg2, Xvid and other multimedia libraries. MEncoder is a
companion application that can encode audio and video in multiple formats. MPlayer
(and MEncoder) simplifies the process of installing and running multiple video libraries
because it selects the appropriate codec and uses it to encode or decode the input
video. By default, we have disabled the output of the video to the screen because we
are interested in benchmarking the video codecs not the displaying process. Table 6.4
presents a summary of the commands for running the HD-VideoBench applications.

6.6 HD-VideoBench Performance

Performance of a video codec can be seen from the point of view of compression and
the complexity. From the compression perspective, performance is measured as the
ability to compress video efficiently with good quality. From the complexity perspective,
performance is measured as the computational resources needed to perform the encoding
or decoding processes.

6.6.1 Coding Efficiency

Table 6.5 shows the compression performance of the three video codecs under study.
Quality is expressed in terms of the average Peak Signal to Noise Ratio (PSNR) for

1http://alvarez.site.ac.upc.edu/hdvideobench/index.html
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Codec Application Execution Command

MPEG-2 decoder libmpeg2 mplayer mpeg2/576p25 blue sky.avi -vc mpeg12 -nosound -vo null -
benchmark

MPEG-2 encoder FFmpeg-mpeg2 mencoder yuv/576p25 blue sky.yuv -demuxer
rawvideo -rawvideo fps=25:w=720:h=576 -o
out/576p25 blue sky mpeg2.avi -ofps 25 -ovc lavc -lavcopts
vcodec=mpeg2video:vqscale=5:vmax b frames=2:subq=8:psnr

MPEG-4 decoder Xvid mplayer mpeg4/576p25 blue sky.avi -vc xvid -nosound -vo null -
benchmark

MPEG-4 encoder Xvid mencoder yuv/576p25 blue sky.yuv -demuxer rawvideo
-rawvideo fps=25:format=i420:w=176:h=144 -o
out/576p25 blue sky mpeg4.avi -ofps 25 -ovc xvid -xvidencopts
fixed quant=5:max bframes=2:qpel:psnr

H.264 decoder FFmpeg-h264 mplayer h264/576p25 blue sky.h264 -vc ffh264 -nosound -vo null -
benchmark

H.264 encoder x264 x264 –bframes 2 –no-b-adapt –b-bias=0 –ref 16 –qp=26 –analyse all
–weightb –me hex –merange 24 –subme 7 –8x8dct -fps 25 –frames
101 –progress -o out/576p25 blue sky.h264 yuv/576p25 blue sky.yuv
720x576

Table 6.4: Summary of HD-VideoBench execution commands

all the frames; and compression performance as the bitrate of the resultant compressed
video (in Kbit per second). All the videos have almost the same quality because they
have been coded with a constant quantization parameter.

Resolution Input
MPEG-2 MPEG-4 H.264

PSNR bitrate PSNR bitrate PSNR bitrate

576p25

blue sky 39.82 3504 38.69 1146 39.248 1095
pedestrian area 41.28 2724 40.76 1715 41.141 1382
riverbed 38.95 10688 39.27 9435 38.456 7783
rush hour 42.49 2085 41.41 1217 41.965 1092

720p25

blue sky 40.97 5541 39.84 2154 40.198 1887
pedestrian area 41.89 4783 41.47 3093 41.700 2249
riverbed 39.70 19729 40.15 17108 39.391 13716
rush hour 43.09 3647 42.16 2290 42.649 1872

1088p25

blue sky 41.81 9462 40.71 4265 40.947 3490
pedestrian area 41.93 9360 41.69 6219 41.661 3961
riverbed 40.07 36475 40.65 31063 39.933 24131
rush hour 42.73 7086 42.17 4722 42.496 3357

Table 6.5: HD-VideoBench rate distortion with constant quality

Taken MPEG-2 as the baseline, the MPEG-4 codec achieves, on average for the four
input sequences, a 39,4%, 36,7% and 34,1% compression gains at the SD, HD and FHD
resolutions respectively. H.264/AVC results in bigger compression ratios 48,2%, 49,5%
and 51,8% compared to MPEG-2, and 19,9%, 19,4% and 26,4% compared to MPEG-4
for the three resolutions respectively.

When coding the same video with different values of the quantization parameter we
can obtain a rate-distortion curve that allows to compare the coding performance at
different data rates. In Figure 6.1 the rate-distortion curve is presented for the FHD
version of the blue sky sequence. At a given quality value, it is clear that H.264/AVC
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6.6. HD-VIDEOBENCH PERFORMANCE

has a lower bitrate, and at a constant bit-rate the H:264/AVC codec exhibits better
quality.
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Figure 6.1: HD-VideoBench rate distortion for 1088p25 blue sky

6.6.2 Decoding Performance: Frame Rate

To estimate the average frame rate we have executed the HD-VideoBench decoder appli-
cations on three different real machines. Two high performance system configurations,
one based on the IBM PowerPC-970 processor and the other one on the Intel x86-64
Xeon processor. The third one is a low power system for notebooks and mobile com-
puters based on the Intel x86-64 Atom processor. Table 6.6 shows the main parameters
of the three systems used for the experiments.

We have evaluated two versions of each benchmark: a scalar version and a version
with SIMD optimizations. For each application we compute the average of 5 executions
on each machine.

Configuration X86 High-end X86 Low-end PowerPC High-end

ISA x86-64 x86-64 PowerPC 64-bit
SIMD extensions MMX, SSE, SSE2,

SSE3, SSE4
MMX, SSE, SSE2,
SSE3, SSSE3

Altivec

Processor Intel Xeon L5630 Intel Atom 330 PPC-970 MP
Technology 32nm 45 nm 90 nm
Clock frequency 2.13 GHz 1.6 GHz 2.2 GHz
Power 40 W 8 W 100 W
Level 1 I-cache 64 KB 32KB
Level 1 D-cache 64 KB 24 KB
Level 2 cache 1MB 1 MB 1 MB
Level 3 cache 12 MB n.a.
Main Memory 24 GB 1.5 GB 4 GB
Operating System Ubuntu Linux kernel

2.6.15.26
Ubuntu Linux kernel
2.6.32-24

SUSE Linux kernel
2.6.16

Compiler GCC-4.0.3 GCC-4.4.3 GCC-4.1.2
Compiler Optimizations -03 -03 -O3

Table 6.6: Experimentation platform
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(b) PPC-970 SIMD version.
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(c) X86-Xeon scalar version
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(d) X86-Xeon SIMD version.
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(e) X86-Atom scalar version
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(f) X86-Atom SIMD version.

Figure 6.2: HD-VideoBench decoding performance

Performance of the Scalar Code

Figure 6.2 shows the performance (in frames per second) of the three codecs under study
on three platforms for both scalar and SIMD versions. As a reference we have included
the lines of 25 and 50 fps real-time performance.

Figures 6.2a, 6.2c and 6.2e show the scalar decoding performance for the PowerPC-
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970, X86-Xeon and X86-Atom systems respectively. In the first two, which are high
performance systems, it is possible to process most of the inputs at 25 fps real-time
except for MPEG-4 and H.264 at FHD. The X86-Atom platform is an interesting case
because it is not able to decode any of the H.264/AVC videos in real-time, even for STD
resolution. The same happens for both MPEG-2 and MPEG-4 at FHD.

Impact of SIMD Optimizations

Figures 6.2b, 6.2d and 6.2f show the SIMD decoding performance for the PowerPC-
970, X86-Xeon and X86-Atom systems respectively. In the case of H.264 decoding on
the PowerPC platform the FFmpeg code was extended with (our) additional SIMD
optimizations, like luma and chroma interpolation for small block sizes.

With SIMD optimizations the high-end X86-Xeon platform is able to decode all the
streams in real-time, H.264/AVC at FHD which gets an average of 36 fps. The PPC-970
is still not able to decode FHD H.264/AVC in real-time obtaining only 15 fps in average.
The x86-Atom architecture with SIMD optimizations can decode H.264/AVC at STD
resolution at 35 fps, but HD (17 fps) and FHD (8 fps) are still below the real-time limit.

Architecture MPEG-2 MPEG-4 H.264/AVC

PPC970 2.37 1 1.22
X86-Xeon 2.22 2.35 1.91
X86-Atom 2.84 2.11 1.88

Table 6.7: Speedup of SIMD optimizations compared to scalar code

The average speedup of SIMD optimizations is shown in Table 6.7. MPEG-2 obtain
more benefit from SIMD optimization basically because it has a more regular data lay-
out. In the opposite side, H.264/AVC has the lesser benefits from SIMD optimizations,
with less than 2X improve in performance for the whole application. The smaller ben-
efits in the PPC-970 are not due to a limitation of the architecture but a lack of SIMD
optimization in the deblocking filter kernel. It is important to note that in this platform
the MPEG-4 codec does not get speedup because the Altivec code of the Xvid codec
does not run on PowerPC 64-bit platforms.

6.7 Summary

We have presented HD-VideoBench, a benchmark devoted to video coding applications
and specialized for High Definition. After a careful examination of existing benchmarks
for multimedia applications, we have found that none of them have all the required
characteristics for a complete benchmark for HD video coding.
HD-VideoBench includes codecs for MPEG-2, MPEG-4 and H.264/AVC standards

based on open source implementations that have been extensively optimized for high
performance. These applications are part of real life programs used in desktop operating
systems. By using this kind of applications, we are ensuring the representativeness of
the benchmark and, at the same time, we allow the researchers to have full access to the
source code. Additionally, we have selected a set of input sequences at HD resolution
with different motion and spatial details. We have also analyzed and provided the coding
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options that are best suited for HD applications. As a result, HD-VideoBench has all
the required characteristics for detailed benchmarking of HD digital video applications.

The benchmark has been tested on three different platforms: two of them are high
performance systems with superscalar processors and the third one is based on a low
power processor for mobile devices.

By using SIMD optimizations it is possible to get some performance improvements.
This allow, for example, the system based on the X86-Xeon processor to process H.264/AVC
at 36 fps for FHD input videos. Although it is possible to get 25 fps real-time with the
latest generation of high performance processors they are not able to scale to higher
resolutions or frame rates.

The other two evaluated architectures are still not able to process H.264/AVC at FHD
in real-time. The x86-Atom architecture, that uses a processor optimized for low power
operation, is the one with the lowest performance, just being able to decode 8 fps for
H.264/AVC at FHD.

The speedups that result from SIMD optimization are in the range of 1.22 up to
1.88 for H.264/AVC. These low values suggest that there are some inefficiencies in the
data handling of SIMD extensions that do not allow to exploit all the potential DLP
efficiently. In the next chapter we will analyze this issue in detail.
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7 Support for Unaligned Accesses in SIMD
Architectures

As it has been shown in the previous chapters, the speedup that can be obtained by
exploiting DLP with SIMD extensions is very low for the H.264/AVC codec. One of the
reasons for this is that most SIMD extensions have a limited memory architecture which
provides access to only contiguous data in memory, with strong alignment restrictions
and a weak support for partial load and stores [53, 226]. These architectures, either do
not provide any hardware support for unaligned accesses or provide it but at the expense
of a big performance penalty. Therefore, the programmer usually ends up taking care
of the alignment in software which, in turn, implies an extra-overhead that reduces or
inhibits the performance gains due to vectorization. Moreover, software optimizations
such as data reorganization become unsuccessful in video codec applications, where
motion estimation (ME) and motion compensation (MC) algorithms and variable block
sizes entail unpredictable alignments.

In this chapter we analyze the performance impact of providing hardware support for
unaligned access in SIMD extensions for video decoding applications using H.264/AVC.
We evaluate an efficient hardware architecture that can deliver high bandwidth and
low latency for unaligned accesses. Software support includes new instructions on top
of the Altivec SIMD extension of the PowerPC architecture. Our results show that
the availability of instructions for unaligned access has an important speed-up in some
kernels, and in some cases they allow the vectorization of other kernels that otherwise
have to be implemented with scalar instructions.

This chapter is organized as follows: First, we present a justification of the mem-
ory alignment issues and we present the problem of alignment in video applications,
including an overview of the existing support for unaligned accesses in current SIMD
extensions. Next, we describe the process of adding support for unaligned memory ac-
cess to the Altivec extension both from hardware and software perspectives. After that,
we depict the methodology used for the experimental evaluation and next, we present
some results in terms of speed-up and reduction in the number of instructions. Finally,
we present our main conclusions.

7.1 Motivation: Impact of Overhead Instructions

In order to illustrate the impact of data alignment in video applications, we present
here a dynamic distribution of instructions of the H.264/AVC decoder on a PowerPC
machine with Altivec SIMD extensions.

Figures 7.1a and 7.1b show the distribution of instructions for the scalar and Altivec
versions respectively. The scalar H.264/AVC decoder is dominated by integer, load and
branch operations which corresponds to 58.5%, 9.8% and 8.1% of instructions respec-
tively. With the Altivec optimization there is an 1.48X reduction in the instruction
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Figure 7.1: Distribution of dynamic instructions for H.264/AVC decoding at FHD
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Figure 7.2: Distribution of Altivec instructions

count, mainly in integer and memory operations.
Figure 7.2 shows the distribution of the Altivec instructions. In the Altivec portion

of the code, there is a significant amount of permutation instructions (perm: 35.6%)
compared to the effective computation ones (simple: 29%, and complex: 11.8%). Per-
mutation instructions are used for re-organizing data to fit properly in SIMD registers.
Most of them are used for performing unaligned accesses and constitute an overhead
that reduces the efficiency of the SIMD vectorization.

7.2 Current Support for Unaligned Accesses in SIMD
Extensions

A memory reference is called misaligned (or unaligned) when it accesses a position
that does not match with the memory access granularity of the processor. In most
SIMD architectures, it is not possible or it has a big performance penalty to access an
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Figure 7.3: Vector load from an unaligned address

unaligned memory position. When there is an attempt to access an unaligned position,
it is necessary to perform a realignment process that consist in, first, to read the aligned
memory word that is located before the unaligned position and shift out the unnecessary
bytes; second, to read the aligned word that is located next to the unaligned position and
discard the unnecessary bytes; and finally, to merge the two parts that were extracted
previously. The realignment process for an unaligned vector load of four elements is
shown in Figure 7.3.

The level of support for unaligned accesses in current SIMD extensions includes vari-
ations from hardware mechanisms that transparently perform the memory accesses,
system exceptions that generates a call to the operating system, and instructions to
do the re-alignment in software. In the domain of high performance general purpose
processors (GPPs) the Intel’s SSE extension is the only one that includes both hardware
support and unaligned exceptions. The initial design of the SSE extension only provides
support for aligned accesses, the instruction MOVDQA (Move Aligned Double Quad-
word) requires that the effective address have to be aligned, and in the opposite case
a general protection fault is generated [246]. The SSE2 extension includes support for
non-aligned accesses by providing the instruction MOVDQU (Move Unaligned Double
Quadword) that allows to load and to store non-aligned 128 bit words. This instruction
was implemented using two 64-bit loads (or stores) and was based on microcode; this
kind of implementation results in big latencies and big performance penalties for un-
aligned accesses that cross cache boundaries. In the SSE3 extension another instruction
was introduced in order to resolve the above mentioned problems [33]. The LDDQU
(Load Unaligned Integer 128 bits) instruction performs a 32-byte load and then per-
forms a shift to extract the corresponding 16 bytes of unaligned data. However this
instruction may reduce performance if the load requires store-to-load forwarding and it
only applies for loads [65].

In other SIMD extensions like Altivec, MIPS and Alpha, the hardware always returns
aligned positions by automatically clearing the lower bits of the effective address. In

91



7.2. CURRENT SUPPORT FOR UNALIGNED ACCESSES

s r c p t r = InputArray ;
LOOP:

al ignmask = v e c l v s l (0 , s r c p t r ) ;
a l i g n e d a = v e c l d (0 , s r c p t r ) ;
a l i gned b = v e c l d (15 , s r c p t r ) ;
una l igned = vec perm ( a l i gned a , a l i gned b , al ignmask ) ;
s r c p t r += s r c S t r i d e ;

END LOOP

(a) Non-unitary stride ((srcStride%16)!=0)

s r c p t r = InputArray ;
al ignmask = v e c l v s l (0 , s r c p t r ) ;
a l i g n e d a = v e c l d (0 , s r c p t r ) ;
LOOP:

a l i gned b = v e c l d (15 , s r c p t r ) ;
una l igned = vec perm ( a l i gned a , a l i gned b , al ignmask ) ;
a l i g n e d a = a l i gned b ;
s r c p t r += 16 ;

END LOOP

(b) Stride-one vectors ((srcStride%16)=0)

Figure 7.4: Altivec alignment code for a vector load

these extensions, it is necessary to load the two adjacent aligned positions and to shift
them in order to extract the unaligned data elements. SIMD extensions differ in the
way they can generate the data necessary for the shift. Nuzman and Henderson call this
value the “realignment token” [174]. The realignment token can be an address, a bit
mask or any other value that is a function of the unalignment of the original address.
The Altivec extension uses an approach in which the realignment token is a vector
mask generated with the LVSL (Load Vector for Shift Left) instruction which is used
in conjunction with the VPERM (Vector Permute) instruction to merge two aligned
vectors and to produce the desired unaligned data [71]. Figure 7.4a shows the necessary
code for re-alignment of a vector load, using Altivec C intrinsics.

In the embedded domain also variations exist. Most Digital Signal Processors (DSP)
architectures traditionally do not provide support for unaligned accesses. The prolifera-
tion of video applications in multimedia devices have prompted the designers to enhance
the memory architecture of DSPs with misaligned accesses support. The recent Trime-
dia TM3270 processor has included support for 32 bit non-aligned loads and stores with
no-stall cycles [252]; previous processors in the Trimedia series produce exceptions when
trying to access a misaligned position. Due to the fact that the TM3270 has only one
load/store unit if the unaligned access crosses a cache line boundary the access may
result in two sequential cache misses. In the TMS320C Texas instruments family of
DSPs, the recent TMS320C64X set of processors includes support for unaligned loads
and stores of 32 and 64 bit values. But when there is an unaligned memory access
one of the two memory ports can not be used for memory operations and the memory
system does not assure that these memory accesses will be atomic [245]. Other DSP
architectures for embedded systems, like the TigerSharc, support accesses to misaligned
positions by using specialized hardware units (like the Data Alignment Buffer) which
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Architecture & unaligned aligned realign realign
SIMD extension load load operation token

IA32 SSE1,2,3,4 movdqu, lddqu movdqa
PowerPC - Altivec lvx vperm lvsl
Cell (PPE) - Altivec lvlx, lvrx
MIPS-rev2 ldl, ldr
MIPS - MDMX luxc1 alnv.ps address
ALPHA ldq u extql, extqh, or address
Trimedia TM3270 ld32r
TI TMS320C64X ldnw

Table 7.1: Support for unaligned loads in different platforms

performs the required aligned loads and shifts [83]. The Cell Broadband Engine has
added two instructions for unaligned load and stores into the PowerPC Processor El-
ement (PPE). Using the load instruction an unaligned load requires three instructions
(one less than original Altivec) but still two more than a single unaligned load [103].
These instructions belong to the critical path of the loop body representing a significant
execution delay. The unaligned store instructions are useful for the leading and trailing
edges of misaligned arrays, but not for unaligned 2-dimensional data structures like in
video codec applications.

Table 7.1 summarizes the unalignment support provided by different architectures
based on the scheme proposed by Nuzman and Henderson and with the addition of
some media processors [174].

The first designs of SIMD ISAs did not include support for unaligned accesses because
it has been taken as an unnecessary addition of complexity, specially for the load/store
pipeline. As a way to overcome the problem of unaligned accesses some architectures,
like PowerPC, included powerful permutation instructions and units that help with
the problems of data reorganization within a vector register. But still, there are some
applications, with video processing being one of the most remarkable one, for those not
having an efficient support for unaligned accesses degrade the performance significantly.
For this kind of applications the extra cost in hardware complexity is more than justified.

Although currently there are processors that include some extent of support for non-
aligned accesses and there are wide consensus about their importance for video appli-
cations, most of the current SIMD architectures that support unaligned accesses have
restrictions and limitations that do not allow an efficient use of the unaligned instruc-
tions in all the cases. These restrictions include: microcode-based operations, short
buses in internal datapaths, short bandwidth to the L1 data cache, partial support for
unaligned instructions that requires several instructions for each memory access, not-
supporting unaligned stores, not being thread safe, causing extra latency for crossing
cache boundaries, requiring a sequential handling of more than one cache miss and
having restrictions in the use of the load store units. Additionally, there is not in the
literature a complete evaluation of the impact of unaligned instructions in SIMD ex-
tensions using contemporary multimedia applications. We have addressed this issues
by providing a high performance and efficient support for both non-aligned loads and
stores and by evaluating their performance impact with the H.264/AVC video codec.
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Realign Shift Realign Shift

Index:

Figure 7.5: Vector load from an unaligned address with stride one

7.2.1 Compiler Optimizations Related to Memory Alignment

As unaligned accesses usually have more latency than aligned ones, the programmer/-
compiler tries to avoid them as much as possible. In some algorithms in which unaligned
accesses cannot be avoided, compile-time optimizations such as loop peeling and static
and dynamic detection of unalignment can still be applied [130, 203]. Additional opti-
mizations exist for stride-one references [72]. Figure 7.4b shows a version of the loop in
figure 7.4a optimized for stride-one streams. In this case, the mask for doing the per-
mutation remains constant and has to be calculated only once. Similarly it is possible
to reuse one of the aligned loads from one iteration to the next one (see Figure 7.5). As
a result the mask generation instructions and one aligned load can be moved out the
loop. (Note that in Altivec a stride-one vector means that the stride is equal to 16).

7.2.2 Unaligned Accesses in Video Applications

In video coding and decoding applications there are unpredictable unaligned memory
references. This is due to the fact that motion estimation and compensation kernels
perform accesses to pixel blocks within a search window. The displacements in the
search window can be arbitrary and results in unpredictable unaligned accesses [196].
Additionally, in video codecs like H.264/AVC that supports variable block size, it is
necessary to perform unaligned stores in order to save those blocks whose size is not
equal to the SIMD register width. In Altivec, 16-bytes of a 16x16 block can be stored
simultaneously to an aligned memory address but for other blocks sizes, like 8x8 or 4x4,
the data is naturally aligned to 8 or 4 bytes but not to 16-bytes requiring to perform
partial stores of unaligned data.

Figures 7.6a and 7.6b show the distribution of unalignment offsets for Altivec loads
for two kernels (luma and chroma interpolation) of the MC stage of the H.264/AVC
decoder using different input videos at different resolutions. The unalignment offsets
are distributed across the full range from 0 (aligned) to 15. These offsets can not be
determined at compile time, and the use of optimizations like loop peeling is not well
suited. Moreover, these accesses are made on a 2-dimensional pattern preventing the
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Figure 7.6: Alignment offsets in H.264/AVC luma and chroma interpolation kernels

use of the compile time optimizations developed for linear streams.
Figures 7.6c and 7.6d show the distribution of unalignment offsets for the Altivec

stores for the same kernels and input sets. Here, the unalignment depends only on
the block size. The offsets are predictable, and loop peeling can be applied efficiently.
The main concern with unaligned stores is that they require a load-store sequence that
can take more than 10 assembly instructions for each store and they are not atomic
which implies that they are not thread safe. Figure 7.7 shows the Altivec intrinsics for
performing an unaligned store. First, there is a sequence of instructions that performs
an unaligned load, then the desired data is inserted into the loaded values, and finally,
the two modified words are stored back to memory.

7.3 Adding Support for Unaligned Loads and Stores

In order to evaluate the impact of unaligned access support we have added SIMD in-
structions for unaligned loads and stores. Complete support for unaligned instructions
requires modifications both in the load/store pipeline of the processor and in the com-
piler tool chain.

The new instructions, called LVXU (load vector unaligned indexed) and STVXU
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dst1 = v e c l d (0 , dst ) ;
dst2 = v e c l d (16 , dst ) ;
dstperm = v e c l v s r (0 , dst ) ;
dstmask = vec perm ( vzero u8 , neg1 , dstperm ) ;
rsum = vec perm (sum , sum , dstperm ) ;
f d s t 1 = v e c s e l ( dst1 , rsum , dstmask ) ;
f d s t 2 = v e c s e l ( rsum , dst2 , dstmask ) ;
v e c s t ( fds t1 , 0 , dst ) ;
v e c s t ( fds t2 , 16 , dst ) ;

Figure 7.7: Altivec alignment code for a vector store

Register Read

Load/Store
Unit

Load/Store
Reorder Buffer

Store queue

Miss queue

L1−D cache

Alignment Network

To L2−cache

32 bytes

16 bytes

Figure 7.8: Load store pipeline of the modeled superscalar processor

(store vector unaligned indexed), have been added to the Altivec SIMD extension. The
instructions are similar to the aligned ones in Altivec; they use indexed addressing but
do not impose any alignment restriction on the effective address.

The new instructions can be used directly in assembler programs and, additionally,
we have added support for them as intrinsics into the GCC 4.0 compiler allowing to
use them in C/C++ programs and leaving the compiler to do the register allocation,
instruction scheduling and other optimizations. Direct support for unaligned accesses
can be very useful for autovectorizing compilers because it simplifies the alignment
detection and correction [174, 72]. Using these instructions, the compiler can find more
loops to apply vectorization that in turn can result in bigger speed-ups. Modifications
to the GCC auto-vectorizer are not part of this work because the selected kernels were
hand optimized for Altivec.

From the processor hardware perspective, it is necessary to adapt the Load Store Unit
(LSU) to include a realignment subsystem and to modify the interconnection between
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Figure 7.9: Realignment unit using a two-bank interleaved cache

the processor and the L1 data cache (D-L1). Figure 7.8 shows the structure of the LSU
with the addition of an alignment network unit. The architecture support for unaligned
memory accesses must be added so that it does not severely impact the latency of aligned
accesses, and has the minimum possible penalty for unaligned ones. Taken that into
account, long latency mechanisms like microcode expansion must be avoided and the
bandwidth of the D-L1 must be adapted to the vector accesses. Most of current SIMD
implementations use ports to the L1 that have half of the vector width, thus having to
perform two or more access to the L1 for each vector reference [102, 191].

The alignment network unit can be designed using a two-bank interleaved cache, so
that two consecutive cache lines can be accessed simultaneously, and therefore a whole
stride-one vector access, overlapped over two different cache lines, can be performed.
This scheme requires three building blocks: an interchange switch, since it may be
needed to swap the two cache lines, a shifter to align the lines accessed to the initial
address, and a logic to mask the unused data based on the unalignment offset [54] (see
figure 7.9). Using this scheme, the unaligned load can be performed in one cycle and the
store requires an additional cycle because it first needs to shift and mask the data from
the vector register and then to swap the partition for the two cache banks [202, 190].
Using such a scheme does not impose any of the restrictions that most of the current
processors that support non-aligned access have. First, there is not a cache line boundary
penalty because there are two parallel accesses to the multi-bank cache. Neither are there
forwarding restrictions with respect to the other memory operations, and the unaligned
accesses are atomic from the processor perspective.

7.4 Methodology

For our experiments we have selected the Altivec/VMX extension of the PowerPC ar-
chitecture. Altivec is representative of the current SIMD extensions and the results
presented here can be extended to other SIMD extensions as well.

To conduct the experiments we are using a trace-driven simulation methodology using
the IBM MET tools, that include an instruction emulator and trace generator based on
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Configuration Parameter
2-way 4-way 8-way

In-order Out-of Out-of
Order Order

Width
Fetch-Rename-Dispatch 2 4 8
Retire 4 6 12
Inflight 80 160 255

Units

FX 2 3 6
FP, LS, BR, VI 1 2 4
VPERM, VCMPLX 1 1 2

PhysRegs GPR, FPR, VPR 60 80 128

Queues

BR Issue 5 12 40
Issue: 10 20 40
Retire 80 128 160
Ibuffer 12 24 48

D-cache
Read Ports 1 2 4
Write Ports 1 1 2
Mis Max 2 4 8

L1-D
Size 32KB
Line Size 128B
Associativity 2

L1-I
Size 32KB
Line Size 128B
Associativity 1

L2-(I+D)

Size 1MB
Line Size 128B
Associativity 8
Latency 12 cycles

Main Memory Latency 250 cycles

Table 7.2: Processor configurations used in simulation analysis

the Aria dynamic instrumentation tool, and a cycle-accurate processor simulator based
on the Turandot simulator [165].

The applications and kernels are programmed using Altivec intrinsics and compiled
with the GCC-4.0.2 compiler [215]. The GCC compiler and GNU assembler have been
modified to include intrinsics and opcodes for the new instructions under study. Traces
are collected by running the applications on the AIX-5.2 operating system using an
Aria based instruction emulator. The execution trace contains PowerPC, Altivec and
the new instructions added for unaligned accesses.

We have defined three different processor configurations for the simulations. The first
one is a 2-way in-order processor that is somewhat similar to some current embedded
media processors like the Cell SPE. The other two configurations are a 4-way and
an 8-way out-of-order superscalar processors with a microarchitecture similar to the
IBM Power-4 processor with the addition of the Altivec pipeline [243]. The general
architecture of the processor is depicted in Figure 7.10. The three configurations have
the same number of pipeline stages and the same configuration of the branch predictor
and memory hierarchy. The basic parameters of the modeled processors are described
in table 7.2.

For our experiments we have used the H.264/AVC decoder and input sequences from
the HD-VideoBench benchmark that have been described in Chapter 6.
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Figure 7.10: General microarchitecture of the simulated processors

Instr. x 1000 Total Int. Load Store Bran- Altivec Altivec Altivec Altivec Altivec
ches Load Store Simple Compl. Perm.

LUMA 16×16
scalar 9,926 6,437 2,693 676 120 0 0 0 0 0
altivec 1,999 269 9 10 85 244 106 564 128 584
unaligned 1,438 155 2 3 51 135 50 564 128 350
CHROMA 8×8
scalar 2,110 1,439 514 132 25 0 0 0 0 0
altivec 489 108 6 12 34 63 16 64 64 122
unaligned 388 79 6 12 23 40 16 48 64 100
IDCT 4×4
scalar 4,984 3,074 1,121 608 181 0 0 0 0 0
altivec 2,090 532 49 48 105 112 64 448 0 732
unaligned 1,960 530 49 48 53 112 64 448 0 656
altivec mat 1,980 486 177 32 105 256 64 128 256 476
mat unaligned 1,832 450 177 32 53 256 64 128 256 416

Table 7.3: Dynamic instruction count for H.264/AVC kernels (thousands of instructions)

7.5 Performance Evaluation

In order to isolate the effects of unaligned instructions we have extracted some of
the most important kernels of the H.264/AVC decoder including: luma interpolation,
chroma interpolation, and inverse transform (IDCT). We have implemented all these
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kernels for three different block sizes including 16x16, 8x8 and 4x4 pixels. The deblock-
ing filter is an excellent candidate to benefit from unaligned memory access support but
at the time of doing these experiments the Altivec version were not yet complete. An
analysis of SIMD optimization of the deblocking filtering is presented in [22].

We have evaluated three different implementations of each of these kernels. The first
one is a scalar implementation using integer instructions, the second one is the SIMD im-
plementation using Altivec instructions, and the third one is the Altivec implementation
extended with unaligned accesses.

7.5.1 Dynamic Instruction Count

Table 7.3 shows the dynamic instruction count for 1000 executions of each kernel for
one block size per kernel (the results for other block sizes are not shown due to space
constraints). When comparing the scalar and plain Altivec versions, we appreciate a
large reduction in the total number of executed instructions due to vectorization. When
comparing the Altivec and the extended Altivec versions, we observe that the use of the
new unaligned instructions adds an additional reduction (on average for all the block
sizes) of 33.4%, 22.6%, and1.8% for the luma, chroma and IDCT kernels respectively.

The most important instruction reduction comes from the elimination of memory
and permutation instructions. But the use of unaligned instructions not only reduces
the Altivec memory operations, but also the integer arithmetic and integer load and
store instructions, due to the elimination of some pointer arithmetic necessary in the
realignment code. Additionally, a number of branches are also eliminated from the
Altivec version, because in kernels like chroma interpolation there are branches that
depend on the unalignment offset of the address. But, in kernels like IDCT, in which all
the input data is properly aligned by rearrangements in the source code, the impact of
unaligned instructions only contributes to a small reduction of permutation instructions
that are used in the final load-add-store sequence. Additionally, in some kernels there
is an additional elimination of branches that were used for peeling the loops in the
final store sequence and which are possible to replace with a single unaligned load-store
sequence.

7.5.2 Kernels Speedup

In order to analyze the potential and upper-bound speedups we have made an exper-
iment in which the unaligned accesses have the same latency than the aligned ones.
For our architecture that means that they will have a latency of 4 cycles for a D-L1
hit. These results can be taken as an upper-bound of the speed-up achievable with un-
aligned instructions. The actual values for our proposed realignment network are shown
in the next section, but it is important to note that more aggressive implementations
are possible in embedded systems (such as the one in the Trimedia-TM3270) in which
unaligned accesses are implemented with no stall cycles at all.

Figure 7.11 shows the speed-up in the execution time for all the kernels under study.
All the values are normalized to the 2-way scalar version. For the Luma interpolation
kernels (fig 7.11a), the Altivec version with unaligned instructions exhibits a 1.9X, 2.6X
and 2.1X speed-up for the 16x16, 8x8 and 4x4 block sizes respectively. It is worth to re-
mark that as the block size decreases the overhead of the realignment code in the Altivec
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Figure 7.11: Speedup in kernels with support for unaligned load and stores

version increases. In the 4x4 case, the scalar implementation has better performance
than the Altivec one. In this case, the use of unaligned instructions helps to eliminate a
lot of overhead inside the main loop of the interpolation routine, thus allowing to obtain
a important speed-up for a kernel that otherwise would not be vectorized.

The chroma interpolation kernel has an average speed-up of 1.1X and 1.25X for the
8x8 and 4x4 sizes respectively. It should be noted that due to the YUV 4:2:0 chroma
sub-sampling scheme, used by most current video codecs (included H.264/AVC), the
size of the chroma blocks is 8x8, 4x4 and 2x2 pixels. The 2x2 block is not included
because the available DLP is very limited.

We have evaluated three versions of the IDCT. The first one is the factorized algorithm
for the 4x4 block size, in which the speed-up is 1.07X. The second one is based on a
matrix product (4x4 altivec mat version) algorithm and has a speed-up of 1.09X [272].
Finally there is the 8x8 factorized transform in which the speed-up is 1.06X. The impact
of unaligned instructions in the IDCT is minimal because, as noted before, the input
data structures are properly aligned in software. The unaligned store instruction is
useful here for performing partial load and stores required in the output sequence.

7.5.3 Impact of the Latency of Unaligned Load and Stores

The evaluations in the previous section were done assuming that unaligned instructions
had the same latency as the aligned ones (i.e 4 cycles in all the processor configurations).
In order to analyze the effects of the latency of the hardware realignment network, we
have performed an experiment in which the latency of the unaligned loads and stores is

101



7.5. PERFORMANCE EVALUATION

-0.5

 0

 0.5

 1

 1.5

 2

luma16x16 luma8x8 luma4x4 chroma8x8 chroma4x4
S

p
e

e
d

-u
p

equal
+1 cycle

+2 cycle
+4 cycle

+6 cycle

(a) Luma kernel

0.95

1

1.05

1.1

1.15

8x8 4x4 4x4_mat

S
p

e
e

d
-u

p

equal
+1 cycle

+2 cycle
+4 cycle

+6 cycle

(b) IDCT kernel

Figure 7.12: Performance impact of latency of unaligned load and stores. Baseline is a
system with an equal latency for aligned and unaligned accesses

increased by 1, 2, 4 and 6 extra cycles with respect to the original ones. The resultant
speedups compared to the original Altivec implementation are shown in Figure 7.12.
Due to space constraints, we only present results for the 4-way processor configuration.
Results for 2-wide and 8-wide configurations follow the same pattern.

Luma interpolation is the more insensitive kernel to the latency increase. With one
extra cycle, the speed-up decreases only 1.9% on average for the three block sizes. With
six extra cycles of latency, the speed-up decreases by 13.2% but still achieves a 1.8X
speed-up over the Altivec version.

Chroma interpolation, on the other hand, is more sensitive to the latency of the
unaligned load and stores, mainly in the 8x8 block size. The speed-up reduction is very
similar to that of the Luma interpolation kernel, ranging from 3.8% for one extra cycle
to 17% for 6 extra cycles. But, for the 8x8 block size, when the latency increase in 8
cycles or more, the execution time becomes worse than the original Altivec version. For
the 4x4 case, although there is a performance penalty with the latency increase, the use
of unaligned instructions results in speed-ups even with high latencies.

In the IDCT kernel the increase of latency affects only a few unaligned memory
operations used in the final load-add-store sequence. The latency increase has a bigger
impact in the 8x8 version because it has more dependent load and stores in the output
sequence. It is important to note that the matrix algorithm not only has a bigger speed-
up than the factorized version but additionally tolerates better the latency increase; the
speed-up decreases 0.64% (1.09X) and 7.62% (1.02X) with one and 6 more cycles of
latency respectively.
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Summarizing, most of the kernels that use unaligned memory instructions exhibit
considerable speed-ups when compared to the original Altivec version until the point
where we double the memory latency. Using the proposed hardware design, it is possible
to perform a load with just one extra cycle of latency and a store with two cycles (that
means 5 and 6 cycles respectively). In such a case, most of the kernels under study
achieve a significant speed-up with respect to the original Altivec version.

7.5.4 Complete Application Speedup

Based on a profiling analysis of the H.264/AVC decoder presented in Chapter 5, we
estimated the impact of the unaligned memory instructions on the complete application.
Figure 7.13 shows a profiling of the H.264 decoder for the scalar, Altivec, and Altivec
with unaligned instructions implementations.

The code optimized using unaligned instructions ranges from 1.16X to 1.23X faster
compared to the Altivec version. The average speedup is 1.20X compared to the Altivec
version, and 1.49X compared to the scalar version. It is important to mention that the
deblocking filter has not been optimized with Altivec and accounts for more than 25%
of the execution time but it can also benefit from unaligned accesses.

7.6 Summary

We have evaluated the performance impact of extending current SIMD ISAs with in-
structions for unaligned memory accesses for video codec applications. We have shown
that for these kind of applications (but not limited to them) there is a big overhead for
the SIMD memory accesses due to presence of unpredictable unaligned memory refer-
ences. We have shown that this overhead comes from the additional instructions that
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are necessary for doing the data realignment in software.
We conclude that instructions for unaligned memory accesses are extremely useful

for media SIMD extensions because they allow a significant reduction of the memory
access overhead, allow vectorization of codes in which it is necessary to access small
amount of data with low latency, and because they also lead to an easier SIMD software
development. We also support the approach of having both types of instructions, aligned
like in the original Altivec, and unaligned like those evaluated in this study. The original
aligned instructions can be used when the alignment is predictable or known at compile
time and, in turn, they can be used as a hint to the processor in order to optimize the
memory accesses when all the data is aligned.

Other related instructions that can increase the performance of video codec applica-
tions are partial load and stores. They are useful for reducing the overhead for loading
small data structures like 4x4 blocks.
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8 Thread-level Parallelism in Video
Decoding

Our previous results have shown that the use of SIMD extensions are insufficient to pro-
vide the performance required to process high quality video in real-time. Additionally,
the “multi-wall” (problem described Chapter 1) imposes substantial restrictions on the
increase of single thread performance. With the trend towards multicore architecture
the main way to obtain performance from new processor architectures is with the ex-
ploitation of Thread-Level Parallelism (TLP). As a consequence, performance scalability
depends on the ability to extract enough TLP from the video decoding applications to
use architectures with multi- or many-cores.

In this chapter, we analyze the parallel scalability of video decoding with a special
emphasis on H.264/AVC decoding. First, we present the different alternatives that exist
for exploiting TLP. We present a detailed analysis of different function- and data-level
decomposition approaches. We show that all proposed parallelization strategies such as
slice-level, frame-level, and intra-frame macroblock level parallelism, are not sufficiently
scalable for future manycore architectures.

Based on a detailed observation of intra- and inter-frame MB-level data dependencies
we propose a new parallelization strategy called Dynamic 3D-Wave. It allows certain
MBs of consecutive frames to be decoded in parallel. Using real movie sequences we find
a maximum MB parallelism ranging from 4000 to 9000. The results show that H.264
exhibits sufficient parallelism to exploit the capabilities of future manycore CMPs1.

8.1 Function-level Decomposition

In a function-level decomposition the functional partitions of the algorithm are assigned
to different processors. As it was shown in Figure 2.5, the process of H.264/AVC de-
coding consists of performing a series of operations on data elements that come from
the coded input bitstream. Some of these tasks can be done in parallel. For example,
Inverse Quantization (IQ) and Inverse Transform (IDCT) can be done in parallel with
Motion Compensation (MC). Figure 8.1a shows a possible mapping of the main func-
tional tasks to a 3-processor system. One processor is in charge of Entropy Decoding
(ED), IQ and IDCT; another one of the prediction stage (MC or IntraP); and a third
one is responsible for the deblocking filter; and additional processor, not shown in figure,
is required for general control and synchronization.

Function-level decomposition requires significant communication between the differ-
ent tasks in order to move the data from one processing stage to the other, and this
may become the bottleneck. This overhead can be reduced using double buffering and

1This work has been done in cooperation with Cor Meenderink and Arnaldo Azevedo from TU Delft.
We include explicit comments when some results are taken from their work
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(a) Function-level decomposition

(b) Data-level decomposition

Figure 8.1: Parallelization strategies

blocking to maintain the piece of data that is currently being processed in cache or local
memory. Additionally, synchronization is required for activating the different modules
at the right time.

The main drawbacks, however, of function-level decomposition are load balancing and
scalability. Balancing the load is difficult because the time to execute each task is not
known a priori and depends on the data being processed. In a function-level pipeline the
execution time for each stage is not constant and some stage can block the processing
of the others. Scalability is also difficult to achieve. If the application requires higher
performance, for example by going from standard to high definition resolution, it is
necessary to re-implement the task partitioning and at some point it could not provide
the required performance for high throughput demands.
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8.2 Data-level Decomposition

In a data-level decomposition the work (data) is divided into smaller parts and each one
is assigned to a different processor. Figure 8.1b shows a possible distribution of the input
data into three equal processors. Each processor runs the same program on multiple
(different) data elements (SPMD). In H.264/AVC, data decomposition can be applied
at different levels of the data structure (see Figure 2.3), which goes down from Group of
Pictures (GOP) to frames, slices, macroblocks, and finally to variable sized pixel blocks.
Data-level parallelism can be exploited at each level of this data hierarchy, each one
having different constraints and requiring different parallelization methodologies.

8.2.1 GOP-level Parallelism

The coarsest grained parallelism is at the GOP level. H.264/AVC can be parallelized
at the GOP-level by defining a GOP size of N frames and assigning each GOP to
a processor. GOP-level parallelism requires to have access and store all the frames
that are part of different GOPs. On the one hand this requires a lot of memory for
storing both the compressed and uncompressed data, and on the other hand, it results
in a very high latency that cannot be tolerated in some applications. This scheme is
therefore not well suited for multicore architectures in which the memory is shared by
all the processors and for low latency applications like video conferencing and network
streaming.

Scalability of GOP level parallelism in the video decoder depends on ratio of I-frames
(that defines the GOP size) which is defined by the encoder. A common value is 4
I-frames per second or less, and usually this ratio change with the input content.

8.2.2 Frame-level Parallelism for Independent Frames

After GOP-level there is frame-level parallelism. In a sequence of frames inside a GOP
(see Figure 2.4), some frames are used as reference for other frames (like I and P frames)
but some frames (the B-frames in this case) might not. Thus in this case the B-frames
can be processed in parallel. To do so, a control processor has to parse the frame
headers, identify the independent frames and assign them to different processors.

Frame-level parallelism has scalability problems due to the fact that usually there are
no more than two or three B-frames between P frames. This limits the amount of TLP to
a few threads. However, the main disadvantage of frame-level parallelism is that, unlike
previous video standards, in H.264/AVC B-frames can be used as reference [79]. In such
a case, if the decoder wants to exploit frame-level parallelism, the encoder cannot use
B-frames as reference. This might increase the bitrate, but more importantly, encoding
and decoding are usually completely separated and there is no way for a decoder to
enforce its preferences to the encoder.

8.2.3 Slice-level Parallelism

In H.264/AVC, and in most current hybrid video coding standards, each frame can be
partitioned into one or more slices. Slices have been included in order to add robustness
to the encoded bitstream in the presence of network transmission errors. In order to
accomplish this, slices in a frame are completely independent from each other. That
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Figure 8.2: Bitrate increase due to slices for 1088p25 inputs.

means that no content of a slice is used to predict elements of other slices in the same
frame, and that the search area of a dependent frame can not cross the slice bound-
ary [256, 233]. Although support for slices have been designed for error resilience, it can
be used for exploiting TLP because slices in a frame do not have data dependencies.
The main advantage of slices is that they can be processed in parallel without ordering
constraints and with minimal inter-thread synchronization.

However, there are some disadvantages associated with exploiting TLP at the slice
level. The first one is that the number of slices per frame is determined by the encoder.
That poses a scalability problem for parallelization at the decoder. If there is no control
of what the encoder does then it is possible to receive sequences with one (or few) slice(s)
per frame, with a corresponding reduction in the parallelization opportunities.

Furthermore, although slices are completely independent of each other, H.264/AVC
includes a deblocking filter that can be applied across slice boundaries. This is an option
that is selectable by the encoder, but means that even with an input sequence with
multiple slices the deblocking filter crosses slice boundaries, and the filtering process
should be performed after the frame processing in a sequential order. This greatly
reduces the speedup that could be achieved with slice-level parallelism.

Another problem is load balancing. Usually slices are created with the same number
of MBs, and thus can result in an imbalance at the decoder because some slices are
decoded faster than others depending on the input content.

Finally, the main disadvantage of slices is the bitrate increase. This is due to the fact
that it limits the number of macroblocks that can be used for prediction (motion vector
prediction and intra-prediction); it reduces the time that the arithmetic coder has for
adapting context probabilities, and finally, it increases the number of headers and start
code prefixes used to signal the presence of slices in the bitstream [236].

Figure 8.2 shows the increase in bitrate due to the increase in the number of slices for
four different input videos at FHD resolution. The quality is maintained constant at 40
PSNR. When the number of slices increases from one to eight, the increase in bitrate is
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Figure 8.3: Data dependencies at the macroblock level

less than 10%. When going to 32 slices the increase ranges from 3% to 24%, and when
going to 64 slices the increase ranges from 4% up to 34%. This increase in the bitrate is
unacceptable because in some cases it is in the same range than the compression gains
of H.264/AVC compared to previous video coding standards. As a consequence, a large
number of slices is not possible.

As shown in the figure, the increase in bitrate depends heavily on the input content.
The riverbed sequence has a higher density of I-macroblocks, and thus has a large
absolute bitrate compared to the other three sequences. Thus, the relative increase in
bitrate is much lower than the others. A side consequence can be derived: input videos
with poor motion compensation performance can use large number of slices and benefit
from a slice-level parallelization.

8.2.4 Macroblock-level Parallelism

The next level in the data hierarchy is the MB. However MBs have intra- and inter-frame
dependencies that restrict the processing order and therefore the amount of parallelism
that can be extracted. MB-level parallelism can be exploited inside a frame if the
dependencies at different kernels within the frame are satisfied. Additionally, MB-
level parallelism can be extracted between frames if, in addition to the intra-frame
dependencies, inter-prediction dependencies are satisfied. Below we will describe both
approaches in detail.

Macroblock-level Parallelism in the Spatial Domain (2D-Wave)

To exploit parallelism between MBs inside a frame it is necessary to take into account the
dependencies between them. In H.264/AVC, motion vector prediction, intra-prediction,
and the deblocking filter use data from the left, top, and right-top MBs as shown in
Figure 8.3. Usually, MBs in a slice are processed in scan order, which means starting
from the top left corner of the frame and moving to the right, row after row. In this
way, MB dependencies are naturally preserved. Processing MBs in a diagonal wavefront
manner satisfies all the dependencies and, at the same time, allows to exploit parallelism
between MBs. We refer to this parallelization technique as 2D-Wave.
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Resolution Max. Par. MBs

QCIF 176×144 6
CIF 352×288 11
SD 720×576 23
HD 1280×720 40
FHD 1920×1088 60

Table 8.1: Maximum parallel MBs for several resolutions using the 2D-Wave approach

Figure 8.4a depicts an example of QCIF frame (11×9 MBs, 172×144 pixels). After
some initial ramp-up, 6 MBs can be processed in parallel. The figure also shows the
dependencies that need to be satisfied in order to process each of the parallel MBs.
The number of independent MBs in each frame depends on the resolution. Table 8.1
shows the number of independent MBs for different resolutions. For a low resolution
like QCIF there are only 6 independent MBs during 4 time slots. For FHD there are
60 independent MBs during 9 slots of time. Figure 8.4b depicts the available MB
parallelism over time for the three resolutions under study, assuming that the time to
decode a MB is constant.

MB-level parallelism in the spatial domain has some advantages over other schemes
for parallelization of H.264. First, this scheme can have a relatively good scalability.
As shown before, the number of independent MBs increases with picture resolution.
Second, it is possible to achieve a good load balancing if a dynamic scheduling system is
used. That is due to the fact that the time to decode a MB is not constant and depends
on the data being processed. Load balancing could take place if a dynamic scheduler
assigns a MB to a processor once all its dependencies have been satisfied. Additionally,
because in MB-level parallelization all the processors/threads run the same program the
same set of software optimizations (for exploiting ILP and SIMD) can be applied to all
processing elements.

However, this kind of MB-level parallelism has some disadvantages. The first one is
the fluctuating number of independent MBs (see Figure 8.4) causing underutilization
of cores and decreased total processing rate. The second disadvantage is that entropy
decoding cannot be parallelized at the MB level. MBs of the same slice have to be
entropy decoded sequentially, which means that only after entropy decoding has been
performed the parallel decoding of MBs can start. If entropy decoding is accelerated with
specialized hardware, MB-level parallelism could still provide benefits. This problem is
considered in detail later.

Macroblock-level Parallelism in the Temporal Domain

In the decoding process the dependency between frames is due to the Motion Compen-
sation (MC) module only. In this stage, the reconstruction of the MB is done using
a reference area in a previous frame pointed by a motion vector (MV). MV length is
limited by two factors: the H.264/AVC level and the motion estimation algorithm. The
H.264/AVC level defines, amongst others, the maximum length of the vertical compo-
nent of the MV which are 512 pixels vertical and 2048 pixels horizontal [92]. In practice,
the motion estimation algorithm defines a maximum search range of dozens of pixels,
because a larger search range is very computationally demanding and provides only a
small benefit [196].
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Figure 8.4: MB parallelism for a single frame using the 2D-Wave approach

When the reference area has been decoded it can be used by the referencing frame.
Thus it is not necessary to wait until a frame is completely decoded before decoding
the next frame. The decoding process of the next frame can start after the reference
areas of the reference frames are decoded. Figure 8.5 shows an example of two QCIF
frames where the second depends on the first. MBs are decoded in scan order and one
at a time. The figure shows that one MB in the frame i + 1 depends on a region that
covers 4 MBs in the frame i. After those reference MBs have been decoded, the MB in
the frame i+ 1 can be decoded even though frame i is not completely decoded.

The main disadvantage of this scheme is the relatively limited scalability. The number
of MBs that can be decoded in parallel is inversely proportional to the length of the
vertical motion vector component. Thus for this scheme to be beneficial the encoder
should be enforced to heavily restrict the motion search area which in far most cases
is not possible. Assuming it would be possible, the minimum search area is around 3
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Figure 8.5: MB-level parallelism in the temporal domain in H.264/AVC

MB rows: 16 pixels for the co-located MB, 3 pixels at the top and at the bottom of the
MB for sub-sample interpolations and some pixels for motion vectors (at least 10). As
a result the maximum parallelism is 14, 17 and 27 MBs for STD, HD and FHD frame
resolutions respectively.

The second limitation of this type of MB-level parallelism is poor load-balancing
because the decoding time for each frame is different. It can happen that a fast frame is
predicted from a slow frame and can not decode faster than the slow frame and remains
idle for some time.

Finally, this approach works well for the encoder who has the freedom to restrict the
range of the motion search area. In the case of the decoder the motion vectors can have
large values (even if the user ask the encoder to restrict them as we will show later) and
the number of frames that can be processed in parallel is reduced.

This approach has been implemented in the X264 open source encoder [259]. In
this case the encoder limits the vertical motion search range in order to allow a next
frame to start the encoding before the current one completes. This approach does
not include macroblock-level parallelism and thus only one macroblock per frame at a
time is encoded/decoded. Figure 8.6 shows the performance of the X264 encoder in a
ccNUMA multiprocessor (SGI Altix with Itanium 2 processors) for the blue sky FHD
input sequence. As a reference, the frame per second results are also displayed. With
4 threads the speedup is 3.48X (efficiency of 87%), with 16 threads speedup is 11.34X
(efficiency of 71%) and with 32 threads the speedup is 16.4X (efficiency of 52%) a point
from which the performance improvement is saturated.

Combining Macroblock-level Parallelism in the Spatial and Temporal Domains
(3D-Wave)

None of the single approaches described in the previous sections scales to future many-
core architectures containing 100 cores or more. There is a considerable amount of
MB-level parallelism, but in the spatial domain there are phases with a few indepen-
dent MBs, and in the temporal domain scalability is limited by the height of the frame.

In order to overcome these limitations it is possible to exploit both temporal and spa-
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Figure 8.6: Parallel scalability of X264 encoder on an Itanium2 ccNUMA multiprocessor
using temporal MB-level parallelism

tial MB-level parallelism. Inside a frame, spatial MB-level parallelism can be exploited
using the 2D-Wave scheme mentioned previously. And between frames temporal MB-
level parallelism can be exploited simultaneously. Adding the inter-frame parallelism
(time) to the 2D-Wave intra-frame parallelism (space) results in a combined 3D-Wave
parallelization.

3D-Wave decoding requires a scheduler for assigning MBs to processors. This schedul-
ing can be performed in a static or a dynamic way. Static 3D-Wave exploits temporal
parallelism by assuming that the motion vectors have a restricted length, based on that
it uses a fixed spatial offset between decoding consecutive frames. Although this ap-
proach is suitable for the encoder, it is not so much for the decoder. As it is the encoder
that determines the MV length, the decoder has to assume the worst case scenario and
a lot of parallelism would be unexploited.

Our proposal is the Dynamic 3D-Wave approach, which to the best of our knowledge
has not been reported before. It uses a dynamic scheduling system in which MBs are
scheduled for decoding when all the dependencies (intra-frame and inter-frame) have
been satisfied. Figure 8.7). The Dynamic 3D-Wave system results in a better thread
scalability and a better load-balancing. A more detailed analysis of the Dynamic 3D-
Wave is presented in Section 8.4.

8.2.5 Block-level Parallelism

Finally, the finest-grained data-level parallelism is at the block-level. Most of the com-
putations of the H.264/AVC kernels are performed at the block level. This applies, for
example, to the interpolations that are done in the motion compensation stage, to the
IDCT, and to the deblocking filter. This level of data parallelism maps well to SIMD
style of computation [272, 221, 12, 139]. SIMD parallelism is orthogonal to the other
levels of parallelism described above and because of that it can be mixed, for example,
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Figure 8.7: 3D-Wave strategy: intra- and inter-frame dependencies between MBs for
two QCIF frames

with MB-level parallelization to increase the performance of each thread.
A possible form of block-level parallelism not considered in this work could consist

on decoding blocks within a MB in parallel. For example, if a MB consists of 4 8 × 8
blocks, those blocks can be processed independently provided that their dependencies
are satisfied. The main limitations of this strategy are the scalability and load balancing
because the number of blocks in a MB depends on the input content and the operations
inside each block can be different. Additionally, this fine-grain form of parallelism can
suffer more from threading overhead. A similar approach could be the exploitation
of parallelism in color structure. Processing of Luma and two Chroma blocks can be
done independently. This form of parallelism can be used to increase the scalability
of MB-level parallelism, for example by doing MB-level parallelization across cores and
color-level parallelization inside each core with multithreading capabilities.

8.3 Parallel Scalability of the Static 3D-Wave

In the previous section we suggested that using the 3D-Wave strategy for decoding H.264
would reveal a large amount of parallelism. We also mentioned that two strategies are
possible: a static and a dynamic approach. Zhao and Liang used a method similar to the
Static 3D-Wave for encoding H.264 which so far has been the most scalable approach to
H.264 coding. However, a limit study to the scalability of this approach is lacking. In
order to compare our dynamic approach to this, in this section we analyze the parallel
scalability of the Static 3D-Wave.2.

The Static 3D-Wave strategy assumes a static maximum MV length and thus a static
reference range. Figure 8.8 illustrates the reference range concept, assuming a MV range
of 32 pixels. The orange MB in Frame i + 1 is the MB currently considered. As the
MV can point to any area in the range of [-32,+32] pixels, its reference range is the red

2The text and results in this section are based mainly in the work of A. Azevedo from TU Delft and
are presented here for completeness of this chapter
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Figure 8.8: Reference range example: read area on frame i is the reference range of the
current MB of frame i+1

area in Frame i. In the same way, every MB in the wave front of Frame i + 1 has
a reference range similar to the presented one, with its respective displacement. Thus,
if a minimum offset, corresponding to the MV range, between the two wavefronts is
maintained, the frames can be decoded in parallel.

8.3.1 Estimating the Maximum Parallelism

For calculating the number of parallel MBs it is assumed that processing a MB requires
one time slot. This is a simplification that helps to estimate the upper bound of paral-
lelism. In reality, different MBs require different processing times and this reduces the
parallel scalability. Furthermore, the following conservative assumptions are made to
calculate the amount of MB parallelism. First, B frames are used as reference frames.
Second, the reference frame is always the previous one. Third, only the first frame of
the sequence is an I-frame. These assumptions represent the worst case scenario for the
Static 3D-Wave.

The number of parallel MBs is calculated as follows. First, we calculate the MB
parallelism function for one frame using the 2D-Wave approach, as in Figure 8.4. Next,
given a MV range, we determine the required offset between the decoding of two frames.
Finally, we added the MB parallelism function of all frames using that offset.

Formally, let h0(t) be the MB parallelism function of the 2D-Wave inside frame 0.
The MB parallelism function of frame i is computed as hi(t) = hi−1(t−offset) for i > 1.
The MB parallelism function of the total Static 3D-Wave is given by H(t) =

∑
i hi(t).

The offset is calculated as follows. For motion vectors with a maximum length of 16
pixels, it is possible to start the decoding of the second frame when the MBs (0,0), (0,1),
(1,0), and (1,1) of the first frame have been decoded. Of these, MB (1,1) is the last one
decoded. Thus, the next frame can be started decoding at time slot T5, resulting in an
offset of 4 time slots. Similarly, for maximum MV ranges of 32, 64, 128, 256, and 512
pixels, we find an offset of 7, 13, 25, 49, and 97 time slots, respectively. In general, for

115



8.3. PARALLEL SCALABILITY OF THE STATIC 3D-WAVE

 0

 500

 1000

 1500

 2000

 0  100  200  300  400  500  600  700

P
a

ra
ll
e

l 
m

a
c
ro

b
lo

c
k
s

Time

MV  16

MV  32

MV  64

MV 128

MV 256

MV 512

Figure 8.9: Static 3D-Wave: number of parallel MBs for FHD resolution using several
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MV range
Max. Par. MBs Max Frames-in-flight

SD HD FHD SD HD FHD

512 - 40 91 - 2 3
256 34 76 169 3 4 6
128 66 145 328 5 7 11
64 126 277 629 9 13 20
32 232 515 1166 17 24 37
16 414 900 2040 29 42 64

Table 8.2: Static 3D-Wave: maximum MB parallelism for several MV ranges and all
three resolutions.

a MV range of n pixels, (dn/16e MBs) the offset is 1 + 3× dn/16e time slots.

8.3.2 Theoretical Results

We investigate the maximum amount of available MB parallelism using the Static 3D-
Wave strategy. For each resolution we applied the Static 3D-Wave to MV ranges of 16,
32, 64, 128, 256, and 512 pixels. The range of 512 pixels is the maximum vertical MV
length allowed in level 4.0 (HD and FHD) of the H.264/AVC standard.

Figure 8.9 depicts the amount of MB-level parallelism as a function of time, i.e., the
number of MBs that could be processed in parallel in each time slot for a FHD sequence
using several MV ranges. The graph depicts the start of the video sequence only. At
the end of the movie the MB parallelism drops similar as it increased at startup. For
large MV ranges, the curves have a small fluctuation which is less for small MV ranges.

The shape of the curves for SD and HD resolutions are similar and, therefore, are
omitted. Instead, Table 8.2 presents the maximum MB parallelism for all resolutions.
The table also includes the required number of frames-in-flight for achieving the corre-
sponding number of independent MBs.

116



CHAPTER 8. THREAD-LEVEL PARALLELISM IN VIDEO DECODING

HD FHD

MBs frames mv max mv avg MBs frames mv max mv avg

rush hour 2831 139 435 1.8 6133 218 441 2.2
riverbed 4579 228 496 2.2 9169 304 569 2.6
pedestrian 2807 151 554 11 4851 242 554 9.9
blue sky 2873 140 298 5.1 7327 253 498 5.6

Table 8.3: Maximum available MB parallelism, and frames in flight for normal encoded
movies. Also the maximum (mv max) and the average (mv avg) motion vectors (in
square pixels) are stated.

The results show that the Static 3D-Wave offers a huge parallelism if the MV length is
restricted to a small value and if a high number of frames in flight is allowed. However,
in most cases these restrictions cannot be guaranteed and the maximum MV length has
to be considered. In such a case, the parallelism drops significant towards the level of
the 2D-Wave. The difference is that the Static 3D-Wave has a sustained parallelism
while the 2D-Wave approach has little parallelism at the beginning and at the end of
processing a frame.

8.4 Parallel Scalability of the Dynamic 3D-Wave

In this section we analyze the maximum available MB parallelism of the dynamic 3D-
Wave strategy. This experiments do not consider any practical or implementation issues,
but simply explores the limits to the parallelism available in the application3.

To investigate the amount of parallelism offered by the Dynamic 3D-Wave we analyzed
the dependencies of each MB and assigned it a timestamp as follows. The timestamp
of a MB is simply the maximum of the timestamps of all MBs upon which it depends
(in the same frame as well as in the reference frames) plus one. Because the frames
are processed in decoding order not in display order, and within a frame the MBs are
processed in scan order, the MB dependencies are observed and it is assured that the
MBs on which a MB B depends have been assigned their correct timestamps by the
time the timestamp of MB B is calculated. As before, we assume that it takes one time
slot to decode a MB.

For each time slot we analyze, first, the number of MBs that can be processed in
parallel during that time slot; second, we keep track of the number of frames in flight;
and finally, we keep track of the motion vector lengths. Although a comparison of
different motion estimation methods was made, here we only present results for the
hexagonal fast search algorithm [273] (A more detailed analysis of the effect of motion
estimation algorithms can be found in [160])
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Figure 8.10: Number of parallel MBs for FHD resolution using dynamic 3D-Wave with
hexa encoding

8.4.1 Maximum Parallelism

Table 8.3 summarizes the results and shows that a huge amount of MB parallelism is
available. Figure 8.10 depicts the MB parallelism time curve for FHD. For the other
resolutions the time curves have a similar shape. The MB parallelism time curve shows
a ramp up, a plateau, and a ramp down. For example, for rush hour the plateau
starts at time slot 300 and last until time slot 650. Riverbed exhibits so much MB
parallelism that is has a small plateau. Due to the stochastic nature of the movie, the
encoder mostly uses intra-coding, resulting in very few dependencies between frames.
Pedestrian exhibits the least parallelism. The fast moving objects in the movie result in
many large motion vectors. Especially objects moving from right to left on the screen
causes large offsets between MBs in consecutive frames.

Rather surprising is the maximum MV length found in the movies (see Table 8.3).
The search range of the motion estimation algorithm was limited to 24 pixels, but still
lengths of more than 500 square pixels are reported. According to the developers of
the X264 encoder this is caused by drifting [260]. For each MB the starting MV of the
algorithm is predicted using the result of surrounding MBs. If a number of MBs in a
row use the motion vector of the previous MB and add to it, the values accumulate and
reach large lengths. This drifting happens only occasionally, and does not significantly
affect the parallelism using dynamic scheduling, but would force a static approach to
use a large offset resulting in little parallelism.

3The text and results presented in this section are based on the work of Cor Meenderink from TU
Delft and are presented here for completeness of this chapter
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Figure 8.11: Available MB parallelism in FHD blue sky for several limits of the number
of frames in flight.

8.4.2 Effect of Limited Resources

The analysis above reveals that H.264/AVC exhibits significant amounts of MB par-
allelism. To exploit this type of parallelism on a CMP the decoding of MBs needs to
be assigned to the available cores, i.e., MBs map to cores directly. However, even in
future manycores the hardware resources (cores, memory, etc) will be limited. We now
investigate the impact of resource limitations. Memory requirements are mainly related
to the number of frames in flight. Thus limited memory is modeled by restricting the
number of frames that can be in flight concurrently.

The experiment was performed for all four movies of the benchmark, for all three
resolutions, and both types of motion estimation. The results are similar, thus only the
results for the normal encoded blue sky movie at FHD resolution is presented.

The impact of restricting the number of frames concurrently in flight is shown in
Figure 8.11. The MB parallelism curves show large fluctuations, possibly resulting in
under utilization of the available cores. These fluctuations are caused by the coarse
grain of the limitation. At the end of decoding a frame, a small amount of parallelism is
available. The decoding of a new frame, however, has to wait until the frame currently
being processed is finished.

Even with a restriction in the number of frames in flight the Dynamic 3D-Wave
algorithm is able to extract thousands of independent MBs. It is important to note
that this analysis represent the theoretical limit of the available MB-level parallelism in
H.264/AVC decoding. An important question that remains open is how to translate this
huge amount of parallelism into performance gains taking into account factors like load-
balancing, thread synchronization, impact of the sequential parts of the application,
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task scheduling, dependency tracking etc.

8.5 Related Work

In this section we present an analysis of the most relevant works about parallel im-
plementation of video decoders. Works are presented using the same classification of
function-level and data-level decomposition presented above.

8.5.1 Function-level Parallelism

Lin et al. and Cantineau and Legat have reported functional parallelization of the
H.263 and MPEG-2 encoders respectively [151, 39]. They used a multiprocessor (called
TMS320C80) composed of one control processor and four DSPs. In the MPEG-2
case, the parallelization allows to encode CIF videos at 25 fps when running at a
50MHz. Oehring et al. have reported an analysis of the parallelization of the MPEG-2
decoder exploiting function level parallelism using a simulator for SMT processors with
4 threads [176].

Gulati and Campbell describe a system for encoding and decoding H.264 on a mul-
tiprocessor architecture using a task-level decomposition approach [89]. The multipro-
cessor includes eight DSPs and four control processors. The decoder is implemented
using one control processor and 3 DSPs. The control processor performs the master
control of the application and an initial parsing of the bitstream. Entropy decoding,
inverse quantization, and IDCT are mapped to the first DSP, motion compensation and
intra-prediction to the second, and finally the deblocking filter is mapped to the third
DSP. Using this mapping, a pipeline for processing MBs is implemented. This system
achieves real-time operation for low resolution video inputs, using the baseline profile.
In a similar way, Schoffmann et al. propose a macroblock pipeline model for H.264 de-
coding [209]. Using an Intel Xeon 4-way SMP 2-SMT architecture their scheme achieves
a 2X speed-up.

8.5.2 GOP-level Parallelism

Shen et al. have presented a parallelization of the MPEG-1 encoder for the Intel Paragon
MIMD multiprocessor at the GOP level [218]. Their approach scale to a large number of
processors but with a large latency. Bilas et al. has described a parallel implementation
of the MPEG-2 decoder evaluating GOP and slice-level parallelism on a shared memory
multiprocessor [31]. They compare the two levels in terms of speedup, load balancing,
memory usage and synchronization overhead.

Rodriguez et al. proposed an encoder that combines GOP-level and slice-level paral-
lelism for encoding real-time H.264 video using clusters of workstations [199]. Frame-
level parallelism is exploited by assigning GOPs to nodes in a cluster, and after that,
slices are assigned to processors in each cluster node. This methodology is well suited for
the encoder, which has the freedom of selecting the GOP size, and can tolerate bigger
latencies (in some cases).
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8.5.3 Frame-level Parallelism

Chen et al. described an implementation of frame-level parallelism for the H.264/AVC
encoder [43]. In this case a combination of frame-level and slice-level parallelism is
proposed. First, they exploit frame level parallelism. They do not allow to use B-
frames as references and use a static P-B-B-P-B-B sequence of frames. When the limit
of frame-level parallelism has been reached they exploit slice-level parallelism. A 4.5X
speed-up is achieved in a machine with 8 cores and using 9 slices per frame. Their
approach, however, does not scale to more processors because the limits in frame-level
parallelism and the bit-rate increase due to slices.

8.5.4 Slice-level Parallelism

There are some works on slice level parallelism for previous video Codecs. Lehtoranta
et al. have described a parallelization of the H.263 encoder at the slice level for a mul-
tiprocessor system made of 4 DSP cores with one master processor and 3 computing
processors [145]. Lee et al. have also reported an implementation of the MPEG-2 de-
coder exploiting slice-level parallelism for HDTV input videos [137]. Yadav et al. have
reported a study on the parallelization of the MPEG-2 decoder for a multiprocessor SoC
architecture. They studied slice-level, function-level and stream-level parallelism [263].
Jacobs et al. have analyzed the thread parallelism of MPEG-2, MPEG-4 and H.264
decoders. For MPEG-2 and MPEG-4 they have taken into account MB-level paral-
lelism. For these cases the parallel version scales with the height of the frame. For the
H.264 encoder they discarded the idea of implementing MB-level parallelism and went
for slice-level [112].

Roitzsch proposed a scheme for exploiting slice-level parallelism in the H.264/AVC
decoder by modifying the encoder. The main idea is to overcome the load balancing
disadvantage by making an encoder that produces slices that are balanced in their de-
coding time. The main disadvantages of this approach are that it requires modifications
to the encoder in order to exploit parallelism at the decoder, and the inherent loss of
coding efficiency due to having a large number of slices [201].

8.5.5 Macroblock-level Parallelism

Previous Codecs

Some works have reported MB level parallelism at the encoder for the ME stage by per-
forming ME in each processing element and replicating the search window. Akramullah
et al.have reported a parallelization of the MPEG-2 encoder for cluster of worksta-
tions [5]. Taylor et al. have implemented an MPEG-1 encoder in a multiprocessor made
of 2048 custom DSPs [242].

H.264/AVC

der Tol et al.proposed the exploitation of MB-level parallelism for optimizing the H.264/AVC
decoder [69]. The analysis was made on a multiprocessor system consisting of 8 Trime-
dia processors with private L1 caches and a shared L2 cache. Also the paper proposed
the grouping of MBs into data partitions and a special memory allocation technique for
allocating those partitions in the cache. The paper also suggests the combination of
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MB-level with frame-level parallelism to increase the availability of independent MBs.
The use of frame-level parallelism is determined statically by the length of the motion
vectors. Chen et al. evaluated a similar approach: a combination of MB parallelism and
frame-level parallelism for the H.264 encoder on Pentium machines with SMT and CMP
capabilities [45].

In the above mentioned works the exploitation of frame-level parallelism is limited
to two consecutive frames and the identification of independent MBs is done statically
by taking into account the limits of the motion vectors. Although this combination of
MB and frame-level parallelism increases the amount of independent MBs, it requires
that the encoder puts some limits on the length of the motion vectors in order to define
statically which MBs of the next frame can start execution while decoding the current
frame.

Zhao and Liang presented a combination of frame-level parallelism and macroblock-
level parallelism for H.264 encoding [269]. In this approach multiple frames are processed
in parallel similar to X264: a new frame is started when the search area in the reference
frame has been fully encoded. But in this case macroblock-level parallelism is also
exploited by assigning threads to different rows inside a frame. This scheme is a variation
of what we call in this paper ”Static 3D-Wave”. It is static because it depends on a
fixed value of the motion vectors in order to exploit frame-level parallelism. This works
for the encoder who has the flexibility of selecting the search area for motion estimation,
but in the case of the decoder the motion vectors can have big values and the static
approach should take that into account. Another limitation of this approach is that all
the MBs in the same row are processed by the same processor/thread. This can results
in poor load balancing because the decoding time of MBs is not constant. A thread that
has finished a fast MB has to wait for a slow MB in the previous row. Additionally this
work is focused on the performance improvement on the encoder for slow resolutions
with a small number of processors, discarding an analysis for a high number of cores as
an impractical case and not taking onto account the peculiarities of the decoder.

Baik et al. developed a hybrid approach combining function-level parallelism and
data-level parallelism for optimizing the H.264 decoder on the Cell B.E. architecture.
They used three processing units (SPEs) for the motion compensation stage, another
for the deblocking filter and the other kernels (entropy decoding, IDCT, IQ and intra-
prediction) were assigned to the master processor (PPE) [25].

Seitner et al. presented a comparison of different data-level parallelization approaches
based on slice-level, and macroblock-level parallelism. For the latter they analyzed
three different configurations such as row processing, column processing and diagonal
(2D-Wave) order. They performed a high-level simulation approach for comparing the
speedup and waiting time of the different approaches.

Nishihara et al. presented a version of the row-order MB-level parallelization com-
bined with function-level parallelism. An additional runtime partitioning method is
proposed to improve load balancing [173]. Sihn et al. applied a similar technique which
a combination of function-level and MB-level parallelism is optimized for better load
balancing and a reduction of memory accesses [223]

Baker et al. implemented the row variant of intra-frame MB-level parallelism described
by Seitner et al. on the Cell B.E. architecture. They mapped entropy decoding onto
the PPE processor and macroblock reconstruction onto the SPE processors. Each SPE
process one row of MBs. A row approach is well suited for this architecture because
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it uses local memories with explicit transfers, and the row order of processing allow to
overlap data transfers and computation [26]. Chi et al. implemented a variant of the MB-
level row approach and compared it with a centralized task-pool implementation. Due to
the locality effect mentioned above the former approach resulted in higher performance
and scalability [48]. Cho et al. implemented a similar approach on the cell processor but
included a frame-level parallelization of the entropy decoder. In their implementation
the master processor (PPE) runs a parser thread and two entropy decoding threads. The
SPEs perform the MB reconstruction tasks using the row-order MB-level approach.

Chong et al. proposed another technique for exploiting MB level parallelism in the
H.264 decoder by adding a prepass stage [51]. In this stage the time to decode a MB
is estimated heuristically using some parts of the compressed information of that MB.
Using the information from the preparsing pass a dynamic schedule of the MBs of
the frame is calculated. MBs are assigned to processors dynamically according to this
schedule. By using this scheme a speedup of 3.5X has been reported on a simulated
system with 6 processors for small resolution input videos. Although they present a
dynamic scheduling algorithm it is not able to discover all the MB level parallelism
that is available in a frame. The preparsing scheme presented can be beneficial for the
Dynamic 3D-Wave algorithm.

8.6 Summary

In this chapter we have presented an analysis of different parallelization techniques that
can be applied to video decoding applications paying special attention to the H.264/AVC
decoder. Techniques like function-level parallelization and several forms of data-level
parallelization were analyzed in terms of their scalability. MB-level parallelism was
examined in detail because it has the potential of scaling to future manycore architec-
tures. The combination of spatial (intra-frame) and temporal (inter-frame) MB-level
parallelism demonstrated to be the most scalable approach. Static and a dynamic vari-
ations of this technique were studied in detail. In the static case, temporal MB-level
parallelism is based on a predefined value of the motion vectors. Because the decoder
can not control the motion vector length it has to assume a worst case resulting in loss
of parallelism. The dynamic variant is proposed as a way to increase the amount of
independent MBs. In this approach each MB is assigned to a processor when its intra-
and inter-dependencies have been processed. A theoretical analysis with real videos
show that for FHD resolution there is a parallelism in the range of 4000 to 8000. This
requires more than 200 frames in flight. When the number of frames in flight is limited,
the number of parallel MBs exhibits fluctuations but still a high degree of parallelism.

A special section was devoted to a review of the most significant works in the field
of video decoder parallelization. The abundant works were grouped by the type of
parallelization that they use: function-level, some for of data-level of combination of
several of them.

Dynamic 3D-Wave has been proposed as a scalable approach for parallel H.264/AVC
decoding on manycore architectures. The presented analysis was done without tak-
ing into account implementation issues, like scheduling, synchronization, data transfer,
memory requirements etc. The impact of these factors and the requirements in both
the application and the architecture are going to be analyzed in the next chapters.
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9 Scalability of Macroblock-level
Parallelism

In this chapter we investigate the scalability of spatial (intra-frame) MacroBlock-level
parallelization of the H.264 decoder for High Definition (HD) applications. As it was
mentioned in the previous chapter, this technique is able to scale to multicore archi-
tectures with tens of cores depending on the resolution. The objective of the previous
analysis was to provide upper-bounds to the parallelization under idealistic conditions.
Some of these assumptions were: not taking into account variable execution time in MB
decoding tasks, assuming zero thread synchronization time and do not take into account
the effect of data locality. In this chapter a more detailed model is presented and it is
compared with the results of a real implementation.

This chapter includes two parts. First, we present a formal model for predicting
the maximum performance of the 2D-Wave algorithm taking into account variable pro-
cessing time of tasks and thread synchronization overhead. And, second, we present
the results of an implementation on a real multiprocessor architecture. This includes
a comparison of different scheduling strategies and a profiling analysis for identifying
the performance bottlenecks. CABAC entropy decoding and thread synchronization are
identified as the main factors that limits the performance of the 2D-Wave decoder.

9.1 Theoretical Analysis

In this section we present a theoretical model that take into account factors that affect
the parallel scalability like the variable processing time of the inner kernels and the
overhead of thread synchronization.

9.1.1 Formal Model

We can represent the processing of MBs in H.264/AVC decoding as a DAG (Directed
Acyclic Graph). Each node in the DAG represents the decoding of one MB by one
processor. The decoding of each MB consists of a sequential ordering of kernels applied
to some input data. Edges in the graph represent the data dependencies between MBs.
Figure 9.1 shows the DAG for a 5×5 MBs sample frame. Each frame in a video sequence
can be represented with a finite DAG. The first MB in the frame is the source node
which has no incoming edges and the last MB in the frame is the sink node which has
not outgoing edges. We define the depth as the length of the longest path from the
source node to the sink node. For a finite DAG G representing a frame F we define
the computational work Ts as the number of nodes in G, and T∞ as the depth of G.
Although the structure of the dependencies is known the actual shape of the DAG is
input dependent and cannot be known before the processing of all nodes.
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Figure 9.1: Directed Acyclic Graph (DAG) of macroblocks

Video Resolution Pixel MB Ts T∞ Max. Max.
Resolution Resolution speedup processors

Ultra High (UHD) 7680x4320 480x320 129600 1018 127.31 240
Quad Full High (QFHD) 3840x2160 240x160 32400 508 63.78 120
Full High (FHD) 1920x1080 120x80 8160 254 32.13 60
High (HD) 1280x720 80x45 3600 168 21.43 40
Standard (SD) 720x576 45x36 1620 115 14.09 23
CIF 352x288 22x18 396 56 7.07 12
QCIF 176x144 11x9 99 27 3.67 6

Table 9.1: Theoretical maximum speedup for different video resolutions

Assuming that the time to process each node in the DAG is constant and that
there is not overhead for thread synchronization then we can estimate the theoret-
ical maximum speedup. Let mb width and mb height be the width and height of
the frame in macroblocks respectively. Then, Ts = mb width ∗ mb height and T∞ =
mb width+ (mb height− 1) ∗ 2). The maximum speedup (MSU) is defined as:

MSU =
mb width ∗mb height

mb width+ (mb height− 1) ∗ 2
(9.1)

Taken that into account, we can calculate the maximum number of processors (MP)
as:

MP = round

(
mb width+ 1

2

)
(9.2)

In Table 9.1, these values are shown for different video resolutions. For FHD resolution
the theoretical maximum speedup is 32.13 when using 60 processors.

9.1.2 Abstract Trace-driven Simulation

The theoretical maximum speedup is based on the assumption that MB processing time
is constant and there is not thread synchronization overhead. Both assumptions are not
true in real applications. On the one hand, although the same set of filters are applied to
each MB, the processing time is input dependent because the exact operations that are
applied to the image samples depend on conditions of those samples. On the other hand,
thread synchronization overhead is not negligible. For processing a MB a system for
keeping track of data dependencies is necessary and a scheduling process for assigning
tasks to processors have to be done. Those steps require the synchronization of parallel
threads.
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CHAPTER 9. SCALABILITY OF MACROBLOCK-LEVEL PARALLELISM

In order to analyze the effects of those conditions we have build an abstract MB
trace-driven simulator called frame sim. It creates the DAG for each frame and then
calculates the Task Processing Time (TPT) of every node as:

TPT (n) = wn + sn +MAX (TFT (prn)) (9.3)

Where, wn is the time required to process the task, sn is the time required for thread
synchronization; and MAX(TFT (prn) is the maximum task finish time (TFT) of the
immediate predecessors tasks of that task. When the DAG has been fully processed we
take the data from the end node and its finish time represents the best time that we
can achieve from the parallel execution of that DAG. Because this is input dependent
we have analyzed the DAGs for different frames and different input videos at FHD. The
simulator take the execution time of each task from an execution trace that results from
the instrumentation of the H.264/AVC decoder.

9.1.3 Effects of Variable Decoding Time

In order to show the level of variability in decoding time, we have constructed an his-
togram of the time required to process MBs on video with two different coding options:
one with P- and B-frames and the other one with only P-frames. Figure 9.2 show the
results. Time is collected on an Itanium-II processor machine (described in detail in
next chapter). These results show not only variation between MBs on the same video
but also between video sequences with different coding options. MB decoding time de-
pends on conditions of the inputs like: the type and position of the MB, type of motion
compensation interpolation (integer, fractional), type of deblocking filter, number of
non-zero coefficients etc. These values cannot be easily predicted or known in advance.
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Figure 9.2: Histograms of MB processing time on Itanium-II architecture, time in ns.

Using frame sim and taking into account the variation in execution time we create
the best schedule for each frame that allows us to compute the maximum speedup. Ta-
ble 9.2 shows the speedup of the parallel execution for different input videos. It includes
the maximum theoretical speedup and the maximum speedup taking into account the
variable processing time. In average for all the input videos the speedup is reduced a
33% compared to the theoretical maximum.
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Input Video
speedup speedup slow-down

const. time var. time

1088p25 Blue sky 32.13 19.22 0.40
1088p25 Pedestrian area 32.13 21.92 0.31
1088p25 Riverbed 32.13 24.01 0.25
1088p25 Rush hour 32.13 22.22 0.30

Table 9.2: Maximum speedup taking into account variable MB decoding time.

The values presented in Table 9.2 are average per frame. Actual performance changes
from frame to frame due to the differences in input content and type of MBs. The best
schedule calculated before can be seen in Figure 9.3 for the four FHD input videos.
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Figure 9.3: Maximum speedup by frame taking to account variable processing time

9.1.4 Effects of Thread Synchronization Overhead

We have modeled the synchronization overhead as an extra time for MB decoding. The
base value for the overhead is the average processing time of each MB in a frame.
Figure 9.4 shows the average speedup for different FHD video sequences and using the
maximum number of processors for this resolution. A zero value represents the maximum
speedup taking into account the variable processing time but no synchronization time.
As the value of overhead increases the speedup decreases correspondingly. For example,
consider the 1088p25 blue sky video sequence: with zero synchronization overhead the
maximum speedup is 19.23. Adding a synchronization overhead of 1 the speedup reduces
to 11.93 (38%).

By using these data a system designer can decide when thread synchronization op-
timizations are useful in terms of the cost to design and implement them compared
to the benefit in speedup. Although synchronization overhead values bigger than the
processing time may seem unreasonable we have found in our experiments values up to
12 times the average MB decoding time as we will show later.
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Figure 9.4: Synchronization overhead vs speedup on Itanium-II Architecture.

9.2 Performance Analysis on a Parallel Architecture

In order to validate the results from the theoretical model and the abstract graph sim-
ulations we implemented the 2D-Wave algorithm on a real multiprocessor machine.

9.2.1 Implementation Methodology

Our implementation is based on a dynamic task model using task pools. In this model,
a set of threads is activated when a parallel region is encountered. In our case, a parallel
region is the decoding of all MBs in a frame. Each parallel region is controlled by a
frame manager, which consist of a thread pool, a task queue, a dependence table and a
control thread, as shown in Figure 9.5.

Figure 9.5: Dynamic task model diagram
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The thread pool consists of a group of worker threads that wait for work on the task
queue[126]. The generation of work on the task queue is dynamic and asynchronous.
The dependencies of each MB are expressed in a dependence table. When all the
dependencies for a MB are resolved a new task is inserted on the task queue. Any
thread from the thread pool can take a task and process it. When a thread finish the
processing of a MB it updates the table of dependencies and if it founds that another
MB has resolved its dependencies it can insert a new task into the task queue. Finally,
the control thread is responsible for handling all the initialization and finalization tasks
that are not parallelizable. As a further optimization step a tail-submit method has
been considered in which each worker thread can process MBs directly without passing
through the task queue.

The dynamic task model was implemented using POSIX threads (P-threads) [106].
Synchronization between threads and the access to the task queue were implemented us-
ing blocking synchronization with POSIX real-time semaphores [105]. Atomicity of the
read and write operations is guaranteed using P-threads mutexes. Both synchronization
APIs are blocking and requires the operating system intervention for the activation of
threads. The access to the table of dependencies was implemented with atomic instruc-
tions like dec and fetch [241].

9.2.2 Evaluation Platform

For these experiments we have used a modified version of the FFmpeg H.264/AVC with
support for 2D-Wave parallelization. Video inputs are taken from HD-VideoBench using
the coding options defined in the benchmark [8].

The application was tested on a SGI Altix which is a distributed shared memory
(DSM) machine with a cc-NUMA architecture. The basic building block is this DSM
system is the blade. Each blade has two dual-core Intel Itanium processors, 8GB of
RAM and an interconnection module. The interconnection of blades is done using
a high performance interconnect fabric called NUMAlink-4 capable of 6.4 GB/s peak
bandwidth through two 3.2 GB/s unidirectional links (see figure 9.6). The complete
machine has 32 nodes with 2 dual-core processors per node for a total of 128 cores and
a total of 1TB of RAM.

Figure 9.6: Architecture of the cc-NUMA multiprocessor

Each processor in the system is a Dual-Core Intel Itanium2 processor running at 1.6
GHz [38]. This processors has a 6-wide, 8-stage deep, in order pipeline. The resources
consist of six integer units, six multimedia units, two load and two store units, three
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branch units, two extended-precision floating point units, and one additional single-
precision floating point unit per core. The hardware employs dynamic prefetch, branch
prediction, a register scoreboard, and non-blocking caches. All the three levels of cache
are located on-die. The L3 cache is accessed at core speed, providing up to 8.53 GB/s
of data bandwidth. The Front Side Bus (FSB) runs at a frequency of 533 MHz. Main
parameters of the processor are listed in Table 9.3

Configuration SGI Altix

ISA Itanium 64-bit
SIMD extensions MMX, SSE, SSE2
Processor Intel Itanium 2 9030
Technology 90nm
Clock frequency 1.6 GHz
Power 104 W
Level 1 I-cache 16 KB / core
Level 1 D-cache 16 KB / core
Level 2 I-cache 1 MB / core
Level 2 D-cache 256 KB / core
Level 3 cache 8 MB

Table 9.3: Experimentation platform

The compiler used was GCC 4.1.0 and the operating system was Suse Linux with
kernel version 2.6.16.27. Profiling information was taken using the Paraver tool with
traces generated using the source-to-source Mercurium compiler and the Mintaka trace
generator [185].

The application was executed on the SMP machine using “cpusets” and “dplace”
options. Cpusets are objects in the Linux kernel that enable to partition the multipro-
cessor machine by creating separated execution areas. By using them the application
has exclusive use of all the processors. With the dplace tool, memory allocation is done
taking into account the cc-NUMA architecture and data is allocated in a NUMA friendly
way.

9.2.3 Scheduling Strategies

One of the main factors that affects the scalability of the 2D-Wave parallelization is
the allocation (or scheduling) of MBs to processors. We have evaluated three different
scheduling algorithms: static scheduling, dynamic scheduling and dynamic scheduling
with tail submit optimization.

The application was executed for the three scheduling algorithms with 1 to 32 proces-
sors. Although the machine has 128 processors, executions with more than 32 proces-
sors were not carried out because the speedup limit is always reached before that point.
Speed-up is calculated against the original sequential version. The speedup reported
(unless the contrary is explicitly said) is for the parallel part which corresponds to the
decoding of all MBs in a frame without considering entropy decoding.

In Figure 9.7 the average speedup for the different scheduling approaches is presented.
In the next sections each one is going to be discussed in detail.
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Figure 9.7: Speedup of Macroblock decoding using different scheduling approaches

9.2.4 Static Scheduling

Static scheduling means that the decoding order of MBs is fixed and a master thread
is responsible for sending MBs to the decoder threads. The predefined order is a zigzag
scan order which can lead to an optimal schedule if MB processing time is constant.
When the dependencies of an MB are not ready the master thread waits for them.
Figure 9.7 shows the speedup of static scheduling. The maximum speedup reached is
2.51 when using 8 processors (efficiency of 31%). The low scalability is due to the fact
that MB processing time is variable, and static scheduling results in load unbalance:
most of the time the master thread is waiting for other threads to finish.

9.2.5 Dynamic Scheduling

In this scheme worker threads take MBs from the task queue, process them, update the
dependence table and, if that is the case, submit new MBs to the task queue. Production
and consumption of MBs is made through the centralized task queue. Figure 9.7 shows
the speedup for the dynamic scheduling. A maximum speedup of 2.42 is found when 10
processors are used (efficiency of 24%). This is lower than the maximum speedup for the
static scheduling. Although the dynamic scheduling is able to discover more parallelism
than static scheduling, the overhead for submitting MBs to (and getting MBs from) the
task queue is so big that it jeopardizes the parallelization gains. Most of this overhead
comes from the intervention of the OS in the scheduling process and for contention in
the access to the queue.

In order to analyze the performance of worker threads we divided the execution of
each one into six phases, as follows:

- get mb: Take one element from the task queue.

- copy mb: Copy of entropy decoded parameters to the local thread structures.
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- decode mb: Actual work of MB decoding.

- update mb: Update the table of MB dependencies.

- ready mb: Analysis of new ready to process MB.

- submit mb: Put one element into the task queue.

Table 9.4 shows the execution time of the different phases. It can be noted that
the execution time of MB decoding (decodemb) and the copying of entropy decoding
data (copy mb) increase with the number of processors. This is mainly due to the fact
that the dynamic scheduling algorithm does not consider data locality when assigning
tasks to processors. When a processor takes a MB which has its data dependencies in
a remote node, then all the memory accesses should cross the NUMA interconnection
network. Other phases that exhibit a major increase in execution time are: get mb and
submit mb. This reveals a contention problem because in dynamic scheduling all the
worker threads get MBs from (and submit MBs to) a centralized task queue creating
an important pressure on it. The last column of the table shows the ratio of actual
computation and overhead. The overhead increases significantly when the number of
processors goes beyond 8. Those results are consistent with the model presented in
Figure 9.4. From this, we can conclude that the synchronization overhead for accessing
the centralized task queue becomes the bottleneck.

Threads decode mb copy mb get mb update mb ready mb submit mb overhead-ratio

1 22.65 1.62 4.89 1.01 2.38 5.03 0.67
4 33.09 2.95 9.71 1.36 2.86 12.44 1.30
8 41.88 3.90 16.67 1.61 3.02 20.84 2.05
16 61.78 5.94 55.95 2.25 3.55 80.28 6.57
24 58.08 5.15 105.03 2.09 3.49 120.37 10.49
32 78.75 7.25 209.37 2.70 4.36 201.01 18.88

Table 9.4: Average execution time of different phases for worker threads with dynamic
scheduling, time in us.

9.2.6 Dynamic Scheduling with Tail-submit

As a way to reduce the contention on the task queue, the dynamic scheduling approach
was enhanced with a tail submit optimization [95]. With tail submit when a thread
founds a ready to process MB it can process that MB directly without any further
synchronization. If more than one MB is discovered, one is submitted to the task queue
and the other one is processed directly. There are two ordering options for doing the
tail submit process: execute directly the right neighbor of the current MB and submit
the other, or execute directly the down-left neighbor and submit the other. Figure 9.8
shows an example of a QCIF image indicating the ready to process MBs when some
MBs have finished their execution.

Figure 9.7 shows the speedup of tail-submit implementations. The down-left-first
version achieves a maximum speedup of 6.85 with 26 processors (efficiency of 26%). The
right-first version achieves a maximum speedup of is 9.53 with 24 processors (efficiency
of 39.7%). The better scalability of the right-first order is due to the fact the it exploits
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Figure 9.8: Ready to process MBs with 2D-Wave parallelization

the data locality between MBs. Data from the left block is required by the deblocking
filter and by using the right-first order the values of the previous MB remain in the
cache.

Table 9.5 shows the profiling results for tail submit version with right-first order.
In this case, MB decoding time remains almost constant with the number of threads
due to the exploitation of the data locality between neighbor MBs. Another effect of
the tail submit optimization is the reduction in the time spent in submit mb. This
time still increases with the number processors but the absolute value is less than the
dynamic scheduling version. With tail submit there is less contention because there are
less submissions to the task queue as shown in the last column of the table. The most
significant contributor to the execution time is get mb indicating a lack of parallel MBs,
meaning that the scalability limit of the tail submit version has been reached.

Threads decode mb copy mb get mb update dep ready mb submit mb overhead % of tail
ratio submit

1t 21.7 1.5 6.1 1.0 1.0 7.5 0.17 90.8
4t 24.2 1.9 55.9 1.1 1.1 7.8 0.22 79.8
8t 24.9 2.1 132.4 1.3 1.1 8.6 0.30 75.2
16t 27.5 2.4 265.3 1.6 1.1 10.1 0.68 58.5
24t 30.6 2.9 683.7 1.9 1.2 24.6 1.00 51.4
32t 30.1 2.8 853.1 2.1 1.1 24.8 1.85 48.4

Table 9.5: Average execution time of different phases for worker threads with tail submit
optimization, time in us.

In order to understand the sources of thread synchronization overhead we have per-
formed a more detailed profiling analysis of the synchronization phases. The main
synchronization point is in the task queue for getting and submitting tasks. Access to
the queue is controlled by two semaphores: one for available elements and the other for
empty slots. The operation of getting (submitting) and element from (to) requires a
critical section that is controlled by a mutex. Inside the critical section there is the read
(or write) of tasks from (into) the task queue.
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Figure 9.9 shows the average execution time of the get mb and submit mb functions.
The most important part for the first one is related to the semaphore at the beginning
(sem wait) which represents the waiting time for elements in the task queue. As the
number of processors increases this value becomes bigger. In the case of a large number
of processors the big waiting time indicates that there are no more MBs to process and
that the parallelism of the application has reached its limit. In the case of submit mb
it can be noted an important execution time increase of the output semaphore release
operation. This operation signals the availability of a new element in the task queue;
when the number of thread increases the number of waiters in the task queue increases
as well. The time required to signal the availability of one MB depends on the number of
waiters, which is not a desirable feature. This is an implementation issue of the POSIX
sem post API.
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Figure 9.9: Distribution of execution time for the get mb and submit mb functions in
dynamic scheduling with tail submit

9.2.7 Impact of the Sequential Part of the Application

In order to allow a parallel decode of MBs CABAC entropy decoding is decoupled
from the MB decoding loop. The decoupling is done by using an intermediate buffer in
which the CABAC decoder stores the decoded information for every MB. After finishing
the CABAC decoding of a frame the decoder threads start to decode MBs in parallel.
Because CABAC decoding cannot be parallelized at MB-level it should be executed
sequentially in one processor. According to the Amdahl’s law, it can become the limiting
factor.

Figure 9.10 shows the execution time of the application including CABAC time. The
execution time of MB decoding (hl decode mb) reduces with the number of processors
as a result of the parallel execution. But, the execution time associated with CABAC
(decode cabac) augments with the number of processors. This is a side effect of the
cc-NUMA memory model. When a new frame is being processed the CABAC decoder
should overwrite the values in the intermediate buffer and this generates cache invali-
dations that go out of the chip and cross the interconnection network to reach the local
caches that have these values.
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Figure 9.10: Average execution time per frame including CABAC entropy decoding.

As a consequence, in order to translate the 2D-Wave algorithm into complete appli-
cation speedup it is necessary to accelerate the entropy decoding stage. We will analyze
this issue in detail in the next chapter.

9.3 Summary

In this chapter we have investigated the scalability of the 2D-Wave parallelization of
the H.264/AVC decoder.

A formal model and an abstract trace driven simulation were used to estimate the
impact of variable decoding time and thread synchronization overhead on the maximum
performance. Variability in processing time of tasks reduces the maximum speedup and
demand the use of dynamic load balancing techniques. The analysis of the thread
synchronization allows to estimate the impact of optimizations in the synchronization
infrastructure.

A performance analysis of the implementation of the 2D-Wave parallelization on the
cc-NUMA machine was presented. Three different scheduling techniques were evalu-
ated. The study shows that the best scheduling strategy is the combination of dynamic
scheduling with tail submit optimization. Dynamic scheduling deals with the unbalance
that results from variable decoding time, but it suffers from contention on a centralized
task queue. By using tail submit optimization the synchronization overhead is reduced
and, at the same time, data locality can be exploited reducing the external memory
pressure. Although tail-submit results in an important reduction in the synchronization
overhead, this remains a main limitation for the MB-level parallelization.

Additionally it was shown that using a single processor for executing the entropy
decoder does not provide the performance required to obtain significant benefits for
the complete application. Some kind of acceleration is required to make the 2D-Wave
parallelization useful.
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10 Scalability of Heterogeneous Multicore
Architectures for Parallel Video
Decoding

In a previous chapter we have presented an analysis of the parallel scalability of H.264/AVC
and we have shown that a combination of spatial and temporal macroblock-level paral-
lelism can scale to a large number of processing elements. This was a theoretical study
that did not consider practical aspects related to the implementation on actual paral-
lel architectures. In this chapter, we consider the implementation of a highly parallel
H.264/AVC decoder that is able to scale for a manycore architecture with 100 cores (or
more).

In order to translate task-level parallelism into performance gains both the video
decoder and the architecture have been optimized. The video decoder was modified for
exploiting coarse-grain frame-level parallelism in the entropy decoding kernel which has
been considered the main bottleneck. Second, a heterogeneous combination of cores is
evaluated for executing different type of tasks. Third, an evaluation of the performance
of accelerated synchronization operations is presented. Finally, an evaluation of the
memory requirements of the whole system has been carried out. Experiments conducted
using a trace-driven simulation methodology shows that the evaluated system exhibits
a good parallel scalability up to 68 cores. At this point the parallel video decoder is
able to decode more than 200 HD frames per second using simple low power processors.

10.1 Scalable H.264/AVC Parallelization

We use the dynamic 3D-Wave algorithm (presented in Chapter 8), that exploits intra-
and inter-frame MB-level parallelism. It is dynamic because the assignment of Mac-
roBlocks (MBs) to processors is performed at run-time based on data dependencies.
This algorithm is able to extract thousands of independent MBs depending on the in-
put content and the number of frames in flight [160].

Intra-frame dependencies are known in compile time and are expressed according to
the position of the macroblock in the frame. That includes, 2, 1 or zero dependencies,
depending on the availability of neighbor macroblocks. Inter-frame dependencies are
discovered at run-time in the motion compensation stage. Because a macroblock can
have multiple sub-blocks, each one with its own motion vectors, this can lead to multiple
(up to 16) inter-dependencies per macroblock which can result in a big runtime overhead.
In order to reduce the number of dependencies we combined the motion vectors of all
the sub-blocks into only one motion vector that points to a reference area that include
all the reference areas of the sub-blocks. If the reference area of a macroblock is not
ready, the thread waits until that area in decoded.
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Figure 10.1: H264 decoder with CABAC decoupling

10.2 Solving the Scalability Bottlenecks

In order to translate the task-level parallelism discovered by the dynamic 3D-Wave
algorithm into performance gains it is necessary to address two scalability issues: the
performance of the entropy decoding stage and the effect of thread synchronization.

10.2.1 Parallelism in the Entropy Decoding Stage

Due to data dependencies entropy decoding has to be performed sequentially for all the
macroblocks inside a frame. The main problem for the parallel 3D-Wave decoder is that
performance of the whole application is dominated by the performance of the entropy
decoding stage, according to Amdahl’s law. But, it is possible to parallelize entropy
decoding at the frame-level because the context tables that create data dependencies
are re-started every frame [156]. The only dependency that exists is related to DIRECT
MBs in B-frames [92]. In this type of MBs there is not data transmitted and the motion
vector is taken from the co-located MB in a subsequent reference frame. If motion vector
prediction is performed at the entropy decoding stage, which is usually the case, then
entropy decoding of the current frame should be at least one MB in advance of entropy
decoding of the next frame.

In order to parallelize the CABAC entropy decoder it has to be decoupled from the
MB decoding kernels. After decoupling, the video decoder can be seen as a macro-
pipeline with a front-end and a back-end. In the front-end, there are two stages: a
parsing stage that reads the compressed bitstream and parses the frame headers and
a CABAC decoding stage. In the back-end there are two stages: one is MB decoding
and the other is frame display1. The resulting structure of the application is shown in
Figure 10.1. This macro-pipeline combines coarse-grain parallelization for the entropy
decoder and fine-grain parallelization for MB decoding.

The front-end can use multiple processors to perform entropy decoding of multiple
frames in parallel. It communicates with the back-end using a frame-buffer. The size of
this buffer (in frames) defines the maximum number of frames that can be “in-flight”
at any point in time. Having more frames in-flight improves the utilization of CABAC
processors at the cost of more memory. Each CABAC frame requires 10.5MB for FHD
resolution.

Figure 10.2 shows a diagram with the general concept of combining multiple levels of
parallelism. Figure 10.2a shows the sequential approach in which CABAC decoding of
the next frame waits for MB decoding of the current frame to finish. Figure 10.2b illus-
trates the case when pipelining parallelism is exploited. In this case, CABAC entropy
decoding of the next frame can start just at the end of CABAC decoding of the current
frame. Finally, Figure 10.2c shows the combination of pipelining with data-level par-

1In our case uncompressed frames are not displayed on the screen and we have disabled the writing to
an output file, then basically the display stage is only in charge managing the frame buffer
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(a) sequential

(b) pipeline

(c) pipeline+parallelism

Figure 10.2: CABAC: multiple frames in flight and frame-level parallelism

allelism both in CABAC decoding and MB decoding. Multiple frames can be entropy
decoded and MB decoded in parallel.

A side benefit of this division is that it allows specialization. That means the use of
different types of processors for different stages of the pipeline.

10.2.2 Thread Synchronization

Our implementation of the dynamic 3D-Wave algorithm uses a task-based program-
ming model in which a master thread creates and instantiates tasks that are executed
by worker threads. Worker threads access a task pool to obtain a new task, make ex-
plicit check operations for the input dependencies, process the task, and finally, send
notifications to the master thread or to other worker threads. Thread synchronization
is required for accessing the task pool and for exchanging signals between dependent
tasks.

Worker threads use semaphores for their synchronization operations. This model
requires low latency operations compared to the average task processing time and that
the synchronization latency does not increase significantly when the number of cores
increases.

We evaluate a solution based on on-chip hardware semaphores whit a semantics similar
to UNIX real-time semaphores [105] but with reduced latency and overhead. Hardware
semaphores are exposed to the software as an ISA extension of the worker processors.
The new instructions are described in Table 10.1.

sem init assigns a hardware semaphore to a logical identifier and sets a initial value.
sem wait locks a semaphore and its behavior is similar to a blocking load. sem post
unlocks a semaphore in a way similar to a non-blocking store. And sem destroy removes
the assignment of the hardware semaphore freeing its resources.

Although hardware semaphores have been described in our context for optimizing a
parallel video decoder, they can be used to optimize other parallel applications with
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Instruction Operation Parameters

sem init Initialize a semaphore sem. ID, init. val.
sem wait lock a semaphore sem. ID
sem post unlock a semaphore sem. ID
sem destroy Destroy a semaphore sem. ID

Table 10.1: Instructions for task synchronization

fine-grain tasks that require low latency synchronization.

10.3 Experimental Methodology

We use a fast trace-driven simulation methodology that allows to simulate systems with
large numbers of cores.

10.3.1 H.264/AVC Decoder

For these experiments we used the parallel H.264/AVC decoder that is available from
HD-VideoBench [8]. This code is based on the FFmpeg libavcodec library, and includes
a parallel H.264/AVC decoder.

The benchmark includes four input sequences at different resolutions but due to space
reasons only results for the 1088p25 pedestrian area test video are presented. Videos
were encoded using the X264 encoder with the following options: 100 frames, P-frames,
1 reference frame, hexagonal motion estimation algorithm (hex) with maximum search
range 24, one slice per frame. We restricted the encoder to produce only P-frames
to allow parallel CABAC decoding without dependencies. One reference frame was
enforced to simplify the tracking of dependencies for the 3D-Wave algorithm. These
two simplifications made a significant reduction in implementation complexity without
losing the general applicability of the results.

10.3.2 Instrumentation and Trace generation

The parallel H.264/AVC decoder was executed on a real parallel platform on which
execution traces were extracted. The execution platform is the SGI Altix machine
based on Itanium-II processors described in Chapter 9. Each processor in the system is
a Dual-Core Intel Itanium2 processor running at 1.6 GHz [38].

The compiler used was GCC 4.1.0 and the operating system was Linux with kernel
version 2.6.16.27. Traces were obtained in Paraver format using the Mintaka code
instrumentation tool [185].

The code was executed using a 3 thread configuration. The first thread, called the
master thread, is responsible of the main control of the application, bitstream file read-
ing, frame parsing and all the slice initialization and finalization code. The second
thread is responsible for CABAC entropy decoding. CABAC results are stored in a
frame buffer for later use of by the MB decoding stage. Finally, the third thread is
is responsible of MB decoding (more exactly MB reconstruction, including IDCT, IQ,
prediction and deblocking filter).

140



CHAPTER 10. SCALABILITY OF HETEROGENEOUS ARCHITECTURES

The code was instrumented to obtain traces with CPU phases, synchronization op-
erations and memory accesses. Execution of each thread was divided in different CPU
phases and each phase was instrumented including a phase identifier and its execution
time.

Synchronization operations are special instrumentation marks that identify when a
task either waits for some signal to be ready or posts a signal announcing the availability
of some data. For example, CABAC decoding posts a signal every time it finishes the
entropy decoding of a frame and the worker thread that process the first MB of a frame
issues a wait operation for that signal.

Instrumented memory operations contain contains parameters such as address in main
memory, size of the transfer in bytes and direction (read or write).

Paraver traces were processed with the prv2ttf tool to produce another trace with a
task format. In the final trace there is a collection of separated tasks, each one with
information of execution time of kernels, synchronization information and memory ac-
cesses. It is important to note that these are not instruction traces, but tasks traces.
They contain information of CPU bursts that happen between synchronization or mem-
ory operations. The duration of these CPU burst are used for simulating systems with
different number of cores as we will explain next. Our simulation methodology is similar,
in concept, to the one developed by Seitner et al. [213].

10.3.3 Trace-driven Simulation

For our simulations we have used TaskSim. TaskSim is a trace-driven simulator for
accelerator-based multi-core architectures. It targets the simulation of parallel applica-
tions coded in a master-worker task offload computational model. It uses task traces
that contains information about the inter-task dependencies. That information allows
TaskSim to reconstruct the dependencies at simulation time.

The computational CPU phases (bursts), such as task execution, are not simulated
in detail. The burst duration is obtained from the trace and is simulated as a single
event with the same runtime as the whole burst. Contrarily, the trace time for phases
involving access to shared resources in the architecture, such as waiting for DMA trans-
fers or synchronization operations, are discarded, and their timing is simulated in a
cycle-accurate way by means of detailed simulation of DMA controllers, caches, inter-
connection, memory controllers, and DRAM modules [197]..

10.3.4 The SARC Architecture

As a baseline for simulation we have used the SARC architecture [192]. SARC is a het-
erogeneous multicore composed of a set of processors managed at runtime in a master-
worker mode. The architecture includes different type of cores, an on-chip interconnec-
tion network, a multi-bank shared on-chip data cache, on-chip memory controllers and
external memory as shown in Figure 10.3.

The Master processors (M) start the main() routine of the program, and run the
core of the application generating tasks to be off-loaded to the specialized Worker (W)
processors, as indicated by a software runtime scheduler. Worker cores execute tasks
generated by the Masters ones. In this work we consider two types of workers: MB
decoders and CABAC entropy decoders.
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Figure 10.3: Baseline heterogeneous multicore architecture

All processors have direct load/store access to the different scratchpads and the off-
chip memory. Workers also have a DMA controller that can transfer data to/from the
scratchpad memories, overlapping data transfer and computation.

Figure 10.3 shows a general diagram of the architecture and a detailed view of a
worker node. The node is composed of a worker core (W), a local memory (LM), a
DMA controller, and a Network Interface Controller (NIC) that arbitrates the accesses
to the bus.

The architecture has been extended to include a hardware synchronization facility. It
includes a sub-unit in each worker core associated to its DMA controller for handling
semaphore operations, and the addition of a global synchronization unit that keeps track
of semaphore state. Hardware semaphore operations are handled as special memory
operations and use the same interconnection network than other memory accesses. The
main difference is that hardware semaphores can be optimized, for example, mapping
them to on-chip local memories that are not shared with other data.

As shown in Figure 10.3, workers are organized in clusters of N processors. In a
128-worker configuration, for example, the global NoC connects together 16 clusters of
8 processors.

Assuming 128 cores as a maximum we have defined a baseline configuration. The
corresponding parameters of the simulator are shown in Table 10.2.

10.4 Experimental Results

In this section we present and discuss the experimental results for the proposed hardware
and software optimizations.
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Memory controllers 4 x 2 DDR3 channels
Channel bandwidth 12.8 GB/s (DDR3-1600)
Memory latency Real DDR3-1600
MIC policy Closed-page, in-order processing
Shared L2 cache 128 MB (32 x 4 MB), 4-way assoc.
Sync. unit latency 256 cycles
L2 cache latency 40 cycles
Local Store 256 KB, 6 cycles
Interconnection links 8 bytes/cycle (25.6 GB/s)
Intra-cluster NoC 2-bus (51.2 GB/s)
Global NoC 16-bus (409.6 GB/s)

Table 10.2: Baseline simulation parameters
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(c) 3 CABAC workers
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(d) 4 CABAC workers

Figure 10.4: CABAC acceleration and multiple CABAC processors for the 3D-Wave
H.264 decoder

10.4.1 Dynamic 3D-Wave with Multiple CABAC Processors

In order to analyze the effect of the parallelization of the CABAC entropy decoding
we have conducted an experiment varying the number and acceleration of CABAC
processors for a 3D-Wave parallel decoder with a maximum of 8 frames in flight. The
resulting performance can be seen in Figure 10.4 for 1, 2, 3 and 4 CABAC cores.

Figure 10.4a shows the results for 1 CABAC core. In this case, and without CABAC
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Configuration Low power High Perf.

ISA X86-64 X86-64
SIMD extensions SSSE3 SSSE3
Processor Atom 330 Xeon E7310
Cores 2 4
Technology 45 nm 65 nm
Clock frequency 1.6 GHz 1.6 GHz
Power 8 W 80W
Level 1 I-cache 32KB 32KB
Level 1 D-cache 24KB 32KB
Level 2 cache 1 MB 4 MB
Main Memory 1.5 GB 16 GB
Operating System Linux 2.6.32-24 Linux 2.6.32
Compiler GCC-4.4.3 -O3 GCC-4.4.1 -O3

Table 10.3: Processor configuration for the heterogeneous system

acceleration (1X), a maximum performance of 80 fps is obtained with 8 MB decoding
cores. In order to obtain more performance some acceleration on the CABAC core is
needed. For example: 100 fps requires one CABAC core at 1.41X acceleration and 16
worker processors.

When the number of CABAC cores increases the scalability of the whole application
improves. The decoder is able to reach 266 fps with 4 CABAC cores at 1X and 48 MB
decoder cores. With 4 CABAC cores the CABAC front-end is not longer the bottleneck
and the number of frames in flight starts to become the limiting factor. This reflects a
clear tradeoff between throughput and latency (and memory usage).

Having multiple CABAC processors with the 3D-Wave algorithm allows to reach
a fixed performance target even with de-accelerated CABAC cores. For example,
FHDp100 can be reached with 16 MB decoding cores and 1 CABAC core at 1.41X,
2 CABAC cores at 0.71X, or 3 CABAC cores at 0.5X. Multiple de-accelerated cores use
less area and power than one highly accelerated one.

It should be noted that the performance required to meet a real-time target depends
on the input content (spatial and temporal characteristics of video). The performance
and number of CABAC processors can be adjusted dynamically depending on the re-
quirements on the specific execution of the application. This is an open research area.

10.4.2 Case Study: Heterogeneous Manycore Architecture

In this section we provide results for a different configuration of cores. Instead of using
the Intel Itanium-2 cores we use low power processors for MB decoding combined with
high performance cores for CABAC decoding. MB cores are SIMD processors based
on the Intel Atom architecture which is a low power processor for mobile devices [86].
Entropy decoding cores are superscalar processors based on the Intel Xeon architecture.
Both processors have the same ISA and run at the same frequency but have a very
different microarchitecture and memory hierarchy (asymmetric cores). Table 10.3 shows
the main parameters for both processors.

Figure 10.5 shows the resulting performance in terms of frames per second for the
homogeneous (Figure 10.5a) and the heterogeneous cases (Figure 10.5b).

First, it is important to note that it is not possible to decode FHD video in real-time
(25 fps) on a single Atom core. Using a homogeneous system based on Atom processors
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Figure 10.5: Parallel H.264 decoder with different type of cores

requires at least 1 CABAC core and 8 MB cores to go beyond 25 fps. Decoding 50 fps
requires 2 CABAC cores and 16 MB cores. The system is able to scale up to 48 MB
cores with 4 CABAC cores reaching almost 140 fps. Adding more cores (CABAC or
MB) results in diminishing benefits due to the limit of CABAC frames in flight.

The heterogeneous configuration improves the performance of all the simulated con-
figurations by 1.64X in average. Using asymmetric cores it is possible to decode 50 fps
with 1 CABAC core and 16 MB cores. As a maximum, the system is able to decode
213 fps using 64 MB cores and 4 CABAC cores (plus one master core, for 69 cores in
total).

10.4.3 Impact of Thread Synchronization

In order to analyze the impact of the thread synchronization facility we have conducted
an experiment in which we assign different latencies to the synchronization operations
ranging from 1 to 65536 cycles. As a baseline for the simulations we use an asymmetric
system with 4 CABAC cores and 128 MB decoding cores.

Figure 10.6 shows the resulting speedup. In order to achieve a performance close to
the maximum (less than 1% slowdown) the average synchronization latency should be
less than 1024 cycles. A conservative value of the latency of a hardware semaphore
operation is the latency of L2 cache hit. With this latency the performance is almost
the same (less than 0.01%) as the peak performance with zero latency. This can only be
achieved with on-chip accesses like the offered by the hardware synchronization facility.
Latencies bigger than 16000 cycles, which are in the range of the average MB decoding
time have more than 2X reduction in performance.

10.4.4 Memory Requirements

Previous experiments have been conducted using a powerful configuration of main mem-
ory and cache hierarchy as shown in Table 10.2. In this section we evaluate the actual
memory requirements. As a baseline we configured a system with 4 CABAC cores
and 64 MB decoding cores (and 1 master core) using the heterogeneous configuration
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Figure 10.6: Latency effect of synchronization operations
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Figure 10.7: Memory requirements

presented in section 10.4.2.

Impact of Main Memory Bandwidth

In order to isolate the effects of main memory bandwidth we have disabled the L2
cache. Figure 10.7a shows the results. For reaching the maximum performance, 212 fps,
a minimum of 102.4 GB/s are required. This can be provided with 4 MICs each one
having two DDR-3-1600 modules.

As we will show in the next section the use of the on-chip cache helps to reduce an
important amount of the off-chip traffic.

Impact of Shared Data Cache

In the baseline architecture each processor is equipped with two types of individual
memories: a scratchpad and a L1 data cache. In the case of the 3D-Wave decoder all
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the accesses to main memory have been implemented using explicit DMA commands.
As a result all the local accesses use the scratchpad memory but not the L1 data cache.

A shared multi-bank L2 cache is included in the architecture as it has been explained
in section 10.3.4. The shared cache maintains a significant part of the memory accesses
on-chip by capturing the references made by DMA controllers. With a multi-bank
structure and a careful mapping of accesses to banks it is possible to provide high
on-chip bandwidth and low latency access.

In order to determine the best cache configuration we change both the number of banks
and the cache size. The latencies of cache banks with difference sizes have been estimated
using CACTI 5.3 [247], for 45nm memory technology and the system is simulated with a
main memory composed of 1 MIC with two DDR3 channels (12.8 GB/s). Figure 10.7b
shows the effect of cache banks. The maximum performance of 212 fps can be reached
either having a big cache (4MB) with small number of banks (2 banks), or having a
smaller cache (1 MB) with a high number of banks (8 banks). In the first case a larger
cache means a higher access latency, while in the second case a banked cache has lower
latency but requires more bandwidth on the on-chip interconnection network.

10.5 Related Work

Most of the previous works on MB-level parallelization of the H.264/AVC decoder do not
take into account the entropy decoding stage [69, 269, 24, 45]. Instead they assume the
availability of some kind of hardware accelerator either in the form of special purpose
units inside a media processor or as dedicated hardware accelerators [252, 177, 113].
With these solutions it is possible to achieve the real-time requirements of a target
application with a modest hardware investment, but they have a reduced scalability
and flexibility.

Recent implementations on the Cell processor proposed a combination of intra- and
inter-frame MB-level parallelism. They execute entropy decoding on the PPE processor
and MB decoding onto the SPE processors [26, 48, 50].

GPUs are also heterogeneous multicore architectures but some attempts to use them
for video decoding exhibit limited performance gains because of the irregular behavior
of H.264 decoding [184].

Regarding the problem of thread synchronization there are different approaches re-
ported in the literature. That includes implementations in software, in hardware or in
combinations of both. Software implementations can use blocking locks, spin-locks or
non-blocking synchronization [126], while hardware ones consist on implementing the
basic operations of task pools, like enqueue and dequeue using hardware controlled data
structures [6, 208, 268]. Software synchronization is more flexible but results in opera-
tions with higher latency that can degrade performance of fine-grain tasks. Hardware
task management can provide faster synchronization at the cost of limiting the flexibility
because they are application specific.

By contrast, we support a mixed model in which simple hardware synchronization
modules accelerate task scheduling algorithms implemented in software. The evaluated
hardware semaphores are similar in concept to previous works like [249, 207]. The
main difference is that our approach is oriented to task-based parallel programs, it is
not specific to SMT processors and the evaluated hardware semaphores use the same
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interconnection network than regular memory operations.

10.6 Summary

We have presented an analysis of the scalability of parallel video decoding on heteroge-
neous manycore architectures. We have shown that it is possible to remove the entropy
decoder bottleneck by exploiting multiple levels of parallelism such as pipeline paral-
lelism, frame-level parallelism and macroblock-level parallelism.

We have demonstrated that is possible to achieve the performance required by high
quality applications using processors with multiple simpler cores operated at a reduced
rate compared to the base processor. We also presented the performance of a heteroge-
neous manycore architecture in which simpler low power processors are assigned to data
parallel kernels and high performance cores for entropy decoding. Using this configura-
tion it was possible to achieve high performance with a reduced power consumption.

We also evaluated the impact of a hardware accelerated synchronization facility. It
allowed to process fine grain dependent tasks with minimal overheads. Finally, we
evaluated the memory requirements of the application and we found a realistic memory
configuration, in terms of bandwidth and cache size, that allows to reach almost the
maximum performance.

In this paper we only consider a static combination of high performance and low power
cores. One open research area is the design of dynamic systems in which processor
performance can be adjusted at run-time and tasks can be allocated dynamically to
heterogeneous processors based on task complexity.
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11 Conclusions

The main problem addressed in this thesis has been how to provide the performance
required by high quality video decoding applications using programmable processors. As
there is not a single solution that can provide all the required performance, and as the
demands for performance in the video domain are increasing continuously, the solution
adopted has been the simultaneous exploitation of multiple levels of parallelism.

This solution has required two main areas of work. On the one hand, we have modified
the video codec software in order to exploit different types of parallelism. On the other
hand, we have modified the architecture in order to exploit the type of parallelism that
is available in video codec applications.

This combined solution has been carried out following three main requirements. The
first one is the use of programmable processors instead of application specific hardware in
order to support a complete application domain; H.264/AVC has been a design example
rather than a specific problem. The second one is to improve the performance scalability
of the application. And finally, the third requirement has been to achieve the required
performance with an efficient use of resources specially power consumption.

11.1 Contributions

In this section we are going to summarize the main contributions of this thesis

11.1.1 Scalability of Multidimensional Vector Architectures

We analyzed the scalability of different SIMD extensions for video coding and decoding
using the MPEG-2 video codec. We compared the scalability of generic 1D SIMD
extensions (like Intel MMX) and a a 2D matrix architecture. Both extensions were
scaled by increasing the width of registers and by augmenting the number of functional
units.

We have shown that a 2D-vector extension with 128-bit registers has a higher perfor-
mance and a lower complexity compared to 1D extensions. The performance gains of
the 2D-vector architecture are the result of a good matching between data structures in
video applications and the matrix architecture.

It was shown that for the type of video codec under study the 2D-vector architecture
was reaching the limits of available DLP. Further scaling of matrix registers can not
deliver significant performance improvements because the execution time is now dom-
inated by the scalar code. This situation is more notorious in recent video codecs like
H.264/AVC in which smaller (and variable size) blocks are used. This can change in the
future if the emerging video coding standards addressed specifically for HD resolutions,
like HEVC [234], include bigger coding units like 64× 64 data blocks.
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11.1.2 A Benchmark for High Definition Video Codec Applications

We made a first attempt to characterize the H.264/AVC video decoder using the refer-
ence code because it was the only code available at that time. We profiled that code
and identified the most time consuming kernels that were, in order of relevance: motion
compensation (specially luma and chroma interpolation), deblocking filter, entropy de-
coding and IDCT. Compared with previous video codecs, those kernels required more
computing resources and exhibited a more irregular behavior (due to variable block
size, multiple coding options, etc). We performed a SIMD optimization of the most
important kernels and the results indicated that SIMD optimizations were not enough
to provide the performance required for real-time operation.

When an optimized code became available we compared it with the reference one and
we found that the former was, at least, one order of magnitude faster than the latter.
With this information we concluded that the use of the reference code end in misleading
results, especially for complexity and architectural studies.

The lack of a proper benchmark for video codec applications lead us to create our
own benchmark using applications that meet a set of common accepted criteria such
as the use of complete applications optimized for high performance, code portability
and free license. The benchmark also included a set of test sequences available in HD
resolutions.

By meeting all these requirements this benchmark allowed us to make fair comparisons
of different video codecs in terms of coding performance and complexity. We have notice
that the benchmark has been used by other researchers in the field.

Related Publications

• Mauricio Alvarez, Esther Salami, Alex Ramirez, and Mateo Valero. A Performance
Characterization of High Definition Digital Video Decoding Using H.264/AVC. In
IEEE International Symposium on Workload Characterization, pages 24–33, Oct
2005

• M. Alvarez, E. Salami, A. Ramirez, and M. Valero. HD-VideoBench: A Benchmark
for Evaluating High Definition Digital Video Applications. In IEEE Int. Symp.
on Workload Characterization, pages 120–125, Sept. 2007. URL http://people.
ac.upc.edu/alvarez/hdvideobench
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11.1.3 Efficiency of SIMD extensions for Exploiting DLP

It has been demonstrated that SIMD extensions have some inefficiencies when process-
ing video data. We studied the source of these inefficiencies and analyzed different
mechanism to remove or, at least, minimize them. In particular, we analyzed in detail
the impact of unaligned accesses to memory and proposed architectural solutions for
minimizing the performance loss due to this type of memory operations.

Although there was a wide consensus in the computer architecture and video codec
communities that the support for unaligned accesses is a necessity in video processing
algorithms, there was not a quantitative analysis showing the performance impact of
supporting them.

We presented the hardware and software required to have an efficient support for
unaligned accesses and we evaluated its impact on the H.264/AVC decoder application.
With the results of our study a designer can trade-off the added complexity of supporting
unaligned accesses with the resulting performance benefits. It can be noted that the
support for unaligned instructions is just one example of ISA improvements to the data
layout of SIMD extensions. Other instructions, like partial load and stores, and indexed
accesses could result in more performance gains for these applications.

Related Publications

• Mauricio Alvarez, Esther Salamı́, Alex Ramı́rez, and Mateo Valero. Performance
Impact of Unaligned Memory Operations in SIMD Extensions for Video Codec
Applications. In IEEE International Symposium on Performance Analysis of Sys-
tems Software, ISPASS 2007, pages 62–71, April 2007

11.1.4 Thread-level Parallelization of Video Decoding

In a first step, we perform a detailed analysis of the different thread-level parallelization
strategies that can be applied to a H.264/AVC video decoder. That includes function-
level parallelism and several strategies of data-level parallelism such as frame-level, slice-
level and macroblock-level parallelism. We analyzed several techniques and showed that
none of them were able to scale to manycore systems.

In order to solve this limitation we proposed a new parallelization algorithm based on
intra- and inter-frame macroblock-level parallelism. This technique, called the dynamic
3D-Wave, was able to extract, in theory and depending on the input content, thousands
of independent tasks.

It is worth mentioning that this initial study did not include practical aspects regard-
ing the implementation on real platforms. Its objective was to analyze the sources of
task-level parallelism in an application that was been traditionally considered hard to
parallelize. The revelation of a huge amount of fine-grain parallelism lead us to analyze
how to exploit it efficiently in multicore architectures.

Related Publications

• Cor Meenderinck, Arnaldo Azevedo, Mauricio Alvarez, Ben Juurlink, and Alex
Ramirez. Parallel Scalability of H.264. In Workshop on Programmability Issues
for Multi-Core Computers (MULTIPROG), Jan. 2008
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• Cor Meenderinck, Arnaldo Azevedo, Mauricio Alvarez, Ben Juurlink, and Alex
Ramirez. Parallel Scalability of Video Decoders. Journal of Signal Processing
Systems, 57:173–194, November 2009

11.1.5 Scalability of Macroblock-level Parallelism

We implemented intra-frame macroblock-level parallelism in order to study its per-
formance on a real parallel machine and in order to identify sources of overhead or
bottlenecks that could limit the parallel scalability.

We built a formal model and an abstract trace-driven simulator to estimate the the-
oretical limits of the parallelization. Then, we compared these theoretical estimations
with an implementation on a cc-NUMA parallel computer. This implementation in-
cluded the analysis of different scheduling algorithms. One of the observed limitations
was thread synchronization overhead, which is the result having fine-grain tasks and
the use long latency synchronization operations. We analyzed the impact of using a
decentralized scheduling technique (called “tail-submit”) that reduces the number of
synchronization operations and, at the same time, exploits data locality. Using these
technique it was possible to reach a maximum speedup of 10X on a system with 22
processors.

The other limitation was the entropy decoder stage which can not be parallelized
at the macroblock-level. The performance of the complete application depends on the
performance of this sequential stage, and the applicability of any macroblock-level par-
allelization strategy depends on finding any method to accelerate CABAC entropy de-
coding.

Related Publications

• Mauricio Alvarez, Alex Ramı́rez, Arnaldo Azevedo, Cor Meenderinck, Ben Ju-
urlink, and Mateo Valero. Scalability of Macroblock-level Parallelism for H.264
Decoding. In The Fifteenth International Conference on Parallel and Distributed
Systems (ICPADS’09), Dec 2009

• M. Alvarez, A. Ramirez, M. Valero, A. Azevedo, C.H. Meenderinck, and B.H.H.
Juurlink. Performance evaluation of macroblock-level parallelization of h.264 de-
coding on a cc-numa multiprocessor architecture. In Proceedings of the 4CCC: 4th
Colombian Computing Conference, April 2009

• M. Alvarez, A. Ramirez, M. Valero, A. Azevedo, C.H. Meenderinck, and B.H.H. Ju-
urlink. Performance evaluation of macroblock-level parallelization of h.264 decod-
ing on a cc-numa multiprocessor architecture. Avances en Sistemas e Informática,
6(1):219–228, June 2009

• Arnaldo Azevedo, Cor Meenderinck, Ben Juurlink, Andrei Terechko, Jan Hooger-
brugge, Mauricio Alvarez, and Alex Rammirez. Parallel H.264 Decoding on an
Embedded Multicore Processor. In Proceedings of the 4th International Confer-
ence on High Performance and Embedded Architectures and Compilers - HIPEAC,
Jan 2009
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• Arnaldo Azevedo, Ben Juurlink, Cor Meenderinck, Andrei Terechko, Jan Hooger-
brugge, Mauricio Alvarez, Alex Ramirez, and Mateo Valero. A highly scalable
parallel implementation of h.264. Transactions on High-Performance Embedded
Architectures and Compilers, 4(2), 2009

11.1.6 Scalability of Heterogeneous Manycore Architectures

We removed the main bottlenecks of the parallel H.264 decoder using a heterogeneous
manycore architecture.

Firs, we addressed the limitation imposed by the entropy decoding stage. We demon-
strated that it is possible to combine multiple levels of parallelism: pipeline parallelism
at the frame-level between the entropy decoding and the macroblock decoding stages;
frame-level parallelism in the entropy decoding stage and macroblock-level parallelism
in the macroblock decoding stage.

Based on that, we proposed a heterogeneous architecture that includes two main type
of cores. The first one consists of a large array of relatively simple processors which are
very effective for macroblock decoding kernels (like IDCT, motion compensation and
deblocking filter). The second one is formed by a small set of high performance cores
which are appropriate for general coordination and entropy decoding.

In order to overcome the overheads imposed by thread synchronization the archi-
tecture was enhanced with hardware accelerated semaphores. They offer very low la-
tency synchronization operations with low complexity. Hardware semaphores not only
speedup the application but they also simplifies the parallel code. It is worth mentioning
that this synchronization infrastructure is useful but for other parallel applications with
fine grain tasks.

Finally, we evaluated the memory requirements. Our results show that a system with
one MIC, two DDR-3 channels, and a shared cache with 1MB and 8 banks can sustain
decoding of HD content at a rate of more than 200 fps.

Related Publications

• A. Ramirez, F. Cabarcas, B. Juurlink, M. Alvarez Mesa, A. Azevedo, C. Meen-
derinck, G. Gaydadjiev, C. Ciobanu, S. Isaza, and F. Sanchez. The SARC Archi-
tecture. IEEE Micro, 30(5):16–29, Sept/Oct. 2010

• Mauricio Alvarez, Felipe Cabarcas, Alex Ramı́rez, Cor Meenderinck, Ben Juurlink,
and Mateo Valero. Scalability of heterogeneous multicores for parallel video de-
coding. In Submitted to the 2011 IEEE Internation Conference on Worload Char-
acterization IISWC, June 2011

11.1.7 Other Publications

A general publication that will contain a summary of the main contributions of this
thesis, among other work in the area of parallelization of video decoding applications,
will be published in 2011 as a book.

• Mauricio Alvarez-Mesa, Ben Juurlink, Chi Ching Chi, Arnaldo Azevedo, Cor
Meenderinck, and Alex Ramı́rez. Scalable Parallel Programming Applied to H.264
Decoding. Springer, To be published in 2011
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11.2 Open Areas for Research

The research done in this thesis opens different areas for further research. Open areas
are divided into modifications to video codecs and enhancements to the architecture.

11.2.1 Modifications to Video Codecs

In this section we mention some modifications that can be applied to the video codec
design for supporting parallel architectures.

As the process for designing of a new international video codec standard has been
started it is a good time to send feedback from the computer architecture domain to
the video coding domain about the capabilities and trade-offs of computer architectures.
The most important message is that the new generation of video codecs will be executed
on parallel platforms. Given that, new video codecs should include some type of support
for parallel execution. We are working right now on some proposals for parallelization
of the upcoming of the HEVC video codec. Here we present some of these ideas.

Support DLP with Long Vectors

In order to exploit DLP with SIMD and vector extensions is better to have regular
and long data structures rather than small and irregular ones like in H.264/AVC. For
HD resolutions and beyond it could be possible to have coding blocks with larger size.
This can increase compression efficiency and, at the same time, increase computing
performance allowing more data to be processed per SIMD instruction. This is the case
with the emerging HEVC video standard [234], that allows coding blocks up to 64× 64
samples.

Avoid Branches (When Possible)

In most parallel architectures it is better to perform more operations rather than execute
branches. Video filters with a lot of branches, like the deblocking filter in H.264/AVC,
make parallelization difficult. From the architecture perspective it would be better to
apply a more complex filter to all samples rather than detect type of filter for each input
sample. The same applies to motion compensation interpolation.

Prefer Arithmetic Operations Rather than Memory Accesses

In h.264/AVC and other video codecs it has been common to reduce the arithmetic com-
plexity by replacing “complex” arithmetic operations like multiplications with accesses
to tables of precomputed values. However, in some multicore architectures (like GPUs)
it takes more time to access data than to execute an arithmetic operation. Off-chip
bandwidth is a scarce resource but arithmetic units are abundant. In such architectures
it would be better to computer more, or even recompute, rather than access tables of
precomputed values.

Have Clear (and Explicit) Data Dependencies

What makes parallel programming more difficult is identifying implicit data dependen-
cies in algorithms. In video codecs it should be clear that predicting data from neighbor
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data structures generates data dependencies and that they reduce the amount of paral-
lelism. Additionally, having dynamic dependencies complicates the scheduling process
in parallel systems.

From the parallelization point of view, it would be extremely useful if all the data
dependencies of different data units (frames, slices, macroblocks, etc.) were clearly
and explicitly defined in the standard. For example, the dependencies of a macroblock
with other macroblocks in the same and other frames can be explicitly marked at the
beginning of it. This will allow the scheduler to make better decisions of when and
where to submit each particular tasks.

Other alternatives is to reduce the dependencies for some kernels, like the deblocking
filter or intra-prediction, allowing parallel implementations in massive parallel processors
like GPUs.

Support the Parallelization of the Entropy Decoding Stage

As it was mentioned in Chapter 9, one of the main limitations for parallel video decod-
ing is the sequential behavior of the entropy decoding stage, specially with the CABAC
algorithm. There are two main limitations: one is that the data dependencies be-
tween ’bins’ in the coded bitstream which inhibits almost any fine-grain parallelization
of the CABAC decoder. The second one is the requirement to execute the CABAC
stage sequentially for all the macroblocks in a slice, which limits the macroblock-level
parallelization and affects negatively the cache locality because requires frame buffers
between entropy decoding and macroblock decoding.

A solution to this problem is to design the entropy coding algorithm taking into
account that it will be executed on parallel platforms. The definition of slices and the
coding of macroblocks could be changed to allow thread-level parallelism in the entropy
decoding stage. One solution could be the use of traditional slices, but this have some
limitations like decreased coding efficiency, load balancing and others (see Chapter 8).
An alternative could be the use of entropy slices [77] in which the bitstream is split
in slices that can exchange information for improving coding efficiency while, at the
same time, allow the parallel decoding of each row in wavefront order. Additionally, the
organization of syntax elements in the bitstream could be changed for allowing parallel
processing of entropy decoding of macroblocks inside each slice/frame. This can be
done, for example, by organizing the bitstream according to the type of the syntax
elements rather than by complete macroblocks [36]. This scheme can be augmented
with estimations of macroblock complexity that can be added as a syntax element, and
which can be used as information for a dynamic scheduler in heterogeneous systems.

11.2.2 Modifications to the Architecture

This section includes different proposals for adapting processor architecture and mi-
croarchitecture for video decoding applications.

SIMD extensions for Video Decoding Applications

As we have shown in Chapter 4, multidimensional vector architectures are a scalable
and efficient solution for processing video data. They offer high performance with less
complexity compared to traditional SIMD extensions. In emerging video codecs, like
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HEVC, there are proposals for increasing the size of basic coding units [234]. For bigger
data blocks vector architectures offer a big advantage over traditional SIMD extensions
in terms of performance, complexity and power efficiency.

Emerging SIMD extensions like Intel AVX uses wider registers with 256-bits and
have been designed with scalability options to 512 or 1024 bits but they continue to be
organized as a lineal register with limited support for multidimensional data structures.
A 2D-vector architecture, as we demonstrated in this thesis, can handle in a more
efficient way the variable block size that appears in advanced video codecs.

Heterogeneous Multicore Architectures

We have shown that a heterogeneous multicore architecture achieves higher performance
for parallel video decoding. In our analysis we used a static combination of cores, which
means that we have defined a-priori the performance, type and number of processors.
For example, we evaluated the performance of a system with 4 CABAC “high perfor-
mance cores”, 1 master core, and 64 macroblock decoding “simple cores”. But, it should
be noted that the performance required to meet a real-time target depends on charac-
teristics of the input content. In order to match variable application requirements the
performance and number of each type of processors can be adjusted dynamically.

This requires a dynamic scheduling approach in which the scheduling decisions are
based on task complexity and the scheduler is aware of processor heterogeneity. In
such scenario, task are submitted to processors according to their complexity and the
capabilities of the processor. “Simple tasks” are submitted to “simple processors” and
“complex tasks” to “complex” ones.

The implementation of this mechanism requires a fast (probably with the help of
hardware acceleration) task scheduler that can make scheduling decisions with a very
low latency. The problem becomes even more complex when the scheduler is allowed
to change the performance of the processors dynamically using, for example, frequency
and voltage scaling for reducing power consumption.
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