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Dr. Joan Llúıs Cerdà Mart́ın Dr. Joaquim Mart́ın Pedret
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Abstract/Resum

Abstract

The first part of the thesis is devoted to the analysis on a capacity space, with capacities

as substitutes of measures in the study of function spaces. The goal is to extend to the

associated function lattices some aspects of the theory of Banach function spaces, to show

how the general theory can be applied to classical function spaces such as Lorentz spaces,

and to complete the real interpolation theory for these spaces included in [CeClM] and [Ce].

In the second part of the thesis, we present an integral inequality connecting a function

space norm of the gradient of a function to an integral of the corresponding capacity of the

conductor between two level surfaces of the function, which extends the estimates obtained

by V. Maz’ya and S. Costea, and sharp capacitary inequalities due to V. Maz’ya in the

case of the Sobolev norm. The inequality, obtained under appropriate convexity conditions

on the function space, gives a characterization of Sobolev type inequalities involving two

measures, necessary and sufficient conditions for Sobolev isocapacitary type inequalities,

and self-improvements for integrability of Lipschitz functions.

Resum

La primera part està dedicada a l’anàlisi d’un espai de capacitat, amb capacitats com a

substituts de les mesures en l’estudi d’espais de funcions. L’objectiu és estendre als reticles

de funcions associats alguns aspectes de la la teoria d’espais de funcions de Banach, mostrar

com la teoria general pot ser aplicada a espais funcionals clàssics com els espais de Lorentz,

i completar la teoria d’interpolació real d’aquests espais inclosos en [CeClM] i [Ce].

A la segona part de la tesi es presenta una desigualtat integral que connecta la norma del

gradient d’una funció en un espai de funcions amb la integral de la corresponent capacitat del

conductor entre dues superf́ıcies de nivell de la funció, que estén les estimacions obtingudes

per V. Maz’ya i S. Costea, i desigualtats capacitàries fortes de V. Maz’ya en el cas de la norma

de Sobolev. La desigualtat, obtinguda sota condicions de convexitat pel espai funcional,

permet una caracterització de les desigualtats de tipus Sobolev per dues mesures, condicions

1



2 Abstract/Resum

necessàries i suficients per desigualtats isocapacitàries de tipus Sobolev, i la millora de l’auto-

integrabilitat de les funcions de Lipschitz.



Introduction

The main concept in this thesis is the concept of capacity. A capacity, as a generic set

theoretic measuring device, is intimately associated to the idea of a function space -in much

the same way as Lebesgue measure is related to the usual Lp spaces.

A first model example is given by the variational capacity. For m be a positive integer,

1 ≤ p ≤ ∞, and Ω be a domain in the Euclidean n-space Rn, the variational capacity is

defined as

C
′

m,p(K) := inf{‖φ‖pWm,p ; φ ∈ C∞
0 , φ ≥ 1 on K},

where K is a compact subset of Rn, C∞
0 (Rn) denotes the class of all infinite continuously

differentiable functions on Rn with compact support, and Wm,p = Wm,p(Rn) the classical

Sobolev space with the usual norm

‖φ‖pWm,p(Ω) =
∑
|σ|≤m

∫
Ω

|Dσφ|pdx.

Capacity has classically entered in Analysis through removable singularity results and

boundary regularity criteria. But nowadays the concept of a capacity has become much

more a tool that is used in much the same way as measure is used. There is a desire to

integrate with respect to a capacity as if it really were an additive set function - which is

not. One way around this difficulty is to define such an integral using the distributional

form of a Lebesgue integral. This was first proposed by Choquet in his seminal work on

capacities [Ch], by defining for any measurable set E∫
E

fdC :=

∫ ∞

0

C{x ∈ E; f(x) > t}dt,

where f is a non-negative function and C is a capacity. This new perspective provides a

tool to extend the traditional integral of a function with respect to an additive measure -

the Choquet integral.

Let (Ω,Σ) be a measurable space. Sets will always be assumed to be in Σ and functions

in L0(Ω), the set of all real valued measurable functions on (Ω,Σ). A set function C defined

on Σ is called a capacity if it satisfies at least the following properties:

3



4 Introduction

(a) C(∅) = 0,

(b) 0 ≤ C(A) ≤ ∞,

(c) C(A) ≤ C(B) if A ⊂ B, and

(d) C(A ∪B) ≤ c(C(A) + C(B)) (c ≥ 1) (quasi-subadditive).

It is called concave if

C(A ∪B) + C(A ∩B) ≤ C(A) + C(B).

The decreasing rearrangement f ∗C of f is

f ?C(x) = inf{t > 0; C{|f | > t} ≤ x} (x > 0),

and a quasi-subadditive capacity C such that C(An) → C(A) whenever An ↑ A is called a

Fatou capacity.

The first part of this thesis contains a wide study of the analytical and topological

properties of the capacitary function spaces. The emphasis is placed upon the study of the

essential functional analytic elements such that a satisfactory theory can be developed in the

context of quasi-Banach spaces. The key results to study the properties of the capacitary

Lebesgue and Lorentz spaces are Theorem 1.2.17 and Theorem 1.2.19, which are the extended

versions of Fatou’s lemma and Hölder and Minkowski’s inequalities.

For a capacity C, a property is said to hold C−q.e. if the exceptional set has zero capacity,

and we say that {fn}n∈N ⊂ L0(Ω) converges in capacity to f ∈ L0(Ω) if C{|fn− f | > ε} → 0

as n → ∞, ∀ ε > 0. Similarly, we say that {fn}n∈N is a Cauchy sequence in capacity if for

every ε > 0, C{|fp − fq| > ε} → 0 as p, q →∞.

The capacitary Lorentz spaces Lp,q(C) (p, q > 0) are defined by the condition

‖f‖Lp,q(C) :=

{ (
q
∫∞

0
tq−1C{|f | > t}q/pdt

)1/q

<∞, q <∞
supt>0 tC{|f | > t}1/p <∞, q = ∞.

and it is the capacitary Lebesgue space Lp(C) = Lp,p(C) when q = p.

Then, the third key result for our first objective: to set the basic properties of the

Lebesgue Lp(C) and Lorentz spaces Lp,q(C) is the following one (see Theorem 1.3.11).

Theorem: A sequence {fn}n∈N is convergent in capacity to a function f if and only if

it is a Cauchy sequence in capacity. In this case, the sequence has a subsequence which is

C−q.e. convergent to f .
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The key point in this result is a consequence for the capacity given by the Aoki-Rolewicz

theorem, that is, if C is a capacity on (Ω,Σ) with constant c ≥ 1 and (2c)% = 2, fi = χAi
,

i = 1, ..., n and p = 1, we obtain

C
( ∞⋃
i=1

Ai

)%
≤ 2

∞∑
i=1

C(Ai)
%.

We show how the general theory can be applied to function spaces. As an application

of these results we show that the capacitary Lebesgue and Lorentz spaces are complete (see

Theorems 1.3.12 and 1.3.15).

We study also the normability of these spaces: Let µ be a measure on (Ω,Σ) such that

µ(Σ) = [0, µ(Ω)] ⊂ [0,∞], and let us suppose that C is µ-invariant, this meaning that

C(A) = C(B) if µ(A) = µ(B).

Definition: A capacity C on (Ω,Σ) is called quasi-concave with respect to µ if there

exists a constant γ ≥ 1 such that, whenever µ(A) ≤ µ(B), the following two conditions are

satisfied:

(a) C(A) ≤ γ C(B), and

(b) C(B)
µ(B)

≤ γ C(A)
µ(A)

,

this is, for all A,B ∈ Σ,

C(B) ≤ γmax
(
1,
µ(B)

µ(A)

)
C(A).

In the study of the normability of the capacitary Lebesgue spaces, a result is Theo-

rem 1.4.4:

Theorem: If the capacity C is µ-invariant and quasi-concave with respect to µ, then

C̃(A) := sup
{ n∑

i=1

λiC(Ai); n ∈ N,
n∑
i=1

λi = 1, λi ≥ 0,
n∑
i=1

λiµ(Ai) ≤ µ(A)
}

defines a concave capacity which is equivalent to C, i.e. C ' C̃1.

Let C be a quasi-subadditive Fatou capacity, quasi-concave with respect to µ. We will

see that Lp(C) is normable for 1 ≤ p ≤ ∞. For that we define C̃ as before and C̄ by

C̄(A) := inf
An↑A,An∈Σ

{
lim
n→∞

C̃(An)
}
.

1In all this memoir, the symbol f . g will mean that there exists a universal constant c > 0 (independent
of all parameters involved) such that f ≤ cg, and the symbol f ' g will mean that f . g . f .
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Then we will show (see Proposition 1.4.7) that, C̄ is a concave Fatou capacity equivalent to

C. Therefore in Theorem 1.4.8 we see that if C̃ has the Fatou property, then C̄ = C̃, and

hence, Lp(C) = Lp(C̄)(1 ≤ p ≤ ∞), which is normable.

Since we are forced to work with a non-additive integral -the Choquet integral- the dual

spaces are not easily identifiable. However, we will see in Theorem 1.5.5 that for every

1 ≤ p ≤ ∞, q be the conjugate exponent of p, and C a quasi-subadditive Fatou capacity,

the associate space of Lp(C) is Lq(C).

As it is known, interpolation of operators has many applications in different areas of

mathematics. In interpolation theory of linear operators, couples (B0, B1) and (A0, A1)

of Banach spaces, continuously contained in some Hausdorff topological vector space, and

linear operators T : A0 +A1 → B0 +B1 are considered. An interpolation method builds new

Banach spaces A and B, A ↪→ A0 + A1 and B ↪→ B0 + B1, such that if T : A0 → B0 and

T : A1 → B1 continuously, then also T : A → B. We say that A and B are interpolation

spaces for (A0, A1) and (B0, B1).

The classical results which provided the main impetus for the study of interpolation in

se are the theorems of M. Riesz and of Marcinkiewicz. The way of proving Marcinkiewicz’s

theorem turned into the starting point to origin the definition of the real method of in-

terpolation. The proof allowed to J. L. Lions and J. Peetre (see [LiP, LiP1]) to construct

this method. In particular, if Ā = (A0, A1) is a couple of Banach spaces, 0 < θ < 1 and

0 < q ≤ ∞, the interpolation space Āθ,q is the Banach space of all f ∈ A0 + A1 such that

‖f‖θ,q :=
(∫ ∞

0

(t−θK(t, f ; Ā))q
dt

t

)1/q

<∞,

where K(t, f ; Ā) is the K-functional defined by

K(t, f ; Ā) := inf
{
‖f0‖A0 + t‖f1‖A1 ; f = f0 + f1

}
.

We refer to [BeSh], [BK] and [BeLo] for general facts concerning interpolation theory.

We will say that a set A in (Ω,Σ) is a null set for the capacity C if C(A) = 0, and that

two capacities C0, C1 in (Ω,Σ) have the same null sets if for every A ∈ Ω, C0(A) = 0 if and

only if C1(A).

First we obtain the description of K(t, f, Lp(C), L∞(C)) for a quasi-subadditive Fatou

capacity on (Ω,Σ), 0 < p <∞ and t > 0. With this formulas real interpolation follows easily

as in the classical case. In [Ce] it is proved that, for (C0, C1) be a couple of concave Fatou

capacities on (Ω,Σ) with the same null sets and 0 < η < 1, if 1 < p0, p1 <∞, 1 ≤ q0, q1 <∞,

1/q = (1− η)/q0 + η/q1, and 1/p = (1− η)/p0 + η/p1, then

(Lp0,q0(C0), L
p1,q1(C1))η,q = Lp,q(Cηp/p1,q/p),
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where Cθ,q(A) := ‖χA‖(L(C0),L(C1))θ,q
. Here we extend this result to a more general class of

capacities (see Theorem 2.5.12). The capacities will be still supposed to be Fatou but the

Choquet integral will not be necessarily subadditive anymore, and parameters between zero

and one are also allowed.

Our main problem is then interpolation with change of capacities. We want to determine

for convenient parameters the interpolation space

(Lp0,q0(C0), L
p1,q1(C1))η,q

and, in particular we want to study

(Lp0(C0), L
p1(C1))η,q.

Since Lpi(Ci) = (Lαi(Ci), L
∞)θi,pi

for αi = (1− θi)pi, we want to determine

((Lα0(C0), L
∞)θ0,p0 , (L

α1(C1), L
∞)θ1,p1)η,q. (1)

One, in an earlier attempt, tries to apply classical reiteration theorems but we can not do it

because we have spaces with different capacities.

For 0 < p < ∞ and w be a weight in L0(Ω)+, the Lorentz space Lp(w) is defined with

the quasi-norm

‖f‖Lp(w) :=
(∫

Ω

|f |pwpdµ
)1/p

.

In the classical case Stein and Weiss proved that for 0 < p ≤ ∞ and w0, w1 weights in

L0(Ω)+,

(Lp(w0), L
p(w1))η,p = Lp(w1−η

0 wη1).

Moreover, we will see in Chapter 2 that (Λp(w0),Λ
p(w1))η,p = Λp(w) with

W = W 1−η
0 W η

1 .

To deal with this problem in the case of capacities one suspects that

(Lp(C0), L
p(C1))η,p = Lp(C1−η

0 Cη
1 ).

Observe that in (1) three spaces appear, namely Lα0(C0), L
α1(C1), L

∞. In [CeClM] the same

happens but in the Banach case, studied previously by other authors, and then, the result

follows as an application of those studies. So, it is natural to try to apply an extension of

Sparr’s method for triples of Banach spaces (see [AK]).
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Let n = 2, pi, qi ∈ (0,∞] and Ci be quasi-subadditive Fatou capacities on (Ω,Σ), i =

0, 1, 2, with subadditivity constants ci ≥ 1, such that for an arbitrary set A ⊂ Ω, then

C0(A) = 0 ⇐⇒ C1(A) = 0 ⇐⇒ C2(A) = 0.

Fix X̄ = (Lp0,q0(C0), L
p1,q1(C1), L

p2,q2(C2)) and denote by R2
+ the set of vectors t = (t1, t2)

for which ti > 0, i = 1, 2. We will try to extend the construction in [AK] to our quasi-Banach

triple. As usual, for elements x ∈ Σ(X̄), Peetre’s K-functional of the 3-tuple X̄ is defined

for t ∈ R2
+ by the formula

K(t, x; X̄) = inf
{
‖x0‖Lp0,q0 (C0) + · · ·+ t2‖x2‖Lp2,q2 (C2);x =

2∑
i=0

xi xi ∈ Lpi,qi(Ci)
}
.

Let % ∈ (0, 1] be the parameter in Aoki-Rolewicz’s theorem corresponding to a common

constant c := max(c0, c1, c2) in the triangle inequality for the quasi-Banach spaces in X̄,

pi, qi ∈ (0,∞], i = 0, 1, 2. We define Sρ, a modified Calderón operator, by the formula

(S%f)(t) :=

(∫
R2

+

[
min

(
1,
t1
s1

,
t2
s2

)
f(s)

]%
ds1

s1

ds2

s2

)1/%

(t ∈ R2
+),

with (2c)% = 2 and consider the space

σ%(X̄) :=
{
f ∈ Σ(X̄); S%(S%K(·, f ; X̄))(1)% <∞

}
.

The interpolation space X̄Θ,q;K is defined, for Θ = (θ0, θ1) with θ0, θ1 > 0 and θ0 +θ1 < 1,

by the condition

‖f‖Θ,q;K = ‖K(·, f ; X̄)‖Θ,q <∞,

where

‖g‖Θ,q :=
(∫ ∞

0

∫ ∞

0

(t−θ01 t−θ12 f(t1, t2))
q dt1
t1

dt2
t2

)1/q

(0 < q <∞),

and the J-space X̄Θ,q;J is defined as

‖f‖Θ,q;J := inf
{( ∞∑

m=−∞

∞∑
n=−∞

(2−mθ02−nθ1J(2m, 2n, umn))
q
)1/q

; f =
∞∑

m=−∞

∞∑
n=−∞

umn

}
,

where the operator J is given by J(t, v) = J(t, v; X̄) = max(‖v‖0, t1‖v‖1, t2‖v‖2) and

(umn) ⊂ ∆(X̄) satisfies that( ∞∑
m=−∞

∞∑
n=−∞

(2−mθ02−nθ1J(2m, 2n, umn))
q
)1/q

<∞.
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Definition: The Fundamental Lemma with the operator S% is valid for the 3-tuple X̄ if

any element x ∈ σ%(X̄) can be represented as a series x =
∑

k∈Z2 xk, absolutely convergent

in Σ(X̄), where xk ∈ 4(X̄), J(2k, xk; X̄) ≤ C[S%K(·, x; X̄)](2k), 2k = (2k1 , 2k2) and k =

(k1, k2) ∈ Z2.

Lemma: Let X̄ = (Lp0,q0(C0), L
p1,q1(C1), L

p2,q2(C2)). The Fundamental Lemma with the

operator S% is valid for X̄.

In Definition 2.3.1, we say that a quasi-Banach function lattice Φ on R2
+ with the measure

dt
t

= dt1
t1

dt2
t2

is a parameter of the %-real method if the operator S% is bounded in Φ, % ∈ (0, 1].

As usual, the interpolation spaces KΘ(X̄) and JΘ(X̄) are defined by the quasi-norms

‖f‖KΘ(X̄) = ‖K(·, f ; X̄)‖Θ,

‖f‖JΘ(X̄) = inf
{
‖J(·, u(·); X̄)‖Θ; f =

∑
k

uk convergent in Σ(X̄), uk ∈ ∆(X̄)
}
,

and we will show in Theorem 2.3.2:

Theorem: Let pi, qi ∈ (0,∞], i = 0, 1, 2 and X̄ = (Lp0,q0(C0), L
p1,q1(C1), L

p2,q2(C2)) be

a 3-tuple for which the Fundamental Lemma with the operator S% is valid. Then, for any

parameter Θ of the %-real method, we have that KΘ(X̄) = JΘ(X̄).

With these ingredients, the key result is Theorem 2.4.4 that cames from the Power

theorem of G. Sparr for quasi-normed abelian groups (see [Sp, Sp1]) and Theorem 2.3.2:

Theorem: Let pi, qi ∈ (0,∞], i = 0, 1, 2, and 0 < µ < 1. If 0 < q̄0, q̄1, q < ∞ and
1
q

= 1−µ
q̄0

+ µ
q̄1

, then

((Lp0,q0(C0), L
p2,q2(C2))α0,q̄0 , (L

p1,q1(C1), L
p2,q2(C2))α1,q̄1)µ,q

= (Lp0,q0(C0), L
p1,q1(C1), L

p2,q2(C2))(θ1,θ2),q,

where θ1 = (1− α1)µ, θ2 = α0(1− µ) + α1µ.

As an application we extend the results on real interpolation of capacitary Lp(C) spaces

included in [Ce] and [CeClM] to general capacities. The main objective is Theorem 2.5.12:

Theorem: Let C0, C1 be a couple of quasi-subadditive Fatou capacities on (Ω,Σ) with

the same null sets and 0 < η < 1. If 0 < p0, p1 < ∞, 0 < q0, q1 ≤ ∞, 1
p

:= 1−η
p0

+ η
p1

and
1
q

:= 1−η
q0

+ η
q1

, then, for Cθ,q(A) := ‖χA‖(L(C0),L(C1))θ,q
(0 < θ < 1),

(Lp0,q0(C0), L
p1,q1(C1))η,q = Lp,q(C ηp

p1
,q/p).

For Ω be a subset of Rn and C a quasi-subadditive Fatou capacity on (Ω,B(Ω)), a function

f : Ω → R is termed C-quasi-continuous on Ω, denoted by f ∈ QC, if given any ε > 0, there

exists a relatively open set G ⊂ Ω such that C(G) < ε and f is continuous on Gc.
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More estimates for the K-functional with respect to the pair (Lp0(C), L∞(C)) similar

to those in [Ce] are developed, but restricted to the cone of quasi-continuous functions.

Proposition 2.7.4 is a result and states that, if f is a quasi-continuous function, not necessarily

positive, then

K(t, f ;Lp0(C) ∩QC,L∞(C) ∩QC) := KQC(t, f ;Lp0(C), L∞(C)) ' K(t, f ;Lp0(C), L∞(C)).

Hence, by denoting Lp,q(C) = Lp,q(C) ∩QC, we will show in Theorem 2.7.5:

Theorem: Suppose that 0 < θ < 1, 0 < p0 < q ≤ ∞ or 0 < p0 ≤ q < ∞ and 1
p

:= 1−θ
p0

.

Then

(Lp0(C),L∞(C))θ,q = Lp,q(C).

A classical property of the Lebesgue measure spaces that still holds in the capacitary

setting is Theorem 2.8.4: For 0 < p0, p1 ≤ ∞, α ∈ (0, 1) and 1
p

= 1−α
p0

+ α
p1

,

Lp0(C)1−αLp1(C)α = Lp(C)

with equivalent quasi-norms. Finally we extend the classical theory of Orlicz spaces to gen-

eral Orlicz spaces, capacitary Orlicz spaces and we study their interpolation behaviour.

In the second part of this memoir we will study Sobolev inequalities. To show the con-

nection of this topic with capacities let us consider the following problem. Just consider the

problem of maximizing the area a of a plane domain Ω with rectifiable boundary of a fixed

length l. As it is known, the disk attach the maximum. The maximizing property of the

disk can be written as the isoperimetric inequality

4πa ≤ l2. (2)

For n ∈ N, the n-dimensional generalization of (2) is

(mesng)
n−1

n ≤ cnHn−1(g), (3)

where g is a domain with smooth boundary δg and compact closure, and Hn−1 is the n− 1-

dimensional area (see [EvGa]). How does this geometric fact concern Sobolev embedding

theorems? The answer is given in [FF] and [Ma05] where it is proved that:

Theorem: Let u ∈ C∞
0 (Rn). There holds the inequality2

(∫
Rn

|u|
n

n−1dx
)n−1

n ≤ cn

∫
|∇u|dx,

2∇f denotes the usual gradient of f when it exists.
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where the best constant is the same as in the isoperimetric inequality (3) and C∞
0 (Rn) denotes

the class of all infinite continuously differentiable functions on Rn with compact support.

V. Maz’ya as a fourth year undergraduate student discovered that isoperimetric and

isocapacitary inequalities are equivalent to Sobolev type inequalities. It turned out that

classes of domains and measures involved in embedding and compactness theorems could

be completely described in terms of length, area and capacity minimizing functions. If we

consider the inequality: (∫
Ω

|u|qdµ
)1/q

≤ C

∫
Ω

|∇u|dx, (4)

where q ≥ 1, Ω is an open subset of Rn, µ is an arbitrary measure on Rn and u ∈ C∞
0 (Ω),

then we have the following nice theorem.

Theorem: Inequality (4) with q ≥ 1 holds if and only if

µ(g)1/q ≤ CHn−1(g)

for every bounded open set g with smooth boundary g ⊂ Ω. This classical theorem shows

the relation between isoperimetry and Sobolev estimates.

Some capacities of potential theory are very useful to obtain bounds for some classical

operators. For example, Calderón’s theorem shows that every u ∈ Wm,p(Rn) can be repre-

sented as a Bessel potential in the way u(x) = Gm ∗ f(x), for all x ∈ Rn and f ∈ Lp, where

Gα is the L1- function with Fourier transform (1 + |ξ|2)−α/2, ξ ∈ Rn, α > 0. With this, we

obtain the following potential theoretic capacity:

Cα,p(K) := inf{‖f‖pLp ; Gα ∗ f ≥ 1 on K, f ≥ 0 a.e.}

for α > 0 and 1 < p <∞. This capacity is often refered as Bessel capacity. Easily it follows

the weak type inequality

Cα,p({Gα ∗ f > t}) ≤ t−p
∫

Rn

f(x)pdx

for any f ≥ 0 a.e. on Rn. Such an estimate have an analogy with the situation of operators

between measurable functions. Here, we are thinking of the operator

Gα : Lp → Lp,∞(Cα,p).

The history of such inequalities really begins with V. Maz’ya in [Ma85], where the ca-

pacitary strong type inequality was given. We adopt here the notation

Cp(K) := inf
{∫

|∇φ|pdx; φ ∈ C∞
0 (Rn), φ ≥ 1 on K

}
.
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The strong capacitary inequality for Cp is∫
|u|pdCp ≤ A

∫
|∇u|pdx (1 < p < n). (5)

The fact that Cp is a capacity and the definition of the Choquet integral make to think about

the possibility to obtain on the left part of (5) a real integral on (0,∞). The solution of this

problem was given first by V. Maz’ya in [Ma06].

If Lip0(Ω) is the class of all Lipschitz functions with compact support in a domain Ω ⊂ Rn,

Wiener’s capacity of a compact subset K of Ω,

cap(K,Ω) = inf
0≤f≤1, f=1 onK

‖∇f‖2
2 (f ∈ Lip0(Ω)),

extended in the obvious way for any p ≥ 1 as the p-capacity

capp(K,Ω) = inf
0≤f≤1, f=1 onK

‖∇f‖pp (f ∈ Lip0(Ω)),

was used by V. Maz’ya to obtain the Sobolev inequality∫ ∞

0

capp(Mat,Mt)d(t
p) ≤ c(a, p)

∫
Ω

|∇f |pdx,

where Mt is the set {x ∈ Ω; |f(x)| > t} with t > 0. It has numerous extensions and has

been applied to the theory of Sobolev type spaces on domains in Rn, Riemannian manifolds,

metric and topological spaces, to linear and non-linear partial differential equations, etc.

Some extensions to the setting of Lorentz spaces Lp,q(Ω) has been obtained in [CosMa],

where it is proved that∫ ∞

0

capp,q(Mat,Mt)d(t
p) . ‖∇f‖pLp,q(Ω,mn;Rn) (1 ≤ q ≤ p) (6)

and

∫ ∞

0

capp,q(Mat,Mt)
q/pd(tq) . ‖∇f‖qLp,q(Ω,mn;Rn) (p < q <∞). (7)

From (6) and (7) they derive necessary and sufficient conditions for certain two-weight in-

equalities involving Sobolev-Lorentz norms, extending results obtained in [Ma05] and [Ma06].

For µ and η be two Borel measures on Ω and p, q, r, s real numbers such that 1 < s <

max(p, q) ≤ r <∞ and q ≥ 1, V. Maz’ya and S. Costea characterize the inequality

‖f‖Lr,max(p,q)(Ω,µ) ≤ A
(
‖∇u‖Lp,q(Ω,mn) + ‖f‖Ls,max(p,q)(Ω,η)

)
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restricted to functions in Lip0(Ω) by requiring the condition3

µ(g)1/r ≤ K
(
capp,q(g,G)1/p + η(G)1/s

)
(g ⊂⊂ G ⊂⊂ Ω).

In the sequel we extend this result also for r.i. quasi-Banach spaces on Ω and 0 < p < 1.

The proofs of these new Lorentz-Sobolev inequalities in [CosMa] are based on the prop-

erties

‖f‖pLp,q(Ω,µ) + ‖g‖pLp,q(Ω,µ) ≤ ‖f + g‖pLp,q(Ω,µ) (1 ≤ q ≤ p)

‖f‖qLp,q(Ω,µ) + ‖g‖qLp,q(Ω,µ) ≤ ‖f + g‖qLp,q(Ω,µ) (1 < p < q)

of the Lorentz (quasi-)norms, for f, g disjointly supported functions. Since the constant in

the right hand side of the inequalities is one, they can be extended to an arbitrary set of

disjoint functions. A thorough study in the proofs allow us to see that the limitation of

these techniques is that it allows us to cover only certain particular kind of spaces because

of the lower estimates with constant one, and it does not apply to a wider class of spaces.

However, we will see that an extension is possible in the setting of (quasi-)Banach function

spaces with lower estimates, independently of the value of the constant, by means of new

techniques. The key point is a result due to N. J. Kalton and S. J. Montgomery-Smith on

the theory of submeasures. Our results have the advantage that they can be applied to many

examples.

In general, a Banach function space X = X(Ω) on (Ω,Σ, µ) is called a rearrangement-

invariant (r.i. for short) space if g ∈ X implies that all µ-measurable functions f with the

same distribution function, that is, such that µf = µg
4, also belong to X and ‖f‖X = ‖g‖X .

Our aim in the second part of this thesis is to show that inequalities (6) and (7) can be

extended to other function spaces X = X(Ω), with Ω endowed with the Lebesgue measure,

under certain convexity conditions on the Sobolev norm or quasi-norm. In the sequel, we

prove in Theorems 3.3.5 and 3.3.6 the inequality∫ ∞

0

tp−1CapX(Mat,Mt)
pdt ≤ c(a, p)‖∇f‖pX ,

under appropiate convexity conditions, where

CapX(Mat,Mt) := inf{‖∇u‖X ; u ∈ W (Mat,Mt)},

and W (Mat,Mt) := {u ∈ Lip0(Mt); u = 1 on a neighbourhood ofMat, 0 ≤ u ≤ 1}.
3The notation g ⊂⊂ G means that g is an open set whose closure is a compact subset of the open set G.
4Let f be µ-measurable, the distribution function is µf (t) := µ{x ∈ Ω; |f(x)| > t}, t > 0.
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In general, for a compact set K ⊂ Ω and an open set G ⊂ Ω containing K, we denote

W (K,G) := {u ∈ Lip0(G); u = 1 on a neighbourhood ofK, 0 ≤ u ≤ 1},

CapX(K,G) := inf{‖∇u‖X ; u ∈ W (K,G)}

and we will write CapX(·) = CapX(·,Ω) when Ω has been fixed.

Definition: A quasi-Banach function space X on (Ω,Σ) is called p-convex if there exists

a constant M so that∥∥∥( n∑
i=1

|fi|p
)1/p∥∥∥ ≤M

( n∑
i=1

‖fi‖p
)1/p

(n ∈ N, {fi}ni=1 ⊂ X).

Definition: Let 0 < p < ∞. A quasi-Banach function space X on (Ω,Σ) satisfies an

upper p-estimate (a lower p−estimate) if there exists a constant M so that, for all n ∈ N
and for any choice of disjointly supported elements {fi}ni=1 ⊂ X,

∥∥∥( n∑
i=1

|fi|p
)1/p∥∥∥ ≤M

( n∑
i=1

‖fi‖p
)1/p (( n∑

i=1

‖fi‖p
)1/p

≤M
∥∥∥( n∑

i=1

|fi|p
)1/p∥∥∥).

In particular, necessary and sufficient conditions for Sobolev type estimates in rearrange-

ment invariant spaces involving two measures are developed, extending results of [Ma05], [Ma06]

and [CosMa]. Consider µ and ν be two Borel measures on Ω, X a quasi-Banach function

space on Ω, Y an r.i. space on (Ω, µ) and Z an r.i. space on (Ω, ν). Under this conditions

we will prove (see Theorem 3.4.1):

Theorem: If X satisfies a lower p−estimate, then the following properties are equivalent:

(i) There is a constant A > 0 such that

‖f‖Λ1,p(Y ) ≤ A(‖∇f‖X + ‖f‖Λ1,p(Z)) (f ∈ Lip0(Ω)).

(ii) There exists a constant B > 0 such that

ϕY (µ(g)) ≤ B(CapX(g,G) + ϕZ(ν(G))) (g ⊂⊂ G ⊂⊂ Ω).

Here ϕX denotes the fundamental function of the r.i. space X defined in (3.2) and Λ1,p(X)

represents the Lorentz space defined by the condition

‖f‖Λ1,p(X) =
(∫ ∞

0

tp−1ϕX(µf (t))
pdt
)1/p

<∞.
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A characterization of Sobolev type inequalities and improvements of the integrability of

Lipschitz functions follow from our studies. Let X be a quasi-Banach function space on the

domain Ω ⊂ Rn, µ a Borel measure on Ω, and Y be an r.i. space on (Ω, µ). In Theorem 3.5.1

we see that if

sup
ϕY (µ(g))

CapX(g,G)
<∞,

the supremum being taken over all sets g,G such that g ⊂⊂ G ⊂⊂ Rn, then for every compact

subset K in Ω,

ϕY (µ(K)) . CapX(K).

As an application of Theorem 3.3.6 and Theorem 3.5.1, Theorem 3.5.2 states:

Theorem: Let 0 < p <∞. If X satisfies a lower p−estimate, then the following proper-

ties are equivalent:

(i) ϕY (µ(K)) . CapX(K) for every compact set K on Ω.

(ii) ‖f‖Λ1,p(Y ) . ‖∇f‖X (f ∈ Lip0(Ω)).

(iii) ‖f‖Λ1,∞(Y ) . ‖∇f‖X (f ∈ Lip0(Ω)).

Moreover, for q ≥ p, if Y is q-convex or, if Y satisfies an upper q−estimate and ϕY (t)/t1/p

is quasi-increasing, then, for every f ∈ Lip0(Ω),

‖f‖Λ1,∞(Y ) . ‖∇f‖X ⇔ ‖f‖Λ1,p(Y ) . ‖∇f‖X ⇔ ‖f‖Y . ‖∇f‖X .

In the particular case when X = Lp, p ∈ (1, n), and Y = Ls with s = np
n−p we recover the

well-known self-improvement of integrability of Lipschitz functions

‖f‖Ls,p = ‖f‖Λ1,p(Ls) . ‖∇f‖Lp .

To finish this chapter, we develop some extensions to the capacitary function spaces

studied in the first chapter of this memoir (see Theorem 3.6.1):

Theorem: Suppose 0 < p, s, q <∞, and let C and C̃ be two capacities on (Ω,Σ). If X

satisfies a lower q−estimate, then the following properties are equivalent:

(i) ‖f‖Lp,q(C) . ‖∇f‖X + ‖f‖Ls,q(C̃) for every f ∈ Lip0(Ω).

(ii) C(p)(g) . CapX(g,G) + C̃(s)(G) for all sets g and G such that g ⊂⊂ G ⊂⊂ Ω.
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Recall that C(p) := C1/p denotes the p-convexification of C (see [Ce]).

As it is known, the Sobolev-Poincaré inequality is closely related with isocapacitary

inequalities. So that, we finish this memoir with an study of some Sobolev inequalities of

second order.

Let Ω be a domain of Rn with the Lebesgue measuremn. Let f be a continuously differen-

tiable function with compact support in Ω. The classical version of the Pólya-Szegö principle

states (cf. [K])

‖∇f ◦‖Lp(Ω) ≤ ‖∇f‖Lp(Ω),

where f ◦ denotes the symmetric rearrangement of f , defined as

f ◦(x) := f ∗(ωn|x|n) (x ∈ Rn),

where ωn = measure of the unit ball in Rn. It is well-known that the isoperimetric and

isocapacitary inequalities are equivalent to Sobolev type inequalities (cf. [Ma85, Ma11]).

A well-known principle, due to Maz’ya, and Federer and Fleming (cf. [Ma85], [FF], [Fed],

and the references therein), is the equivalence between the isoperimetric inequality and the

Sobolev and Gagliardo-Nirenberg inequality

‖f‖
L

np
n−p

≤ c‖|∇f |‖Lp , (f ∈ Lip0(Rn), 1 ≤ p < n).

For 1 < p < n the exact value of the constant was found by Talenti [Ta1] and Aubin [Au].

Maz’ya’s work also influenced specially the most recent work of J. Martin and M. Mil-

man. For instance, in [MMi3] the authors show some connections between symmetrization

inequalities and the isocapacitary inequalities due to Maz’ya.

As it is known, symmetrization is a very useful classical tool in PDE’s and the the-

ory of Sobolev spaces, being the symmetrization inequalities formulated frequently as norm

inequalities. A difficulty in that area is that the norm inequalities need to be proven sep-

arately for different classes of spaces. Moreover, one may lose information in the extreme

cases. Normaly, the end point Sobolev embeddings usually require a different type of spaces

(extrapolation spaces), and different geometries produce different types of optimal spaces.

In [MMi1] and [MMiP] new symmetrization inequalities have been developed that can be

applied to provide a unified treatment of sharp Poincaré inequalities and sharp integrability

of solutions of elliptic equations. Moreover, in [MMi4] higher order symmetrization inequal-

ities are also given. On the other hand, A. Cianchi in [Ci1] has characterized second-order

Sobolev-Poincaré inequalities in Rn with the Lebesgue measure and a Pólya-Szegö principle

for second-order derivatives is established.
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In [MMi5] the authors provide, using isoperimetry and symmetrization, a unified frame-

work to study the classical and logarithmic Sobolev inequalities. In particular, they obtain

new Gaussian symmetrization inequalities and connect them with logarithmic Sobolev in-

equalities. In those inequalities, the isoperimetric function appears sistematically. For sec-

ond order derivatives we will see, in the appendix, that the inequalities depend on the square

of the isoperimetric function.

In the appendix, we will try to obtain second order Sobolev-Poincaré inequalities and to

characterize them. Let µ be a Borel measure on Ω = Rn, and assume that µ is given by

dµ(x) = ϕ(x)dx, where ϕ ∈ C(Rn), ϕ(x) > 0 for any x ∈ Rn and
∫

Rn ϕ(x)dx = 1. We define

the non-increasing rearrangement of f ∈ L0(Rn) with respect to µ (compare with (1.2)), as

f ∗µ(t) := inf{s ≥ 0; µ{|f | > s} ≤ t} (0 < t ≤ 1).

Let A ⊂ Rn be a measurable set, the µ-perimeter (in the sense of De Giorgi) is defined

by

Pµ(A) = sup
{∫

A

div(h(x)ϕ(x))dx;h ∈ C1
0(Rn,Rn), |h| ≤ 1

}
,

and the isoperimetric function Iµ is defined as the pointwise maximal function Iµ : [0, 1] →
[0,∞) such that

Pµ(A) ≥ Iµ(µ(A)),

holds for all Borel sets A.

We will assume that the isoperimetric function (i.e., the isoperimetric profile) Iµ is a

concave continuous function, increasing on (0, 1/2), symmetric about the point 1/2 that,

moreover, vanishes at zero.

M. Milman and J. Mart́ın consider as a usual space, a Banach function space X on

(Rn, µ) and they show that, if Y is also an r.i. space on (Rn, µ), the X−Y Sobolev-Poincaré

inequality depends on the boundedness of the Hardy type operator

Qµg(t) =

∫ 1/2

t

g(s)
ds

Iµ(s)
:=

∫ 1

t

g(s)χ(0,1/2)(s)
ds

Iµ(s)
,

as shown in [MMi1].

In [MMi3], it is shown that, if 0 ≤ g ∈ X̄(0, 1) and supp g ⊂ (0, 1/2), implies that 5

‖Qµg‖Ȳ (0,1) . ‖g‖X̄(0,1),

5For an r.i. Banach function space X on (Rn, µ), X̄(0, 1) is the r.i. space endowed with the Lebesgue
measure given by the Luxemburg theorem (see [BeSh, Theorem 4.2]).
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then for any f ∈ Lip(Rn), the Sobolev-Poincaré estimate holds∥∥∥f − ∫
Rn

f dµ
∥∥∥
Y

. ‖∇f‖X .

It is observed that the reverse result holds only for measure spaces of isoperimetric Hardy

type.

Using similar techniques second order Sobolev-Poincaré inequalities are developed and

related with the boundedness of some Hardy type operators involving the square of the

isoperimetric profile on (Rn, µ). We define a new operator Ā for g ∈ X̄(0, 1) by

Iµ(t)

t

∫ 1/2

t

g(s)
ds

Iµ(s)
:= Āg(t),

and obtain a unified treatment of second order Sobolev-Poincaré inequalities in rearrange-

ment invariant function spaces.

By W 2,X(µ) we denote the classical second-order Sobolev space generated by the norm

in X,

‖φ‖W 2,X(µ) =
∑
|σ|≤2

‖Dσφ‖X(Rn,µ) =
∑
|σ|≤2

‖Dσφ‖X .

Suppose that X and Y are r.i. spaces on (Rn, µ). We will show (see Theorem A.3.9) that:

Theorem: Assume that αX < 1 and Ā is bounded on X̄(0, 1). The following statements

are equivalent:

(i) For every g ≥ 0 with supp g ⊂ (0, 1/2),

∥∥∥∫ 1

t

g(s)
( s

Iµ(s)

)2ds

s

∥∥∥
Ȳ (0,1)

. ‖g‖X̄(0,1).

(ii) For every f ∈ W 2,X(µ),

‖f‖Y .
∥∥∥f ∗µ(t)(Iµ(t)t )2∥∥∥

X̄(0,1)
.

(iii) For every f ∈ W 2,X(µ),

‖f‖Y .
∥∥∥(f ∗∗µ (t)− f ∗µ(t))

(Iµ(t)
t

)2∥∥∥
X̄(0,1)

+ ‖f‖L1(µ).
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If these properties are satisfied and f ∈ W 2,X(µ)6, then∥∥∥f − ∫
Rn

f dµ
∥∥∥
Y

. ‖d2f‖X + ‖∇f‖L1(µ).

We will prove under the isoperimetric Hardy type condition in Theorem A.4.1 that: If

X and Y are r.i. spaces on (Rn, µ) with αX < 1 and such that ‖Qµg‖Ȳ (0,1) . ‖g‖X̄(0,1) for

g ≥ 0, g ∈ X̄(0, 1) supported on (0, 1/2), then W 2,X(µ) ↪→ Y , and for every f ∈ W 2,X(µ)

inf
Λ∈P1

‖f − Λf‖Y . ‖d2f‖X .

More precisely, ‖f − Λf‖Y . ‖d2f‖X if Λf := pf +
∫

(f − pf ) dµ with pf (x) :=
∫
f dµ +∑n

i=1(
∫
∂if dµ)xi. Finally, for the Gaussian measure γ we show in Theorem A.5.2 that, if

‖f − Λf‖Y . ‖d2f‖X (f ∈ W 2,X(γ)),

then Q2
γ : X̄(0, 1) → Ȳ (0, 1) and Qγ : X̄(0, 1) → Ȳ (0, 1) are bounded operators.

Topics covered in this dissertation: Statements of the problems
and main results

As we said, capacities, interpolation and Sobolev inequalities are the ingredients of this

dissertation. A brief description of the most important obtained results is provided. The

different problems will be treated in different chapters of this dissertation and they will be

contextualized in the corresponding chapters.

Chapter 1: Capacitary function spaces

Let (Ω,Σ) be a measurable space. Sets will always be assumed to be in Σ and functions

in L0(Ω), the set of all real valued measurable functions on (Ω,Σ). A set function C

defined on Σ is called a capacity if it satisfies at least the following properties:

(a) C(∅) = 0,

(b) 0 ≤ C(A) ≤ ∞,

(c) C(A) ≤ C(B) if A ⊂ B, and

(d) C(A ∪B) ≤ c(C(A) + C(B)) (c ≥ 1) (quasi-subadditive).

It is called concave if

C(A ∪B) + C(A ∩B) ≤ C(A) + C(B).

6W 2,X(µ) denotes the second-order Sobolev space with the norm generated by the norm in X.



20 Introduction

The Choquet integral is defined as∫
f dC :=

∫ ∞

0

C{f > t} dt

if f ≥ 0 is a measurable function in the sense that {f > t} ∈ Σ for every t > 0.

One of the main problems is that we are forced to work with a non-additive integral,

the Choquet integral, so that the dual spaces are not easily identifiable and some

basic properties, such as the dominated convergence theorem, are not longer available.

Therefore, we must check all the classical properties to assure their validity.

In measure theory, measure convergence is a really useful concept and its facts. The

measure convergence must be understood as the convergence to zero of the measure

of the set between the graphs of a sequence of measurable functions {fn} and f .

As a capacity is an extension of a measure, our first natural question is to analyze

under which conditions on the capacity, we will have the corresponding theorem of

convergence of measurable functions. We will answer to this question in a general

case, in Theorem 1.3.11.

For a capacity C, a property is said to hold C−q.e. if the exceptional set has zero

capacity, and we say that {fn}n∈N ⊂ L0(Ω) converges to f ∈ L0(Ω) in capacity if

C{|fn − f | > ε} → 0 as n → ∞, ∀ ε > 0. Similarly, we say that {fn}n∈N is a Cauchy

sequence in capacity if for every ε > 0, C{|fp − fq| > ε} → 0 as p, q →∞.

Theorem: A sequence {fn}n∈N is convergent in capacity to a function f if and only

if it is a Cauchy sequence in capacity. In this case, the sequence has a subsequence

which is C−q.e. convergent to f .

The decreasing rearrangement f ∗C of f is

f ?C(x) = inf{t > 0; C{|f | > t} ≤ x} (x > 0),

and a quasi-subadditive capacity C such that C(An) → C(A) whenever An ↑ A is

called a Fatou capacity. The Lebesgue space Lp(C) (p > 0) is defined by the condition

%p(f) :=

{
(
∫

Ω
|f |pdC)1/p <∞, 0 < p <∞

inf{M > 0;C{|f | ≥M} = 0} <∞, p = ∞.

The Fatou property allows us to prove for a general quasi-subadditive Fatou capacity

C on the measurable space (Ω,Σ), the completeness of the capacitary Lebesgue and

Lorentz spaces (see Theorems 1.3.12 and 1.3.15). Another interesting problem partially
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analized in [CeClM] is the normability or not of the capacitary Lebesgue space Lp(C)

under a strong condition. This is not possible in all the desirable generalization, but

we will see that it is possible under appropiate conditions.

Let µ be a measure on (Ω,Σ) such that µ(Σ) = [0, µ(Ω)] ⊂ [0,∞], and let us suppose

that C is µ-invariant, this meaning that C(A) = C(B) if µ(A) = µ(B).

Definition: A capacity C on (Ω,Σ) is called quasi-concave with respect to µ if there

exists a constant γ ≥ 1 such that, whenever µ(A) ≤ µ(B), the following two conditions

are satisfied:

(a) C(A) ≤ γ C(B), and

(b) C(B)
µ(B)

≤ γ C(A)
µ(A)

,

this is, for all A,B ∈ Σ,

C(B) ≤ γmax
(
1,
µ(B)

µ(A)

)
C(A).

In the study of the normability of the capacitary Lebesgue spaces with weaker condi-

tions, a key result is Theorem 1.4.4:

Theorem: If the capacity C is µ-invariant and quasi-concave with respect to µ, then

C̃(A) := sup
{ n∑

i=1

λiC(Ai); n ∈ N,
n∑
i=1

λi = 1, λi ≥ 0,
n∑
i=1

λiµ(Ai) ≤ µ(A)
}

defines a concave capacity which is equivalent to C, i.e. C ' C̃7. As an application we

show, in Theorem 1.4.8, that if C̃ has the Fatou property, then Lp(C) (1 ≤ p ≤ ∞) is

normable.

Chapter 2: Interpolation of capacitary Lorentz spaces

The way of proving Marcinkiewicz’s theorem allowed to J. L. Lions and J. Peetre

(see [LiP, LiP1]) to construct the real method of interpolation. In particular, if Ā =

(A0, A1) is a couple of Banach spaces, 0 < θ < 1 and 0 < q ≤ ∞, the interpolation

space Āθ,q is the Banach space of all f ∈ A0 + A1 such that

‖f‖θ,q :=
(∫ ∞

0

(t−θK(t, f ; Ā))q
dt

t

)1/q

<∞,

7In all this memoir, the symbol f . g will mean that there exists a universal constant c > 0 (independent
of all parameters involved) such that f ≤ cg, and the symbol f ' g will mean that f . g . f .
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where K(t, f ; Ā) is the K-functional defined by

K(t, f ; Ā) := inf
{
‖f0‖A0 + t‖f1‖A1 ; f = f0 + f1

}
.

In the second chapter our objective is to extend the results on real interpolation of

capacitary Lp(C) spaces included in [Ce] and [CeClM] to general capacities, that is, to

the quasi-Banach case. In those articles the concavity of the capacities is needed. We

will avoid this restrictive property.

First we see that for 0 < p < ∞, C be a quasi-subadditive Fatou capacity on (Ω,Σ),

f ∈ Lp(C) + L∞(C), and t > 0,

K(t, f ;Lp(C), L∞(C)) '
(∫ ∞

0

yp−1 min(C{|f | > y}, tp)dy
)1/p

'
(∫ tp

0

f ∗C(y)pdy
)1/p

.

With these formulas, real interpolation follows easily as in the classical case (see The-

orem 2.5.2): Suppose 0 < θ < 1, 0 < p0 < q ≤ ∞ or 0 < p0 ≤ q < ∞, and 1
p

= 1−θ
p0

.

Then

(Lp0(C), L∞(C))θ,q = Lp,q(C).

We want to determine for convenient parameters and capacities the interpolation space

(Lp0(C0), L
p1(C1))η,q.

Since Lpi(Ci) = (Lαi(Ci), L
∞)θi,pi

for αi = (1− θi)pi, we want to determine

((Lα0(C0), L
∞)θ0,p0 , (L

α1(C1), L
∞)θ1,p1)η,q. (8)

After a first look, one tries to apply classical reiteration theorems but we can not do

it because we have spaces with different capacities.

For 0 < p <∞ and w be a weight in L0(Ω)+, the Lorentz space Lp(w) is defined with

the quasi-norm

‖f‖Lp(w) :=
(∫

Ω

|f |pwpdµ
)1/p

.

In the classical case Stein and Weiss proved that for 0 < p ≤ ∞ and w0, w1 weights in

L0(Ω)+,

(Lp(w0), L
p(w1))η,p = Lp(w1−η

0 wη1).

Moreover, we will see in Chapter 2 that (Λp(w0),Λ
p(w1))η,p = Λp(w) with

W = W 1−η
0 W η

1 .
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Therefore in the case of capacities one suspects

(Lp(C0), L
p(C1))η,p = Lp(C1−η

0 Cη
1 ).

Observe that in (8) three spaces appear, namely Lα0(C0), L
α1(C1), L

∞. It is natural

to try to apply an extension of Sparr’s method for triples of Banach spaces (see [AK]).

A thorough study of [AK], and the analytical and topological properties of the spaces

in our problem show that it is necessary to define an appropiate Calderón operator

in order to prove the key result (Theorem 2.4.4): Let pi, qi ∈ (0,∞] and Ci be quasi-

subadditive Fatou capacities on (Ω,Σ), i = 0, 1, 2 such that for an arbitrary set A ⊂ Ω,

then

C0(A) = 0 ⇐⇒ C1(A) = 0 ⇐⇒ C2(A) = 0,

that is, C0, C1, C2 have the same null sets. An application of the properties of the

modified Calderón operator defined in (2.5) and the Power theorem of G. Sparr (see [Sp,

Sp1]) give, in particular, that:

((Lα0(C0), L
∞)θ0,p0 , (L

α1(C1), L
∞)θ1,p1)η,q = (Lα0(C0), L

α1(C1), L
∞)β1,β2,q,

for β1 := (1− θ1)η, β2 = θ0(1− η) + ηθ1, and 1/q = 1−η
p0

+ η
p1
.

The capacitary Lorentz spaces Lp,q(C) (p, q > 0) are defined by the condition

‖f‖Lp,q(C) :=

{ (
q
∫∞

0
tq−1C{|f | > t}q/pdt

)1/q

<∞, q <∞
supt>0 tC{|f | > t}1/p <∞, q = ∞.

In general:

Theorem: Let 0 < µ < 1. If 0 < q̄0, q̄1, q <∞ and 1
q

= 1−µ
q̄0

+ µ
q̄1

, then

((Lp0,q0(C0), L
p2,q2(C2))α0,q̄0 , (L

p1,q1(C1), L
p2,q2(C2))α1,q̄1)µ,q

= (Lp0,q0(C0), L
p1,q1(C1), L

p2,q2(C2))(θ1,θ2),q,

where θ1 = (1 − α1)µ, θ2 = α0(1 − µ) + α1µ. As an application our main objective

follows in Theorem 2.5.12:

Theorem: Let C0, C1 be a couple of quasi-subadditive Fatou capacities with the same

null sets and 0 < η < 1. If 0 < p0, p1 < ∞, 0 < q0, q1 ≤ ∞, 1
p

:= 1−η
p0

+ η
p1

and
1
q

:= 1−η
q0

+ η
q1

, then, for Cθ,q(A) := ‖χA‖(L(C0),L(C1))θ,q
(0 < θ < 1),

(Lp0,q0(C0), L
p1,q1(C1))η,q = Lp,q(C ηp

p1
,q/p).
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Chapter 3: Conductor Sobolev type estimates and isocapacitary inequalities

For Ω ⊂ Rn be a domain, the extension of Wiener’s capacity of a compact subset K

of Ω for p ≥ 1, is the p-capacity (see Example 1.2.8)

capp(K,Ω) = inf
0≤f≤1, f=1 onK

‖∇f‖pp (f ∈ Lip0(Ω))8.

This was used in [Ma05] to obtain the Sobolev inequality∫ ∞

0

capp(Mat,Mt)d(t
p) ≤ c(a, p)‖∇f‖pp,

where Mt is the level set {x ∈ Ω; |f(x)| > t} for t > 0.

In [CosMa], the authors show some extensions to the setting of Lorentz spaces Lp,q(Ω).

The proofs of the new Lorentz-Sobolev inequalities are based on the properties

‖f‖pLp,q(Ω,µ) + ‖g‖pLp,q(Ω,µ) ≤ ‖f + g‖pLp,q(Ω,µ) (1 ≤ q ≤ p)

‖f‖qLp,q(Ω,µ) + ‖g‖qLp,q(Ω,µ) ≤ ‖f + g‖qLp,q(Ω,µ) (1 < p < q)

of the (quasi-)norms for f, g disjointly supported functions. Since the constant in the

right hand side of the inequalities is one, they can be extended to an arbitrary set

of disjoint functions. Nevertheless, the limitation of these techniques is that it allows

us to cover only certain particular kind of spaces because of the lower estimates with

constant one. We will see that an extension is possible for (quasi-)Banach function

spaces with lower estimates, independently of the value of the constant. The key point

is a result on the theory of submeasures. Our results can be applied to many examples.

Our aim is to extend these capacitary estimates when a general function space X

substitutes Lp(Ω) in the definition of capp. Let Ω be a domain of Rn endowed with

the Lebesgue measure mn and X = X(Ω) denotes a quasi-Banach function space on

Ω. For a compact set K ⊂ Ω and an open set G ⊂ Ω containing K, the couple (K,G)

is called a conductor and we denote

W (K,G) := {u ∈ Lip0(G); u = 1 on a neighbourhood ofK, 0 ≤ u ≤ 1}.

Each conductor has an X-capacity defined by

CapX(K,G) := inf{‖∇u‖X ; u ∈ W (K,G)}.
8Lip0(Ω) is the class of all Lipschitz functions with compact support in a domain Ω ⊂ Rn and ∇f denotes

the usual gradient of f ∈ Lip0(Ω).
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We will write CapX(·) = CapX(·,Ω) when Ω has been fixed.

Definition: A quasi-Banach function space X on (Ω,Σ) is called p-convex if there

exists a constant M so that∥∥∥( n∑
i=1

|fi|p
)1/p∥∥∥ ≤M

( n∑
i=1

‖fi‖p
)1/p

(n ∈ N, {fi}ni=1 ⊂ X).

Definition: Let 0 < p < ∞. A quasi-Banach function space X on (Ω,Σ) satisfies

an upper p-estimate (a lower p−estimate) if there exists a constant M so that, for all

n ∈ N and for any choice of disjointly supported elements {fi}ni=1 ⊂ X,

∥∥∥( n∑
i=1

|fi|p
)1/p∥∥∥ ≤M

( n∑
i=1

‖fi‖p
)1/p (( n∑

i=1

‖fi‖p
)1/p

≤M
∥∥∥( n∑

i=1

|fi|p
)1/p∥∥∥).

Then a new argument solves our main problem (see Theorem 3.3.6):

Theorem: Suppose 0 < p < ∞ and let a > 1 be a constant. If X is a quasi-Banach

function space which satisfies a lower p−estimate, then∫ ∞

0

tpCapX({|f | > at}, {f > t})pdt
t
≤ c1 ‖∇f‖pX (f ∈ Lip0(Ω)),

where the constant c1 depends on a, p,M(p)(X) and on the quasi-subadditivity constant

c of the quasi-norm in X.

Given 0 < p ≤ ∞, the Lorentz space Λ1,p(X) associated to X is defined as9

{
f ∈ L0(Ω); ‖f‖Λ1,p(X) =

(∫ ∞

0

tp−1
(
ϕX(µf (t))

)p
dt
) 1

p
<∞

}
with the usual changes when p = ∞.

As an application of Theorem 3.3.6 we obtain an unnoticed fact: It could seem that

for improvements of integrability only truncations methods are needed. For instance,

in [KO] it appears that inequalities of Sobolev-Poincaré-type are improved to Lorentz

type scales thanks to stability under truncations, but there also p-convexity is implicitly

used. It is well known that the Gagliardo-Nirenberg inequality

‖f‖Ln/(n−1) . ‖∇f‖L1 (f ∈ Lip0(Ω)),

9For X be an r.i. quasi-Banach function space on Ω and µ a totally σ-finite measure on Ω, ϕX is the
fundamental function of X defined in (3.2).
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allows us to see that, if p ∈ (1, n), s = np
n−p and α = (n−1)s

n
, since ‖f‖sLs = ‖|f |α‖n/(n−1)

L
n

n−1
,

then ‖f‖s(n−1)/n
Ls . ‖α|f |α−1|∇f |‖L1 . ‖f‖s/p

′

Ls ‖∇f‖Lp , where p′ is the conjugate expo-

nent of p. Hence ‖f‖Ls . ‖∇f‖Lp . Therefore, since Ls ↪→ Ls,∞, it follows that

‖f‖Ls,∞ . ‖∇f‖Lp .

But ‖f‖Λ1,∞(Ls) = ‖f‖Ls,∞ . ‖∇f‖Lp and then, from Theorem 3.5.2, we will be able

to conclude that

‖f‖Ls,p = ‖f‖Λ1,p(Ls) . ‖∇f‖Lp (f ∈ Lip0(Ω)),

and we obtain a self-improvement.

If p = n, the Trudinger inequality,(∫ t
0
f ∗(s)

n
n−1

t(1 + log 1
t
)

)n−1
n

. ‖∇f‖Ln ,

gives the estimates

ϕ(µ(K)) =
(
1 + log

1

µ(K)

) 1−n
n ≤ CapLn(K), ‖f‖Λ1,n(ϕ) . ‖∇f‖Ln .

But,

Λ1,n(ϕ) =
(∫ ∞

0

tn−1(ϕ(µf (t)))
ndt
)1/n

=
(∫ 1

0

( f ∗(s)

(1 + log 1
s
)

)nds
s

)1/n

.

If r ≤ s < p, then Ls,r satisfies an upper p-estimate and ϕLs,r(t)/t1/p is quasi-increasing,

so that, since ‖f‖Ls,∞ = ‖f‖Λ1,∞(Ls) . ‖∇f‖Lp , we will see for q ≤ p that ‖f‖Ls,∞ '
‖f‖Λ1,∞(Ls,r) . ‖∇f‖Lp . ‖∇f‖Lp,q , and then ‖f‖Λ1,p(Ls,r) . ‖∇f‖Lp . Therefore, if

q ≤ p, then we obtain the self-improvement

‖f‖Ls,p ' ‖f‖Λ1,p(Ls,r) . ‖∇f‖Lp,q (f ∈ Lip0(Ω)).

In this sense, for µ be a Borel measure on Ω, and Y an r.i. space on (Ω, µ), we will

show:

Theorem: Let 0 < p < ∞. If X satisfies a lower p−estimate, then the following

properties are equivalent:
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(i) ϕY (µ(K)) . CapX(K) for every compact set K on Ω.

(ii) ‖f‖Λ1,p(Y ) . ‖∇f‖X (f ∈ Lip0(Ω)).

(iii) ‖f‖Λ1,∞(Y ) . ‖∇f‖X (f ∈ Lip0(Ω)).

Moreover, for q ≥ p, if Y is q-convex or, if Y satisfies an upper q−estimate and

ϕY (t)/t1/p is quasi-increasing, then, for every f ∈ Lip0(Ω),

‖f‖Λ1,∞(Y ) . ‖∇f‖X ⇔ ‖f‖Λ1,p(Y ) . ‖∇f‖X ⇔ ‖f‖Y . ‖∇f‖X .

Appendix: Second order Sobolev-Poincaré estimates

We obtain a unified treatment of second order Sobolev-Poincaré inequalities in rear-

rangement invariant function spaces.

Let us consider Rn with the Borel measure µ. We assume that µ is given by dµ(x) =

ϕ(x)dx, where ϕ ∈ C(Rn), ϕ(x) > 0 for any x ∈ Rn and
∫

Rn ϕ(x)dx = 1.

For a Borel set A ⊂ Rn, the µ-perimeter (in the sense of De Giorgi) is defined by

Pµ(A) = sup
{∫

A

div(h(x)ϕ(x))dx;h ∈ C1
0(Rn,Rn), |h| ≤ 1

}
,

and the isoperimetric function Iµ is defined as the pointwise maximal function Iµ :

[0, 1] → [0,∞) such that

Pµ(A) ≥ Iµ(µ(A)),

holds for all Borel sets A.

M. Milman and J. Mart́ın show that, for X and Y r.i. spaces on (Rn, µ), the X − Y

Sobolev-Poincaré inequality depends on the boundedness of Qµ, defined by

Qµg(t) =

∫ 1/2

t

g(s)
ds

Iµ(s)
.

Suppose that X and Y are r.i. spaces on (Rn, µ), and let us define a new operator Ā

for g ∈ X̄(0, 1) by

Iµ(t)

t

∫ 1/2

t

g(s)
ds

Iµ(s)
:= Āg(t).

We will show (see Theorem A.3.9) that:

Theorem: Suppose αX < 1 and Ā is bounded on X̄(0, 1). The following statements

are equivalent:
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(i) For every g ≥ 0 with supp g ⊂ (0, 1/2),∥∥∥∫ 1

t

g(s)
( s

Iµ(s)

)2ds

s

∥∥∥
Ȳ (0,1)

. ‖g‖X̄(0,1).

(ii) For every f ∈ W 2,X(µ),

‖f‖Y .
∥∥∥f ∗µ(t)(Iµ(t)t )2∥∥∥

X̄(0,1)
.

(iii) For every f ∈ W 2,X(µ),

‖f‖Y .
∥∥∥(f ∗∗µ (t)− f ∗µ(t))

(Iµ(t)
t

)2∥∥∥
X̄(0,1)

+ ‖f‖L1(µ).

If these properties are satisfied and f ∈ W 2,X(µ)10, then∥∥∥f − ∫
Rn

f dµ
∥∥∥
Y

. ‖d2f‖X + ‖∇f‖L1(µ).

10W 2,X(µ) denotes the second-order Sobolev space with the norm generated by the norm in X.
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Chapter 1

Capacitary function spaces

1.1 Introduction

The concept of a capacity has its origins in Electrostatics. Assume that K is a conductor

and that we take a charge distribution on K and let the charge move until reach the equilib-

rium. Call µ the equilibrium distribution, so that µ(K) is the total charge. The Newtonian

potential of the measure µ is defined as

Uµ(x) =

∫
dµ(y)

|x− y|
,

and it is the potential energy of a unit charge placed in x. On that situation, it takes a

constant value V on K. Define, following to Wiener, the capacity of K by

C(K) =
µ(K)

V
.

One may imagine that the boundary of K and any sphere of large radius surrounding K are

the plates of the condenser. Letting the radius of the sphere tend to ∞, one gets an ideal

condenser, the boundary of K and the point ∞. Since Uµ(∞) = 0, Wiener capacity may be

understood as the capacity of this ideal condenser, and it does not depend on the charge.

Sets of zero capacity play the role of negligible sets for potential theoretic questions. The

fact that a ball and its boundary have the same capacity, being positive, implies that this

capacity is not an additive set function, that is, this capacity is not a measure. Frostman, a

student of M. Riesz, solved the problem of the equilibrium distribution showing in his thesis

(1935) that there exists a unique probability measure µ on K (the normalized equilibrium

measure) such that Uµ is constant C-almost everywhere on K.

La Vallée Poussin gave an alternative description of this capacity. The capacity is the

31
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maximal charge of a charge distribution with potential bounded by 1, that is,

C(K) = sup{µ(K);µ ≥ 0, supp µ ⊂ K and Uµ(x) ≤ 1}.

In particular, a set K has positive capacity if and only if there exists a positive measure

supported on K with bounded potential.

Another definition of Wiener’s capacity can be given. One can show that

C(K) = inf
{ 1

4π

∫
|∇ϕ(x)|2 dx; ϕ ∈ C∞0 (R3), ϕ ≥ 1 on K

}
,

where C∞0 denotes the class of infinitely differentiable functions with compact support, and

the extremal ϕ of this formulation coincides with Uµ.

It was arround the fifthies when the concept of a capacity started to be used as a generic

set theoretic measuring device. Therefore, a capacity is intimately associated to the idea

of a function space -in much the same way as Lebesgue measure is related to the usual Lp

spaces.

The desire to integrate with respect to a capacity was solved by Choquet in [Ch] using

the distributional form of a Lebesgue integral. The Choquet integral of f is defined by∫
E

fdC :=

∫ ∞

0

C{x ∈ E; f(x) > t}dt,

where f is a non-negative function and C(·) is a capacity. This new view provide a convenient

language to extend the traditional additive integral to a non-additive integral, the Choquet

integral. So that, it turns out to be necessary to study the essential functional analytic

elements such that a satisfactory theory can be developed in the context of quasi-Banach

spaces. The dual spaces are not easily identifiable and some basic properties, such as the

dominated convergence theorem or Fubini’s theorem, are not longer available.

There are well-known characterizations of negligible sets by means of capacities, Hausdorff

measures, arithmetical conditions, etc. and the significance of these concepts to existence

problems for harmonic and analytic functions, boundary behaviour, convergence of expan-

sions and to harmonic analysis. For instance, capacities, as extensions of measures, are very

useful for the study of the boundedness of certain operators.

For any subset E of Rn and 0 < α ≤ n, the α-dimensional Hausdorff content of E is

defined by

Hα(E) = inf
{ ∞∑

j=1

`(Qj)
α
}
,
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where the imfimum is taken over all coverings of E by countable families of cubes Qj with

sides parallel to the coordinate axes, and `(Q) denotes the side length of the cube Q.

In the eighties, D. R. Adams proved in [A], using the BMO-H1 duality, the strong type

inequality for f be a locally integrable function on Rn∫
Mf(x)dHα(x) ≤ C

∫
|f(x)|dHα(x), 0 < α < n,

whereMf is the Hardy-Littlewood maximal function of f . Other results in the same direction

as well as some extensions can be found on [AH], [Ma85], [OV], and the references therein.

Capacities were used to analyze the non-removability of sets, where a compact set E ⊂ C
is called removable for bounded analytic functions if, for any open set U ⊃ E, any bounded

analytic function f : U \ E → C has an analytic extension to the whole U .

In 1947, L. Ahlfors (see [Ahl]) introduced the notion of analytic capacity to quantify the

non-removability of a set. The analytic capacity of a compact set E is:

γ(E) := sup{|f ′(∞)|; f : C \ E → C is bounded analytic with ‖f‖∞ ≤ 1},

where f ′(∞) is the derivative of f at ∞, that is, f ′(∞) = limz→∞ z(f(z)− f(∞)).

This capacity was used to adresses Painlevé’s problem. L. Ahlfors proved that E is

removable if and only if γ(E) = 0, and more recently, X. Tolsa in [To] gave a characterization

of removable sets in terms of Menger curvature.

1.2 Capacities

Let (Ω,Σ) be a measurable space. From now on, sets will always be assumed to be in Σ and

functions in L0(Ω), the set of all real valued measurable functions on (Ω,Σ). By L+
0 (Ω) we

will denote the subset of all positive functions in L0(Ω).

1.2.1 Preliminaries

Definition 1.2.1. A set function C defined on Σ is called a capacity if it satisfies at least

the following properties:

(a) C(∅) = 0,

(b) 0 ≤ C(A) ≤ ∞, and

(c) C(A) ≤ C(B) if A ⊂ B.
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In this case, (Ω,Σ, C) is called a capacity space.

If moreover for all measurable sets A and B on Σ

C(A ∪B) ≤ c(C(A) + C(B)),

where c ≥ 1 is a constant, we say that the capacity is quasi-subadditive; it is subadditive if

c = 1.

Given f ∈ L0(Ω), the distribution function Cf of f is defined similarly to the case of a

measure by

Cf (t) := C{|f | > t}, t > 0 (1.1)

and the decreasing rearrangement f ∗C of f is defined as

f ?C(x) = inf{t > 0; C{|f | > t} ≤ x}, x > 0. (1.2)

In this capacitary setting many of the basic properties remain true. Easily it follows that

f ?C(x) = sup{t; C{|f | ≤ t} > x}

=

∫ ∞

0

χ[0,C{|f |>t})(x) dt

= sup
C(A)>x

(
inf
a∈A

|f(a)|
)
.

Besides, both functions Cf and f ∗C are non-increasing. Using the most convenient of the

above equivalent definitions of the non-increasing rearrangement, the following properties

are easily proved:

(1) (χA)?C = χ[0,C(A)).

(2) If s =
∑N

k=1 akχAk
, Ak ∩ Aj = ∅ (k 6= j) and a1 > a2 > · · · > aN > 0 = aN+1, then

s?C =
∑N

k=1(ak − ak+1)χ[0,C(A1∪···∪Ak)).

(3) If s =
∑N

k=1 bkχFk
, Fk ⊂ Fk+1 and bk > 0 for every k, then

s?C =
N∑
k=1

bkχ[0,C(Fk)).

(4) If s =
∑N

k=1 ckχFk
, Fk ⊃ Fk+1 and ck > 0 for every k, then

s?C =
N∑
k=1

bkχ(C(Fk+1),C(Fk)), (C(FN+1) := 0).
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(5) If ψ : [0,∞) → [0,∞) is non-decreasing and right-continuous, then

ψ(|f |)?C = ψ(f ?C).

For instance, (|f |p)?C = (f ?C)p (p > 0).

Let us show that the decreasing rearrangement of f is also quasi-subadditive.

Proposition 1.2.2. Let C be a quasi-subadditive Fatou capacity on (Ω,Σ) with quasi-

subadditivity constant c. Then, for x > 0,

(f + g)?C(x) ≤ f ?C

( x
2c

)
+ g?C

( x
2c

)
. (1.3)

Proof. Suppose that λ := f ?C(x1) + g?C(x2) <∞ and let x = Cf+g(λ). Then

x = C{|f + g| > f ?C(x1) + g?C(x2)} ≤ cCf (f
?
C(x1)) + cCg(g

?
C(x2)) ≤ cx1 + cx2,

so that

(f + g)?C(cx1 + cx2) ≤ (f + g)?C(x) ≤ λ = f ?C(x1) + g?C(x2). (1.4)

Taking then, x1 = x2 = x/2c in (1.4), it follows that

(f + g)?C(x) ≤ f ?C(x/2c) + g?C(x/2c).

Proposition 1.2.3. Under the same condition of Proposition 1.2.2, for t1, t2 > 0,

(fg)?C(c(t1 + t2)) ≤ f ?C(t1)g
?
C(t2).

Proof. Consider a = f ?C(t1) and b = g?C(t2). We have the inclusion

{t ∈ Ω; |f(t)g(t)| > ab} ⊂ {t ∈ Ω; |f(t)| > a} ∪ {t ∈ Ω; |g(t)| > b}

which implies by the right continuity that

Cfg(ab) = C{t ∈ Ω; |f(t)g(t)| > ab} ≤ C
(
{t ∈ Ω; |f(t)| > a} ∪ {t ∈ Ω; |g(t)| > b}

)
≤ cC{t ∈ Ω; |f(t)| > a}+ cC{t ∈ Ω; |g(t)| > b}

≤ ct1 + ct2.

Hence,

(fg)?C(c(t1 + t2)) ≤ (fg)?C(Cfg(ab)) = ab = f ?C(t1)g
?
C(t2).

For a given capacity C, a property is said to hold quasi-everywhere (C−q.e. for short) if

the exceptional set has zero capacity.
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Definition 1.2.4. Let f1, f2, ... be elements in L0(Ω). We will say that fn pointwise con-

verges to f , and we write fn → f , when C{fn 6→ f} = 0. Similarly, we say that fn ↑ f when

fn → f and C{fn > fn+1} = 0.

We will write An ↑ A or An ↓ A when χAn ↑ χA or χAn ↓ χA in the above sense,

respectively.

Let us remember that if f1, f2, ... are elements in L0(Ω), then for every x ∈ Ω we have

that

lim inf
i→∞

fi(x) := sup
j

inf
i>j

fi(x), lim sup
i→∞

fi(x) := inf
j

sup
i>j

fi(x).

Therefore, the corresponding facts for lim sup and lim inf follow from their definitions.

Let us introduce now the main element, the main concept in this thesis.

Definition 1.2.5. Let f ≥ 0. The Choquet integral is defined as∫
f dC :=

∫ ∞

0

C{f > t} dt ∈ [0,∞],

where C is an arbitrary capacity on (Ω,Σ).

This integral is well defined and positive-homogeneous, that is,∫
αf dC = α

∫
f dC (α > 0)

and such that
∫
f dC = 0 if and only if f = 0 C−q.e.

Since {t > 0; C{|f | > t} ≤ x} is the interval [f ?C(x),∞], by Fubini’s theorem, it follows

that ∫ ∞

0

f ?C(x) dx =

∫
|f | dC.

Indeed, ∫ ∞

0

f ?C(x) dx =

∫ ∞

0

∫ ∞

0

χ[0,C{|f |>t})(x) dtdx

=

∫ ∞

0

∫ C{|f |>t}

0

dxdt =

∫ ∞

0

C{|f | > t}dt =

∫
|f |dC.

Proposition 1.2.6. Let C be a quasi-subadditive capacity on (Ω,Σ) with quasi-subadditivity

constant c. The Choquet integral, defined on non-negative functions, is quasi-subadditive

with constant 2c.
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Proof. Let f, g ≥ 0. The relation {f + g > t} ⊂ {f > t/2} ∪ {g > t/2} shows that∫
(f + g)dC ≤

∫ ∞

0

C({f > t/2} ∪ {g > t/2})dt

≤
∫ ∞

0

(
cC{f > t/2}+ cC{g > t/2}

)
dt

≤ 2c
(∫

f dC +

∫
g dC

)
.

Fifty years ago, G. Choquet proved in [Ch] that the Choquet integral is subadditive on

sets, ∫
(χA + χB) dC ≤

∫
χA dC +

∫
χB dC,

if and only if

C(A ∪B) + C(A ∩B) ≤ C(A) + C(B).

Then the Choquet integral is also subadditive on non-negative simple functions. For a direct

elementary proof see [Ce] and [CeClM]. In this case we say that C is strongly subadditive

or a concave capacity.

1.2.2 Examples

Let us present here some classical examples of capacities that appears naturally in Analysis,

specially in Potential theory. The capacities of the examples extend from compact sets to

other type of sets taking supremums.

Example 1.2.7. Let us remember that the analytic capacity γ(E) of E ⊂ C be compact is

defined by

γ(E) = sup{|f ′(∞)|; f : C \ E → C is bounded analytic with ‖f‖∞ ≤ 1}.

We refer to [Pa] for details concerning this capacity, which is quasi-subadditive. In [Pa]

it is stated that, if E1, E2, ..., En are pairwise disjoint connected domains in C, then

γ(∪ni=1Ei) ≤ γ(E1 + · · ·+ En).

Example 1.2.8. If Lip0(Ω) is the class of all Lipschitz functions with compact support in a

domain Ω ⊂ Rn, Wiener’s capacity of a compact subset K of Ω is

cap(K,Ω) = inf
0≤f≤1, f=1 onK

‖∇f‖2
2 (f ∈ Lip0(Ω)),
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which extends in the obvious way for any p ≥ 1 as the p-capacity

capp(K,Ω) = inf
0≤f≤1, f=1 onK

‖∇f‖pp (f ∈ Lip0(Ω)).

Example 1.2.9. Let Ω be a domain of Rn endowed with the Lebesgue measure mn and

X = X(Ω) a quasi-Banach function space on Ω, see Definition 1.3.2.

Given a compact set K ⊂ Ω and an open set G ⊂ Ω containing K, we denote

W (K,G) := {u ∈ Lip0(G); u = 1 on a neighbourhood of K, 0 ≤ u ≤ 1},

and as in [CosMa] (where X = Lp,q and CapX = cap
1/p
p,q ), we define

CapX(K,Ω) := inf{‖∇u‖X ; u ∈ W (K,Ω)}.

We denote by CapX(·) = CapX(·,Ω) when Ω has been fixed.

From the definition (see [Cos]), we will see in Chapter 3 that CapX is a capacity on Ω.

Moreover, for any compact set E ⊂ Ω and ε > 0, there exists a neighbourhood G such that

CapX(K,Ω) ≤ CapX(E,Ω) + ε (1.5)

for every compact set K, E ⊂ K ⊂ Ω. Indeed, there exists u ∈ Lip0(Ω), u = 1 in a

neighbourhood of E such that

‖∇u‖X ≤ CapX(E,Ω) + ε.

Therefore, there exists G1 an open set on Ω containing E where u = 1. So that, we can find

a compact set K such that E ⊂ K ⊂ G1 since G1 is open and E is compact. Therefore since

u = 1 in a neighbourhood of K, it follows that

CapX(K,Ω) ≤ ‖∇u‖X ≤ CapX(E,Ω) + ε.

Similarly, for any compact set e ⊂ Ω and any ε > 0 there exists u ∈ Lip0(Ω), u ≥ 1 in a

neighbourhood of e such that ‖∇u‖X ≤ CapX(e,Ω)+ε. Since supp u is compact in the open

set Ω, there exists an open set ω such that supp u ⊂ ω ⊂ ω̄ ⊂ Ω and then, by definition,

CapX(e, ω) ≤ ‖∇u‖X ≤ CapX(e,Ω) + ε.

Let E be an arbitrary subset of Ω. The number

CapX(E,Ω) = sup
K⊂E

CapX(K,Ω),
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where the supremum is taken over all compact subsets contained in E is called theX-capacity

of E relative to Ω, and the number

¯CapX(E,Ω) = inf
E⊂G

CapX(G,Ω),

where the infimum runs over all open subsets of Ω containing E, is called the outer capacity
¯CapX(E,Ω) of E ⊂ Ω. A set E ⊂ Ω is capacitable if

CapX(E,Ω) = ¯CapX(E,Ω).

From the definitions, every open set in Ω is capacitable. If e is any compact set in Ω, then

given ε > 0, by (1.5), there exists an open set G such that CapX(G,Ω) ≤ CapX(e,Ω) + ε,

and consequently, all compact subsets of Ω are capacitable.

This capacity will be revisited on Chapter 3.

Example 1.2.10. Let (Ω,Σ, µ) be a measure space. A set function E on Σ is called a

quasi-entropy function if it satisfies:

(a) 0 ≤ E(A) ≤ ∞,

(b) E(A) if and only if µ(A) = 0,

(c) E(A) ≤ E(B) if A ⊂ B,

(d) limk→∞E(Ak) = E(A) if Ak ↑ A, and

(e) E(A ∪B) . E(A) + E(B)1.

Therefore, every quasi-entropy function is a capacity.

Example 1.2.11. Let h be a continuous increasing function on [0,∞) such that h(0) =

0, which is called a measure function in [Car], and let µh be the corresponding Hausdorff

measure on Rn. Let I or Ik denotes a general cube in Rn with its sides parallel to the axes.

In many problems, the Hausdorff capacity

Eh(A) := inf
A⊂

⋃∞
k=1 Ik

{ ∞∑
k=1

h(|Ik|)
}

(1.6)

is more convenient than µh, and it satisfies that Eh(A) = 0 if and only if µh(A) = 0.

1In all this memoir, the symbol f . g will mean that there exists a universal constant c > 0 (independent
of all parameters involved) such that f ≤ cg, and the symbol f ' g will mean that f . g . f .
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If h(t) = tα (α > 0), it is customary to write Hα instead of Eh, and this capacity is called

the α-dimensional Hausdorff content presented in the introduction of this chapter.

If the measure function is h(x) := x log(1/x) on [0, 1/e] (h(x) := 1/e if x ≥ 1/e), we

obtain the Shannon entropy, considered in [Fe]. This capacity is concave on dyadic cubes,

see [CeClM].

Example 1.2.12. Let E be a quasi-Banach function space on the measure space (Ω,Σ, µ).

The associated capacity CE is defined on (Ω,Σ) as

CE(A) := ‖χA‖E (A ∈ Σ). (1.7)

This capacity is subadditive in the normed case and, as in the case of Hausdorff’s capacities,

there is a measure µ such that CE(A) = 0 if and only if µ(A) = 0. It is a quasi-entropy

function.

Definition 1.2.13. Given x0 ∈ Rn and ε > 0, a real function g in Rn is said to be lower

semicontinuous at x0 if, for every ε > 0, there exists a neighbourhood U of x0 such that

g(x) ≥ g(x0)− ε for all x ∈ U .

f̂ denotes the Fourier transform of f an integrable function.

Example 1.2.14. Let 1 ≤ p < ∞ and g : Rn × Rn → [0,∞) be such that every g(·, y) is

lower semicontinuous and every g(x, ·) is measurable.

Then by Cg,p we denote the capacity defined on every E ⊂ Rn by

Cg,p(E) = inf
{∫

f(y)pdy; 0 ≤ f ∈ Lp, Gf(x) :=

∫
g(x, y)f(y) dy ≥ 1 on E

}
.

For such a capacity, by a result due to Choquet, every Borel set B ⊂ Rn is capacitable.

If g(x, y) is Iα(x − y) or Gα(x − y), where Îα(ξ) = |ξ|−α, Ĝα(ξ) = (1 + |ξ|2)−α/2 and

0 < α < n, the corresponding capacities are the fundamental Riesz and Bessel capacities of

potential theory, Rα,p and Bα,p, respectively. See [AH] and [Ma85] for an extended overview.

Example 1.2.15. The variational capacity Cp on Rn is defined for 1 ≤ p < n as in [EvGa]

by

Cp(A) := inf
{∫

Rn

|Df |pdx; f ∈ Kp, A ⊂ {f ≥ 1}◦
}

(E◦is the interior of E)

for any A ⊂ Rn with p∗ = np
n−p

Kp := {f : Rn → R; f ≥ 0, f ∈ Lp∗(Rn), Df ∈ Lp(Rn,R)},
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and using regularization, for a compact set K in Rn we have that

Cp(K) := inf
{∫

|∇ϕ(x)|pdx; 0 ≤ ϕ ∈ C∞0 (Rn), K ⊂ {f ≥ 1}
}
.

It is a countably subadditive and concave set function.

1.2.3 Fatou’s lemma

Let us show some extensions to capacities of well-known results in measure theory.

If f = g C−q.e. and C is subadditive, then
∫
f dC =

∫
g dC since, if A = {f 6= g}, then

C{f > t} ≤ C
(
({f > t} ∩ Ac) ∪ ({f > t} ∩ A)

)
≤ C{g > t}.

This will be also true for any quasi-subadditive capacity C such that C(An) → C(A)

whenever An ↑ A, that is, that C is Fatou or that C has the Fatou property.

Example 1.2.16. Every entropy is a Fatou capacity, so that, the Shanon entropy in Exam-

ple 1.2.11 is Fatou, and so is also Cp.

As we assume that every quasi-Banach function space (see Definition 1.3.2) has the Fatou

property, then the capacities in Examples 1.2.8 and 1.2.9 are Fatou.

As far as we know, an interesting still open problem related with the analytic capacity is

to prove whether this capacity is Fatou or not.

Let us observe that, if C is a Fatou quasi-subadditive capacity, then the countable union

of C−null sets are also C−null. Indeed,

C(A1 ∪ · · · ∪ An) ≤ cn(C(A1) + · · ·+ C(An)) = 0 if C(Ak) = 0 (∀ k ∈ N),

and then

C
( ∞⋃
k=1

Ak

)
= lim

n→∞
C(A1 ∪ · · · ∪ An) = 0.

Observe also that if χA = χB C−q.e., then since fn := χA → χB C−q.e. it follows from

the Fatou property that C(A) = C(B).

From now on, we consider two functions, f and g, to be equivalent if they are equal

C−q.e. In this case |f | and |g| are also equivalent and
∫
|f | dC =

∫
|g| dC, since C{|f | >

t} = C{|g| > t} for every t ≥ 0. Thus,
∫
|f | dC = 0 if and only if f = 0 C−q.e.

Note that, if a Fatou capacity is subadditive, then it is σ-subadditive, since finite subad-

ditivity in combination with the Fatou property imply countable subadditivity.
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As it is known (see [Fed, Lemma 2.4.6]) the classical Fatou lemma states that, if f1, f2, ...

are non-negative µ-measurable functions where µ is a measure on (Ω,Σ), then

lim inf
n→∞

∫
fndµ ≥

∫
lim inf
n→∞

fndµ.

Let us gather together some properties of capacities concerning sequence of functions

{fn}n∈N ⊂ L0(Ω) which extend the corresponding facts for measures:

Theorem 1.2.17. The following properties are equivalent:

(i) C is a Fatou capacity.

(ii) |f | ≤ lim infn |fn| =⇒ f ?C ≤ lim infn(fn)
?
C.

(iii)
∫

(lim infn |fn|) dC ≤ lim infn
∫
|fn| dC.

(iv) 0 ≤ fn ↑ f =⇒ (fn)
?
C ↑ f ?C.

Proof. (iii) follows from (ii) and (i) follows from (iii) by taking fn = χAn .

Suppose now that C satisfies (i) and that |f | ≤ lim infn |fn|. Let At := {|f | > t} and

Atn := {|fn| > t}. Then,

At ⊂ lim inf
n

Atn =
∞⋃
m=1

∞⋂
n=m

Atn

and by (i),

C(At) ≤ lim
m
C
( ∞⋂
n=m

Atn

)
≤ lim inf

n
C(Atn),

so that

χ[0,C(At)) ≤ lim inf
n

χ[0,C(At
n))

and

f ?C(x) =

∫ ∞

0

χ[0,C(At))(x) dt ≤ lim inf
n

∫ ∞

0

χ[0,C(At
n))(x) dt = lim inf

n
(fn)

?
C(x),

which is (ii).

Moreover, (i) follows from (ii) by taking fn = χAn and f = χA.

Suppose now that C satisfies (i) and that 0 ≤ fn ↑ f . Then (fn)
?
C ≤ f ?C and hence

limn→∞(fn)
?
C(x) ≤ f ?C(x). Let Atn := {|fn| > t} and At := {|f | > t}. From (i) we obtain

that C(At) = limn→∞C(Atn) and

f ?C(x) =

∫ ∞

0

χ[0,C(At))(x) dt =

∫ ∞

0

lim
n→∞

χ[0,C(At
n))(x) dt ≤ lim

n→∞
(fn)

?
C(x).
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Corollary 1.2.18. Let C be a Fatou capacity on (Ω,Σ) and {fn}n∈N ⊂ L0(Ω). Suppose that

for all x ∈ Ω

(i) 0 ≤ f1(x) ≤ ... ≤ fn(x), and

(ii) fn(x)
n→∞−→ f(x).

Then, f is a measurable function and
∫

Ω
fndC

n→∞−→
∫

Ω
fdC.

Proof. Observe that
∫∞

0
f ?C(x) dx =

∫
f dC.

Hölder and Minkowski inequalities are fundamental in the theory of Lebesgue spaces.

Let µ be a measure, 1 < p < ∞ and q the conjugate exponent of p, that is, 1/p + 1/q = 1.

Then ∫
|fg|dµ ≤

(∫
|f |pdµ

)1/p(∫
|g|qdµ

)1/q

(Hölder’s inequality)

expresses that functions in Lq(µ) give rise to bounded linear functionals on Lp(µ). This

inequality is sharp in the sense that given f ∈ Lp(µ) there is a function g ∈ Lq(µ) such that

the inequality becomes an equality. For this reason, improvements or extensions of Hölder’s

inequality must necessarily be quite delicate.

In the case of capacities let us see that we can extend these inequalities without extra

assumptions.

Theorem 1.2.19. Let C be a concave capacity on (Ω,Σ), 1 ≤ p ≤ ∞ and q the conjugate

exponent of p. Then, Hölder and Minkowski inequalities hold:∫
Ω

|fg|dC ≤
(∫

Ω

|f |pdC
)1/p(∫

Ω

|g|qdC
)1/q

(∫
Ω

|f + g|pdC
)1/p

≤
(∫

Ω

|f |pdC
)1/p

+
(∫

Ω

|g|pdC
)1/p

. (1.8)

When p = ∞ the integral should be replaced by the essential supremum.

Proof. We write

|fg| = (|f |p)1/p(|g|q)1−1/p.

Since

bθc1−θ = min
ε>0

{θεθ−1b+ (1− θ)εθ} (b, c > 0, 0 ≤ θ ≤ 1),

the inequality a ≤ bθc1−θ holds if and only if a ≤ θεθ−1b+ (1− θ)εθc for all ε > 0. By taking

θ = 1/p, a = |fg|, b = |f |p, and c = |g|q we obtain |fg| ≤ θεθ−1|f |p + (1− θ)εθ|g|q.
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Hence, since the capacity is concave, by [Ce, Theorem 5.1] it follows that∫
Ω

|fg| dC ≤ θεθ−1

∫
Ω

|f |p dC + (1− θ)εθ
∫

Ω

|g|q dC.

Denote A =
∫

Ω
|f |p dC, B =

∫
Ω
|g|q dC, and γ(ε) = θεθ−1A+ (1− θ)εθB. Then we have that∫

Ω
|fg| dC ≤ γ(ε) for all ε > 0. But γ reaches its minimum at ε0 = A/B, so that∫

Ω

|fg| dC ≤ γ(ε0) =
Aθ

Bθ−1
=
(∫

Ω

|f |p dC
)1/p(∫

Ω

|g|q dC
)1/q

.

Minkowski’s inequality follows in the usual way.

With the same arguments,

Corollary 1.2.20. Let C be a quasi-subadditive capacity on (Ω,Σ) with constant c > 1 and

p, q ≥ 1 conjugate exponents. Then∫
Ω

|fg|dC ≤ 2c
(∫

Ω

|f |pdC
)1/p(∫

Ω

|g|qdC
)1/q

and (∫
Ω

|f + g|pdC
)1/p

≤ 4c2
[( ∫

Ω

|f |pdC
)1/p

+
(∫

Ω

|g|pdC
)1/p]

.

A natural question is whether the concavity condition is necessary to obtain Hölder’s

inequality with constant one. In the following example we see that this is true, concavity is

necessary to get Hölder’s inequality, and consequently, Minkowski’s inequality.

Example 1.2.21. Let (Ω,Σ, µ) = (R,B(R),m), ϕ(x) := xp for x ∈ R+, 1 < p < ∞, and

define, for all A ⊂ R, Cϕ(A) := ϕ(m(A)) = m(A)p. For A,B ⊂ R+ we have

Cϕ(A ∪B) = (m(A ∪B))p = (m(A) +m(B)−m(A ∩B))p

≤ (m(A) +m(B))p ≤ 2p(m(A)p +m(B)p)

= 2p(Cϕ(A) + Cϕ(B)).

Hence, Cϕ is quasi-subadditive.

Let p′ be the conjugate exponent of p and C ⊂ R+. We have that

‖χC‖Lp(Cϕ) =
(∫

Ω

χpCdCϕ

)1/p

= Cϕ(C)1/p = m(C)

‖χC‖Lp′ (Cϕ) =
(∫

Ω

χp
′

CdCϕ

)1/p′

= Cϕ(C)1/p′ = m(C)p/p
′
.
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It is easily seen that Cϕ is not necessarily concave. Indeed, define A := [0, 1] and take

b > 1. Then, for ε > 0 taking B as (ε, b) we have that Cϕ(A) = 1, Cϕ(B) = (b − ε)p,

Cϕ(A ∪ B) = bp, and C(A ∩ B) = (1 − ε)p. Hence, if ε is selected so that (b − ε)p <

bp + (1− ε)p − 1, then we obtain

Cϕ(A) + Cϕ(B) < Cϕ(A ∪B) + Cϕ(A ∩B).

Moreover,

‖χB‖Lp(Cϕ)‖χA‖Lp′ (Cϕ) = m(B)m(A)p/p
′
= (b− ε)∫

Ω

χAχBdCϕ = Cϕ(A ∪B) = (1− ε)p

and then, if ε satisfies also that b − ε < (1 − ε)p, we get that Hölder’s inequality does not

hold.

1.3 Capacitary Lebesgue and Lorentz spaces

From now on, C will represent a Fatou capacity on (Ω,Σ) and c ≥ 1 its quasi-subadditivity

constant.

In this section we study the completeness of the capacitary Lebesgue and Lorentz spaces.

Definition 1.3.1. A mapping % : L0(Ω)+ → [0,∞] is a function quasi-norm if for all f, g, fn,

n = 1, 2, ... in L0(Ω)+, a ∈ R+ and E be a measurable subset of Ω, the following conditions

hold

(a) %(f) = 0 ⇐⇒ f = 0 C−q.e., %(af) = a%(f), %(f + g) . %(f) + %(g).

(b) If 0 ≤ g ≤ f C−q.e., then %(g) ≤ %(f).

(c) If 0 ≤ fn ↑ f C−q.e., then %(fn) ↑ %(f).

(d) If C(E) <∞, then %(χE) <∞.

(e) If C(E) <∞, then
∫
E
fdC ≤ CE%(f) for some constant CE, 0 < CE <∞.

Definition 1.3.2. Let % be a function quasi-norm on (Ω,Σ, C). The space X = X(%) defined

as

X := {f ∈ L0(Ω); %(|f |) <∞}

is called a quasi-Banach function space. Moreover, for f ∈ X we define ‖f‖X := %(|f |).
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We are going to carefully check those property of the usual Banach function spaces that

extend to our capacitary setting.

Using the same argument as in [BeSh] we first obtain the following lemma.

Lemma 1.3.3. Let X be a quasi-Banach function space on L0(Ω) and suppose fn ∈ X,

n = 1, 2, ...

(i) If 0 ≤ fn ↑ f C−q.e., then either f is not in X and ‖fn‖ ↑ ∞, or f ∈ X and

‖fn‖X ↑ ‖f‖X .

(ii) If fn → f C−q.e. and limn→∞ ‖fn‖X <∞, then f ∈ X and

‖f‖X ≤ lim inf
n→∞

‖fn‖X .

Proof. See [BeSh].

Let us present a useful property of these capacitary Lebesgue and Lorentz spaces.

Definition 1.3.4. A vector subspace of L0(Ω), X, endowed with a quasi-norm it is called a

quasi-normed lattice if |f | ≤ |g|, with g ∈ X and f ∈ L0(Ω), implies f ∈ X and ‖f‖X ≤
‖g‖X .

Let L0(C) be the real vector space of all measurable functions, two functions being

equivalent if they coincide C−q.e. We endow L0(C) with the topology of the convergence

in capacity on every set of finite capacity and with the lattice structure given by the partial

order f ≤ g, that is, f ≤ g C−q.e.

In relation with Definition 1.3.1, we say that E ⊂ L0(C) is a quasi-normed capacitary

function space on (Ω,Σ, C) with constant k > 0 if

E = {f ∈ L0(C); %(f) <∞},

where % : L+
0 (Ω) → [0,∞] is a mapping which satisfies conditions (a), (b), (d) and (e) with

k = c in Definition 1.3.1 and such that, if %(f) <∞, then the support {f > 0} is C-sigma-

finite, that is, {f > 0} =
⋃∞
k=1 Ωk with C(Ωk) < ∞ for every k ∈ N. Then, we define on E

the quasi-norm ‖f‖E := %(|f |), that does not depend on the representative.

Theorem 1.3.5. For each quasi-normed capacitary function space E the following conditions

are equivalent:

(i) If supn ‖fn‖E = M <∞ and fn → f C-q.e., then f ∈ E and ‖f‖E ≤ lim infn ‖fn‖E.

(ii) If 0 ≤ fn ↑ f C-q.e., then limn %(fn) = %(f).
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Proof. To prove that (i) implies (ii), let 0 ≤ fn ↑ f C−q.e. If %(f) < ∞, then %(f) =

‖f‖E ≤ limn ‖fn‖E = %(fn) by (i) and %(fn) ≤ %(f) (n ∈ N). So that limn %(fn) = %(f). If

%(f) = ∞, since fn ↑ f C−q.e, necessarily limn %(fn) = ∞ because supn %(fn) = M < ∞
would imply f ∈ E by (i).

To prove the converse, suppose that (ii) holds and that {fn}n∈N satisfies that supn ‖fn‖E =

M < ∞ and fn → f C−q.e. Define gn := infm≥n |fm| (n ∈ N), so that gn ↑ |f | C−q.e.

and ‖f‖E = %(|f |) = limn %(gn). Since gn ≤ |fm| for every m ≥ n, it follows that

%(gn) ≤ infm≥n %(|fm|) and then ‖f‖E ≤ limn infm≥n %(|fm|) = lim infn ‖fn‖E.

Conditions (i) and (ii) are called the Fatou conditions. If they hold, then we say that E

has the Fatou property.

Theorem 1.3.6. Every quasi-normed capacitary function space E on (Ω,Σ, C) is continu-

ously imbedded in L0(C).

Proof. It is sufficient to prove that the condition ‖fn‖E → 0 for {fn}n∈N ⊂ E implies

fn → 0 in capacity on any set Ω0 of finite capacity.

Assume the contrary, so that, there exists a set Ω0 with 0 < C(Ω0) < ∞ and a positive

number ε such that for some subsequence fnk
, the inequality |fnk

(t)| > ε is satisfied on a set

Ωk ⊂ Ω0 with capacity C(Ωk) > δ > 0, for all k = 1, 2, . . . Then εχΩk
(t) ≤ |fnk

(t)| and so

ε‖χΩk
‖E ≤ ‖fnk

‖E. Since C(Ω0) <∞ we have that

ε

CE

∫
χΩk

dC ≤ ε‖χΩk
‖E ≤ ‖fnk

‖E,

and letting k →∞, it follows that limk C(Ωk) = 0, which is impossible. So that, fn → 0 in

capacity on any set of finite capacity.

1.3.1 Capacitary Lebesgue spaces

The Lebesgue space Lp(C) (p > 0) is defined by the condition

%p(f) :=

{
(
∫

Ω
|f |pdC)1/p <∞, 0 < p <∞

inf{M > 0;C{|f | ≥M} = 0} <∞, p = ∞.
(1.9)

Proposition 1.3.7. Let 1 ≤ p ≤ ∞ and C be quasi-subadditive with constant c > 1. Then

%p is a quasi-norm in Lp(C). In particular, if C is concave, then %p is a norm in Lp(C).

Proof. If C is concave, by Minkowski’s inequality (1.8), we obtain

%p(f + g) ≤ %p(f) + %p(g).
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The remaining parts of (a) and (b) are obvious.

If C(E) < ∞, then %p(χE) = C(E)1/p < ∞. Moreover, if fn ↑ f C−q.e., then 0 ≤ f1 ≤
... ≤ limn→∞ fn = f C−q.e., |f |p = limn→∞ |fn|p C−q.e., and

lim
n→∞

%p(fn)
p = lim

n→∞

∫
Ω

|fn|pdC =

∫
Ω

|f |pdC = %p(f)p.

Finally assume that C(E) < ∞. Then, by Hölder’s inequality,
∫
E
fdC ≤ %p(f)C(E)1/p′

where p′ is the conjugate exponent of p, and the proof in this case follows.

In the general case, by the corresponding Hölder’s and Minkowki’s inequalities the proof

follows.

Notice that, Lp(C) is a quasi-normed lattice of L0(Ω) for every p > 0.

As for Lebesgue function spaces, there are several descriptions of these “norms”:

Theorem 1.3.8.

‖f‖Lp(C) = ‖f ?C‖p = ‖|f |p‖1/p

L1(C) =
(
p

∫ ∞

0

tp−1C{|f | > t} dt
)1/p

.

Proof. Let ψ(t) = tp. Then
∫∞

0
ψ(f ?C(t)) dt =

∫∞
0
ψ(|f |)?C(t) dt and, if we denote g = ψ(|f |),

an application of Fubini’s theorem gives∫ ∞

0

g?C(t) dt =

∫ ∞

0

∫ ∞

0

χ[0,C{g>x})(t) dx dt

=

∫ ∞

0

∫ ∞

0

χ[0,C{g>x})(t) dt dx =

∫ ∞

0

C{g > x} dx,

this is,
∫∞

0
ψ(f)?C(t) dt =

∫∞
0
C{ψ(|f |) > t} dt.

Also, if x = ψ(t), then∫ ∞

0

C{|f | > t} dψ(t) =

∫ ∞

0

C{|f | > ψ−1(x)} dx =

∫ ∞

0

C{ψ(|f |) > x} dx

and
∫∞

0
C{|f | > t} dψ(t) =

∫∞
0
C{ψ(|f |) > t}dt.

Many important examples of capacities are not concave and the corresponding Lebesgue

spaces are quasi-normed lattices. Natural questions for these capacitary Lebesgue spaces are

to find the best constant in the ”triangle inequality” and to analyze when the spaces are

complete.

Theorem 1.3.9. The functional ‖ · ‖ := ‖ · ‖Lp(C) is quasi-subadditive, with constant cp =

(2c)1/p if 1 ≤ p <∞ and cp = c1/p2(2−p)/p if 0 < p < 1.
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Proof. Suppose 1 ≤ p <∞. By (1.3),

‖f + g‖p ≤
∫ ∞

0

(
f ?C

( x
2c

)
+ g?C

( x
2c

))p
dx = 2c‖f ?C + g?C‖pp

and the result follows from the estimates for Lp(R+).

If p < 1, then since ap + bp ≤ 21−p(a+ b)p (a, b ≥ 0), we conclude that

‖f ?C + g?C‖pp ≤
∫ ∞

0

f ?C(y)p dy +

∫ ∞

0

g?C(y)p dy ≤ 21−p(‖f ∗C‖p + ‖g∗C‖p)p,

and ‖f + g‖ ≤ (2c)1/p2(1−p)/p(‖f‖+ ‖g‖).
Now recall that, if ‖ · ‖ is a quasi-seminorm with constant c ≥ 1 and (2c)% = 2, then, by

Aoki-Rolewicz’s theorem, there exists a %−seminorm ‖ · ‖∗ such that

‖f‖∗ ≤ ‖f‖% ≤ 2‖f‖∗. (1.10)

This %−seminorm, constructed as in [BeLo, Section 3.10] by

‖f‖∗ := inf
{ n∑

j=1

‖fj‖%; n ≥ 1,
n∑
j=1

fj = f
}
,

allows to prove (1.10) and the triangle inequality. The %−homogeneity follows also very

easily in our case since obviously, if
∑n

j=1 fj = f , then for λ ∈ R

‖λf‖∗ ≤
n∑
j=1

‖λfj‖% = |λ|%
n∑
j=1

‖fj‖%,

so that ‖λf‖∗ ≤ |λ|%‖f‖∗. Conversely, if λ 6= 0 and λf = g1 + · · ·+ gn, then

‖f‖∗ ≤
n∑
j=1

‖λ−1gj‖% = |λ|−%
n∑
j=1

‖gj‖%

and |λ|%‖f‖∗ ≤ ‖λf‖∗.
It follows from (1.10) that∥∥∥∑

i

|fi|
∥∥∥ ≤ 21/%

(∑
i

‖fi‖∗
)1/%

≤ 21/%
(∑

i

‖fi‖%
)1/%

. (1.11)

In the special case fi = χAi
and p = 1 we obtain

C
( ∞⋃
i=1

Ai

)%
≤ 2

∞∑
i=1

C(Ai)
%. (1.12)
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Definition 1.3.10. We say that {fn}n∈N converges to f in capacity if

C{|fn − f | > ε} → 0, as n→∞, ∀ ε > 0.

Similarly, we say that {fn}n∈N is a Cauchy sequence in capacity if for every ε > 0,

C{|fp − fq| > ε} → 0 as p, q → ∞. That is, when for every ε > 0 and η > 0, there exists

n0 ∈ N such that

C{|fp − fq| > ε} < η (p, q ≥ n0).

Let us remark that, if the sequence {fn}n∈N converges to f in capacity, the relation

{|fp − fq| > ε} ⊂ {|fp − f | > ε/2} ∪ {|fq − f | > ε/2}

shows that {fn}n∈N is a Cauchy sequence in capacity. Aoki-Rolewicz’s theorem allows us to

prove that the converse is also true in this capacitary setting.

Theorem 1.3.11. A sequence {fn}n∈N is convergent in capacity to a function f if and only

if it is a Cauchy sequence in capacity. In this case, the sequence has a subsequence which is

C−q.e. convergent to f .

Proof. If {fn}n∈N is a Cauchy sequence in capacity, there exists nk ∈ N so that

C{|fp − fq| > 2−k} < 2−k (p, q ≥ nk),

and we can suppose that n1 < n2 < · · · .
We associate to {fnk

}k∈N the sets Ak := {|fnk
− fnk+1

| > 1/2k} and denote Fm :=⋃
k≥mAk. If j ≥ i ≥ m, we have that |fni

− fnj
| ≤ 1/2m−1 on Ω \ Fm. In other words, the

partial sequence is uniformly Cauchy on Ω \ Fm and then {fnk
}k∈N converges uniformly to

f on Ω \ Fm. The sequence {fnk
}k∈N converges to a function f on E :=

⋃∞
m=1(Ω \ Fm) and,

by (1.11),

C(Ω \ E) ≤ lim
m→∞

C(Fm) = lim
m→∞

‖χFm‖L1(C) = lim
m→∞

‖χ⋃
k≥m Ak

‖L1(C)

≤ lim
m→∞

∥∥∥∑
k≥m

χAk

∥∥∥
L1(C)

≤ lim
m→∞

21/%
(∑
k≥m

‖χAk
‖%L1(C)

)1/%

= lim
m→∞

21/%
(∑
k≥m

C(Ak)
%
)1/%

= 0.

Since |fnk
− fnj

| → |fnk
− f | pointwise, by the Fatou property

C{|fnk
− f | > η} = C{ lim

j→∞
|fnk

− fnj
| > η} ≤ lim

j→∞
C{|fnk

− fnj
| > η} < ε.
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Finally, since {fn}n∈N is a Cauchy sequence in capacity which has a subsequence which

is convergent in capacity to f , then {fn}n∈N converges to f in capacity.

The topology and the uniform structure of Lp(C) are given by the metric

d(f, g) := ‖f − g‖∗,

where ‖ · ‖∗ is associated to ‖ · ‖Lp(C) by the Aoki-Rolewicz theorem.

Theorem 1.3.12. Lp(C) (0 < p <∞) is complete.

Proof. It follows by the usual arguments of measure theory combined with (1.12): Let

{fn}n∈N ⊂ Lp(C) be a Cauchy sequence. For each k ∈ N, let nk > nk−1 be such that

‖fm − fn‖p =

∫
|fm − fn|p dC <

1

3k
(m,n ≥ nk).

If Ak = {|fnk+1
− fnk

|p > 1/2k}, then C(Ak) < 2k/3k since

C(Ak)

2k
≤
∫
Ak

|fnk+1
− fnk

|p dC <
1

3k
.

Note that
∞∑
k=1

|fnk+1
(t)− fnk

(t)| <∞ ∀t 6∈
⋃
k>N

Ak

because |fnk+1
(t)− fnk

(t)| ≤ 1/2k/p if k > N . Therefore, there exists

f(t) := fn1(t) +
∞∑
k=1

(
fnk+1

(t)− fnk
(t)
)

= lim
k
fnk

(t) ∀t 6∈ A =
∞⋂
N=1

⋃
k>N

Ak,

and C(A) = 0 since, by (1.12)

C(A)% ≤ C
( ⋃
k>N

Ak

)%
≤ 2

∑
k>N

(2

3

)%k
and

∑
k>N(2/3)%k <∞. Put f(t) := 0 if t ∈ A.

As nk → ∞, |fnk
(t) − fn(t)|p → |f(t) − fn(t)|p C−q.e. and, by the Fatou property (see

Theorem 1.2.17), ∫
|f − fn|p dC ≤ lim inf

k

∫
|fnk

− fn|p dC ≤ ε

for n large enough.
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Example 1.3.13. Although Cp (see Example 1.2.15) is not a Caratheodory metric outer

measure, it follows from a general theorem due to G. Choquet that every Borel set B ⊂ Rn

is capacitable, this meaning that

sup{Cp(K); K ⊂ B, K compact} = Cp(B) = inf{Cp(G); G ⊃ B, G open}.

Hence, Lp(Cp) defined in (1.9) by

Lp(Cp) :=
{
f ∈ L0(Ω); ‖f‖Lp(Cp) :=

(
p

∫ ∞

0

tp−1Cp{|f | > t}dt
)1/p

<∞
}

is an example of a capacitary Lebesgue space. For more details, see [EvGa].

Remark 1.3.14. The absence of additivity for the Choquet integral makes it difficult to give

a description of the dual of Lp(C). See for instance [A2, Section 4], where duality in the

case of Hausdorff and Bessel capacities is studied.

If p′ is the conjugate exponent of p ∈ [1,∞], Hölder’s inequality shows that every g ∈
Lp

′
(C)+ defines a functional ug(f) :=

∫
fg dC which is homogeneous and bounded on Lp(C)+

ug(f) ≤ 2c
(∫

gp
′
dC
)1/p′(∫

fp dC
)1/p

,

but in general ug is not additive.

1.3.2 Capacitary Lorentz spaces

The capacitary Lorentz spaces Lp,q(C) (p, q > 0) are defined by the condition

‖f‖Lp,q(C) :=

{ (
q
∫∞

0
tq−1C{|f | > t}q/pdt

)1/q

<∞, q <∞
supt>0 tC{|f | > t}1/p <∞, q = ∞.

The space Lp,∞(C) is called the weak capacitary Lp space.

Let us observe that for p, q > 0, ‖f‖Lp,q(C) = 0 if and only if f = 0 C−q.e. and equivalent

functions have the same ‖ · ‖Lp,q(C)-quasi-norm. Moreover, for every λ ∈ R, ‖λf‖Lp,q(C) =

|λ|‖f‖Lp,q(C) and

‖f + g‖Lp,q(C) ≤ 2c(‖f‖Lp,q(C) + ‖g‖Lp,q(C)).

Therefore, Lp,q(C) is a quasi-normed function space. Easily it follows that, Lp,q(C) is a

quasi-normed lattice on L0(Ω) for all p, q > 0.

In order to study the completeness of the Lorentz spaces Lp,q(C), which are quasi-

normed spaces by considering equivalent two functions when they coincide C−q.e., we fix a

%−seminorm ‖ · ‖∗ associated to ‖ · ‖Lp,q(C).
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Theorem 1.3.15. Lp,q(C) (0 < p <∞, 0 < q ≤ ∞) is complete.

Proof. Let us start with the case 1 ≤ q < ∞, and let {fn}n∈N ⊂ Lp,q(C) be a Cauchy

sequence on this space. For every k ∈ N, let nk ∈ N so that

‖fn − fm‖qLp,q(C) <
1

3k
(m,n ≥ nk).

Define Ak := {|fnk+1
− fnk

| > 1
2k }. Then Ak ⊂ {|fnk+1

− fnk
| > t} if t < 1

2k and

1

3k
>

∫ ∞

0

qtq−1C{|fnk+1
− fnk

| > t}
q
pdt

≥
∫ 1

2k

0

qtq−1C(Ak)
q
pdt+

∫ ∞

1

2k

qtq−1C{|fnk+1
− fnk

| > t}
q
pdt

= C(Ak)
q
p tq
] 1

2k

0
+

∫ ∞

1

2k

qtq−1C{|fnk+1
− fnk

| > t}
q
pdt ≥ C(Ak)

q
p

1

2kq
.

Hence, C(Ak) < αk,
∑

k αk <∞.

Moreover, if t 6∈
⋃
k>N Ak, then t 6∈ AN+1, so that |fnN+2

(t) − fnN+1
(t)| ≤ 1/2N+1 and

then
∑∞

k=1 |fnk+1
(t)− fnk

(t)| <∞. Therefore, there exists

f(t) := fn1(t) +
∞∑
k=1

(fnk+1
(t)− fnk

(t)) = lim
k→∞

fnk
(t)

for all t 6∈ A :=
⋂∞
N=1

⋃
k>N Ak, and C(A) = 0 since

C(A)ρ ≤ C
( ⋃
k>N

Ak

)ρ
≤ 2

∑
k>N

C(Ak)
ρ < 2

∑
k>N

( 2pk

3
kp
q

)ρ
.

Define f(t) := 0 if t ∈ A.

As nk →∞, |fnk
(t)− fn(t)| → |f(t)− fn(t)| C−q.e. and then, by Theorem 1.2.17,

‖f − fn‖qLp,q(C) =

∫ ∞

0

qtq−1C{|f − fn| > t}
q
pdt

=

∫ ∞

0

qtq−1C
{

lim
k→∞

|fnk
− fn| > t

} q
p
dt

≤ lim
k→∞

∫ ∞

0

qtq−1C{|fnk
− fn| > t}

q
pdt < εq

for n large enough.

A similar argument applies to the case q = ∞. Let {fn}n∈N ⊂ Lp,∞(C) be a Cauchy

sequence and for all k ∈ N, let nk ∈ N so that

‖fn − fm‖Lp,∞(C) <
1

3k
(m,n ≥ nk),
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and define Ak := {|fnk+1
− fnk

| > 1/2k}. Hence, Ak ⊂ {|fnk+1
− fnk

| > t} if t < 1/2k.

Thus

1

3k
> sup

t>0
tC{|fnk+1

− fnk
| > t}

1
p

= max
{

sup
t≥1/2k

tC{|fnk+1
− fnk

| > t}1/p, sup
t<1/2k

tC{|fnk+1
− fnk

| > t}1/p
}

≥ 1

2k
C(Ak)

1
p

and C(Ak) < (2/3)kp.

If t 6∈
⋃
k>N Ak, then t 6∈ AN+1 and |fnN+2

(t)− fnN+1
(t)| ≤ 1/2N+1. Then,

∞∑
k=1

|fnk+1
(t)− fnk

(t)| ≤
N∑
k=1

|fnk+1
(t)− fnk

(t)|+
∞∑

k=N+1

1

2k
<∞.

Therefore, there exists

f(t) := fn1(t) +
∞∑
k=1

(fnk+1
(t)− fnk

(t)) = lim
k→∞

fnk
(t)

for every t 6∈ A :=
⋂∞
N=1

⋃
k>N Ak, where C(A) = 0 since

C(A)ρ ≤ C
( ⋃
k>N

Ak

)ρ
≤ 2

∑
k>N

C(Ak)
ρ < 2

∑
k>N

(
(2/3)kp

)ρ
.

Put f(t) = 0 if t ∈ A.

As nk → ∞, |fnk
(t) − fn(t)| → |f(t) − fn(t)| C−q.e. and then, by the Fatou property

(see Theorem 1.2.17),

‖f − fn‖Lp,∞(C) = sup
t>0

tC{ lim
k→∞

|fnk
− fn| > t}

1
p

≤ lim
k→∞

sup
t>0

tC{|fnk
− fn| > t}

1
p < ε

for n large enough.

Finally, in the case p > 0 and 0 < q < 1, we observe that

‖f‖Lp,q(C) :=
(∫ ∞

0

qtq−1C{|f | > t}
q
pdt
) 1

q
=
(∫ ∞

0

C{|f | > u1/q}
q
pdu
) 1

q

and consider a Cauchy sequence {fn}n∈N ⊂ Lp,q(C), so that for every k ∈ N there exists

nk ∈ N such that

‖fn − fm‖qLp,q(C) =

∫ ∞

0

C{|fn − fm| > u1/q}
q
pdu <

1

3k
(m,n ≥ nk).
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If Ak := {|fnk+1
− fnk

| > 1
2k%}, then Ak ⊂ {x ∈ Ω; |fnk+1

(x) − fnk
(x)| > u1/q} when

u1/q < 1
2k% . Hence

1

3k
>

∫ 1

2kq

0

C{|fnk+1
− fnk

| > u
1
q }

q
pdu+

∫ ∞

1

2kq

C{|fnk+1
− fnk

| > u
1
q }

q
pdu

≥
∫ 1

2kq

0

C(Ak)
q
pdu+

∫ ∞

1

2kq

C{|fnk+1
− fnk

| > u
1
q }

q
pdu

≥ C(Ak)
q
p

1

2qk
,

and C(Ak) <
2kp

3
kp
q

.

If t 6∈
⋃
k>N Ak, then

∞∑
k=1

|fnk+1
(t)− fnk

(t)| ≤
N∑
k=1

|fnk+1
(t)− fnk

(t)|+
∞∑

k=N+1

1

2k
<∞.

Therefore, there exists

f(t) := fn1(t) +
∞∑
k=1

(fnk+1
(t)− fnk

(t)) = lim
k→∞

fnk
(t)

if t 6∈ A :=
⋂∞
N=1

⋃
k>N Ak, and C(A) = 0 since, by (1.11),

C(A)ρ ≤ 2
∑
k>N

C(Ak)
ρ < 2

∑
k>N

(2kpq
p
q

3
kp
q

)ρ
<∞.

Put f(t) = 0 if t ∈ A.

As nk → ∞, |fnk
(t) − fn(t)| → |f(t) − fn(t)| C−q.e. and then, by Theorem 1.2.17, it

follows that

‖f − fn‖Lp,q(C) ≤
1

q1/q

(∫ ∞

0

lim
k→∞

C{|fnk
− fn| > u1/q}

q
pdu
)1/q

< ε

for n large enough.

1.3.3 Some known results

Let us recall that in Example 1.2.14 for 1 ≤ p < ∞ and g : Rn × Rn → [0,∞) be lower

semicontinuous (recall Definition 1.2.13), by Cg,p we denote the capacity defined on every

E ⊂ Rn by

Cg,p(E) = inf
{∫

f(y)pdy; 0 ≤ f ∈ Lp,
∫

g(x, y)f(y) dy ≥ 1 on E
}
.



56 1. Capacitary function spaces

It follows from the definition that the potential Gf(x) =
∫
g(x, y)f(y) dy satisfies the

weak-type estimate

tpCg,p{Gf > t} ≤
∫

f(x)p dx,

and the very useful strong type inequality of K. Hansson∫ ∞

0

Cg,p{Gf > t} dtp ≤ A

∫
f(x)p dx (0 ≤ f ∈ Lp, 1 < p <∞)

which may be represented as G : Lp(Rn) → Lp,∞(Cg,p) and G : Lp(Rn) → Lp(Cg,p), respec-

tively.

The dyadic version Ed
h of the Haussdorf capacity (1.6), defined using dyadic cubes Dk

instead of general cubes Ik, has similar properties. For example, Ed
h is countably subadditive

since it is subadditive and Fatou.

The Shannon entropy was considered by R. Feffermann to obtain also weak-type entropic

estimates

tEϕ{Mf > t} ≤ A
(∫ ∞

0

tp−1Eϕ{f > t} dt
)1/p

for the Hardy-Littlewood maximal function. This is, M : Lp(Eϕ) → L1,∞(Eϕ). Observe that

Eϕ satisfies the Fatou property. Moreover, for 1 ≤ q ≤ ∞ and 1 < p < ∞, in [CeClM] we

find that

M : Lp,q(Eϕ) → Lp,q(Eϕ).

Similarly, in 1980, C. Calderón defined new entropies to obtain some convergence results

for singular integrals.

Let E be a quasi-Banach function space on the measure space (Ω,Σ, µ) and recall the

definition of CE in (1.7). We always assume that E has the Fatou property, so that CE is

quasi-subadditive and Fatou.

For any Banach function space E, the function spaces L1(CE) and M(CE) := L1,∞(CE)

are extremal in the sense that, if X is another Banach function space such that ‖χA‖X =

‖χA‖E for any measurable set A ⊂ Ω, then

L1(CE) ↪→ X ↪→M(CE) = M(E).

1.4 Normability

To motivate the main problem of this section let us remember that the Choquet integral is

subadditive on sets, ∫
(χA + χB) dC ≤

∫
χA dC +

∫
χB dC,
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if and only if

C(A ∪B) + C(A ∩B) ≤ C(A) + C(B).

Then the Choquet integral is also subadditive on non-negative simple functions and C is

said to be concave.

Variational capacities and those of Fuglede and Meyers are examples of concave capaci-

ties. Instead, for the Hausdorff content we have that, Eh is concave if n = 1, but not if n > 1

(see [Car]). In the case of entropies CE associated to Banach function spaces, examples and

counterexamples of concave capacities are given in [CeClM].

As we have shown, concave capacities give rise to normed Lp-spaces, since Minkowski’s

inequality holds with constant one. In [Ce, Theorem 5.1] we see that for 1 ≤ p, q < ∞,

Lp,q(C) is a normed space if and only if Cq/p is concave.

As many of the classical examples of capacities are not concave, a natural objective is to

try to study the possible normability of the capacitary Lorentz spaces for general capacities.

We want to determine when, for a non-concave capacity C, Lp(C) is normable, this meaning

that there exists in Lp(C) a norm which is equivalent to ‖ · ‖Lp(C).

This problem can be solved only in special cases. The difficulties of this question can be

shown observing that, if n = 1, the Shannon entropy Eϕ is concave and Lp(Eϕ) is a Banach

function space on [0, 1/e]. But, this is not true for Lp(Eϕ) on [0, 1/e]n if n > 1 although it

holds for Lp(Ed
ϕ) and Lp(Eϕ) = Lp(Ed

ϕ).

As for usual Lorentz spaces, one could try to substitute f ?C by

f ??(t) :=
1

t

∫ t

0

f ?C(s) ds, (1.13)

which is decreasing and satisfies f ?(t)C ≤ f ∗∗(t), and for every λ ∈ R by Proposition 1.2.2

(λf)∗∗ = |λ|f ??, (f + g)?? ≤ 2cf ?? + 2cg??.

But this average function is unfortunately subadditive precisely when Lp(C) (p ≥ 1) are

normed spaces:

Theorem 1.4.1. f ?? is subadditive if and only if C is concave.

Proof. It is clear that Ct(A) := min(C(A), t) is a Fatou capacity (remember that we

assumed that C is a quasi-subadditive Fatou capacity). For a fixed t > 0, f ??(t) is subadditive

if and only if Ct is concave, since∫ t

0

f ?C(s) ds =

∫ ∞

0

dy

∫ t

0

χ[0,C{f>y})(s) ds =

∫ ∞

0

min({C{f > y}, t) dy

=

∫ ∞

0

Ct({|f | > y})dy =

∫
Ω

|f |dCt.
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Therefore, the theorem follows.

For t > 0 we consider the capacity Ct defined previously. Let us observe briefly the most

important facts concerning f ∗∗.

1. As in the measure case (see [KrPS]): If f, g ≥ 0 and 0 < α < 1, then by Hölder’s

inequality it follows that:

• If C is concave, then (fαg1−α)∗∗(t) ≤ 2(f)∗∗(t)α(g)∗∗(t)1−α.

• If C is quasi-subadditive, then (fαg1−α)∗∗(t) ≤ 2c(f)∗∗(t)α(g)∗∗(t)1−α.

Indeed, by Proposition 1.2.3 and Holder’s inequality with p = 1/α and q = 1
1−α∫ u

0

(fαg1−α)?C(t)dt =

∫ u/c

0

(fαg1−α)?C(cs)cds = c

∫ u/c

0

(fαg1−α)?C(cs/2 + cs/2)ds

≤ c

∫ u/c

0

(fα)?C(s/2)(g1−α)?C(s/2)ds

= 2c

∫ u/2c

0

(f ?)αC(s)(g?)1−α
C (s)ds

≤ 2c
(∫ u/2c

0

f ?C(s)ds
)α(∫ u/2c

0

g?C(s)ds
)1−α

≤ 2c
(∫ u

0

f ?C(s)ds
)α(∫ u

0

g?C(s)ds
)1−α

.

Therefore,

(fαg1−α)∗∗(u) ≤ 2c
1

u

(∫ u

0

f ?C(s)ds
)α(∫ u

0

g?C(s)ds
)1−α

= 2cf ∗∗(u)αg∗∗(u)1−α. (1.14)

In the particular case when C is concave, c = 1 and the conclusion follows.

2. Since (f + g)∗C(x) ≤ f ∗C( x
2c

) + g∗C( x
2c

), it follows that

(f + g)∗∗(t) ≤ f ∗∗(
t

2c
) + g∗∗(

t

2c
).

Indeed,

(f + g)∗∗(t) =
1

t

∫ t

0

(f + g)∗C(s)ds ≤ 1

t

∫ t

0

(
f ∗C(

s

2c
) + g∗C(

s

2c
)
)
ds

=
2c

t

{∫ t
2c

0

f ∗C(u)du+

∫ t
2c

0

g∗C(u)du
}

= f ∗∗(
t

2c
) + g∗∗(

t

2c
).
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We do not have a satisfactory sufficient normability condition, but let us see a restrictive

one, which extends a known result for the usual Lorentz space.

In the rest of the section µ will represent a measure on (Ω,Σ) such that µ(Σ) = [0, µ(Ω)] ⊂
[0,∞], and we will suppose that C is µ-invariant, this meaning that C(A) = C(B) if µ(A) =

µ(B).

Definition 1.4.2. A capacity C on (Ω,Σ) will be said to be quasi-concave with respect

to µ if there exists a constant γ ≥ 1 such that, whenever µ(A) ≤ µ(B), the following two

conditions are satisfied:

(a) C(A) ≤ γ C(B), and

(b) C(B)
µ(B)

≤ γ C(A)
µ(A)

,

this is, for all A,B ∈ Σ,

C(B) ≤ γmax
(
1,
µ(B)

µ(A)

)
C(A).

Example 1.4.3. As an example of this type of capacities consider J : [0, µ(Ω)] → R an

increasing function such that J(t)/t is decreasing. It is readily seen that C(A) := J(µ(A))

defines a µ-invariant and quasi-concave capacity with respect to µ. For instance, C(A) :=

ϕX(µ(A)) where ϕX is the fundamental function of an r.i. space (see the definition in Chapter

3). Note that ϕX is a quasi-concave function.

Theorem 1.4.4. If the capacity C is µ-invariant and quasi-concave with respect to µ, then

C̃(A) := sup
{ n∑

i=1

λiC(Ai); n ∈ N,
n∑
i=1

λi = 1, λi ≥ 0,
n∑
i=1

λiµ(Ai) ≤ µ(A)
}

defines a concave capacity which is equivalent to C i.e. C ' C̃.

Proof. It is clear that C̃(A) ≥ 0 and it is readily seen that C̃ is increasing.

Let us show that

C(A) ≤ C̃(A) ≤ 2γC(A). (1.15)

Obviously, C(A) ≤ C̃(A). On the other hand, for ε > 0 we can find
∑n

i=1 λiµ(Ai) ≤ µ(A)

with
∑n

i=1 λi = 1 and λi ≥ 0 (i = 1, ..., n) such that

C̃(A)− ε ≤
n∑
i=1

λiC(Ai) ≤ γ
n∑
i=1

λi max
(
1,
µ(Ai)

µ(A)

)
C(A) ≤ 2γC(A)
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and (1.15) follows.

To prove that C̃ is concave, let 0 < θ < 1 and ε > 0. Given A,B ∈ Σ, we can find∑n
i=1 λiµ(Ai) ≤ µ(A) with

∑n
i=1 λi = 1 and λi ≥ 0 (i = 1, ..., n) such that

(1− θ)C̃(A)− ε

2
≤ (1− θ)

n∑
i=1

λiC(Ai)

and, similarly,

θC̃(B)− ε

2
≤ θ

m∑
j=1

λ′jC(Bj)

with
∑m

j=1 λ
′
jµ(Bj) ≤ µ(B),

∑m
j=1 λ

′
j = 1 and λ′j ≥ 0 (j = 1, ...,m).

Then (1− θ)µ(A) + θµ(B) ≥
∑n

i=1(1− θ)λiµ(Ai) +
∑m

j=1 θλ
′
jµ(Bj) and∑n

i=1(1−θ)λi+
∑m

j=1 θλ
′
j = 1. We can choose D ∈ Σ such that µ(D) = (1−θ)µ(A)+θµ(B),

and then

(1− θ)C̃(A) + θC̃(B)− ε ≤
n∑
i=1

(1− θ)λiC(Ai) +
m∑
j=1

θλ′jC(Bj) ≤ C̃(D),

so that

(1− θ)C̃(A) + θC̃(B) ≤ C̃(D). (1.16)

Since C is µ-invariant, the same happens with C̃, and we may define ϕ(s) := C̃(A) if

s = µ(A), which is by (1.16) a concave function on [0, µ(Ω)].

We claim that, if x, y ≥ t > 0, then

ϕ(x+ y − t) + ϕ(t) ≤ ϕ(x) + ϕ(y), (1.17)

and the concavity of C̃ follows by taking t = µ(A ∩B), x = µ(A) and y = µ(B), since then

ϕ(t) = C̃(A ∩ B), ϕ(x+ y − t) = ϕ(µ(A) + µ(B)− µ(A ∩ B)) = ϕ(µ(A ∪ B)) = C̃(A ∪ B),

and ϕ(x) + ϕ(y) = C̃(A) + C̃(B).

To prove the claim, we may assume that 0 < t < x ≤ y and write

x = (1− τ)t+ τ(x+ y − t), y = (1− τ ′)t+ τ ′(x+ y − t) (τ, τ ′ ∈ (0, 1)).

Since ϕ is concave,(
1− x− t

x+ y − 2t

)
ϕ(t) +

x− t

x+ y − 2t
ϕ(x+ y − t) ≤ ϕ(x)

and (
1− y − t

x+ y − 2t

)
ϕ(t) +

y − t

x+ y − 2t
ϕ(x+ y − t) ≤ ϕ(y).
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Finally, by addition, (1.17) follows.

Although we do not know whether C̃ has the Fatou property, we can still define on Lp(C)

the quasi-norm ‖f‖Lp(C̃) which is equivalent to ‖f‖Lp(C), since C{|f | > t} ' C̃{|f | > t}. Let

us denote by S the class of all simple functions and Sp(C) = ¯S ∩ Lp(C) ⊂ Lp(C).

Corollary 1.4.5. For 1 ≤ p ≤ ∞, on Sp(C) the functional ‖ · ‖Lp(C̃) is a norm which

is equivalent to the quasi-norm ‖ · ‖Lp(C). Hence, if S is dense in Lp(C), then Lp(C) is

normable.

The following proposition shows that although we can not get the converse, we have an

approximation to it.

Proposition 1.4.6. If L1(C) (or S1(C)) is normable by a µ-invariant norm ‖ · ‖∗, that is

‖χA‖∗ = ‖χB‖∗ if µ(A) = µ(B), then C is also quasi-concave with respect to the measure µ.

Proof. Let ‖ · ‖∗ be an equivalent norm on L1(C). Then Ĉ(A) := ‖χA‖∗ defines a new

µ-invariant capacity and Ĉ(A) ' C(A). Moreover Ĉ is concave since

Ĉ(A ∪B) + Ĉ(A ∩B) ≤ Ĉ(A) + Ĉ(B).

We can suppose 0 ≤ µ(A ∩B) < µ(A) ≤ µ(B) and define ϕ(µ(A)) := Ĉ(A).

Let t = µ(A∩B), x = µ(A), and y = µ(B), so that 0 < t < x ≤ y and ϕ(x+y−t)+ϕ(t) ≤
ϕ(x) + ϕ(y). In particular, if m ∈ N and r > 0, then ϕ(mr) ≤ mϕ(r). Moreover, if a ≤ b,

then there exists m ≥ 2 such that (m− 1)a ≤ b ≤ ma and

ϕ(b)

b
≤ ϕ(ma)

b
≤ ma

b

ϕ(a)

a
≤ m

m− 1

ϕ(a)

a
.

Since x ≤ y it follows that there is some m ∈ N such that

ϕ(y)

y
≤ m

m− 1

ϕ(x)

x
,

which means that Ĉ is quasi-concave respect to the measure µ, with constant γ = 2. Since

Ĉ ' C, C is also quasi-concave with respect to µ.

In the rest of the section C will be a quasi-subadditive Fatou capacity, quasi-concave

with respect to µ. Let us see that Lp(C) is normable for 1 ≤ p ≤ ∞. Define C̃ as in

Theorem 1.4.4 and C̄ by

C̄(A) := inf
An↑A,An∈Σ

{
lim
n→∞

C̃(An)
}
.
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Proposition 1.4.7. The capacity C̄ is a concave Fatou capacity equivalent to C.

Proof. Let ε > 0 and A,B ∈ Σ arbitrary. There exists {An}n∈N with An ↑ A such that

limn→∞ C̃(An) ≤ C̄(A) + ε. Since C̃ ' C, there exists c′ > 0 such that C(A) ≤ c′C̃(A) for

all set A, and hence

1

c′
lim
n→∞

C(An) ≤ lim
n→∞

C̃(An) ≤ C̄(A) + ε.

Then, by the Fatou property, limn→∞C(An) = C(A). As C̃ is equivalent to C, the equiva-

lence follows.

Moreover, there exist increasing sequences {An}n∈N, {Bn}n∈N such that

lim
n
C̃(An) ≤ C̄(A) + ε/2,

lim
n
C̃(Bn) ≤ C̄(B) + ε/2.

Assume, without loss of generality, that C̄(A) + C̄(B) <∞. By the concavity of C̃ we have

that

lim
n→∞

[
C̃(An ∪Bn) + C̃(An ∩Bn)

]
≤ lim

n→∞
C̃(An) + C̃(Bn)

= lim
n→∞

C̃(An) + lim
n→∞

C̃(Bn) ≤ C̄(A) + C̄(B) + ε

and then, since An ∪Bn ↑ A ∪B and An ∩Bn ↑ A ∩B by definition of C̄ we get that

lim
n→∞

[
C̃(An ∪Bn) + C̃(An ∩Bn)

]
≥ C̄(A ∪B) + C̄(A ∩B).

Then, the concavity follows.

Finally, let us prove the Fatou property. Let {An}n∈N with An ↑ A. It will be sufficient to

show that C̄(A) ≤ limn→∞ C̄(An). Assume that limn→∞ C̄(An) <∞. For all n, there exists

(Anm)∞m=1 such that Anm ↑ An as m → ∞ and limm→∞ C̃(Anm) ≤ C̄(An) + ε. Considering

the sequence of sets Bn := Ann , we have that Bn ↑ A as n→∞. Then

C̄(A) ≤ lim
n→∞

C̃(Bn) = lim
n→∞

C̃(Ann) ≤ lim
n→∞

C̄(An) + ε.

Theorem 1.4.8. If C̃ has the Fatou property, then C̄ = C̃. Hence, Lp(C) = Lp(C̄) and

Lp(C) (1 ≤ p ≤ ∞) is normable.

Proof. Suppose that C̃ has the Fatou property. Let A ⊂ Ω and ε > 0. If An ↑ A, then

C̃(A) = lim
n→∞

C̃(An) ≥ C̄(A)

and there exists {An}n∈N with An ↑ A such that

C̃(A) = lim
n→∞

C̃(An) < C̄(A) + ε.

The proof then follows by letting ε→ 0.
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1.5 The associate space

As we observed in Theorem 1.2.19, for a concave capacity C, Hölder’s inequality asserts that∫
Ω

|fg|dC ≤ ‖f‖Lp(C)‖g‖Lq(C), ∀ f ∈ Lp(C), g ∈ Lq(C), 1 ≤ p ≤ ∞,

where q is the conjugate exponent of p. We will see that in this case the inequality is sharp

in the sense that

‖g‖Lq(C) = sup
{∫

Ω

|fg|dC; f ∈ Lp(C), ‖f‖Lp(C) ≤ 1
}

(1.18)

for all g ∈ Lq(C) and p, q conjugate exponents.

In relation with Definition 1.3.1, if % is a function quasi-norm on L0(Ω)+, we define its

associate quasi-norm %′ on L0(Ω)+ by

%′(g) := sup
{∫

Ω

fgdC; f ∈ L0(Ω)+, %(f) ≤ 1
}

for all g ∈ L0(Ω)+.

Theorem 1.5.1. Let C be a capacity such that for all E ⊂ Ω with C(E) > 0 there exists

E0 ⊂ E, 0 < C(E0) < ∞. Then, if % is a functional quasi-norm on L0(Ω)+, the associate

quasi-norm is itself a functional quasi-norm on L0(Ω)+.

Proof. We shall show that all the conditions in the Definition 1.3.1 are satisfied by %′.

If %(f) ≤ 1, then f < ∞ C−q.e. Hence, if g = 0 C−q.e., then
∫

Ω
fgdC = 0 and so

%′(g) = 0. Conversely, if %′(g) = 0, then for all f ∈ L0(Ω)+ with %(f) ≤ 1, it follows that∫
Ω
fgdC = 0. If E ⊂ Ω is measurable with 0 < C(E) <∞, then 0 < %(χE) <∞.

Taking f = χE

%(χE)
we obtain that

0 =

∫
Ω

χE
%(χE)

gdC =
1

%(χE)

∫
E

gdC,

and then necessarily g = 0 C−q.e. in E. Suppose that there exists E such that C(E) > 0

and g 6= 0 on E. Then, by the assumption, there exists E0 ⊂ E with 0 < C(E0) <∞. Hence

for E0, taking f =
χE0

%(χE0
)
, it follows that %(f0) = 1 and

0 =

∫
Ω

χE0

%(χE0)
gdC =

1

%(χE0)

∫
E0

gdC.

So that, g = 0 in E0 but, since E0 ⊂ E, necessarily g 6= 0 in E0. Hence, g = 0 C−q.e. In

both cases the remaining properties of (a) and (b) are easy to check.
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For the Fatou property, suppose that gn, g ∈ L0(Ω)+ and 0 ≤ gn ↑ g C−q.e. Then

%′(gn) ≤ %′(g) for all n ∈ N. Let us assume, without loss of generality, that %′(gn) < ∞ for

all n ∈ N. Let ξ < %′(g). There exists f ∈ L0(Ω)+ with %(f) ≤ 1 such that
∫

Ω
fgdC > ξ.

Now 0 ≤ fgn ↑ fg C−q.e., so the monotone convergence theorem (see Corollary 1.2.18)

shows that ∫
Ω

fgndC →
∫

Ω

fgdC.

Hence, there is N ∈ N such that
∫

Ω
fgndC > ξ for all n ≥ N . It follows then that %′(gn) > ξ

(n ≥ N), which shows %′(gn) ↑ %′(g) and establish property (c).

If C(E) < ∞, then since % satisfies the property (e) in Definition 1.3.1, we obtain a

constant CE <∞ for which
∫

Ω
χEfdC ≤ CE%(f), and then %′(χE) ≤ CE <∞.

Finally, fix E such that C(E) <∞ and assume that 0 < C(E), otherwise there is nothing

to prove. In this case C ′
E = %(χE) satisfies 0 < C ′

E < ∞ and %( χE

%(χE)
) = 1. Hence, for any

g ∈ L0(Ω)+ ∫
E

gdC = C ′
E

∫
Ω

χE
C ′
E

gdC ≤ C ′
E%

′(g)

which shows that property (e) holds for %′.

Given % a function quasi-norm on L0(Ω)+ and %′ its associate quasi-norm, the Banach

function space X(%′) determined by %′ is called the associate space of X and is denoted by

X ′. It follows that the norm of a function g in the associate space X ′ is given by

‖g‖X′ = sup
{∫

Ω

|fg|dC; f ∈ X, ‖f‖X ≤ 1
}
. (1.19)

From now on in this section, C will denote a quasi-subadditive capacity on (Ω,Σ) such

that for all E ⊂ Ω with C(E) > 0 there exists E0 ⊂ E, 0 < C(E0) <∞.

Theorem 1.5.2. Let 1 ≤ p ≤ ∞ and q be the conjugate exponent of p. If C is concave and

Fatou, then for every measurable function g, the following properties are equivalent:

(i) g ∈ Lq(C).

(ii) fg ∈ L1(C) if f ∈ Lp(C) and A = sup{
∫

Ω
fgdC; ‖f‖Lp(C) = 1} <∞.

(iii) sg ∈ L1(C) if s is simple and B = sup{
∫

Ω
sgdC; ‖s‖Lp(C) = 1} <∞.

It holds that ‖g‖Lq(C) = A = B.
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Proof. We can follow the same arguments as in the case of measures. It is clear that

B ≤ A ≤ ‖g‖Lq(C) and that we can suppose that g is not zero. We begin with the case p = 1,

q = ∞. Given ε > 0, we see that the set E := {|g| > B + ε} has zero capacity. Indeed, if

C(E) > 0, there exists F ⊂ E such that 0 < C(F ) <∞ and for

f =
sgn g

C(F )
χF

we have that ‖f‖L1(C) = 1 and
∫

Ω
fgdC > B + ε, which is impossible if f is simple. Then,

‖g‖L∞(C) ≤ B.

In the case q < ∞, if Ω is the union of an increasing sequence of sets Ek ∈ Σ of finite

capacity, then let {sk}k∈N be a sequence of simple functions, zero outside Ek, |sk| ≤ |g| and

such that limk sk = g C−q.e. And denote

fk = |sk|q−1 sgn g

‖sk‖q−1
q

(k ∈ N).

It is immediate that ‖fk‖Lp(C) = 1 for all k ∈ N and

‖g‖Lq(C) ≤ lim inf
k→∞

‖sk‖Lq(C) = lim inf
k→∞

∫
Ω

|fksk|dC ≤ lim inf
k→∞

∫
Ω

fkgdC,

which is smaller than B if the f ′ks are simple functions.

In the case q < ∞, if Ω is not the union of an increasing sequence of sets Ek ∈ Σ with

finite capacity, observe that for g ∈ Lq(C) we have that

‖g‖qLq(C) =

∫
Ω

|g|qdC =

∫
{g 6=0}

|g|qdC =

∫
⋃∞

n=1 An

|g|qdC,

where An := {1/(n + 1) ≤ |g(x)| < 1/n} (n ∈ N) are sets with finite capacity. Let {sk}k∈N

be a sequence of simple functions, zero outside Ak, |sk| ≤ |g|, such that limk sk = g C−q.e.

and define fk as before. It follows that ‖fk‖Lp(C) = 1 for all k ∈ N and

‖g‖Lq(C) ≤ lim inf
k→∞

‖sk‖Lq(C) = lim inf
k→∞

∫
⋃∞

n=1 An

|fksk|dC ≤ lim inf
k→∞

∫
⋃∞

n=1 An

fkgdC,

which is smaller than B if the f ′ks are simple functions.

The inequality (1.18) is sharp as we announced, that is, under the same conditions of

Theorem 1.5.2, Lq(C) is the associate space of Lp(C).

As in the classical case, we obtain:

Theorem 1.5.3. Let X be a quasi-Banach function space on L0(Ω)+ with associate space

X ′. If f ∈ X and g ∈ X ′, then fg is C-integrable (that is, the Choquet integral of |fg| is

finite) and ∫
Ω

|fg|dC . ‖f‖X‖g‖X′ .
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Proof. Just follow the usual arguments, as in [BeSh, Theorem 2.4].

Theorem 1.5.4. Let 1 ≤ p ≤ ∞ and q be the conjugate exponent of p. Let us define for all

g ∈ L0(Ω),

A := sup
{∫

Ω

fgdC; ‖f‖Lp(C) = 1
}
, B := sup

{∫
Ω

sgdC; s simple , ‖s‖Lp(C) = 1
}
.

The following equivalence holds,

A = B ' 2c‖g‖Lq(C).

Proof. It’s clear that B ≤ A ≤ 2c‖g‖Lq(C) and that we can suppose that g is not zero.

We begin with the case p = 1, q = ∞. Given ε = (2c − 1)A > 0, we see that the set

E := {|g| > A+ε
2c
} has zero capacity. Indeed, if C(E) > 0, there exists F ⊂ E such that

0 < C(F ) <∞ and for

f =
sgn g

C(F )
χF

we have that ‖f‖L1(C) = 1 and
∫

Ω
fgdC =

∫
F

|g|
C(F )

dC > A, which is impossible. Hence as

C(E) = 0, then |g| ≤ AC−q.e. Therefore, ‖g‖L∞(C) ≤ A ≤ 2c‖g‖L∞(C) and A ' ‖g‖L∞(C).

In the case q <∞, if Ω is the union of an increasing sequence of sets Ek ∈ Σ, we proceed

as in Theorem 1.5.2 and we conclude that, in this case, ‖g‖Lq(C) ≤ B ≤ A ≤ 2c‖g‖Lq(C).

If Ω is not the union of an increasing sequence of sets Ek ∈ Σ of finite capacity, the proof

follows as in Theorem 1.5.2.

Theorem 1.5.5. Let 1 ≤ p ≤ ∞ and q be the conjugate exponent of p. Then, (Lp(C))′ =

Lq(C).

Proof. If g ∈ Lq(C), then A := sup{
∫

Ω
fgdC; ‖f‖Lp(C) = 1} ≤ 2c‖f‖Lq(C) < ∞, and then

g ∈ (Lp(C))′. Conversely, if g ∈ (Lp(C))′, then A <∞ and ‖g‖Lq(C) . A. Hence, g ∈ Lq(C).



Chapter 2

Interpolation of capacitary Lorentz
spaces

2.1 Introduction

In interpolation theory of linear operators, couples (B0, B1) and (A0, A1) of (quasi-)Banach

spaces, continuously contained in some corresponding Hausdorff topological vector space,

and linear operators T : A0 + A1 → B0 + B1 are considered. An interpolation method

builds new (quasi-)Banach spaces A and B, A ↪→ A0 + A1 and B ↪→ B0 + B1, such that if

T : A0 → B0 and T : A1 → B1 continuously, then also T : A → B. We say that A and B

are interpolation spaces for (A0, A1) and (B0, B1).

The real Peetre’s K-method, based on the classical Marcinkiewicz theorem for every

0 < θ < 1 and 1 ≤ p ≤ ∞, determines interpolation spaces (A0, A1)θ,p, (B0, B1)θ,p by means

of the K-functional

K(t, f ; Ā) := inf
{
‖f0‖A0 + t‖f1‖A1 ; f = f0 + f1, fi ∈ Ai, i = 0, 1

}
.

The norm in (A0, A1)θ,p is then defined as

‖a‖θ,p :=
(∫ ∞

0

(t−θK(t, a; Ā))p
dt

t

)1/p

.

We refer to [BeLo], [BK] and [T1] for general facts concerning interpolation theory, and

to [T2] and [T3] for general facts concerning function spaces.

The interpolation spaces for couples of Lebesgue, Lorentz and Orlicz spaces on given

measure spaces have been extensively studied, including the cases of quasi-Banach spaces

and 0 < p ≤ ∞. It is a natural question to determine if these interpolation results extend

to our capacitary setting.

67
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In [Ce] (see also [CeClM]) it is shown that, if (C0, C1) is a couple of concave Fatou

capacities on (Ω,Σ) with the same null sets, 0 < η < 1, 1 < p0, p1 < ∞, 1 ≤ q0, q1 < ∞,

1/p = (1− η)/p0 + η/p1, and 1/q = (1− η)/q0 + η/q1, then

(Lp0,q0(C0), L
p1,q1(C1))η,q = Lp,q(Cηp/p1,q/p), (2.1)

where Cθ,q(A) := ‖χA‖(L(C0),L(C1))θ,q
.

One of our goals is to extend this result. The capacities will be still supposed to be Fatou

but the Choquet integral will not be necessarily subadditive anymore, and 0 < p < 1 is also

allowed (See [CeMS]). Our main problem is then interpolation with change of capacities.

We want to determine, in particular, for convenient parameters the interpolation space

(Lp0(C0), L
p1(C1))η,q.

Since Lpi(Ci) = (Lαi(Ci), L
∞)θi,pi

for αi = (1− θi)pi, we want to determine

((Lα0(C0), L
∞)θ0,p0 , (L

α1(C1), L
∞)θ1,p1)η,q. (2.2)

The usual reiteration theorems do no work because we have spaces with different capacities.

In the classical case Stein and Weiss proved that for 0 < p ≤ ∞ and w0, w1 weights in

L0(Ω)+,

(Lp(w0), L
p(w1))η,p = Lp(w1−η

0 wη1).

To deal with this problem in the case of capacities one suspects that

(Lp(C0), L
p(C1))η,p = Lp(C1−η

0 Cη
1 ).

Observe that in (2.2) three spaces appear, namely Lα0(C0), L
α1(C1), L

∞. The problem will

be solved by extending Sparr’s method for triples of Banach spaces (see [AK]).

In non-linear potential theory, operators are applied to quasi-continuous functions. We

will see in Section 2.7 that our results on interpolation of capacitary Lebesgue spaces still

holds when we restrict them to quasi-continuous functions (see [CeMS1]).

A complex interpolation method was developed by J. L. Lions [Li3], A. P. Calderón [Ca]

and S. G. Krein [Kr] (see also [KrPS]). In his seminal paper [Ca], A. P. Calderón includes an

study of interpolation of Banach function spaces on a measure space, covering the concrete

cases of Lebesgue, Lorentz and Orlicz spaces. This is done by defining the so-called Calderón

products X1−θ
0 Xθ

1 as in Definition 2.8.1. In Section 8 we check how this Calderón method

applies to our capacitary setting.

Last section is devoted to the analysis of capacitary Orlicz spaces. The goal is to show

how the general theory can be applied, and to extend the classical interpolation theory of

Orlicz spaces to capacitary Orlicz spaces.
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2.2 Interpolation of quasi-Banach lattices

Let us present an extension of the interpolation method of G. Sparr for more than two

quasi-Banach lattices and let us extend (2.1). For that purpose, we need first to clarify some

concepts.

Definition 2.2.1. A vector lattice is a pair (X,P ) where X is a real vector space and P ⊂ X

such that P ∩ (−P ) = {0}, P + P ⊂ P , R+P ⊂ P and for x ∈ X we have x ≥ 0 if and only

if x ∈ P .

Definition 2.2.2. A quasi-Banach couple (or a triple) of function spaces (A0, A1) is said

to be a compatible couple (or triple) if they are continuously embedded in some Hausdorff

topological vector space.

From now on, let (Ω,Σ) be a measure space and, without loss of generality, assume that

n = 2. A set A in (Ω,Σ, C) is called C−null if C(A) = 0.

Let pi, qi ∈ (0,∞] and Ci be quasi-subadditive Fatou capacities on (Ω,Σ), i = 0, 1, 2,

with subadditivity constants ci ≥ 1, such that for an arbitrary set A ⊂ Ω, then

C0(A) = 0 ⇐⇒ C1(A) = 0 ⇐⇒ C2(A) = 0,

that is, C0, C1, C2 have the same null sets. Then we know that Lpi,qi(Ci) is a quasi-Banach

function space, i = 0, 1, 2.

Moreover, X̄ = (Lp0,q0(C0), L
p1,q1(C1), L

p2,q2(C2)) is a compatible 3-tuple of quasi-Banach

spaces. Indeed, consider Σ := Lp0,q0(C0) + Lp1,q1(C1) + Lp2,q2(C2) ⊂ L0(Ω) the space of all

elements of the form f =
∑2

i=0 fi,fi ∈ Lpi,qi(Ci), i = 0, 1, 2 with the quasi-norm

‖f‖Σ := inf
{
‖f0‖Lp0,q0 (C0) + . . .+ ‖f2‖Lp2,q2 (C2); f =

2∑
i=0

fi, fi ∈ Lpi,qi(Ci), i = 0, 1, 2
}
. (2.3)

It follows that Σ is a topological vector space and, if f ∈ Lpi,qi(Ci) for i ∈ {0, 1, 2}, since

0 ∈ Lpi,qi(Ci) for all i, then ‖f‖Σ ≤ ‖f‖Lpi,qi (Ci) which means that Lpi,qi(Ci) ↪→ Σ, i = 0, 1, 2.

It remains to show that Σ is Hausdorff, that is, if ‖f‖Σ = 0 for some f ∈ Σ, then

f = 0 q.e. For that, suppose that ‖f‖Σ = 0 for some f ∈ Σ. Then, there exists a sequence of

elements f ik ∈ Lpi,qi(Ci), i ∈ {0, 1, 2}, k ∈ N such that f =
∑2

i=0 f
i
k and f ik → 0 in Lpi,qi(Ci)

as k → ∞. Then, there exists a subsequence {f 0
k0,n
}n∈N such that f 0

k0,n
→ 0 C0−q.e. as

k0,n →∞ by Theorem 1.3.11. Considering {f ik0,n
}n∈N for i = 0, 1, 2, we have

f 0
k0,n

→ 0 in Lp0,q0(C0) as k0,n →∞, f ik0,n
→ 0 in Lpi,qi(Ci) as k0,n →∞, i ∈ {1, 2},

f 0
k0,n

→ 0C0 − q.e. as k0,n →∞.
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Hence, there exists a subsequence of {f ik0,n
}n∈N, i ∈ {0, 1, 2}, such that f 1

k1,n
→ 0C1 −

q.e. as k1,n →∞. Considering {f ik1,n
}n∈N, i = 0, 1, 2, we have that

f 0
k1,n

→ 0 in Lp0,q0(C0) as k1,n →∞, f ik1,n
→ 0 in Lpi,qi(Ci) as k1,n →∞, i ∈ {1, 2}

f 0
k1,n

→ 0C0 − q.e. as k1,n →∞, f 1
k1,n

→ 0C1 − q.e. as k1,n →∞.

Finally reiterating this we have that f ik2,n
→ 0 Ci−q.e. as k2,n →∞, i = 0, 1, 2, and moreover,∑2

i=0 f
i
k2,n

= f . Then f = 0 q.e. in Σ.

Finally we show that these spaces are quasi-Banach function lattices. It follows that

(Lpi,qi(Ci), P ) is a vector lattice, where P = {f : Ω → R+; ‖f‖Lpi,qi (Ci) < ∞, i ∈ {0, 1, 2}}.
Moreover, for i ∈ {0, 1, 2}, Lpi,qi(Ci) is a quasi-Banach function lattice.

Consider now the triple X̄ = (Lp0,q0(C0), L
p1,q1(C1), L

p2,q2(C2)). We will denote by Xi

the (i + 1)-component of the vector X̄, i = 0, 1, 2, and ∆(X̄) = X0 ∩ X1 ∩ X2 will denote

the space of all elements common to X0, X1, and X2 with the quasi-norm

‖f‖X0∩X1∩X2 = max{‖f‖X0 , ‖f‖X1 , ‖f‖X2} (f ∈ X0 ∩X1 ∩X2). (2.4)

Since we have a triple of quasi-Banach function lattices, Σ(X̄) := Lp0,q0(C0) + Lp1,q1(C1) +

Lp2,q2(C2) is a quasi-Banach function space with the quasi-norm ‖ · ‖Σ.

Let us denote by R2
+ the set of vectors t = (t1, t2) for which ti > 0, i = 1, 2. Then, as

usual, for elements x ∈ Σ(X̄), Peetre’s K-functional of the 3-tuple X̄ is defined for t ∈ R2
+

by the formula

K(t, x; X̄) = inf
{
‖x0‖Lp0,q0 (C0) + · · ·+ t2‖x2‖Lp2,q2 (C2);x =

2∑
i=0

xi xi ∈ Lpi,qi(Ci)
}
.

As in the classical case, the K-functional is a concave function of t.

To show that one can apply to X̄ the methods of [AK] and [AKMNP], let % ∈ (0, 1]

be the parameter in Aoki-Rolewicz’s theorem corresponding to a common constant c :=

max(c0, c1, c2) in the triangle inequality for the quasi-Banach spaces in X̄.

Define Sρ, a modified Calderón operator, by the formula

(S%f)(t) :=

(∫
R2

+

[
min

(
1,
t1
s1

,
t2
s2

)
f(s)

]%
ds1

s1

ds2

s2

)1/%

(t ∈ R2
+), (2.5)

where % is such that (2c)% = 2 and consider the space

σ%(X̄) :=
{
f ∈ Σ(X̄); S%(S%K(·, f ; X̄))(1)% <∞

}
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which allows us to extend the construction in [AK] to our quasi-Banach triple, as we will

show.

Let Θ = (θ0, θ1) with θ0, θ1 > 0 and θ0 +θ1 < 1. The interpolation space X̄Θ,q;K is defined

by the condition

‖f‖Θ,q;K = ‖K(·, f ; X̄)‖Θ,q <∞,

where

‖g‖Θ,q :=
(∫ ∞

0

∫ ∞

0

(t−θ01 t−θ12 f(t1, t2))
q dt1
t1

dt2
t2

)1/q

and 0 < q <∞ (with the usual change when q = ∞).

Also, as in the case of couples, the J-space X̄Θ,q;J is defined as

‖f‖Θ,q;J := inf
{( ∞∑

m=−∞

∞∑
n=−∞

(2−mθ02−nθ1J(2m, 2n, umn))
q
)1/q

; f =
∞∑

m=−∞

∞∑
n=−∞

umn

}
,

where (umn) ⊂ ∆(X̄) satisfies that( ∞∑
m=−∞

∞∑
n=−∞

(2−mθ02−nθ1J(2m, 2n, umn))
q
)1/q

<∞,

and the operator J is defined as

J(t, v) = J(t, v; X̄) = max(‖v‖0, t1‖v‖1, t2‖v‖2).

To use the construction in [AK] to our triple, in Section 3, we will show the following

embeddings X̄Θ,q,K ↪→ X̄Θ,∞,K ↪→ σ%(X̄) for q > 0.

Definition 2.2.3. We shall say that the Fundamental Lemma with the operator S% is valid

for the 3-tuple X̄ if any element x ∈ σ%(X̄) can be represented as a series

x =
∑
k∈Z2

xk, (2.6)

absolutely convergent in Σ(X̄), where xk ∈ 4(X̄) and

J(2k, xk; X̄) ≤ C[S%K(·, x; X̄)](2k). (2.7)

Here and below 2k = (2k1 , 2k2), where k = (k1, k2) ∈ Z2, and C > 0 is a constant independent

of x and k.

Lemma 2.2.4. Let X̄ be a 3-tuple consisting of the quasi-Banach function lattices Lpi,qi(Ci)

on (Ω,Σ) and pi, qi ∈ (0,∞], i = 0, 1, 2. Then the Fundamental Lemma with the operator

S% is valid for X̄.



72 2. Interpolation of capacitary Lorentz spaces

Proof. Observe that we must prove that every f ∈ σ%(X̄) admits a representation as a sum

in Σ(X̄),

f =
∑
k∈Z2

fk (fk ∈ ∆(X̄)),

where
∑

k∈Z2 ‖fk‖ρΣ(X̄)
<∞ and

J(2k, fk) ≤ C(SρK(·, f ; X̄))(2k).

To simplify some of the formulas, we will denote by K(·, f) = K(·, f ; X̄) for f ∈ Σ(X̄).

First of all, we show that for any k ∈ Z2 and f ∈ Σ(X̄) there can be found non-

overlapping sets Aj(k), j = 0, 1, 2, such that

•
⋃2
j=0Aj(k) = Ω,

•

K(2k, f ; X̄) ≈ {‖fχA0(k)‖Lp0,q0 (C0) + . . .+ 2k2‖fχA2(k)‖Lp2,q2 (C2)}. (2.8)

For that, let us observe first that we can find fi ∈ Lpi,qi(Ci), i = 0, 1, 2, such that

f =
∑2

i=0 fi and

‖f0‖Lp0,q0 (C0) + 2k1‖f1‖Lp1,q1 (C1) + 2k2‖f2‖Lp2,q2 (C2) < 2K(2k, f ; X̄) <∞.

Define the sets

A0(k) = {ω ∈ Ω; |f0(ω)| > |f1(ω)|},

A1(k) = {ω ∈ Ω; |f0(ω)| ≤ |f1(ω)|, |f1(ω)| > |f2(ω)|}, and

A2(k) = {ω ∈ Ω; |f0(ω)| ≤ |f1(ω)| ≤ |f2(ω)|}.

It follows then that
⋃2
j=0Aj(k) = Ω and f(ω) =

∑2
i=0(fχAi(k))(ω) for ω ∈ Ω.

Moreover, since for i ∈ {0, 1, 2},

|fχAi(k)(ω)| ≤
∣∣∣ 2∑
j=0

fjχAi(k)(ω)
∣∣∣ ≤ 2∑

j=0

|fj(ω)|χAi(k)(ω) ≤ 3|fi(ω)|χAi(k)(ω)

and these spaces Lpi,qi(Ci) are vector lattices, we have that {fχAi(k)}2
i=0 is an appropiate

descomposition. Therefore,

2K(2k, f ; X̄) > ‖f0‖Lp0,q0 (C0) + 2k1‖f1‖Lp1,q1 (C1) + 2k2‖f2‖Lp2,q2 (C2)

≥ ‖f0χA0(k)‖Lp0,q0 (C0) + 2k1‖f1χA1(k)‖Lp1,q1 (C1) + 2k2‖f2χA2(k)‖Lp2,q2 (C2)

≥ 1

3
K(2k, f ; X̄).
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Now we shall construct the descomposition of f ∈ σ%(X̄) satisfying (2.6) in several steps,

using a special partition.

Step 1: Construction of a new familiy Āj(k) with the monotonicity property. For k ∈ Z2 we

define

Ω0(k) =
{
s ∈ Z2; 1 = min(1, 2k1−s1 , 2k2−s2)

}
Ωj(k) =

{
s ∈ Z2; 2kj−sj = min(1, 2k1−s1 , 2k2−s2)

}
(j = 1, 2).

Let

Āj(k) :=
⋃

s∈Ωj(k)

Aj(s) (j = 1, 2), (2.9)

Ā0(k) := Ω\
2⋃
i=1

Āi(k). (2.10)

Then, Āj(k) ⊃ Aj(k), j = 1, 2, and

Ā0(k) ⊂ A0(k). (2.11)

Let us see that there exists a constant C such that CS%K(·, f ; X̄) ≥ K(·, f ; X̄). Indeed,

we have that

(S%K(·, f ; X̄))% ≥
∫ 2t2

t2

∫ 2t1

t1

[
min

(
1,
t1
s1

,
t2
s2

)
K(s1, s2, f)

]%ds1

s1

ds2

s2

≥
∫ 2t2

t2

∫ 2t1

t1

[
min

(
1,
t1
2t1

,
t2
s2

)
K(s1, s2, f)

]%ds1

s1

ds2

s2

≥
∫ 2t2

t2

∫ 2t1

t1

[
min

(
1,
t1
2t1

,
t2
s2

)
K(t1, s2, f)

]%ds1

s1

ds2

s2

≥
∫ 2t2

t2

∫ 2t1

t1

[
min

(
1,
t1
2t1

,
t2
2t2

)
K(t1, t2, f)

]%ds1

s1

ds2

s2

=
1

2%
K(t1, t2, f)%(log 2)2.

Hence, K(·, f ; X̄) ≤ 2
(log 2)2/%S%K(·, f ; X̄).

Moreover, it follows that, from (2.8), (2.9), (2.11) and last inequality, for a certain

constant C > 0

‖fχĀ0(k)‖Lp0,q0 (C0) + 2k1‖fχĀ1(k)‖Lp1,q1 (C1) + 2k2‖fχĀ2(k)‖Lp2,q2 (C2)

≤ CS%K(·, f ; X̄)(2k).
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Let Γ1,Γ2 : Z2 → Z2 be the operators

Γ1(k) := (k1 − 1, k2),Γ2(k) := (k1, k2 − 1).

Then it follows that

Āj(Γi(k)) ⊂ Āj(k) for j 6= i, Āj(Γj(k)) ⊃ Āj(k). (2.12)

Step 2: Construction of elements from the intersection. For any 2k = (2k1 , 2k2) ∈ R2
+ we define

B(k) := Ā0(k)\
2⋃
i=1

Ā0(Γi(k)). (2.13)

Considering (2.10) and (2.12) it follows that

B(k) =
2⋂
i=1

[
Āi(Γi(k))\

2⋃
j=1

Āj(k)
]
. (2.14)

By definition, since |f |χB(k) ≤ |f |χĀ0(k) and |f |χB(k) ≤ |f |χĀi(Γi(k)), i = 1, 2, it follows

that |f |χB(k) ∈ ∆(X̄) and for i = 1, 2, we have

2ki‖fχB(k)‖Lpi,qi (Ci) ≤ 2ki‖fχĀi(Γi(k))‖Lpi,qi (Ci) = 22ki−1‖fχĀi(Γi(k))‖Lpi,qi (Ci)

. 2K(2Γi(k), f ; X̄) . 2C[S%K(·, f ; X̄)](2Γi(k)).

Since S%K(·, f ; X̄) is a non-decreasing function and (Γi(k))i < ki, we obtain for i ∈
{1, 2}

‖fχB(k)‖Lp0,q0 (C0) ≤ ‖fχĀ0(k)‖Lp0,q0 (C0) . C[S%K(·, f ; X̄)](2k), (2.15)

2ki‖fχB(k)‖Lpi,qi (Ci) ≤ 2C[S%K(·, f ; X̄)](2Γi(k)) . 2C[S%K(·, f ; X̄)](2k).

Let

yk := |f |χB(k), k ∈ Z2.

We have then that, yk ∈ ∆(X̄) and it follows, for C
′
= 2C, that

J(2k, yk; X̄) := max
{
‖yk‖Lp0,q0 (C0), 2

k1‖yk‖Lp1,q1 (C1), 2
k2‖yk‖Lp2,q2 (C2)

}
. 2C[S%K(·, f ; X̄)](2k) = C

′
[S%K(·, f ; X̄)](2k).
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Step 3: Construction of the required descomposition.
Let f ∈ σ%(X̄) and Z2 =

⋃2
j=0 Ωj(1). From (2.14) and (2.15) we have∑

k∈Z2

‖yk‖%Σ(X̄)
≤ 2

∑
k∈Z2

2∑
j=0

‖yk‖%Xj

= 2
{ ∑

k∈Ω0(1,1)

‖yk‖%Lp0,q0 (C0) +
2∑
j=1

∑
k∈Ωj(1,1)

‖yk‖%Lpj,qj (Cj)

}
= 2

{
C%

∑
k∈Ω0(1,1)

[S%K(·, f)](2k)%

+ (2C)%
2∑
j=1

∑
k∈Ωj(1,1)

( [S%K(·, f)](2k)

2kj

)%}
. 2(2C)%

{ ∑
k∈Ω0(1,1)

[S%K(·, f)](2k)%

+
2∑
j=1

∑
k∈Ωj(1,1)

( [S%K(·, f)](2k)

2kj

)%}
<∞

since ∑
k∈Ω0(1,1)

[S%K(·, f)](2k)% +
2∑
j=1

∑
k∈Ωj(1,1)

( [S%K(·, f)](2k)

2kj

)%
=

∑
k∈Ω0(1,1)

(log 2)−2[S%K(·, f)](2k)%
∫ 2k2+1

2k2

∫ 2k1+1

2k1

ds1

s1

ds2

s2

+
2∑
j=1

∑
k∈Ωj(1,1)

1

(log 2)2

( [S%K(·, f)](2k)

2kj

)% ∫ 2k2

2k2−1

∫ 2k1

2k1−1

ds1

s1

ds2

s2

≤ 1

(log 2)2

{ ∑
k∈Ω0(1,1)

∫ 2k2+1

2k2

∫ 2k1+1

2k1

[S%K(·, f)](s)%
ds1

s1

ds2

s2

+
2∑
j=1

∑
k∈Ωj(1,1)

∫ 2k2

2k2−1

∫ 2k1

2k1−1

( [S%K(·, f)](s)

sj

)%ds1

s1

ds2

s2

}
.

1

(log 2)2

{ ∑
k∈Ω0(1,1)

∫ 2k2+1

2k2

∫ 2k1+1

2k1

min(1, 1/s1, 1/s2)
%[S%K(·, f)](s)%

ds1

s1

ds2

s2

+
2∑
j=1

∑
k∈Ωj(1,1)

∫ 2k2

2k2−1

∫ 2k1

2k1−1

(
min(1, 1/s1, 1/s2)[S%K(·, f)](s)

)%ds1

s1

ds2

s2

}
=

1

(log 2)2
S%(S%K(·, f ; X̄))(1, 1)%.
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Thus, the finiteness of
∑

k∈Z2 ‖yk‖%Σ(X̄)
implies the existence of an element g ∈ Σ(X̄)

such that ‖Sn−g‖Σ(X̄) → 0 as n→∞, where Sn is the n-essim partial sum. Moreover,

defining An = {|Sn − Sn+1| >
√
ε} we have that

C(An)
√
ε <

∫
An

|Sn − Sn+1|dC ≤ 4CΩ‖Sn − g‖Σ(X̄).

Hence, C(An) → 0 as n → ∞. That is, {Sn}n is a Cauchy sequence in capacity and

therefore, it is convergent in capacity to the function g, by Theorem 1.3.11. Moreover,

since it is pointwise convergent to f in Σ(X̄), we get that f = g C − q.e.

Below we shall show that the inequality

|f | ≤
∑
k∈Z2

yk (2.16)

holds quasi everywhere.

If (2.16) is correct, then for a ∈ supp f we have that f(a) > 0 and then
∑

k∈Z2 yk(a) >

0. So that a ∈ supp [
∑

k∈Z2 yk]. Moreover, the series composed of the elements

xk = f
yk∑

k∈Z2 yk

pointwise converges to f almost everywhere, since the series
∑

k∈Z2 yk is pointwise

convergent almost everywhere. From (2.16) it follows that

‖xk‖Σ(X̄) =

∥∥∥∥∣∣∣ f∑
k∈Z2 yk

∣∣∣|yk|∥∥∥∥
Σ(X̄)

≤ ‖yk‖Σ(X̄).

So that, the series
∑

k∈Z2 xk is absolutely convergent in Σ(X̄), and since it pointwise

converges to f , we get that its sum will be equal to f .

It follows from (2.16) and the lattice property of Xi, i = 0, 1, 2 that

J(2k, xk; X̄) := max
(
‖xk‖Lp0,q0 (C0), 2

k1‖xk‖Lp1,q1 (C1), 2
k2‖xk‖Lp2,q2 (C2)

)
≤ max

(
‖yk‖Lp0,q0 (C0), 2

k1‖yk‖Lp1,q1 (C1), 2
k2‖yk‖Lp2,q2 (C2)

)
= J(2k, yk; X̄) ≤ C

′
[S%K(·, f ; X̄)](2k).

Therefore, the elements xk where k ∈ Z2 satisfy the requirements of the Lemma. It

remains only to prove inequality (2.16).

It follows from the definition that, if a ∈ B(k), then |f(a)| = |f(a)χB(k)(a)| =

|yk(a)| and then (2.16) holds almost everywhere. Moreover, if a ∈ (supp f)c 1, then

1For A ⊂ Ω, Ac denotes the contrary of A, that is, Ω \A.
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f(a) = 0 and hence (2.16) holds. So, (2.16) holds almost everywhere on
⋃

k∈Z2 B(k)∪
(supp f)c := C̃. To finish, it is enough to prove that the contrary of C̃, C̄ :=

supp f\
⋃

k∈Z2 B(k), has zero capacity. We have that

‖f − fχ∪k∈Z2B(k)‖Σ(X̄) = ‖(f − fχ∪k∈Z2B(k))χsupp f‖Σ(X̄)

=
∥∥∥(fχsupp fχ[∪k∈Z2B(k)∪(∪k∈Z2B(k))c

]
− fχ∪k∈Z2B(k)χsupp f )

∥∥∥
Σ(X̄)

= ‖fχC̄‖Σ(X̄).

Since all the capacities have the same null sets, if we prove ‖fχC̄‖Σ(X̄) = 0, then it will

be proved that C̄ has zero capacity. Take ε > 0. From the definition of the set Ā0(m)

(m=(m, m)), using that f ∈ σ%(X̄), we deduce for sufficiently large m that

‖f − fχĀ0(m)‖Σ(X̄) ≤
2∑
i=1

2m‖fχĀi(m)‖Lpi,qi (Ci)
1

2m

. 2C[S%K(·, f ; X̄)](2m)/2m < ε/2.

Moreover, since χ⋃
k∈Z2 [B(k)∩Ā0(m)] ≤ χ⋃

k∈Z2 B(k), then, by the lattice property,

‖f − fχ∪k∈Z2B(k)‖Σ(X̄) ≤ ‖f − fχ∪k∈Z2 [B(k)∩Ā0(m)]‖Σ(X̄)

and

‖f − fχ∪k∈Z2 [B(k)∩Ā0(m)]‖Σ(X̄) . ‖f − fχĀ0(m)‖Σ(X̄)

+ ‖fχĀ0(m) − fχ∪k∈Z2 [B(k)∩Ā0(m)]‖Σ(X̄)

(There is a constant associated with the quasi-norm ‖ · ‖Σ(X̄) in the quasi-Banach

case, but finally this fact does not affect the conclusion). It is clear that in order to

prove (2.16) it is enough to show that∥∥∥fχĀ0(m) − fχ∪k∈Z2 [B(k)∩Ā0(m)]

∥∥∥
Σ(X̄)

< ε/2. (2.17)

To prove (2.17) we shall consider the sets

Ωm,l = {k = (k1, k2) ∈ Z2; l < ki ≤ m, i = 1, 2}

and

Ωj
m,l = {k = (k1, k2) ∈ Z2; kj = l and l < ki ≤ m for i 6= j}, j = 1, 2.
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It follows from the definition (2.13) that

Ā0(k) ⊂ B(k) ∪
2⋃
i=1

Ā0(Γi(k)). (2.18)

In particular,

Ā0(m) ⊂ B(m) ∪
2⋃
i=1

Ā0(Γi(m))

and for Γi(m), which is certain k, we have that

Ā0(Γi(m)) ⊂ B(Γi(m)) ∪
2⋃
j=1

Ā0(ΓjΓi(m)).

Therefore

Ā0(m) ⊂ B(m) ∪
2⋃
i=1

B(Γi(m)) ∪
2⋃

i,j=1

Ā0(ΓjΓi(m)).

Repeatedly using the embedding (2.18), we continue this process of replacing the sets

Ā0(s) for s ∈ Ωm,l, and we obtain

Ā0(m) ⊂
⋃

k∈Ωm,l

B(k) ∪
2⋃
j=1

⋃
s∈Ωj

m,l

Ā0(s).

Therefore, taking into account (2.11) and the descomposition, we have

∥∥∥fχĀ0(m) − fχ∪k∈Z2 [B(k)∩Ā0(m)]

∥∥∥
Σ(X̄)

.
2∑
j=1

∑
s∈Ωj

m,l

‖fχĀ0(s)‖Σ(X̄)

.
2∑
j=1

∑
s∈Ωj

m,l

‖fχA0(s)‖Σ(X̄)

.
2∑
j=1

∑
s∈Ωj

m,l

‖fχA0(s)‖Lp0,q0 (C0)

.
2∑
j=1

∑
s∈Ωj

m,l

K(2s, f ; X̄).

We also note that, if s ∈ Ωj
m,l, then sj = l and l < si ≤ m for i 6= j. Hence
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∑
s∈Ωj

m,l

K(2s, f ; X̄) '
∑

s∈Ωj
m,l

(
‖fχA0(s)‖Lp0,q0 (C0) +

2∑
i=1

2si‖fχAi(s)‖Lpi,qi (Ci)

)

≤
∑

s∈Ωj
m,l

(
‖fχA0(s)‖Lp0,q0 (C0) +

2∑
i=1,i6=j

2m‖fχAi(s)‖Lpi,qi (Ci)

+ 2l‖fχAj(s)‖Lpj,qj (Cj)

)
≤ 2C

′
[S%K(·, f ; X̄)](2Γm−l

j (m))

since, by definition of Γm−lj (m), we know that it has the value l in the j component

and m in the rest. It follows from the fact f ∈ σ%(X̄) that, for a fixed m, as l→ −∞,

2Γm−l
j (m) (in the limit) has a zero coordinate, since 2−∞ = 0, and then, the minimum

inside the integral will be zero, which means

[S%K(·, f ; X̄](2Γm−l
j (m)) → 0.

Now (2.17) follows from this and the proof is finished.

2.3 The Equivalence theorem

In 1964 J. L. Lions and J. Peetre [LiP1] proved one of the most important theoretical results

in interpolation theory, the so-called reiteration formula for couples of Banach spaces X̄:

(X̄θ0,q0 , X̄θ1,q1)η,q = X̄θ,q, θ = (1− η)θ0 + ηθ1, (2.19)

where θ0 6= θ1, 0 < η < 1 and X̄θ,q is defined in an analogous way in the case of triples. This

formula also holds for quasi-Banach spaces (see [BeLo]).

The classical proof of the formula (2.19) is based on the so-called Equivalence theorem

for the K− and J− methods:

X̄θ,q;K = X̄θ,q;J ,

which is valid for any couple X̄ = (X0, X1) of quasi-Banach spaces (cf. [BeLo, Theorem

3.11.3]).

G. Sparr defined the K− and J− functionals and the corresponding interpolation spaces

for (n + 1)-tuples X̄ = (X0, . . . , Xn), as for couples, and tried to extend the reiteration

formula (2.19) to (n + 1)-tuples and he showed that, if an analogue of the Equivalence

theorem is valid for X̄, then an analogue of the Lions-Peetre reiteration formula is also true.

But there are troubles with the Equivalence theorem for n > 1. Even for a good triple, such
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as a triple of Hilbert spaces, the classical method of proving the reiteration theorem does

not work.

In 1997 I. Asekritova and N. Krugljak showed in [AK] that the Equivalence theorem is

in fact valid for any n-tuple of Banach function lattices. In particular, it holds for triples

of weighted Lp spaces. The proof of the result of Asekritova-Krugljak is rather complicated

and uses significantly the structure of the Banach function lattices.

Here we will check that this also holds for the quasi-Banach triple X̄ considered in the

previous section with the properties of the modified Calderón operator defined in (2.5).

Definition 2.3.1. A quasi-Banach function lattice Φ on R2
+ with the measure dt

t
= dt1

t1

dt2
t2

is

called a parameter of the %-real method if the operator S% is bounded in Φ, % ∈ (0, 1].

One of the main parameters of the real method is ΦΘ,q for 1 ≤ q ≤ ∞. In this lattice, the

norm is denoted by ‖f‖Θ,q, where t−Θ = t−θ01 t−θ12 , Θ = (θ0, θ1), θi > 0 (i = 0, 1), θ0 + θ1 ≤ 1

and q ∈ [1,∞].

In order to follow, in a similar way, the construction in [AK] we have to show that for

0 < q ≤ ∞ and θ0 + θ1 = 1, X̄θ0,θ1,q;K ↪→ σ%(X̄). For that, we show first that X̄θ0,θ1,∞;K ↪→
σ%(X̄) and then we will see that X̄θ0,θ1,q;K ↪→ X̄θ0,θ1,∞;K .

X̄θ0,θ1,∞;K ↪→ σ%(X̄): Let f ∈ X̄θ0,θ1,∞;K . Then ‖f‖Xθ0,θ1,∞;K
<∞, and hence

S%K(1, 1, f ; X̄)% =

∫
R2

+

[
min

(
1,

1

s1

,
1

s2

)
sθ01 s

−θ0
1 sθ12 s

−θ1
2 K(s1, s2, f)

]%ds1

s1

ds2

s2

≤
∫

R2
+

[
min

(
1,

1

s1

,
1

s2

)
sθ01 s

θ1
2

]%
‖f‖%Xθ0,θ1,∞,K

ds1

s1

ds2

s2

<∞,

since for
∏

be the surface min(1, t1, t2) = 1 we have that∫
R2

+

[
min

(
1,

1

s1

,
1

s2

)
sθ01 s

θ1
2

]%ds1

s1

ds2

s2

≤
∫

R2
+

[
t−θ01 t−θ12

]%dt1
t1

dt2
t2

=

∫
∏[min(1, t1, t2)t

−θ0
1 t−θ12 ]%

dt1
t1

dt2
t2

=
2∑
j=0

∫
min(t)=tj=1

[min(1, t1, t2)t
−θ0
1 t−θ12 ]%

dt1
t1

dt2
t2

and all the integrals are finite.

Xθ0,θ1,q;K ↪→ Xθ0,θ1,∞;K : For f ∈ Xθ0,θ1,q;K , we have that
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∫
R2

+

(t−θ01 t−θ12 K(t1, t2, f))q
dt1
t1

dt2
t2

<∞,

and

t−θ01 t−θ12 K(t1, t2, f) .
(∫ 2t2

t2

∫ 2t1

t1

ds1

s1

ds2

s2

(
t−θ01 t−θ12 K(t1, t2, f)

)q)1/q

= 2
(∫ 2t2

t2

∫ 2t1

t1

(
(2t1)

−θ0(2t2)
−θ1K(t1, t2, f)

)q ds1

s1

ds2

s2

)1/q

≤ 2
(∫ 2t2

t2

∫ 2t1

t1

(
s−θ01 s−θ12 K(t1, t2, f)

)q ds1

s1

ds2

s2

)1/q

≤ 2
(∫ 2t2

t2

∫ 2t1

t1

(
s−θ01 s−θ12 K(s1, s2, f)

)q ds1

s1

ds2

s2

)1/q

≤ 2‖f‖X̄θ0,θ1,q;K
,

therefore

sup
t1,t2∈R+

[t−θ01 t−θ12 K(t1, t2, f ; X̄)] := ‖f‖X̄θ0,θ1,∞;K
≤ 2‖f‖X̄θ0,θ1,q;K

.

We have proved that we can apply in similar way the construction in [AK].

We define the interpolation spaces KΘ(X̄) and JΘ(X̄) by the quasi-norms

‖f‖KΘ(X̄) = ‖K(·, f ; X̄)‖Θ,

‖f‖JΘ(X̄) = inf
{
‖J(·, u(·); X̄)‖Θ; f =

∑
k

uk convergent in Σ(X̄), uk ∈ ∆(X̄)
}
.

Theorem 2.3.2. Let pi, qi ∈ (0,∞], i = 0, 1, 2 and X̄ = (Lp0,q0(C0), L
p1,q1(C1), L

p2,q2(C2))

be a 3-tuple of quasi-Banach spaces for which the Fundamental Lemma with the operator S%

is valid. Then, for any parameter Θ of the %-real method, we have that

KΘ(X̄) = JΘ(X̄).

Proof. The embedding JΘ(X̄) ↪→ KΘ(X̄) follows from the definitions of the quasi-norms

and the fact that the operator S% is bounded in Θ.

The opposite embeding follows from the fact that the Fundamental Lemma with the

operator S% is valid for the 3-tuple X̄. Let f ∈ KΘ(X̄). By definition, this means that

K(·, f ; X̄) ∈ Θ. Hence, since S% is bounded in Θ, we get that S%K(·, f ; X̄) ∈ Θ, i.e., f ∈
σ%(X̄). Therefore a descomposition of f into a series satisfying (2.6) and the estimate (2.7)

is possible.

Let

Qk = {s = (s1, s2); 2
ki ≤ si < 2ki+1, i = 1, 2}, k ∈ Z2.
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We define

u(s) =
∑
k∈Z2

(log 2)−2xkχQk
(s),

where xk is the k−summand in the decomposition (2.6) of f . Then

f =
∑
k∈Z2

xk =

∫
R2

+

u(s)
ds

s
,

and for any s ∈ R2
+, from (2.7) and the concavity of the K-functional, we have

J(s, u(s); X̄) ≤ C
′
[S%K(·, f ; X̄)](s) (2.20)

with constant C
′
> 0 independent of s and f ∈ σ%(X̄).

Applying ‖ · ‖Θ to both sides of (2.20) we deduce that, from the boundedness of the

operator S% in Θ, KΘ(X̄) ↪→ JΘ(X̄) and this completes the proof of the theorem.

Observe that it holds for n bigger than two and the proof follows in analogous way.

Remark 2.3.3. It should be note (see [BK]) that in the case of couples of Banach spaces,

the Equivalence theorem holds if and only if the operator S is bounded, where S is the

corresponding operator in the Banach case (% = 1).

2.4 The Reiteration theorem

Let H := {(θ0, θ1); θ0 > 0, θ1 > 0 and θ0 + θ1 < 1}, and let us remember that the spaces

X̄Θ,q;K = X̄(θ0,θ1),q;K are defined for 0 < q ≤ ∞ and Θ = (θ0, θ1) ∈ H, as the set of all

f ∈ L0(Ω) for which

‖f‖Θ,q;K := ‖K(·, f ; X̄)‖Θ,q <∞,

where for g = K(·, f, X̄)

‖g‖Θ,q :=
(∫ ∞

0

∫ ∞

0

(t−θ01 t−θ12 g(t1, t2))
)q dt1

t1

dt2
t2

)1/q

(q <∞).

In [AKMNP], we find that for X̄ = (X0, X1, X2) be a triple of quasi-Banach function

lattices, λ̄ = (λ1, λ2) ∈ H and Θi = (θi0, θ
i
1) ∈ H, i = 0, 1, 2, if Θ = (1−λ1−λ2)Θ0 +λ1Θ1 +

λ2Θ2, then

(X̄Θ0,q0 , X̄Θ1,q1 , X̄Θ2,q2)λ̄,q = X̄Θ,q,

whenever

the vectors Θ0,Θ1,Θ2 are not colinear.
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Corollary 2.4.1. Let X̄ = (Lp0,q0(C0), L
p1,q1(C1), L

p2,q2(C2)), where pi, qi ∈ (0,∞], i =

0, 1, 2. Under the same conditions

(X̄Θ0,q0 , X̄Θ1,q1 , X̄Θ2,q2)λ̄,q = X̄Θ,q, Θ = (1− λ1 − λ2)Θ0 + λ1Θ1 + λ2Θ2

whenever

the vectors Θ0,Θ1,Θ2 are not colinear.

Proof. Observe that in this case we have that Lp0,q0(C0), L
p1,q1(C1) and Lp2,q2(C2) are quasi-

Banach function lattices on Ω. Then the theorem follows by [AKMNP, Theorem 2.1].

We will use the following simple fact concerning triples X̄ = (X0, X1, X2) of arbitrary

quasi-Banach spaces (cf. [AKMNP]):

Lemma 2.4.2. If 0 < α0, α1, η < 1, θ1 = η(1− α1), and θ2 = ηα1 + (1− η)α0, then(
(X0, X2)α0,1;K , (X1, X2)α1,1;K

)
η,1;K

⊂ X̄Θ,1;K

and

X̄Θ,1;J ⊂
(
(X0, X2)α0,1;J , (X1, X2)α1,1;J

)
η,1;J

.

Let us remember here the Power theorem of G. Sparr (see [Sp]). Let A[q], 0 < q < ∞,

denotes the Banach space A with its norm ‖ · ‖A replaced by the functional

a→ ‖a‖qA.

This functional does not in general define a norm on A but still it will be useful here. Within

the framework of an interpolation theory for normed abelian groups such functionals can be

used sistematically. If A = (A0, A1, ..., An) is a Banach (n + 1)−tuple, q = (q0, q1, ..., qn),

0 < qi <∞ for i = 0, 1, ..., n, then we set

A[q] = (A
[q0]
0 , A

[q1]
1 , ..., A[qn]

n ).

With t = (t0, t1, ..., tn) ∈ Rn+1 and s = (s0, s1, ..., sn) ∈ Rn+1 we write

ts = (t0s0, t1s1, ..., tnsn)

and

t/s = (t0/s0, t1/s1, ..., tn/sn).

Theorem 2.4.3. (Power theorem of G. Sparr) Let η = qθ/q with 1/q =
∑n

i=0 θi/qi (or

q =
∑n

i=0 ηiqi). Then

(Aθ,pq;K)[q] = (A[q])η,p;K .
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Proof. See [Sp1, Theorem 7.1].

The same holds for quasi-Banach triples.

Theorem 2.4.4. Let pi, qi ∈ (0,∞], i = 0, 1, 2, and 0 < µ < 1. If 0 < q̄0, q̄1, q < ∞ and
1
q

= 1−µ
q̄0

+ µ
q̄1

, then

((Lp0,q0(C0), L
p2,q2(C2))α0,q̄0 , (L

p1,q1(C1), L
p2,q2(C2))α1,q̄1)µ,q

= (Lp0,q0(C0), L
p1,q1(C1), L

p2,q2(C2))(θ1,θ2),q,

where

θ1 = (1− α1)µ, θ2 = α0(1− µ) + α1µ.

Proof. For 1 ≤ q <∞, the proof follows using the Power theorem for quasi-Banach couples

(see [BeLo, TH.3.11.6]), by Lemma 2.4.2 and by [Sp1, Theorem 7.1](cf. [Sp1]).

For 0 < q < 1 we have that, for η := µq
q̄1

[((X0, X2)α0,q̄0 , (X1, X2)α1,q̄1)µ,q]
q = ((X0, X2)

q̄0
α0,q̄0 , (X1, X2)

q̄1
α1,q̄1)η,1

by the Power theorem for quasi-Banach spaces. We can find 0 < β0, β1 < 1 such that for

s2 := α0q̄0
β0

= α1q̄1
β1

and, for s0 := q̄0(1−α0)
1−β0

and s1 := q̄1(1−α1)
1−β1

it follows that

((X0, X2)
q̄0
α0,q̄0 , (X1, X2)

q̄1
α1,q̄1)η,1 = ((Xs0

0 , X
s2
2 )β0,1, (X

s1
1 , X

s2
2 )β1,1)η,1

= (Xs0
0 , X

s1
1 , X

s2
2 )λ1,λ2,1,

where λ1 := (1 − β1)η, λ2 := β0(1 − η) + β1η. Last equality follows by using Lemma 2.4.2

and the Equivalence theorem. Finally, by the Power theorem of G. Sparr for triples of quasi-

normed abelian groups, for θ1 = λ1s1
q

= µ(1−α1) and θ2 = λ2s2
q

= α0(1−µ)+α1µ, it follows

that

(Xs0
0 , X

s2
1 , X

s2
2 )λ1,λ2,1 = (X0, X1, X2)

q
θ1,θ2,q

.

Corollary 2.4.5. Let X̄ = (Lp0,q0(C0), L
p1,q1(C1), L

p2,q2(C2)), where pi, qi ∈ (0,∞], i =

0, 1, 2 and 0 < q <∞. Then

((Lp0,q0(C0), L
p2,q2(C2))θ2,q, (L

p1,q1(C1), L
p2,q2(C2))θ2,q)θ,q

= (Lp0,q0(C0), L
p1,q1(C1), L

p2,q2(C2))(θ1,θ2),q,

where θ = θ1
(1−θ2)

.

Proof. This follows immediately from last theorem by putting α0 = α1 = θ2, q̄0 = q̄1 = q

and µ = θ1/(1− θ2).
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2.5 Interpolation of capacitary Lorentz spaces

Let us remember that, if Ā = (A0, A1) is a couple of quasi-Banach spaces, 0 < θ < 1 and

0 < q ≤ ∞, the interpolation space Āθ,q is the quasi-Banach space of all f ∈ A0 + A1 such

that

‖f‖θ,q :=
(∫ ∞

0

(t−θK(t, f ; Ā))q
dt

t

)1/q

<∞,

where K(t, f ; Ā) is the K-functional,

K(t, f ; Ā) := inf
{
‖f0‖A0 + t‖f1‖A1 ; f = f0 + f1, fi ∈ Ai, i = 0, 1

}
.

We refer to [BeLo] and [BK] for general facts concerning interpolation theory.

Let 0 < p <∞. From now on, let (Ω,Σ) be a measurable space and C a quasi-subadditive

Fatou capacity on (Ω,Σ). To calculate K(t, f) = K(t, f ;Lp(C), L∞(C)) we will follow the

usual construction (see e.g. [BeLo, Theorem 5.2.1.]), with f ?C(t) instead of the classical non-

increasing rearrangement.

Theorem 2.5.1. Let 0 < p <∞ and f ∈ Lp(C) + L∞(C). Then for all t > 0,

K(t, f ;Lp(C), L∞(C)) '
(∫ ∞

0

yp−1 min(C{|f | > y}, tp)dy
)1/p

and

K(t, f ;Lp(C), L∞(C)) '
(∫ tp

0

f ∗C(y)pdy
)1/p

.

Proof. Let 0 ≤ f ∈ Lp(C) + L∞(C). For t > 0 given, let

y∗ := inf{y > 0;C{f > y} ≤ tp} = f ?C(tp),

and consider

g0(x) :=

∫ ∞

y∗
χ{f>y}(x)dy = (f(x)− y∗)+

and

g1(x) :=

∫ y∗

0

χ{f>y}(x)dy = (y∗ − f(x))−.



86 2. Interpolation of capacitary Lorentz spaces

Then f = g0 + g1 and {g0 > y} = {f > y + y∗}. So that

‖g0‖pLp(C) =

∫ ∞

0

pyp−1C{f > y + y∗}dy

≤
∫ y∗

0

pyp−1C{f > y + y∗}dy +

∫ ∞

y∗
pyp−1C{f > y}dy

≤
∫ y∗

0

pyp−1C{f > y∗}dy +

∫ ∞

y∗
pyp−1C{f > y}dy

≤ C{f > y∗}(y∗)p +

∫ ∞

y∗
pyp−1C{f > y}dy

. tp(y∗)p +

∫ ∞

y∗
yp−1C{f > y}dy.

Hence,

K(t, f) ≤ ‖g0‖Lp(C) + t‖g1‖L∞(C)

.
(
tp(y∗)p +

∫ ∞

y∗
yp−1C{f > y}dy

)1/p

+ ty∗

.
(
tp(y∗)p +

∫ ∞

y∗
yp−1C{f > y}dy

)1/p

+
(
tp
∫ y∗

0

yp−1dy
)1/p

.
(∫ ∞

y∗
yp−1C{f > y}dy + tp

∫ y∗

0

yp−1dy
)1/p

=
(∫ ∞

0

yp−1 min(C{f > y}, tp)dy
)1/p

.

Moreover, as it is shown in [Ce]-(5), there exists Ωf (t) ⊂ Ω such that

K(t, f) ' ‖fχΩf (t)‖Lp(C) + t‖fχΩ\Ωf (t)‖L∞(C) = ‖f0‖Lp(C) + t‖f1‖L∞(C),

with f0 := fχΩf (t) and f1 := fχΩ\Ωf (t). Just consider f = f0 + f1 such that ‖f0‖Lp(C) +

t‖f1‖L∞(C) ≤ 2K(t, f) and take Ωf (t) = {|f0| ≥ |f1|}.
If f = χA, then

K(t, χA) ' inf{C(A0) + tC(A1); A = A0 ∪ A1, A0 ∩ A1 = ∅} ' min(C(A), t).

Now, since χ{f>y} = χ{f0>y} + χ{f1>y} (f0, f1 are disjointly supported),

min(C{f > y}, t) ' K(t, χ{f>y}) . C{f0 > y}+ t‖χ{f1>y}‖L∞(C).

Using now that

‖f1‖L∞(C) ' p−1/p
(∫ ∞

0

yp−1‖χ{f1>y}‖L∞(C)dy
)1/p

,
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we obtain that

K(t, f) '
(∫ ∞

0

yp−1C{f0 > y}dy
)1/p

+
(
tp
∫ ∞

0

yp−1‖χ{f1>y}‖L∞(C)dy
)1/p

'
(∫ ∞

0

yp−1(C{f0 > y}+ tp‖χ{f1>y}‖L∞(C))dy
)1/p

&
(∫ ∞

0

yp−1 min(C{f > y}, tp)dy
)1/p

.

The first description of the K−functional then follows.

To prove now that K(t, f) '
( ∫ tp

0
f ∗C(y)pdy

)1/p

, let

f0(x) :=

{
f(x)− f ?C(tp) f(x)

|f(x)| , if |f(x)| > f ?C(tp)

0, otherwise

and f1 := f − f0. Define E := {x ∈ Ω; f0(x) 6= 0}. Then E = {x ∈ Ω; |f(x)| > f ?C(tp)},
C(E) ≤ tp and, since f ?C is constant on [C(E), tp],

K(t, f) ≤ ‖f0‖Lp(C) + t‖f1‖L∞(C)

.
(∫

E

(|f(x)| − f ?C(tp))pdC
)1/p

+ tf?C(tp)

.
(∫ C(E)

0

(f ?C(s)− f ?C(tp))pds
)1/p

+
(∫ tp

0

f ?C(tp)pds
)1/p

≤
(∫ tp

0

(f ?C(s)− f ?C(tp))pds
)1/p

+
(∫ tp

0

f ?C(tp)pds
)1/p

.
{∫ tp

0

(f ?C(s)− f ?C(tp))pds+

∫ tp

0

f ?C(tp)pds
}1/p

.
(∫ tp

0

f ?C(s)pds
)1/p

.

Conversely, consider f = g+ h with g ∈ Lp(C) and h ∈ L∞(C). Then, by the properties

of f ∗C and by Theorem 1.3.8, we obtain∫ tp

0

f ?C(s)pds =

∫ tp

0

(|f |p(s))?Cds .
∫ tp

0

(|g|p + |h|p)?C(s)ds

.
∫ tp

0

[(|g|p)?C(s) + (|h|p)?C(s)]ds =

∫ tp

0

(g?C(s))pds+

∫ tp

0

(h?C(s))pds

.
∫ tp

0

(g∗C(s))pds+ tph?C(0)p . ‖g?C‖
p
Lp(R) + tp‖h‖pL∞(C)

. ‖g‖pLp(C) + tp‖h‖pL∞(C) . (‖g‖Lp(C) + t‖h‖L∞(C))
p.
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Taking infimum over all descompositions it follows(∫ tp

0

f ?C(s)pds
)1/p

. K(t, f).

Once we have the description of K(t, f ;Lp(C), L∞(C)) for any positive p and f ∈ L0(Ω),

real interpolation follows easily as in [BeLo, Theorem 5.2.1]:

Theorem 2.5.2. Suppose 0 < θ < 1, 0 < p0 < q ≤ ∞ or 0 < p0 ≤ q < ∞, and 1
p

= 1−θ
p0

.

Then

(Lp0(C), L∞(C))θ,q = Lp,q(C).

Proof. It follows from Theorem 2.5.1 that∫ ∞

0

yp−1 min(C{f > y}, tp)dy '
∫ tp

0

f ?C(y)pdy.

So that, using Minkowski’s inequality (q/p0 ≥ 1),

‖f‖θ,q =
(∫ ∞

0

t−θqK(t, f)q
dt

t

)1/q

'
(∫ ∞

0

t−θq
(∫ tp0

0

f ?C(s)p0ds
)q/p0 dt

t

)1/q

=
(∫ ∞

0

(
t−θp0+p0

∫ 1

0

f ?C(ytp0)p0y
dy

y

)q/p0 dt
t

)1/q

.
(∫ 1

0

(
yq/p0

∫ ∞

0

t(1−θ)q(f ?C(ytp0))q
dt

t

)p0/q dy
y

)1/p0

.
(∫ ∞

0

(
s

1−θ
p0 f ?C(s)

)q ds
s

)1/q

=
(∫ ∞

0

(
s1/pf ?C(s)

)q ds
s

)1/q

.

Then ‖f‖θ,q . ‖f‖Lp,q(C) since ‖f‖Lp,q(C) '
( ∫∞

0

(
s1/pf ∗C(s)

)q
ds
s

)1/q

.

Conversely,

‖f‖Lp,q(C) '
(∫ ∞

0

(
s1/pf ?C(s)

)q ds
s

)1/q

=
(∫ ∞

0

(
s

1−θ
p0 f ?C(s)

)q ds
s

)1/q

'
(∫ ∞

0

(
t1−θf ?C(tp0)

)q dt
t

)1/q

=
(∫ ∞

0

(
t(1−θ)p0f ?C(tp0)p0

)q/p0 dt
t

)1/q

.
(∫ ∞

0

(
t−θ
(∫ tp0

0

f ?C(s)p0ds
)1/p0)q dt

t

)1/q

= ‖f‖θ,q,

where in the last inequality we have used that f ?C is decreasing.

In the case of a single quasi-subadditive Fatou capacity [Ce, Theorem 6.6.] is extended

by reiteration:
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Theorem 2.5.3. Let 0 < p0, p1, q0, q1 <∞, p0 6= p1 and 0 < η < 1. Then

(Lp0,q0(C), Lp1,q1(C))η,q = Lp,q(C)

with 1
p

= 1−η
p0

+ η
p1

.

Proof. Let 0 < r < min(p0, p1, q0, q1) and (1− θi) := r/pi (i = 0, 1). If θ := (1− η)θ0 + ηθ1,

since 1/p = (1− θ)/r, then Theorem 2.5.2 gives

(Lp0,q0(C), Lp1,q1(C))η,q = ((Lr(C), L∞(C))θ0,q0 , (L
r(C), L∞(C))θ1,q1)η,q.

By reiteration (cf. [BeLo, Theorem 3.11.5]) we obtain that

((Lr(C), L∞(C))θ0,q0 , (L
r(C), L∞(C))θ1,q1)η,q = (Lr(C), L∞(C))θ,q.

And, again from Theorem 2.5.2, (Lp0,q0(C), Lp1,q1(C))η,q = Lp,q(C).

We want to consider interpolation with change of capacities so that, let (C0, C1) be

a couple of capacities on (Ω,Σ) with the same null sets. We will denote by L1(C) =

(L1(C0), L
1(C1)) and, for every t > 0,

[C0 + tC1](A) := K(t, χA;L1(C))

as in [Ce].

Remark 2.5.4. Let us observe that, since C0 and C1 are capacities with the same null sets,

‖ · ‖L∞(C0) ' ‖ · ‖L∞(C1).

First of all, let us see that we can extend [CeClM, Lemma 6.5].

Proposition 2.5.5. Let C0, C1 be two concave Fatou capacities with the same null sets and

r > 0. Then

K(t1, t2, f ;Lr,1(C0), L
r,1(C1), L

∞) ' K(t2, f ;L(C
(r)
0 + t1C

(r)
1 ), L∞)

'
∫ ∞

0

min((C
(r)
0 + t1C

(r)
1 ){|f | > y}, t2)dy,

where C(r) := C1/r denotes the r-convexification of C.

Proof. We have that, since the power of the capacities are at least quasi-subadditive, then

K(t1, t2, f ;Lr,1(C0), L
r,1(C1), L

∞)

' inf
f=f0+f1+f2

{
‖f0‖Lr,1(C0) + t1‖f1‖Lr,1(C1) + t2‖f2‖L∞

}
= inf

f=f0+f1+f2

{∫ ∞

0

C
(r)
0 {|f0| > t}dt+ t1

∫ ∞

0

C
(r)
1 {|f1| > t}dt+ t2‖f2‖L∞

}
' inf

f=f0+f1+f2

{∫ ∞

0

(
C

(r)
0 {|f0| > t}+ t1C

(r)
1 {|f1| > t}

)
dt+ t2‖f2‖L∞

}
= K(t2, f ;L(C

(r)
0 + t1C

(r)
1 ), L∞).
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Since

K(t2, f ;L(C
(r)
0 + t1C

(r)
1 ), L∞) =

∫ ∞

0

min((C
(r)
0 + t1C

(r)
1 ){|f | > y}, t2)dy,

the result then follows.

Remark 2.5.6. From [Ce], for concave capacities, we can obtain more interpolation results.

For instance, since Lr,1(C) = L(C1/r),

(Lr,1(C), L∞)θ,q = Lp̄,q(C1/r) = Lrp̄,q(C) = Lp,q(C)

if θ = 1− 1/p̄ (0 < p̄ <∞) or θ = 1− r/p (0 < r ≤ p = rp̄).

Theorem 2.5.7. Let C0, C1 be a couple of concave Fatou capacities with the same null sets

and 0 < η < 1. If 0 < p0, p1 < ∞, 0 < q0, q1 ≤ ∞, 1
p

:= 1−η
p0

+ η
p1

and 1
q

:= 1−η
q0

+ η
q1

, then,

for Cθ,q(A) := ‖χA‖(L(C0),L(C1))θ,q
(0 < θ < 1),

(Lp0,q0(C0), L
p1,q1(C1))η,q = Lp,q(C ηp

p1
,q/p).

Proof. Let 0 < r < min(p0, p1, q0, q1). Since qi > r, i = 0, 1, then, by Remark 2.5.6, we

have that

Lpi,qi(Ci) = (Lr,1(Ci), L
∞)θi,qi

(
1− θi := r/pi

)
,

and by Theorem 2.4.4,

(Lp0,q0(C0), L
p1,q1(C1))η,q = (Lr,1(C0), L

r,1(C1), L
∞)α1,α2,q = X̄α1,α2,q,

where α1 = (1− θ1)η, α2 := θ0(1− η) + θ1η. Hence, by Proposition 2.5.5, it follows that

‖f‖q
X̄α1,α2,q

'
∫ ∞

0

∫ ∞

0

(
t−α1
1 t−α2

2

∫ ∞

0

min
((
C

(r)
0 + t1C

(r)
1

)
{|f | > y}, t2

)
dy
)q dt2

t2

dt1
t1
,

where, by Theorem 2.5.1, we have that∫ ∞

0

(
t−α2
2

∫ ∞

0

min
((
C

(r)
0 + t1C

(r)
1

)
{|f | > y}, t2

)
dy
)q dt2
t2

'
∫ ∞

0

t−α2q
2 K

(
t2, f ;L

(
C

(r)
0 + t1C

(r)
1

)
, L∞

)q dt2
t2

= ‖f‖q
(L(C

(r)
0 +t1C

(r)
1 ),L∞)α2,q

= ‖f‖q
L

1
1−α2

,q
(C

(r)
0 +t1C

(r)
1 )

'
∫ ∞

0

yq−1
(
(C

(r)
0 + t1C

(r)
1 ){|f | > y}

)(1−α2)q
dy.
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On the other hand, since C
(r)
i (A) = Ci(A)1/r,[

C
(r)
0 + t1C

(r)
1

]
(A) ' K

(
t, χA;L(C0)

(r), L(C1)
(r)
)
,

and K(tr, |g|r;X0, X1) ' K
(
t, g;X

(r)
0 , X

(r)
1

)r
, it follows that∫ ∞

0

yq−1
((
C

(r)
0 + t1C

(r)
1

)
{|f | > y}

)(1−α2)q
dy

'
∫ ∞

0

yq−1K(tr1, χ{|f |>y};L(C0), L(C1))
(1−α2)q

r dy

=

∫ ∞

0

yq−1(C0 + tr1C1){|f | > y}
(1−α2)q

r dy.

Hence,

‖f‖q
X̄α1,α2,q

'
∫ ∞

0

t−α1q
1

∫ ∞

0

yq−1(C0 + tr1C1){|f | > y}
(1−α2)q

r dy
dt1
t1

'
∫ ∞

0

yq−1‖χ{|f |>y}‖q/p(L(C0),L(C1)) ηp
p1

,q/p
dy = ‖f‖qLp,q(C ηp

p1
,q/p).

We present here Theorem 2.5.7 and 2.5.11 because, although they follow from some other

results proved later on, they show the process followed to attach our objective. We think

that the proof could be of interest for the reader.

A capacity C is called semiadditive if there exists a constant c ≥ 1 such that

C
( ∞⋃
n=1

An

)
≤ c

∞∑
n=1

C(An)
(
{An}n∈N ⊂ Σ

)
,

and it is σ-subadditive if moreover c = 1. Observe that each concave capacity is semiadditive

and every semiadditive capacity is quasi-subadditive.

Lemma 2.5.8. Suppose that C0 and C1 are both (countably) semiadditive. Then:

(i) If {fk}k∈N are non-negative disjointly supported functions, then

K
(
t,

∞∑
k=1

fk;L
1(C)

)
.

∞∑
k=1

K
(
t, fk;L

1(C)
)
.

(ii) K(t, f ;L1(C)) '
∫∞

0
[C0 + tC1]{|f | > y}dy = ‖f‖L1([C0+tC1]).

Proof. (i) Note that χ{∑∞
k=1 fk>y} = χ⋃∞

k=1{fk>y} =
∑∞

k=1 χ{fk>y} and

∥∥∥ ∞∑
k=1

fk

∥∥∥
L1(Ci)

= Ci

( ∞⋃
k=1

{fk > y}
)
≤ ci

∞∑
k=1

‖fk‖L1(Ci) (i = 0, 1).
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We can consider descompositions fk = fk,0+fk,1 (with fk,i non-negative, i = 0, 1, and k ∈ N)

so that, the functions fk,0 (and also fk,1) are disjointly supported. Hence

K
(
t,

∞∑
k=1

fk;L
1(C)

)
≤ inf

{∥∥∥ ∞∑
k=1

fk,0

∥∥∥
L1(C0)

+ t
∥∥∥ ∞∑
k=1

fk,1

∥∥∥
L1(C1)

}
. inf

{ ∞∑
k=1

‖fk,0‖L1(C0) + t

∞∑
k=1

‖fk,1‖L1(C1)

}
=

∞∑
k=1

K(t, fk;L
1(C)).

(ii) We may assume that f ≥ 0. We have that K(t, f ;L1(C)) ' ‖f0‖L1(C0) + t‖f1‖L1(C1),

where f0, f1 are disjointly supported functions such that f0 + f1 = f . Thus, χ{f>y} =

χ{f0>y} + χ{f1>y} and

K(t, f ;L1(C)) '
∫ ∞

0

C0{f0 > y}dy + t

∫ ∞

0

C1{f1 > y}dy

=

∫ ∞

0

(C0{f0 > y}+ tC1{f1 > y})dy

&
∫ ∞

0

[C0 + tC1]{f > y}dy.

For the reverse estimate, since f ≤
∑

k∈Z 2k+1χ{2k<f≤2k+1}, from (i) we get

K(t, f ;L1(C)) ≤
∑
k∈Z

2k+1 [C0 + tC1] {2k < f ≤ 2k+1}

≤ 4
∑
k∈Z

2k−1 [C0 + tC1] {f > 2k}

≤ 4

∫ ∞

0

[C0 + tC1]{f > y}dy.

Remark 2.5.9. Let E(A) = ‖χA‖Lp,q(C) for A ∈ Σ, and 0 < u ≤ 1 such that (2c)u = 2 if c

is the quasi-subadditivity constant of C. Then

L1,u(E) = Lp,u(C) ↪→ Lp,q(C) ↪→ Lp,r(C) ↪→ Lp,∞(C) (0 < u < q < r <∞).

Indeed,

‖f‖L1,u(E) '
(∫ ∞

0

yu−1‖χ{|f |>y}‖uLp,q(C)dy

)1/u

,

where

‖χ{|f |>y}‖Lp,q(C) '
(∫ ∞

0

sq−1C{χ{|f |>y} > s}
q
pds
)1/q

=
(1

q

)1/q

C{|f | > y}
1
p ,
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so that

‖f‖L1,u(E) '
(
q−u/q

∫ ∞

0

yu−1C{|f | > y}u/pdy
)1/u

' ‖f‖Lp,u(C),

and it follows, for u smaller than q, that

Lp,u(C) ↪→ Lp,q(C).

Recall that, since f ?C is decreasing, for r > 0 it follows that

t1/pf ?C(t) =
(p
r

∫ t

0

(s1/pf ?C(t))r
ds

s

)1/r

≤
(p
r

∫ t

0

(s1/pf ?C(s))r
ds

s

)1/r

,

and Lp,r(C) ↪→ Lp,∞(C).

Also, Lp,q(C) ↪→ Lp,r(C) if q ≤ r <∞, since ‖f‖p,r ≤ c‖f‖p,q with c = (p/q)(r−q)/rq as in

the usual case (cf. [BeSh, Proposition 4.2, Chapter 4]).

Remark 2.5.10. Let C0 and C1 be quasi-subadditive Fatou capacities on (Ω,Σ) with the same

null sets. Let X̄ = (X0, X1, X2) = (Lr(C0), L
r(C1), L

∞) where 0 < r <∞, 0 < q, q0, q1 <∞,

and suppose that 0 < µ < 1. Let 1
q

= 1−θ0
q0

+ θ1
q1

. Then

X̄(θ̄0,θ̄1),q = ((X0, X2)θ0,q0 , (X1, X2)θ1,q1)µ,q,

with θ̄0 = (1− θ1)µ and θ̄1 = θ0(1− µ) + θ1µ.

Indeed, by the power theorem,

((X0, X2)θ0,q0 , (X1, X2)θ1,q1)
q
µ,q = ((X0, X2)

q0
θ0,q0

, (X1, X2)
q1
θ1,q1

)η,1,

if η = µq/q1. We choose 0 < β0, β1 < 1 so that θ0q0/β0 = θ1q1/β1, and if s0 = q0(1−θ0)/(1−
β0), s1 = q1(1− θ1)/(1− β1) and s2 = q0θ0/β0 = q1θ1/β1, then

((X0, X2)
q0
θ0,q0

, (X1, X2)
q1
θ1,q1

)η,1 = ((Xs0
0 , X

s2
2 )β0,1, (X

s1
1 , X

s2
2 )β1,1)η,1.

From Theorem 2.3.2, Lemma 2.4.2, with λ1 = η(1− β1) and λ2 = (1− η)β0 + ηβ1, it follows

((Xs0
0 , X

s2
2 )β0,1, (X

s1
1 , X

s2
2 )β1,1)η,1 = (Xs0

0 , X
s1
1 , X

s2
2 )(λ1,λ2),1.

An application of the Power theorem for triples of quasi-Banach spaces (cf. [Sp]) gives,

for θ̄0 = µ(1− θ1) and θ̄1 = (1− µ)θ0 + µθ1,

(Xs0
0 , X

s1
1 , X

s2
2 )(λ1,λ2),1 = X̄q

(θ̄0,θ̄1),q
.

Thus as announced

((X0, X2)θ0,q, (X1, X2)θ1,q)µ,q = X̄(θ̄0,θ̄1),q.
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Theorem 2.5.11. Let C0, C1 be a couple of semiadditive capacities with the same null sets

and 0 < η < 1. If 0 < p0, p1 < ∞, 0 < q0, q1 ≤ ∞, 1
p

:= 1−η
p0

+ η
p1

, and 1
q

:= 1−η
q0

+ η
q1

, then,

for Cθ,q(A) := ‖χA‖(L(C0),L(C1))θ,q
(0 < θ < 1),

(Lp0,q0(C0), L
p1,q1(C1))η,q = Lp,q(Cηp/p1,q/p).

Proof. Choose 0 < r < min(p0, p1, q0, q1). Then, by Theorem 2.5.2, for (1− θ0)p0 = r and

(1− θ1)p1 = r we have

(Lp0,q0(C0), L
p1,q1(C1))η,q = ((Lr(C0), L

∞)θ0,q0 , (L
r(C1), L

∞)θ1,q1)η,q

and, if X̄ = (Lr(C0), L
r(C1), L

∞), then by the Remark 2.5.10,

((Lr(C0), L
∞)θ0,q0 , (L

r(C1), L
∞)θ1,q1)η,q = X̄θ̄1,θ̄2,q

with θ̄1 = (1− θ1)η, θ̄2 = θ0(1− η) + θ1η.

Since [C0 + tr1C1] is a quasi-subadditive capacity

K(t1, t2, f ; X̄) ' K(t2, f ;Lr([C0 + tr1C1]), L
∞)

and, since by Theorem 2.5.1,

K(t, f ;Lr(C), L∞(C)) =
(∫ ∞

0

yr−1 min(C{|f | > y}, tr)dy
)1/r

,

it follows that

K(t1, t2, f ; X̄) '
(∫ ∞

0

yr−1 min([C0 + tr1C1]{|f | > y}, tr2)dy
)1/r

.

So that

‖f‖q
X̄θ̄1,θ̄2,q

=

∫
R2

+

[
t−θ̄11 t−θ̄22

(∫ ∞

0

yr−1 min([C0 + tr1C1]{|f | > y}, tr2)dy
)1/r]q dt2

t2

dt1
t1
,

where by Theorem 2.5.2,∫ ∞

0

[
t−θ̄22

(∫ ∞

0

yr−1 min
(
[C0 + tr1C1]{|f | > y}, tr2

)
dy
)1/r]q dt2

t2

=

∫ ∞

0

t−θ̄2q2 K(t2, f ;Lr([C0 + tr1C1]), L
∞)q

dt2
t2
' ‖f‖q(Lr([C0+tr1C1]),L∞)θ̄2,q

'
∫ ∞

0

yq−1[C0 + tr1C1]{|f | > y}
(1−θ̄2)q

r dy.
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Thus, since 1−θ̄2
r

= 1/p,

‖f‖q
X̄θ̄1,θ̄2,q

'
∫ ∞

0

t−θ̄1q1

∫ ∞

0

yq−1[C0 + tr1C1]{|f | > y}
q(1−θ̄2)

r dy
dt1
t1

=

∫ ∞

0

∫ ∞

0

τ
−θ̄1q

r yq−1[C0 + τC1]{|f | > y}
q(1−θ̄2)

r dy
1

r

dτ

τ

=
1

r

∫ ∞

0

yq−1

∫ ∞

0

τ
−ηq
p1 [C0 + τC1]{|f | > y}q/pdτ

τ
dy

=
1

r

∫ ∞

0

yq−1

∫ ∞

0

(
τ
−ηp
p1 [C0 + τC1]{|f | > y}

)q/pdτ
τ
dy,

and

‖χ{|f |>y}‖q/p(L1(C0),L1(C1)) ηp
p1

,q/p
=

∫ ∞

0

(
τ
−ηp
p1 K(τ, χ{|f |>y};L

1(C0), L
1(C1))

)q/pdτ
τ
.

Hence, if we define Cθ,q(A) := ‖χA‖(L1(C0),L1(C1))θ,q
, then it follows that

‖f‖q
X̄θ̄1,θ̄2,q

'
∫ ∞

0

yq−1‖χ{|f |>y}‖q/p(L1(C0),L1(C1))ηp/p1,q/p
dy ' ‖f‖qLp,q(Cηp/p1,q/p).

Theorem 2.5.12. Let C0, C1 be a couple of quasi-subadditive Fatou capacities with the same

null sets and 0 < η < 1. If 0 < p0, p1 <∞, 0 < q0, q1 ≤ ∞, 1
p

:= 1−η
p0

+ η
p1

and 1
q

:= 1−η
q0

+ η
q1

,

then, for Cθ,q(A) := ‖χA‖(L(C0),L(C1))θ,q
(0 < θ < 1),

(Lp0,q0(C0), L
p1,q1(C1))η,q = Lp,q(C ηp

p1
,q/p).

Proof. Let 0 < r < min(p0, p1, q0, q1). By Theorem 2.5.2 and the Remark 2.5.10 we get, for

(1− θ0)p0 = r and (1− θ1)p1 = r, that

(Lp0,q0(C0), L
p1,q1(C1))η,q = ((Lr(C0), L

∞)θ0,q0 , (L
r(C1), L

∞)θ1,q1)η,q

= (Lr(C0), L
r(C1), L

∞)θ̄1,θ̄2,q, θ̄1 = (1− θ1)η, θ̄2 = θ0(1− η) + θ1η.

Now we estimate K(t1, t2, f ;Lr(C0), L
r(C1), L

∞). Easily, it follows that

K(t1, t2, f ;Lr(C0), L
r(C1), L

∞) ' K(t2, f ;Lr(C0 + tr1C1), L
∞)

and hence, by Theorem 2.5.1, we get that

K(t1, t2, f ;Lr(C0), L
r(C1), L

∞) '
(∫ ∞

0

yr−1 min[(C0 + tr1C1){|f | > y}, tr2]dy
)1/r

.

As in Theorem 2.5.11 we estimate

‖f‖q
X̄θ̄1,θ̄2,q

'
∫ ∞

0

∫ ∞

0

[
t−θ̄11 t−θ̄22

(∫ ∞

0

yr−1 min
(
(C0 + tr1C1){|f | > y}, tr2

)
dy
)1/r]q dt2

t2

dt1
t1
.

The proof then follows since 1−θ̄2
r

= 1/p.
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2.6 Applications to classical Lorentz spaces

Let p, q > 0, µ be a measure or weight on Rn, and w be a weight on R+. The classical

Lorentz spaces Λp,q
µ (w) are defined by the condition

‖f‖Λp,q
µ (w) =

(∫ ∞

0

sq/pf ∗µ(s)
qw(s)

ds

s

)1/q

<∞,

where f ∗µ is the decreasing rearrangement of f with respect to µ defined as in (1.2) with µ

instead of C. If p = q, Λp
µ(w) = Λp,p

µ (w) and ‖f‖Λp
µ(w) =

( ∫∞
0
f ∗µ(s)

pw(s) ds
)1/p

. Moreover,

if w = 1, Λp,q
µ (1) = Lp,q(µ) and Λp,p

µ (1) = Lp(µ).

Some basic questions concerning these spaces are the following ones:

1. Are they normed or quasi-normed function spaces?

2. Is there an imbedding Λp,q0
µ (w) ↪→ Λp,q1

µ (w) for 0 < q0 < q1 ≤ ∞?

3. Find the weights for which classical operators (such as the Hardy operator Sf(x) =∫ x
0
f(x)dx) are bounded from Λp0

µ0
(w0) to Λp1

µ1
(w1).

Two good references for these topics are [CSo] and [CRSo].

In [CRSo] it is proved that for 0 < p < ∞, 0 < q ≤ ∞, Λp,q
µ (w) is quasi-normed if and

only if
∫ 2r

0
w(s)ds .

∫ r
0
w(s)ds for each r > 0. And, Λp,q0

µ (w) ↪→ Λp,q1
µ (w) continuously if

0 < q0 ≤ q1 ≤ ∞.

Let us show in this section that classical Lorentz spaces are capacitary Lebesgue spaces.

Denote W (A) =
∫
A
w(t) dt. By [CRSo, Proposition 2.2.5] it follows that

‖f‖Λp
µ(w) =

(∫ ∞

0

f ∗µ(s)
pw(s)ds

)1/p

=
(∫ ∞

0

ptp−1W ([0, µ{|f | > t})) dt
)1/p

,

so that Λp
µ(w) = Lp(C) for C(A) = W [0, µ(A)), which is a Fatou capacity. It follows then

that Λp
µ(w) is a normed space precisely when C is concave, and this means that W is concave.

But such a remark can be also applied to new Lorentz spaces obtained from some other

well known symmetrization methods of analysis as:

• Spherical symmetrization: f ∗S(y) := f ∗µ(σn|y|n) =
∫∞

0
χ{|f |>s}∗ if χA∗ = χ∗A. Also for

the Steiner symmetrization of order k (1 < k ≤ n).

• Multidimensional symmetrization, f ∗2 , where f ∗2 is defined in [BPSo] as follows: For a

set A ⊂ R2, A∗
2 = {(s, t); 0 < t < χ∗E(s)}, where E(s) is the s-section {y ∈ R; (s, y) ∈

E}. Then s∗2 is defined for a simple function s, and finally f ∗2 := limk(sk)
∗
2,

‖f‖Λp
2(v) := ‖f ∗2‖Lp(v).
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• Discrete rearrangements on trees as in [GDS].

In [BSo], S. Boza and J. Soria consider increasing transformations A 7→ R(A) on mea-

sure spaces with the Fatou property, An ↑ A ⇒ R(An) ↑ R(A), that allow to define the

corresponding rearrangement of functions

f ∗R(y) :=

∫ ∞

0

χR{|f |>t}(y) dt,

that brings pass to unify various Lorentz spaces found in the literature, included all the

mentioned above:

‖f‖Λp
R(w) := ‖f ∗R‖Lp(w) =

(∫ ∞

0

ptp−1W (R{|f | > t}) dt
)1/p

.

Obviously Λp
R(w) = Lp(CW,R) if we define the capacity CW,R as

CW,R(A) = W (R{|f | > t}),

and our results on capacities apply to this special case.

As a final example, let us show how interpolation of capacitary Lebesgue spaces can be

used in interpolation of classical Lorentz spaces, (Λp0(w0),Λ
p1(w1))η,p (0 < p0, p1 < ∞). We

have shown that if C0 and C1 are quasi-subadditive Fatou capacities on (Ω,Σ) with the same

null sets, 0 < p0, p1 <∞ and 0 < η < 1, then(
Lp0(C0), L

p1(C1)
)
η,p

= Lp(Cηp/p1,1) (1/p = (1− η)/p0 + η/p1),

where

Cθ,q(A) := ‖χA‖(L1(C0),L1(C1))θ,q
.

We start from the identity (Λ1(w0),Λ
1(w1))θ,1 = Λ1(w), where W = W 1−θ

0 W θ
1 . Consider

Λpj(wj) = Lpj(Cj) with Cj = Wj ◦ R (j = 0, 1). Then

(Λp0(w0),Λ
p1(w1))η,p = (Lp0(C0), L

p1(C1))η,p = Lp(Cθ,1)

with θ = ηp/p1.

Since Cθ,1(A) = ‖χA‖(L1(C0),L1(C1))θ,1
= ‖χA‖Λ1(w) = W ◦ R(A) and Lp(Cθ,1) = Λp(w), it

follows that

(Λp0(w0),Λ
p1(w1))η,p = Λp(w)

with

W = W 1−θ
0 W θ

1 = W
(1−η)p/p0
0 W

ηp/p1
1 .
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2.7 Interpolation of quasi-continuous functions

Often the interest in Potential theory is in the Choquet integral of special class of functions,

such as the class of quasi-continuous functions.

In this section, Ω will be a subset of Rn and C will be a quasi-subadditive Fatou capacity

on (Ω,B(Ω)). A function f : Ω → R is termed C-quasi-continuous on Ω if given any ε > 0,

there exists a relatively open set G ⊂ Ω such that C(G) < ε and f is continuous on Gc.

Note that the classical theorem of Egorov implies that any Lebesgue integrable function

φ on Ω is mn-quasi-continuous there. Notice also that the potential Gf(x) for f ∈ Lp, in

Example 1.2.14 is Cg,p-quasi-continuous on Rn.

Proposition 2.7.1. If C is an outer capacity on subsets of Ω be an open subset of Rn, and

φk is a sequence of continuous functions on Ω with compact support such that for p > 0,∫
Ω

|φk − φ|pdC → 0

as k →∞, then φ is C-quasi-continuous on Ω.

For more details about it, see [Ch] and [Ma11].

As we showed, the theory of capacities of Potential theory is very useful to obtain bounds

for some classical operators. The class of quasi-continuous functions appears frequently in

this framework. Therefore we will use this section to the study of a particular problem of

interpolation when we restrict us to this setting.

We are interested in obtaining results on interpolation of capacitary function spaces

on Rn of quasi-continuous functions, starting from previous results on general capacitary

function spaces contained in [CeClM], [Ce] and [CeMS]. This means to obtain a result about

restriction of interpolation to the subspace QC of C−quasi-continuous functions.

Our goal is to prove that the restriction of the K-functional of the couple (Lp(C), L∞(C))

to quasi-continuous functions f ∈ QC is equivalent to

K(t, f ;Lp(C) ∩QC,L∞(C) ∩QC).

Then we will apply this result to identify the interpolation space of the couple of ”capacitary

Lorentz spaces” (Lp0,q0(C) ∩QC,Lp1,q1(C) ∩QC).

For 0 < p0 <∞, consider the spaces Lp0(C) and L∞(C). For every t > 0, we have that

K(t, f ;Lp0(C), L∞(C)) ≤ K(t, f ;Lp0(C) ∩QC,L∞(C) ∩QC)

=: KQC(t, f ;Lp0(C), L∞(C)).
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Proposition 2.7.2. If f is non-negative, then

K(t, f ;Lp0(C), L∞(C)) = inf
λ>0

(
‖(f − λ)+‖Lp0 (C) + t‖min(f, λ)‖L∞(C)

)
.

Proof. By definition, since f = (f − λ)+ + min(f, λ) for all λ > 0, we have that

K(t, f ;Lp0(C), L∞(C)) ≤ inf
λ>0

(
‖(f − λ)+‖Lp0 (C) + t‖min(f, λ)‖L∞(C)

)
.

To prove the reversed estimate, let ε > 0 and choose f0, f1 ≥ 0 such that f = f0 + f1 and

‖f0‖Lp0 (C) + t‖f1‖L∞(C) ≤ K(t, f ;Lp0(C), L∞(C)) + ε.

If λ̄ = ‖f1‖L∞(C), then f − λ̄ ≤ f0 and 0 ≤ (f − λ̄)+ ≤ f0. Hence ‖(f − λ̄)+‖Lp0 (C) ≤
‖f0‖Lp0 (C) and ‖min(f, λ̄)‖L∞(C) ≤ ‖f1‖L∞(C). Thus

inf
λ>0

(
‖(f − λ)+‖Lp0 (C) + t‖min(f, λ)‖L∞(C)

)
≤ ‖(f − λ̄)+‖Lp0 (C) + t‖min(f, λ̄)‖L∞(C)

≤ ‖f0‖Lp0 (C) + t‖f1‖L∞(C)

≤ K(t, f ;Lp0(C), L∞(C)) + ε

and the estimate follows.

Proposition 2.7.3. If f ∈ QC is non-negative, then

KQC(t, f ;Lp0(C), L∞(C)) = K(t, f ;Lp0(C), L∞(C)).

Proof. If f ∈ QC is non-negative, then for all λ > 0 we have that (f − λ)+ ∈ QC and

min(f, λ) ∈ QC since they are non-negative. Then, for all λ > 0,

KQC(t, f ;Lp0(C), L∞(C)) ≤ ‖(f − λ)+‖Lp0 (C) + t‖min(f, λ)‖L∞(C)

and hence

KQC(t, f ;Lp0(C), L∞(C)) ≤ inf
λ>0

(
‖(f − λ)+‖Lp0 (C) + t‖min(f, λ)‖L∞(C)

)
= K(t, f ;Lp0(C), L∞(C))

by Proposition 2.7.2.

Let us now show that K(t, f ;Lp0(C), L∞(C)) = K(t, |f |;Lp0(C), L∞(C)). Obviously,

K(t, f ;Lp0(C), L∞(C)) ≤ K(t, |f |;Lp0(C), L∞(C)).
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To prove the reversed inequality, let ε > 0 and choose f0 ∈ Lp0(C), f1 ∈ L∞(C) such that

f = f0 + f1 and

‖f0‖Lp0 (C) + t‖f1‖L∞(C) ≤ K(t, f ;Lp0(C), L∞(C)) + ε.

Define

s(f) :=

{
1, if f(x) ≥ 0
−1, if f(x) < 0.

Then s(f)f = s(f)(f0 + f1) = s(f)f0 + s(f)f1, which means that |f | = s(f)f0 + s(f)f1

with ‖f0‖Lp0 (C) = ‖s(f)f0‖Lp0 (C) and ‖f1‖L∞(C) = ‖s(f)f1‖L∞(C). Then

K(t, |f |;Lp0(C), L∞(C)) ≤ ‖s(f)f0‖Lp0 (C) + t‖s(f)f1‖L∞(C)

≤ K(t, f ;Lp0(C), L∞(C)) + ε

and letting ε→ 0 we get that

K(t, |f |;Lp0(C), L∞(C)) ≤ K(t, f ;Lp0(C), L∞(C)).

Since K(t, |f |;Lp0(C), L∞(C)) = K(t, f ;Lp0(C), L∞(C)), we conclude

‖|f |‖(Lp0 (C),L∞(C))θ,q
= ‖f‖(Lp0 (C),L∞(C))θ,q

.

Proposition 2.7.4. Let f be a quasi-continuous function, not necessarily positive. Then

KQC(t, f ;Lp0(C), L∞(C)) ' K(t, f ;Lp0(C), L∞(C)).

Proof.

KQC(t, f ;Lp0(C), L∞(C)) = KQC(t, f+ − f−;Lp0(C), L∞(C))

≤ KQC(t, f+;Lp0(C), L∞(C)) +KQC(t, f−;Lp0(C), L∞(C))

≤ KQC(t, |f |;Lp0(C), L∞(C)) +KQC(t, |f |;Lp0(C), L∞(C))

= 2KQC(t, |f |;Lp0(C), L∞(C)) = 2K(t, |f |;Lp0(C), L∞(C))

= 2K(t, f ;Lp0(C), L∞(C)) ≤ 2KQC(t, f ;Lp0(C), L∞(C))

since |f | ∈ QC.

Thus, for 0 < θ < 1 and q > 0, we have that

‖f‖(Lp0 (C)∩QC,L∞(C)∩QC)θ,q
:=

(∫ ∞

0

(t−θKQC(t, f))q
dt

t

)1/q

. ‖f‖(Lp0 (C),L∞(C))θ,q
.



2.7. Interpolation of quasi-continuous functions 101

Hence

(Lp0(C), L∞(C))θ,q ∩QC ↪→ (Lp0(C) ∩QC,L∞(C) ∩QC)θ,q

and therefore

(Lp0(C), L∞(C))θ,q ∩QC = (Lp0(C) ∩QC,L∞(C) ∩QC)θ,q. (2.21)

By denoting Lp,q(C) = Lp,q(C) ∩QC, we obtain:

Theorem 2.7.5. Suppose that 0 < θ < 1, 0 < p0 < q ≤ ∞ or 0 < p0 ≤ q <∞ and 1
p

:= 1−θ
p0

.

Then

(Lp0(C),L∞(C))θ,q = Lp,q(C).

Proof.

(Lp0(C),L∞(C))θ,q = (Lp0(C) ∩QC,L∞(C) ∩QC)θ,q

= (Lp0(C), L∞(C))θ,q ∩QC = Lp,q(C) ∩QC := Lp,q(C)

by (2.21) and Theorem 2.5.2.

Corollary 2.7.6. Take 0 < p0, p1, q0, q1 <∞, p0 6= p1 and 0 < η < 1. Then

(Lp0,q0(C),Lp1,q1(C))η,q = Lp,q(C)

with 1
p

:= 1−η
p0

+ η
p1

.

Proof. Let 0 < r < min(p0, p1, q0, q1) and choose 1 − θi := r
pi

, i = 0, 1. Then, if θ =

(1− η)θ0 + ηθ1, since 1
p

= 1−θ
r

, we get

(Lp0,q0(C),Lp1,q1(C))η,q = ((Lr(C),L∞(C))θ0,q0 , (L
r(C),L∞(C))θ1,q1)η,q

= (Lr(C),L∞(C))θ,q

= Lp,q(C) = Lp,q(C) ∩QC

= (Lp0,q0(C), Lp1,q1(C))η,q ∩QC

by Theorem 2.7.5, [BeLo, Theorem 3.11.5], and Theorem 2.5.3.

Let C0, C1 be quasi-suabdditive Fatou capacities on (Ω,B(Ω)), 0 < p0, p1, q0, q1 <∞ and

0 < η < 1, and define 1
p

:= 1−η
p0

+ η
p1

and 1
q

:= 1−η
q0

+ η
q1

. As far as we know, an interesting

still open problem in this setting is to check the existence or not of a concrete capacity C̃

such that

(Lp0,q0(C0),L
p1,q1(C1))η,q = Lp,q(C̃).
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2.8 Calderón products

A natural question in the capacitary setting is if any pair of Lp(C) spaces is a Calderón

product. In this section we will see that, as in the case of measures, it holds for general

capacities.

Now, in analogous way to Banach function spaces on measure spaces, we can define

Calderón products of quasi-normed capacitary function spaces with the same basic proper-

ties.

Definition 2.8.1. Let X0 and X1 be quasi-normed capacitary function spaces on (Ω,Σ, C)

and let α ∈ (0, 1). The Calderón product of X0 and X1, denoted by X = X1−α
0 Xα

1 , is the

class of all f ∈ L0(C) such that

|f(t)| ≤ λ|f0(t)|1−α|f1(t)|α (2.22)

for every t ∈ Ω, λ > 0, f0 ∈ X0, and f1 ∈ X1 with ‖f0‖X0 ≤ 1, ‖f1‖X1 ≤ 1.

We endow the linear space X with ‖f‖X := inf λ, where the infimum is taken over all λ

satisfying (2.22).

Note that {f 6= 0} is C-sigma-finite and that, if we define on L0(C)

%α(f) :=

{
‖f‖X , if f ∈ X
∞ , if f 6∈ X

then X = {f ∈ L0(C); %α(f) <∞}. For every f ≥ 0 we can also write

%α(f) = inf
{
λ > 0; f ≤ λf 1−α

0 fα1 , fi ≥ 0, ‖fi‖Xi
≤ 1 (i = 0, 1)

}
with inf ∅ = ∞.

Then %α satisfies all the required properties to define a quasi-normed capacitary function

space and ‖f‖X = %α(|f |). Indeed, to check that %α(f) = 0 if and only if f = 0 C−q.e., note

that the condition ‖f‖X = 0 means that there exist λn → 0 in R+ and functions f0,n ∈ X0

and f1,n ∈ X1 with ‖f0,n‖X0 ≤ 1, ‖f1,n‖X1 ≤ 1 such that

|f(t)| ≤ λn|f0,n(t)|1−α|f1,n(t)|α.

Then {f 6= 0} is sigma-finite and the sequences y0,n := λ
1/2(1−α)
n |f0,n| and y1,n := λ

1/2α
n |f1,n|

(n ∈ N) converge to zero in X0 and X1, respectively. By Theorem 1.3.6 and Theorem 1.3.11,

they converge to zero in capacity on every set A ⊂ {f 6= 0} of finite capacity and, by passing

to subsequences, they can be supposed to be convergent to zero C−q.e. on A. Then

lim
n
λn|f0,n(t)|1−α|f1,n(t)|α = lim

n

(
λ1/2(1−α)
n |f0,n|

)1−α(
λ1/2α
n |f0,n|

)α
= 0
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C−q.e. on A, and f = 0. Hence, ‖ · ‖X is a quasi-norm.

From now on in this section, X0 and X1 will be two quasi-normed capacitary function

spaces on (Ω,Σ, C). With any pair of quasi-normed function spaces, as we did in (2.3)

and (2.4) we may canonically associate a couple of embedded spaces in the following way:

(a) X0∩X1 consists of the elements common to X0 and X1. The quasi-norm is introduced

by

‖f‖X0∩X1 = max{‖f‖X0 , ‖f‖X1} (x ∈ X0 ∩X1),

and

(b) X0 +X1 denotes the set of elements of the form x = u+ v, where u ∈ X0, v ∈ X1, and

it is equipped with the quasi-norm

‖x‖X0+X1 = inf{‖u‖X0 + ‖v‖X1},

where the infimum is taken over all elements u ∈ X0, v ∈ X1 whose sum is equal to x.

Proposition 2.8.2. The space X1−α
0 Xα

1 is intermediate between X0 and X1, that is,

X0 ∩X1 ⊂ X1−α
0 Xα

1 ⊂ X0 +X1

with continuous inclusions, i.e., X0 ∩X1 ↪→ X1−α
0 Xα

1 ↪→ X0 +X1.

Proof. If f ∈ X0 ∩X1, then for all t

|f(t)| = |f(t)|1−α|f(t)|α = ‖f‖1−α
X0

‖f1‖αX1

( |f(t)|
‖f‖X0

)1−α( |f(t)|
‖f‖X1

)α
,

which implies that f ∈ X1−α
0 Xα

1 and

‖f‖X1−α
0 Xa

1
≤ ‖f‖1−α

X0
‖f‖αX1

≤ ‖f‖X0∩X1 .

Moreover, if |f(t)| ≤ λ|f0(t)|1−α|f1(t)|α, where f0 and f1 satisfy the required conditions

in the definition, then |f(t)| ≤ λ{(1− α)|f0(t)|+ α|f1(t)|} and so

‖f‖X0+X1 ≤ λ‖(1− α)|f0|+ α|f1|‖X0+X1

. λ{(1− α)‖f0‖X0+X1 + α‖f1‖X0+X1} ≤ λ

which implies that f ∈ X0 +X1 and

‖f‖X0+X1 . ‖f‖X1−α
0 Xa

1
.
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Theorem 2.8.3. The space X1−α
0 Xα

1 is complete.

Proof. Let {fn}n∈N be a sequence such that
∑

n ‖fn‖X < ∞. Given ε > 0, we can find

λn > 0, f0,n ∈ X0, f1,n ∈ X1 with ‖f0,n‖X0 ≤ 1, ‖f1,n‖X1 ≤ 1, and λn ≤ ‖fn‖X + ε
2n that

satisfy |fn(t)| ≤ λn|f0,n(t)|1−α|f1,n(t)|α. Then
∑

n λn ≤
∑

n(‖fn‖X + ε
2n ) <∞ and for all t∑

n

|fn(t)| ≤
∑
n

λn|f0,n(t)|1−α|f1,n(t)|α

=
∑
n

λn ·
∑
n

(
λn∑
n λn

|f0,n(t)|
)1−α(

λn∑
n λn

|f1,n(t)|
)α

.

By Corollary 1.2.20 applied with exponents 1
p

= 1−α and 1
q

= α to f̄n(t)
p := λn∑

n λn
|f0,n(t)|

and gn(t) :=
(

λn∑
n λn

|f1,n(t)|
)α
, it follows that

∑
n

|fn(t)| ≤
∑
n

λn ·
∑
n

( λn∑
n λn

|f0,n(t)|
)1−α( λn∑

n λn
|f1,n(t)|

)α
≤ k

∑
n

λn ·
(∑

n

f̄n(t)
p
)1/p(∑

n

gn(t)
q
)1/q

= k ·
∑
n

λn ·
(∑

n

λn∑
n λn

|f0,n(t)|
)1−α(∑

n

λn∑
n λn

|f1,n(t)|
)α
.

The functions in brackets are defined C−q.e. and belongs to X0 and X1. This implies that∑
n |fn| ∈ X. We write f(t) =

∑
n fn(t) for all t. Then, |f(t)| ≤

∑
n |fn(t)| and therefore

f ∈ X with

‖f‖X ≤ k
∑
n

‖fn‖X .

Applying this inequality to f(t)−
∑N

n=1 fn(t) =
∑∞

N+1 fn(t), we obtain∥∥∥∥∥f −
N∑
n=1

fn

∥∥∥∥∥
X

≤ k

∞∑
N+1

‖fn‖X ,

which tends to zero when N →∞. Necessarily limN→∞
∑N

n=1 fn = f C−q.e.

Theorem 2.8.4. Let 0 < p0, p1 ≤ ∞, α ∈ (0, 1) and 1
p

= 1−α
p0

+ α
p1

. Then

Lp0(C)1−αLp1(C)α = Lp(C)

with equivalent quasi-norms (or equal norms in the normed case).
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Proof. Let X0 = Lp0(C) and X1 = Lp1(C). If f ∈ X1−α
0 Xα

1 , we consider λ > 0 such that

|f(t)| ≤ λ|f0(t)|1−α|f1(t)|α as in (2.22). Then |f(t)|p ≤ λp|f0(t)|(1−α)p|f1(t)|αp and taking

f̄ := |f0|(1−α)p, g := |f1|αp, p′ = p0
(1−α)p

, p′′ := p1
αp

, it follows, by Hölder’s inequality, that∫
Ω

|f |pdC ≤
∫

Ω

λp|f0|(1−α)p|f1|αpdC = λp
∫

Ω

|f̄ ||g(t)|dC

. λp
(∫

Ω

|f0(t)|p0dC
) (1−α)p

p0

(∫
Ω

|f1(t)|p1dC
)αp

p1

= λp‖f0‖(1−α)p
X0

‖f1‖αpX1
≤ λp,

from which we obtain the first inclusion Lp0(C)1−αLp1(C)α ↪→ Lp(C).

Conversely, suppose f ∈ Lp(C). Then for all t

‖f‖Lp(C)

( |f(t)|p/p0
‖|f |p/p0‖Lp0 (C)

)1−α( |f(t)|p/p1
‖|f |p/p1‖Lp1 (C)

)α
= ‖f‖Lp(C)

1

‖f‖
p( 1−α

p0
+ α

p1
)

Lp(C)

(|f(t)|p)
1−α
p0

+ α
p1 = |f(t)|

and therefore f ∈ X = Lp0(C)1−αLp1(C)α with ‖f‖X ≤ ‖f‖Lp(C).

Remark 2.8.5. If [X0, X1]α has the Fatou property, then

‖|x0|1−α|x1|α‖[X0,X1]α ≤ ‖x0‖1−α
X0

‖x1‖αX1

holds for every x0 ∈ X0 and x1 ∈ X1 (see [KrPS, Chapter 4]).

A natural question is to determine whether the space X = X1−α
0 Xα

1 has the Fatou

property. Let us see that if both spaces have the Fatou property, then the general Calderón

product has also the same property.

Theorem 2.8.6. Let 0 < α < 1. If X0 and X1 have the Fatou property, then X = X1−α
0 Xα

1

has also the Fatou property.

Proof. Let 0 ≤ fn ↑ f C−q.e. and L := limn %α(fn), so that %α(f) ≥ L since %α(f) ≥ %α(fn)

for every n. If L = ∞, obviously %α(f) = ∞ = L.

Suppose then that L <∞ and choose ε > 0. We can find

fn ≤ λnf
1−α
0,n fα1,n, λn ≤ L+ ε, ‖fi,n‖Xi

≤ 1, fi,n ≥ 0, (i = 0, 1)

and then

f = lim
n
fn ≤ lim inf

n
λnf

1−α
0,n fα1,n,
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where ‖ lim infn fi,n‖Xi
≤ lim infn ‖fi,n‖Xi

≤ 1 by Theorem 1.3.5. So that fi := lim infn fi,n ∈
Xi and ‖fi‖Xi

≤ 1. Moreover, λ := lim infn λn ≤ L+ ε and

%α(f) ≤ λ.

Thus, %α(f) ≤ L+ ε for every ε > 0 and hence %α(f) ≤ L.

2.8.1 Operators between Calderón products

Let (X0, X1) and (Y0, Y1) be two couples of quasi-Banach capacitary function spaces and

θ ∈ (0, 1). Denote by Xθ and Yθ the spaces X1−θ
0 Xθ

1 and Y 1−θ
0 Y θ

1 , respectively.

Definition 2.8.7. Let X and Y be quasi-Banach capacitary function spaces. An operator

T : X → Y is called sublinear if

T (αx) = αT (x) (∀α > 0), T (x+ y) ≤ T (x) + T (y) (∀x, y ∈ X).

We say that T is bounded from X to Y if there exists C > 0 such that

‖T (x)‖Y ≤ C‖x‖X (∀x ∈ X).

As in the usual case, positive sublinear operators interpolate for capacitary Calderón

products:

Proposition 2.8.8. If T is a positive sublinear operator which acts boundedly from X0 to

Y0, and from X1 to Y1, then it acts boundedly from Xθ to Yθ as well.

Proof. If x ≥ 0 and x ∈ Xθ, then there exist λ > 0 and xi ∈ Xi with ‖xi‖Xi
≤ 1 (i = 0, 1)

such that

x(t) ≤ λ|x0(t)|1−θ|x1(t)|θ for all t.

Equivalently, there exist λ > 0, xi ∈ Xi, ‖xi‖Xi
≤ 1 such that for all ε > 0

x(t) ≤ λ{(1− θ)ε−θ|x0(t)|+ θε1−θ|x1(t)|}.

Therefore, since T is positive and sublinear,

T (x) ≤ |T (λ{(1− θ)ε−θ|x0|+ θε1−θ|x1|})|

. ε−θλ(1− θ)T (|x0|) + ε1−θλθT (|x1|).

By defining

G(ε) := ε−θλ(1− θ)T (|x0|) + ε1−θλθT (|x1|)
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and minimizing this function of ε we get

T (x) ≤ inf
ε>0

G(ε) = G
(T (|x0|)
T (|x1|)

)
= λT (|x0|)1−θT (|x1|)θ,

where T (xi) ∈ Yi is such that there exists Ci ∈ (0,∞) a constant such that ‖T (xi)‖Yi
≤ Ci.

Hence, T (x) ∈ Yθ and ‖T (x)‖Yθ
. C1−θ

0 Cθ
1‖x‖Xθ

.

There are concrete situations where it is not necessary that T ≥ 0 (see [Se]).

2.8.2 Rearrangement and Calderón products

Let (Ω,Σ, C) be a σ-finite capacity space and f a measurable function on Σ, integrable on

sets of finite capacity. We associate to f the function f ∗∗ defined in (1.13).

Definition 2.8.9. We say that two functions g and g̃ are equicapacitable on Ω if for all

λ > 0

C{x ∈ Ω; |g(x)| > λ} = C{x ∈ Ω; |g̃(x)| > λ}.

Definition 2.8.10. Let X be a quasi-Banach lattice. We define X∗ as the set

X∗ := {f ∈ L0(C); f ∗∗ ∈ X}

with ‖f‖X∗ = ‖f ∗∗‖X . Then X∗ is a vector space that satisfies properties (a), (b), (c) and

(d) of Definition 1.3.1.

Indeed, for f, g ∈ L0(C) such that f ∗∗, g∗∗ ∈ X, by the properties of X,

‖f + g‖X∗ = ‖(f + g)∗∗‖X ≤ ‖f ∗∗ + g∗∗‖X . ‖f ∗∗‖X + ‖g∗∗‖X = ‖f‖X∗ + ‖g‖X∗ .

Moreover, for {fn}n∈N ⊂ X∗ such that fn ↑ f C−q.e., we have (fn)
∗
C ↑ f ∗C . Hence, (fn)

∗∗ ↑ f ∗∗

and ‖fn‖X∗ ↑ ‖f‖X∗ . Property (d) follows by the same property for X.

Let X0 and X1 be Banach lattices on Ω and 0 < α < 1. Then, X1−α
0 Xα

1 is a Banach

lattice.

Let us study the relation between (X∗
0 )1−α(X∗

1 )α and X∗ = (X1−α
0 Xα

1 )∗ for 0 < α < 1.

Let us see that still in this capacitary setting, this can be partially analized.

Let f ∈ (X∗
0 )1−α(X∗

1 )α. Then, there exist λ > 0, g ∈ X∗
0 and h ∈ X∗

1 with norm less than

one such that |f(t)| ≤ λ|g(t)|1−α|h(t)|α. Hence, by (1.14),

(|f(t)|)∗∗ ≤ |λ|(|g(t)|1−α|h(t)|α)∗∗ ≤ 2c|λ|(|g(t)|∗∗)1−α(|h(t)|∗∗)α.

It follows that ‖f‖X∗ . |λ| and (X∗
0 )1−α(X∗

1 )α ↪→ (X1−α
0 Xα

1 )∗.
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The proof of (X1−α
0 Xα

1 )∗ ↪→ (X∗
0 )1−α(X∗

1 )α under some additional conditions is much

more complicated but still can be done it. The function f ∗C is related to Cf (t) as follows:

Cf [f
∗
C(t)] ≥ t, f ∗C [Cf (t)] ≥ t, (2.23)

and hence

f ∗C{Cf [|f(x)|]} ≥ |f(x)|. (2.24)

Consider now the Hardy operators P and Q defined as

(Pf)(t) :=
1

t

∫ t

0

f(s)ds, (Qf)(t) :=

∫ ∞

t

f(s)

s
ds. (2.25)

By definition f ∗∗ = Pf ∗C .

If g ≥ 0, then we have for t > 0

Q(Pg)(t) =

∫ t

0

g(u)

{∫ ∞

t

ds

s2

}
du+

∫ ∞

t

∫ s

t

g(u)

s2
duds

=

∫ t

0

g(u)

t
du+

∫ ∞

t

∫ ∞

u

g(u)

s2
dsdu = (Pg)(t) + (Qg)(t).

On the other hand, if g1 and g2 are non-negative functions, by Hölder’s inequality it

follows that

Q(g1−α
1 gα2 ) =

∫ ∞

t

g1(v)
1−αg2(v)

αdv

v

≤ 2c

[∫ ∞

t

g1(v)
dv

v

]1−α [∫ ∞

t

g2(v)
dv

v

]α
= 2c(Qg1)

1−α(Qg2)
α.

Now we are ready to show that the following condition implies the desired result, where

the condition is: The function f in X must have finite norm and the operators Pf and Qf

should be bounded in X0 and X1.

Proposition 2.8.11. If the function f in X has finite norm and the operators Pf and Qf

are bounded in X0 and X1, then (X1−α
0 Xα

1 )∗ ↪→ (X∗
0 )1−α(X∗

1 )α.

Indeed, let c be a bound for the norms of the operators P and Q in X0 and X1. Suppose

that f ∈ (X1−α
0 Xα

1 )∗ and let us denote by ‖f‖ = ‖f‖(X1−α
0 Xα

1 )∗ . Then, if λ > ‖f‖, there

exist two functions g1 ≥ 0 and g2 ≥ 0 in X0 and X1, respectively, such that ‖g1‖X0 ≤ 1,

‖g2‖X1 ≤ 1 and f ∗∗(t) ≤ λg1(t)
1−αg2(t)

α for all t. Let

h1 =
1

c2
Qg1, h2 =

1

c2
Qg2, hi(0) = ∞, hi(+∞) = lim

t→∞
hi(t) (i = 1, 2).
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Then, we obtain that Qf ∗∗ ≤ λQ(g1−α
1 gα2 ) ≤ 2cλ(Qg1)

1−α(Qg2)
α = 2c3λh1−α

1 hα2 . On the

other hand, since f ∗∗ = Pf ∗C , whence we find that

Qf∗∗ = QPf∗C = Pf ∗C +Qf∗C ≥ f ∗C

which combined with the preceding inequality gives

f ∗C ≤ 2c3λh1−α
1 hα2 .

Define now f1(x) := h1{Cf (|f(x)|)} and f2(x) := h2{Cf (|f(x)|)}. Since |f(x)| and f ∗C(t)

are equicapacitable, fi(x) = hi{Cf (|f(x)|)} is equicapacitable (i = 1, 2) with hi{Cf (f ∗C(t))},
which is a non-increasing function since hi is non-increasing. Consequently (fi)

∗
C = hi[Cf (f

∗
C)],

except perhaps at the points of discontinuity of (fi)
∗
C . Now the first inequality in (2.23) and

the non-increasing character of hi imply that hi{Cf [f ∗C(t)]} ≤ hi(t), and then (fi)
∗
C(t) ≤ hi(t),

except perhaps at the points of discontinuity of (fi)
∗
C . Hence we obtain

f ∗∗i = P (fi)
∗
C ≤ Phi =

1

c2
PQgi.

Since the operators P and Q are bounded in X0 and X1, and their norms do not exceed

c, f ∗∗i ∈ Xi−1 and ‖f ∗∗i ‖Xi−1
≤ 1 which implies that fi ∈ X∗

i−1, i = 1, 2. Now from the

inequality (2.24) it follows that

|f(x)| ≤ f ∗C{Cf [|f(x)|]}

≤ 2c3λh1{Cf [|f(x)|]}1−αh2{Cf [|f(x)|]}α

= 2c3λf1(x)
1−αf2(x)

α.

Since fi ∈ X∗
i−1 and ‖fi‖X∗i−1

≤ 1 for i = 1, 2, it follows that f ∈ (X∗
0 )1−α(X∗

1 )α. Its norm

as an element of this space does not exceed 2c3λ = 2c3(‖f‖+ ε), and since ε is arbitrary the

desired conclusion follows,

(X∗
0 )1−α(X∗

1 )α ↪→ (X1−α
0 Xα

1 )∗ ↪→ (X∗
0 )1−α(X∗

1 )α.

Moreover, if X0 = Lp0(C), X1 = Lp1(C) and 1
p

= 1−α
p0

+ α
p1

, then X1−α
0 Xα

1 = Lp(C). By

definition (Lp(C))∗ = {f ∈ L0(C); f ∗∗ ∈ Lp(C)}. If f ∈ (Lp(C))∗, then, since ‖f‖(Lp(C))∗ <

∞, there exist g ∈ Lp0(C) and h ∈ Lp1(C) with norms less than one such that

|f ∗∗(t)| ≤ ‖f‖(Lp(C))∗|g(t)|1−α|h(t)|α

and hence

Lp(C)∗ ↪→ ((Lp0(C))∗)1−α((Lp1(C))∗)α ↪→ (Lp0(C)1−αLp1(C)α)∗,

where, by Theorem 2.8.4, we have that

Lp0(C)1−αLp1(C)α = Lp(C).
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2.9 Capacitary Orlicz spaces

From now on, let C be a quasi-subadditive Fatou capacity on (Ω,Σ) with quasi-subadditivity

constant c, and ϕ : [0,∞) → [0,∞] an unbounded increasing function such that ϕ(0) = 0,

which is neither identically zero nor identically infinite on (0,∞).

We define the Orlicz class PC(ϕ) to be the set of all functions f ∈ L0(Ω) for which

Mϕ(f) := ρϕ(f) =

∫
Ω

ϕ(|f |)dC <∞,

and

Lϕ(C) := {f ∈ L0(Ω); ‖f‖ϕ <∞},

where

‖f‖ϕ := inf{λ > 0;Mϕ(λ−1f) ≤ 1}.

The space Lϕ(C) is called a capacitary Orlicz space.

Definition 2.9.1. A function H on [0,∞) (or on a linear space) is called quasi-convex with

constant β ≥ 1, if

H(λx+ (1− λ)y) ≤ β{λH(x) + (1− λ)H(y)} for 0 ≤ λ ≤ 1 and x, y > 0.

Let us observe that, as in the usual case, by the quasi-subadditivity of the Choquet

integral (see Proposition 1.2.2), if ϕ is quasi-convex, then Mϕ is also a quasi-convex function.

We say that ϕ satisfies the ∆2−condition if there exist s0 > 0 and c > 0 such that

ϕ(2s) ≤ cϕ(s) <∞ (s0 ≤ s <∞). (2.26)

Let C be a finite capacity and ϕ a quasi-convex function with the ∆2−condition. Then

PC(ϕ) is a linear subspace of L0(Ω). Indeed, let f ∈ PC(ϕ), define E := {|f | ≥ s0} and

F := Ω \ E. Then 2f ∈ PC(ϕ) since∫
Ω

ϕ(|2f |)dC ≤
∫
E

ϕ(2|f |)dC +

∫
F

ϕ(2|f |)dC

≤
∫
E

cϕ(|f |)dC +

∫
F

ϕ(2|f |)dC

≤
∫
E

cϕ(|f |)dC +

∫
F

ϕ(2s0)dC <∞.

Suppose now that f ∈ PC(ϕ) and let α be any scalar. Choosing n ∈ N with 2n ≥ |α|, we

see that 2nf ∈ PC(ϕ). Hence, since ϕ is increasing

Mϕ(αf) ≤
∫

Ω

ϕ(2n|f |)dC <∞
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and so that αf ∈ PC(ϕ).

On the other hand, if f, g ∈ PC(ϕ), then since 2f, 2g ∈ PC(ϕ)

Mϕ(f + g) = Mϕ
(1

2
(2f) +

1

2
(2g)

)
≤ 2cβ

{1

2
Mϕ(2f) +

1

2
Mϕ(2g)

}
and f + g ∈ PC(ϕ).

Proposition 2.9.2. Let ϕ be an increasing function. Then

f = 0 C − q.e. ⇔Mϕ(kf) ≤ 1 ∀k > 0.

Proof. If f = 0 C−q.e., then Mϕ(kf) = 0 for all k > 0. Conversely, suppose that

Mϕ(kf) ≤ 1 for all k > 0, but for some ε > 0 we have |f | ≥ ε on E ⊂ Ω with C(E) > 0.

Then

Mϕ(kf) =

∫
Ω

ϕ(k|f |)dC ≥
∫
E

ϕ(εk)dC = C(E)ϕ(εk).

Since ϕ(s) ↑ ∞ as s ↑ ∞, we obtain a contradiction.

Proposition 2.9.3. Let ϕ be a convex function and C a concave capacity. Then, Mϕ is a

convex function and ‖ · ‖ϕ is a norm on PC(ϕ).

Proof. Obviously, Mϕ is a convex function.

(i) If f = 0 C−q.e., then Mϕ(kf) = 0 for all k > 0 and hence ‖f‖ϕ = 0. Conversely, if

‖f‖ϕ = 0, then we have that for all k > 0, Mϕ(kf) ≤ 1 and then, by Proposition 2.9.2,

f = 0C−q.e.

(ii) Trivially, ‖βf‖ϕ = |β|‖f‖ϕ for any β ∈ R.

(iii) Take now f, g ∈ PC(ϕ), γ := ‖f‖ϕ + ‖g‖ϕ < ∞ and define α := ‖f‖ϕ

γ
and β := ‖g‖ϕ

γ
.

Then Mϕ( f
‖f‖ϕ

), Mϕ( g
‖g‖ϕ

) ≤ 1 and by convexity

Mϕ
(f + g

γ

)
= Mϕ

(
α

f

‖f‖ϕ
+ β

g

‖g‖ϕ

)
≤ α+ β = 1,

so that ‖f + g‖ϕ ≤ γ = ‖f‖ϕ + ‖g‖ϕ.

Briefly let us observe that Lp(C) can be seen as an Orlicz space. Certainly, if we take

ϕ(t) = tp, then

‖f‖ϕ := inf
{
λ > 0;

1

λp

∫
Ω

|f(x)|pdC ≤ 1
}

and Lϕ(C) = Lp(C) with ‖f‖Lϕ(C) = ‖f‖Lp(C), for any p ∈ (0,∞).

We know that Lp(C) is complete also when 0 < p < 1. In this case, ϕ is a p-convex

function in the following sense:
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Definition 2.9.4. Let 0 < s ≤ 1. The function ϕ : [0,∞) → [0,∞) is called s-convex (resp.

(s)-convex) if

ϕ(αt1 + βt2) ≤ αsϕ(t1) + βsϕ(t2) for each t1, t2 ∈ [0,∞)

and all α, β ≥ 0 such that αs + βs = 1 (such that α+ β = 1).

Observe that every convex function is 1-convex. Every (s)-convex function is s-convex,

but let us see below that the converse does not hold.

Example 2.9.5. Let 0 < p < 1 and ϕ(t) := tp. Then ϕ is p-convex. Indeed, if α, β ≥ 0 are

such that αp + βp = 1 and t1, t2 ∈ [0,∞), then

ϕ(αt1 + βt2) ≤ (αt1)
p + (βt2)

p = αpϕ(t1) + βpϕ(t2),

but ϕ is not (p)-convex.

Let ϕ be any s-convex function, 0 < s ≤ 1 and define

Lϕ(C) :=
{
f ; lim

λ→0+
ρϕ(λf) = 0

}
.

Trivially, Lϕ(C) ⊂ Lϕ(C).

Modular spaces were first defined by H. Nakano in 1950 (see [Nak]) on vector lattices.

Independly, another version was introduced by J. Musielak and W. Orlicz around 1959

(see [Mu] and [MuO]).

Let X be a real vector space on L0(Ω). A functional ρ : X → [0,∞] is called a modular

if it satisfies the following conditions:

(a) ρ(x) = 0 ⇐⇒ x = 0,

(b) ρ(−x) = ρ(x) for each x ∈ X, and

(c) ρ(αx+ βy) ≤ ρ(x) + ρ(y) for x, y ∈ X,α, β ≥ 0 such that α+ β = 1.

A functional ρ : X → [0,∞] is termed a pseudo-modular if it satisfies the weak condition

(a’), that is, ρ(0) = 0 and, (b) and (c). The pseudo-modular ρ is said s-convex, 0 < s ≤ 1, if

ρ(αx+ βy) ≤ αsρ(x) + βsρ(y) for x, y ∈ X and α, β ≥ 0 such that αs + βs = 1.

From now on in this section, s will denote a positive real number, 0 < s ≤ 1.
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Proposition 2.9.6. Let ϕ be an s-convex function and C a concave capacity. Then, ρϕ is

an s-convex pseudo-modular on L0(Ω).

Proof. It follows observing that ϕ is increasing, s-convex, and C is concave.

Theorem 2.9.7. If ρ is an s-convex pseudo-modular in Lϕ(C), then Lϕ(C) = Lϕ(C) and

an s-norm can be defined on Lϕ(C) as follows

‖f‖ϕ,s := inf
{
λ > 0; ρϕ

( f

λ1/s

)
≤ 1
}
.

Proof. If f ∈ Lϕ(C), then ρϕ(λ0f) <∞ for some λ0 > 0 and, if 0 < λ < λ0, then

ρϕ(λf) = ρϕ

( λ
λ0

λ0f
)

= ρϕ

( λ
λ0

(λ0f) + (1− λ

λ0

)0
)
≤
( λ
λ0

)s
ρϕ(λ0f) → 0

as λ→ 0, so that f ∈ Lϕ(C).

Now, let us show that ‖ · ‖ϕ,s satisfies the properties of a norm. That, ‖f‖ϕ,s = 0 if and

only if f = 0 C−q.e. follows with a direct proof. The same holds with the identity

‖λf‖ϕ,s = |λ|s‖f‖ϕ,s for all λ ∈ R.

Finally, let f, g ∈ L0(Ω) and u, v > 0 such that ‖f‖ϕ,s < u , ‖g‖ϕ,s < v. Then

ρϕ

( f + g

(u+ v)1/s

)
= ρϕ

( u1/s

(u+ v)1/s

f

u1/s
+

v1/s

(u+ v)1/s

g

v1/s

)
≤ u

u+ v
ρϕ

( f

u1/s

)
+

v

u+ v
ρϕ

( g

v1/s

)
≤ 1.

Thus, ‖f + g‖ϕ,s ≤ ‖f‖ϕ,s + ‖g‖ϕ,s.
By Proposition 2.9.6 and Theorem 2.9.7 it follows that, if ϕ is s-convex and C is concave,

then Lϕ(C) = Lϕ(C) and ‖ · ‖ϕ,s is an s-norm. In this case, Lϕ(C) is called a modular

capacitary Orlicz space or a capacitary s−convex space.

Remark 2.9.8.

‖f‖ϕ,s = inf
{

(u1/s)s > 0; ρϕ

( f

u1/s

)
≤ 1
}

=
(

inf
{
u1/s > 0; ρϕ

( f

u1/s

)
≤ 1
})s

=
(

inf
{
λ > 0; ρϕ

(f
λ

)
≤ 1
})s

= ‖f‖sϕ.
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By Theorem 2.9.7 and Remark 2.9.8, if ρ is an s-convex pseudo-modular in Lϕ(C), then

‖ · ‖ϕ is a quasi-norm on Lϕ(C). Indeed, let f, g ∈ L0(Ω). Since 0 < s ≤ 1, it follows that

‖f + g‖ϕ = (‖f + g‖ϕ,s)1/s ≤ 21/s
(
‖f‖1/s

ϕ,s + ‖g‖1/s
ϕ,s

)
= 21/s(‖f‖ϕ + ‖g‖ϕ).

Proposition 2.9.9. Let ϕ be an s-convex function. Then ‖ · ‖ϕ is a quasi-norm on Lϕ(C).

Proof. Observe that, since ϕ is s-convex, if 0 < a < 1,

ϕ(a1/st) = ϕ(a1/st+ (1− a)1/s0) ≤ aϕ(t)

and hence, for 0 < λ < 1, ϕ(λt) ≤ λsϕ(t). The proof of the first two properties of a

quasi-norm follow trivially.

Let f, g ∈ Lϕ(C) and take u1/s > ‖(2c)1/sf‖ϕ and v1/s > ‖(2c)1/sg‖ϕ. Then, by convexity

and the quasi-subadditivity (see Proposition 1.2.2), defining θ := u
u+v

, it follows that

Mϕ
( f + g

(u+ v)1/s

)
≤

∫
Ω

ϕ
( u1/s

(u+ v)1/s

|f |
u1/s

+
v1/s

(u+ v)1/s

|g|
v1/s

)
dC

≤
∫

Ω

(
θϕ
( |f |
u1/s

)
+ (1− θ)ϕ

( |g|
v1/s

))
dC

≤
∫

Ω

( θ
2c
ϕ
((2c)1/s|f |

u1/s

)
+

1− θ

2c
ϕ
((2c)1/s|g|

v1/s

))
dC

≤ θMϕ
((2c)1/sf

u1/s

)
+ (1− θ)Mϕ

((2c)1/sg

v1/s

)
≤ 1.

So that ‖f + g‖ϕ ≤ (u+ v)1/s ≤ 21/s(u1/s + v1/s) and then,

‖f + g‖ϕ ≤ (4c)1/s(‖f‖ϕ + ‖g‖ϕ).

Theorem 2.9.10. Let ϕ be an s-convex function. Then,

(i) ‖fk − f‖ϕ,s → 0 as k →∞ if and only if ρϕ(λ(fk − f)) → 0 as k →∞, for any λ > 0.

(ii) {fk}k is a Cauchy sequence in Lϕ(C) with respect to ‖ · ‖ϕ,s if and only if ρϕ(λ(fk −
fl)) → 0 as k, l→∞, for all λ > 0.

Proof. If ρϕ(λfk) → 0 as k →∞ for all λ > 0, then there exists kλ ∈ N such that

ρϕ

( fk
( 1
λs )1/s

)
≤ 1 for each k ≥ kλ and λ > 0.

Hence, ‖fk‖ϕ,s ≤ 1
λs for all k ≥ kλ and λ > 0, and so ‖fk‖ϕ,s → 0 as k →∞.
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Conversely, if ‖fk‖ϕ,s → 0 as k → ∞, then, given ε > 0, there exists kλ,ε ∈ N such that

ρϕ(
λfk

ε1/s ) ≤ 1 for all k ≥ kλ,ε and

ρϕ(λfk) =

∫
Ω

ϕ
(
ε1/s
(λ|fk|
ε1/s

))
dC

≤
∫

Ω

(
εϕ
(λ|fk|
ε1/s

)
+ (1− ε)ϕ(0)

)
dC

= ερϕ

(λfk
ε1/s

)
.

Hence, for all ε > 0, there exists kλ,ε ∈ N such that ρϕ(λfk) ≤ ε for all k ≥ kλ,ε, and so

ρϕ(λfk) → 0 as k → 0 for any λ > 0.

The proof of (ii) is similar.

Corollary 2.9.11. If ϕ is an s-convex function, then for each sequence {fk}k∈N ⊂ L0(Ω)

and f be any measurable function, the following properties hold:

(i) ‖fk − f‖ϕ → 0 as k →∞ if and only if ρϕ(λ(fk − f)) → 0 as k →∞, for all λ > 0.

(ii) {fk}k∈N is a Cauchy sequence in Lϕ(C) with respect to ‖ · ‖ϕ if and only if ρϕ(λ(fk −
fl)) → 0 as k, l→∞, for all λ > 0.

Proof. It follows by Theorem 2.9.10 and Remark 2.9.8.

Assume now that ϕ is an increasing convex function. Note that (Lϕ(C), ‖ · ‖ϕ) is a

quasi-normed space by Proposition 2.9.9. It is a normed space when C is concave by Propo-

sition 2.9.3.

Theorem 2.9.12. Let C be a concave capacity and ϕ an increasing convex function. Then

(Lϕ(C), ‖ · ‖ϕ) is a Banach function space.

Proof. Let {fn}n∈N be a Cauchy sequence in (Lϕ(C), ‖·‖ϕ) and x0 := sup{x ∈ R;ϕ(x) = 0}.
Then, 0 ≤ x0 <∞ since the set {x ∈ R;ϕ(x) = 0} is relatively compact in R.

Moreover, by Corollary 2.9.11, there exists kmn ≥ 0 (m,n ∈ N) such that∫
Ω

ϕ(kmn|fn − fm|)dC ≤ 1.

First note that, Amn := {ω ∈ Ω; kmn|fn(ω)−fm(ω)| > x0} ∈ Σ is at most σ-finite. Indeed,

if for k ∈ N we define Bk := {ω ∈ Ω; kmn|fn(ω)− fm(ω)| > x0 + k−1}, then Amn =
⋃∞
k=1Bk

and C(Bk) <∞ for all k, since

C(Bk)ϕ(x0 + k−1) =

∫
Bk

ϕ(x0 + k−1)dC ≤
∫
Bk

ϕ(kmn|fn − fm|)dC ≤ 1.
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Therefore, each Amn is σ-finite and so is A :=
⋃
m,n≥1Amn.

On Ac, kmn|fn − fm| ≤ x0 so that, in Ac |fn(ω)− fm(ω)| → 0 uniformly. Hence, there is

a measurable function g0 on Ac such that fn(ω) → g0(ω) and |g0| ≤ x0, for all ω ∈ Ac.
Let us write Ω for A temporarily. Then, for all B ∈ Σ with C(B) <∞ we have that

C(B ∩ {|fn − fm| ≥ ε|}) = C(B ∩ {ϕ(kmn|fn − fm|) ≥ ϕ(kmnε)})

≤ 1

ϕ(kmnε)

∫
Ω

ϕ(kmn|fn − fm|)dC

≤ 1

ϕ(kmnε)
.

Since kmn → ∞ and ε > 0 is fixed, {fn}n∈N is a Cauchy sequence in capacity on B. Then,

by Theorem 1.3.11, this sequence has a subsequence which is pointwise convergent on B to

some f̃ , and also on
⋃
k Bk since C(Bk) <∞ for all k ∈ N. Then, there exists a subsequence

{fni
}i∈N such that fni

→ f̃ C−q.e.

Let f := f̃χA + g0χAc . Hence, fni
→ f C−q.e. But, since {fn}n∈N is a Cauchy sequence,

it follows that ‖fn‖ϕ → ρ. By the Fatou property (see Theorem 1.2.17)∫
Ω

ϕ
( |f |
ρ

)
dC ≤ lim

i→∞

∫
Ω

ϕ
( |fni

|
‖fni

‖ϕ

)
dC ≤ 1.

Thus, f ∈ Lϕ(C).

By continuity, for k ≥ 0 given,

ϕ(|fni
− fnj

|k) → ϕ(|f − fnj
|k) C − q.e. as i→∞,

and if n0 ≥ 1 is choosen such that ni, nj ≥ n0 implies kninj
≥ k, then∫

Ω

ϕ(k|fni
− fnj

|)dC ≤
∫

Ω

ϕ(kninj
|fni

− fnj
|)dC ≤ 1.

Hence, letting ni →∞, ‖f − fnj
‖ϕ ≤ k−1 and the result then follows.

Theorem 2.9.13. Let ϕ be an increasing convex function. The space (Lϕ(C), ‖ · ‖ϕ) is a

quasi-Banach function space on (Ω,Σ).

Proof. Let {fn}n∈N be a Cauchy sequence in (Lϕ(C), ‖ · ‖ϕ). By Corollary 2.9.11 for every

λ, η > 0, there exists N ∈ N such that Mϕ(λ(fn − fm)) < η for all n,m ≥ N .

Define for ε > 0, the sets Anm := {x ∈ Ω;λ|fn(x) − fm(x)| ≥ ε} (m,n ≥ N). It follows

that
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C(Anm)ϕ(ε) ≤
∫
Anm

ϕ(λ|fn(x)− fm(x)|)dC < η (n,m ≥ N).

Therefore, by Theorem 1.3.11, {λfn}n∈N converges in capacity to some function λf and it

has a subsequence {λfnk
}k∈N which is convergent to λf C−q.e. Hence, from the continuity

of ϕ,

ϕ(λ|fn(x)− fnk
(x)|) → ϕ(λ|fn(x)− f(x)|) C − q.e. in Ω,

and by Fatou’s property (see Theorem 1.2.17),

Mϕ(λ(fn − f)) =

∫
Ω

lim
k→∞

ϕ(λ|fn(x)− fnk
(x)|)dC

≤ lim inf
k→∞

Mϕ(λ(fn − fnk
)) < η (n ≥ N).

Thus, ‖fn − f‖ϕ → 0 as n→∞, and f ∈ Lϕ(C).

Proposition 2.9.14. Let ϕ be an s-convex function. Then, fn → f in ‖ · ‖ϕ implies that

there exists {fnk
}∞k=1 such that fnk

→ f C−q.e.

Proof. By Corollary 2.9.11, ρϕ(λ(fn − f)) → 0 as n → ∞, for any λ > 0. Hence, for

all λ, η > 0, there exists N ∈ N such that, ρϕ(λ(fn − f)) < η for all n ≥ N . Defining

An := {x ∈ Ω;λ|fn(x)− f(x)| ≥ ε} for n ≥ N , it follows that

C(An)ϕ(ε) ≤
∫
An

ϕ(λ|fn(x)− f(x)|)dC < η (n ≥ N).

So that, {λfn}n∈N converges in capacity to λf and, by Theorem 1.3.11, it follows that

{λfn}n∈N has a subsequence {λfnk
}k∈N convergent to λf C−q.e.

Finally, let us analyze the completeness of the space Lϕ(C) with respect to the quasi-

norm ‖ · ‖ϕ when ϕ is only s-convex. Let us see that, in general, for an s-convex function ϕ,

we need to imposse the continuity of ϕ to obtain the completeness of the capacitary s-convex

space.

Observe fist that not all s-convex function is continuous.

Example 2.9.15. Let 0 < s < 1 and k > 1. Define for u ∈ R+,

f(u) =
{
u

s
(1−s) if 0 ≤ u ≤ 1, ku

s
(1−s) if u ≥ 1

}
.

The function f is non-negative, discontinuous at u = 1, s-convex and it is not (s)-convex.

Theorem 2.9.16. Let ϕ be a continuous s-convex function. Then (Lϕ(C), ‖·‖ϕ) is complete.
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Proof. For all λ, η > 0, there exists N ∈ N such that

ρϕ(λ(fn − fm)) < η (m,n ≥ N).

Thus, by defining An,m := {x ∈ Ω; λ|fn(x)− fm(x)| ≥ ε} for ε > 0, we have that

C(An,m)ϕ(ε) ≤
∫
An,m

ϕ(λ|fn(x)− fm(x)|)dC

≤ ρϕ(λ(fn − fm)) < η (m,n ≥ N).

Hence, by Theorem 1.3.11, it follows that {λfn}n∈N is convergent in capacity to a function

λf and {λfn}n∈N contains a subsequence {λfnk
}k∈N which is convergent to λf C−q.e. in Ω.

Hence, from the continuity,

ϕ(λ|fn(x)− fnk
(x)|) → ϕ(λ|fn(x)− f(x)|) C − q.e. in Ω,

and by Fatou’s property,

ρϕ(λ(fn − f)) ≤ lim inf
k→∞

ρϕ(λ(fn − fnk
)) < η (n ≥ N).

Thus ‖fn − f‖ϕ → 0 as n→∞, and f ∈ Lϕ(C).

Example 2.9.17. Let (Ω,Σ, µ) be a measure space, and ψ(t) := t1−p (0 < p < 1) which

is concave and continuous. Then Cψ(A) := ψ(µ(A)) defines a concave Fatou capacity

(see [Ce]).

Take now ϕ(t) := tp a continuous p-convex function. Then, the space Lϕ(C) defined by

the condition ‖f‖ϕ <∞ is quasi-Banach. We called it a capacitary p-convex space.

Example 2.9.18. Let 0 < p < 1 and C be some concave Fatou capacity. The space

Lp(C) :=
{
f ∈ L0(Ω);

(∫ ∞

0

ptp−1C{|f | > t}dt
) 1

p
<∞

}
is also a quasi-Banach space endowed with the quasi-norm

‖f‖ := inf
{
λ > 0;

∫
Ω

( |f(x)|
λ

)p
dC ≤ 1

}
,

which coincides with ‖f‖Lp(C) :=
( ∫∞

0
ptp−1C{|f | > t}dt

) 1
p
.
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2.9.1 Interpolation of capacitary s-convex spaces

Definition 2.9.19. Let ϕ be a positive function on R+ such that, for every λ ∈ R+ with

some constant C̄ = C(λ), it holds

ϕ(λx) ≤ C̄ϕ(x).

Therefore, for certain p0, p1 we have that

ϕ(λx) ≤ C̄max(λp0 , λp1)ϕ(x).

In this case we say that ϕ is of lower type p0 and upper type p1.

Assume further that ϕ is continuous increasing with ϕ(R+) = R+ so that, ϕ−1 exists and

is continuous increasing too. Then, in [GuP] it is proved that, if ϕ is of type (p0, p1) where

p0 > 0, then ϕ−1 is of type (p−1
1 , p−1

0 ).

We say that a positive function ρ on R+ is quasi-concave if it is equivalent to a concave

function. In [P] we find that ρ is pseudo-concave if and only if ρ is of lower type 0 and upper

type one. In other words, we have with a suitable C̄

ρ(λx) ≤ C̄max(1, λ)ρ(x). (2.27)

The class of functions satisfying (2.27) will be denoted by B(C).

Remark 2.9.20. To develop the theory it is convenient to introduce the homogeneous func-

tion

R(x, y) = xρ(y/x).

Then ρ is in B(1) if and only if R is non-decreasing in each variable separately (that is,

x ≤ x′ implies R(x, y) ≤ R(x′, y) and y ≤ y′ implies R(x, y) ≤ R(x, y′)). In fact, it fulfils

always in the strong sense

x < x′, y < y′ ⇒ R(x, y) < R
(
x′, y′

)
.

Given ρ ∈ B(1), for any two finite positive sequences {xη}η and {yη}η, it follows that∑
R(xη, yη) ≤ 2R

(∑
xη,
∑

yη
)
,

and for any two positive sequences {xη}∞η=1 and {yη}∞η=1,

∞∑
η=1

R(xη, yη) ≤ 2R
( ∞∑
η=1

xη,

∞∑
η=1

yη

)
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(see [P]).

Let us show that every s-convex function is of positive lower type. Indeed, if ϕ is s-convex,

then for all α > 0, taking β = (1− αs)1/s and y = 0, it follows that

ϕ(αx) = ϕ(αx+ β0) ≤ αsϕ(x) + βsϕ(0) = αsϕ(x).

Then, the conclusion follows.

Definition 2.9.21. A function ρ : X → [0,∞] is called a quasi-modular if it satisfies the

following properties:

(a) ρ(x) = 0 ⇐⇒ x = 0,

(b) ρ(λx) ≤ ρ(x) if |λ| ≤ 1, ρ(−x) = ρ(x),

(c) limλ→0 ρ(λx) = 0 if ρ(x) <∞,

(d) ρ((x+ y)/h) ≤ k(ρ(x) + ρ(y)) for certain constants h and k.

From now on, let ϕ be a continuous function on R+, ϕ(0) = 0 and such that ϕ|(0,∞)

is increasing. If ϕ has positive lower type, then ρϕ(f) :=
∫

Ω
ϕ(|f |)dC is a quasi-modular.

Moreover the space Lϕ(C) is locally bounded.

Proposition 2.9.22. Let ϕ be a continuous function with positive lower type. Then (Lϕ(C), ‖·
‖ϕ) is a quasi-Banach function space.

Proof. It follows with similar techniques to the ones in Theorem 2.9.16.

Proposition 2.9.23. Let ϕ, ϕ0 and ϕ1 be continuous increasing functions on R+, where ϕ

is of positive lower type and it can be expressed by ϕ−1 = ϕ−1
0 ρ
(ϕ−1

1

ϕ−1
0

)
with ρ quasi-concave.

Assume that ∫
Ω

ϕi(|ai|)dC ≤ Ci, i = 0, 1, |a| ≤ |a0|ρ
(
|a1|
|a0|

)
.

Then ∫
Ω

ϕ(|a|)dC ≤ 2c(C0 + C1)

holds, where c is the subadditivity constant associated with the capacity.

Proof. Following [GuP], put bi := ϕi(|ai|), i = 0, 1, and b = b0 + b1. We have that ϕ−1
0 , ϕ−1

1

are increasing, b0 ≤ b and b1 ≤ b. So that ϕ−1
0 (b0) ≤ ϕ−1

0 (b), ϕ−1
1 (b1) ≤ ϕ−1

1 (b) and by

Remark 2.9.20,

|a| ≤ R(|a0|, |a1|) = R(ϕ−1
0 (b0), ϕ

−1
1 (b1)) ≤ R(ϕ−1

0 (b), ϕ−1
1 (b)) = ϕ−1(b).
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Invoking the positive lower type of ϕ and integrating respect to the quasi-subadditive ca-

pacity we conclude that∫
Ω

ϕ(|a|)dC ≤
∫

Ω

[ϕ0(|a0|) + ϕ1(|a1|)]dC

≤ 2c

{∫
Ω

ϕ0(|a0|)dC +

∫
Ω

ϕ1(|a1|)dC
}
≤ 2c(C0 + C1).

Remark 2.9.24. Last proposition can be given with the following interpretation. Let X0, X1

be two rearrangement invariant (that is, X satisfies that, if f ∈ X and g is measurable such

that µf = µg
2, then g ∈ X and ‖f‖X = ‖g‖X) quasi-Banach function spaces of measurable

functions on Ω, a capacity space equipped with a positive capacity C, and ρ be a quasi-concave

function. We introduce X = X0ρ
(
X1

X0

)
to be the space of those measurable functions h for

which one can find a constant C̃ and functions a0 ∈ X0 and a1 ∈ X1 such that

|h| ≤ C̃|a0|ρ
( |a1|
|a0|

)
.

We equip X with ‖ · ‖X = infC̃ C̃. We can see, with the usual techniques, that ‖ · ‖X is a

quasi-norm and hence, X becomes a quasi-Banach space. The proof of the completeness of

X follows with similar techniques to the ones in Theorem 2.9.16.

If ρ = ρα for 0 < α < 1, then X = X1−α
0 Xα

1 and we get the Calderón product.

Let ϕi be continuous increasing functions on R+ and consider Xi = Lϕi(C), i = 0, 1. It

follows that

Lϕ0(C)ρ

(
Lϕ1(C)

Lϕ0(C)

)
↪→ Lϕ(C), ϕ−1 = ϕ−1

0 ρ

(
ϕ−1

1

ϕ−1
0

)
.

Now, we consider the same interpolation method as in [GuP]. Let X̄ = (X0, X1) be any

quasi-Banach couple and let ρ be a quasi-concave function.

< X0, X1, % >=
{
a ∈ Σ(X̄); there exists u = {uν}ν∈Z, uν ∈ ∆(X̄)

such that (12) and (13) are satisfied
}
,

where

(12) a =
∑
ν∈Z

uνwith convergence in Σ(X̄)

(13) For all F ⊂ Z finite and every real sequence {ξν}ν∈F , |ξν | ≤ 1 we

have
∥∥∑
ν∈F

ξνuν
ρ(2ν)

∥∥
X0
≤ Ĉ,

∥∥∑
ν∈F

2νξνuν
ρ(2ν)

∥∥
X1
≤ Ĉ with Ĉ independent of F and ξ.

2Recall that µf (λ) := µ{x; |f(x)| > λ}, λ > 0.
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We equip < X̄, ρ >=< X0, X1, ρ > with the quasi-norm

‖a‖<X̄,ρ> = inf Ĉ.

It follows that, if ρ is of lower type 0 and upper type 1, then ‖a‖<X̄,ρ> is a quasi-norm and

< X̄, ρ > is quasi-Banach function space.

Let ϕ0 and ϕ1 be continuous increasing functions on R+ such that ϕi((0,∞)) = (0,∞), i =

0, 1. Let ρ ∈ B(1) and define ϕ by ϕ−1 = ϕ−1
0 ρ

(
ϕ−1

1

ϕ−1
0

)
. With similar techniques to the ones

in [GuP], it follows that Lϕ(C), Lϕ0(C) and Lϕ1(C) are quasi-Banach spaces if ϕ0 and ϕ1

have positive lower type.

Theorem 2.9.25. Assume that both ϕ0 and ϕ1 have positive lower type and that one of them,

say ϕ0 has finite upper type. Assume that ρ ∈ B(1). Then ϕ defined by ϕ−1 = ϕ−1
0 ρ

(
ϕ−1

1

ϕ−1
0

)
satisfies Lϕ(C) ↪→< ¯Lϕ(C), ρ >.

Proof. It follows similarly to the analogous in [GuP, Theorem 7.1].

We have to remark that we were not able to get the converse in Theorem 2.9.25 because

we do not have a capacitary Fubini’s theorem.

Theorem 2.9.26. Under the same conditions of last theorem, ϕ defined by ϕ−1 = ϕ−1
0 ρ
(
ϕ−1

1

ϕ−1
0

)
satisfies Lϕ(C) ↪→ Lϕ0(C)ρ

(
Lϕ1 (C)
Lϕ0 (C)

)
.

Proof. Let f ∈ Lϕ(C) with norm smaller than one and define the function ψ(t) := ϕ0(
|f |
ρ(t)

)−
ϕ1(

t|f |
ρ(t)

). By hypothesis, ψ is decreasing, continuous and limt→0 ψ(t) > 0, limt→∞ ψ(t) < 0.

Thus, there exists a unique t such that ψ(t) = 0. Denote this t by h(t). Then h is continuous.

Defining x = |f |
ρ(t)

and y = t|f |
ρ(t)

, we have that, since ψ(t) = 0, then ϕ0(x) = ϕ1(y). Moreover

ϕ−1(ϕ0(x)) = |f | and ϕ(|f |) = ϕ0(x) = ϕ1(y). Thus∫
Ω

ϕ0

(
|f |
ρ(t)

)
dC =

∫
Ω

ϕ(|f |)dC ≤ 1,

and we can write |f | as an element in Lϕ0(C)ρ
(
Lϕ1 (C)
Lϕ0 (C)

)
. So that, the proof follows.

Corollary 2.9.27. Let ϕ0 and ϕ1 be continuous increasing functions on R+ with ϕi((0,∞)) =

(0,∞), i = 0, 1, both of positive lower type and finite upper type. Define ϕ−1 = ϕ−1
0 ρ

(
ϕ−1

1

ϕ−1
0

)
for ρ be a quasi-concave function in B(1). Then

Lϕ(C) = Lϕ0(C)ρ

(
Lϕ1(C)

Lϕ0(C)

)
↪→< ¯Lϕ(C), ρ > .
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By Theorem 2.8.4, it follows that for 0 < p0 ≤ ∞, 0 < p1 ≤ ∞, α ∈ (0, 1) and 1
p

=
1−α
p0

+ α
p1

,

Lp0(C)1−αLp1(C)α = Lp(C) ↪→< Lp0(C), Lp1(C), ρα > .

See [P1, Theorem 2.2].

In the limit case it follows:

Theorem 2.9.28. Let ϕ0 be a continuous increasing function on R+ of positive lower type

and finite upper type such that ϕ0((0,∞)) = (0,∞). Define ϕ−1 = ϕ−1
0 ρ

(
1

ϕ−1
0

)
for any

quasi-concave function ρ in B+(1). Then

Lϕ(C) = Lϕ0(C)ρ

(
L∞(C)

Lϕ0(C)

)
↪→< Lϕ0(C), L∞(C), ρ >

holds with equivalence of norms.

Proof. See [GuP, Theorem 9.1].
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Chapter 3

Conductor Sobolev type estimates
and isocapacitary inequalities

3.1 Introduction

Recall that for Ω ⊂ Rn be a domain, the extension of Wiener’s capacity of a compact subset

K of Ω for p ≥ 1, is the p-capacity (see Example 1.2.8)1

capp(K,Ω) = inf
0≤f≤1, f=1 onK

‖∇f‖pp (f ∈ Lip0(Ω)).

It was used in [Ma05] to obtain the Sobolev inequality∫ ∞

0

capp(Mat,Mt)d(t
p) ≤ c(a, p)‖∇f‖pp, (3.1)

where Mt is the level set {x ∈ Ω; |f(x)| > t} for t > 0. Recall that for f ∈ Lip(Ω), the usual

gradient of f is defined by

lim sup
d(x,y)→0

|f(x)− f(y)|
d(x, y)

= |∇f(x)| (x ∈ Ω)

and zero at isolated points.

This “conductor inequality” is a powerful tool with applications to Sobolev type imbed-

ding theorems, which for p > 1 plays the same role as the co-area formula for p = 1.

With its variants, (3.1) has many applications to very different areas, such as Sobolev in-

equalities on domains of Rn and on metric spaces, to linear and non-linear partial differential

equations, to calculus of variations, to Markov processes, etc. (See eg. [AH], [AP], [Ci], [Da],

1Lip(Ω) denotes the class of all Lipschitz functions on Ω and Lip0(Ω) the ones with compact support on
Ω.
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[DKX], [Han], [Ko84], [MMi], [MMi1], [MMi2], [Ma85], [Ma11], [Ma05], [Ma06], [MaN], [MaP],

[Ra], [V99], and the references therein).

An interesting extension based on the Lorentz space Lp,q(Ω) (1 < p < ∞, 1 ≤ q ≤ ∞)

was obtained in [CosMa].

Our aim is to extend these capacitary estimates when a general function space X sub-

stitutes Lp(Ω) or Lp,q(Ω) in the definition of capp and capp,q.

The proofs of these new Lorentz-Sobolev inequalities in [CosMa] are based on the prop-

erties

‖f‖pLp,q(Ω,µ) + ‖g‖pLp,q(Ω,µ) ≤ ‖f + g‖pLp,q(Ω,µ) (1 ≤ q ≤ p)

‖f‖qLp,q(Ω,µ) + ‖g‖qLp,q(Ω,µ) ≤ ‖f + g‖qLp,q(Ω,µ) (1 < p < q)

of the Lorentz (quasi-)norms, for f, g disjointly supported functions. Using the fact that

the constant in the right hand side of the inequalities is one, they can be extended to an

arbitrary set of disjoint functions, and Lp,q satisfies lower estimates with constant one (see

Section 2).

A perusal in the proofs allow us to see that the limitation of these usual techniques is

that it allows us to cover only certain particular kind of spaces because of the lower estimates

with constant one, and it does not apply to a wider class of spaces.

However, we will see that an extension is possible in the setting of (quasi-)Banach function

spaces with lower estimates, independently of the value of the constant, by means of new

techniques different to the ones followed by V. Maz’ya and S. Costea. The key point is a

result due to N. J. Kalton and S. J. Montgomery-Smith on the theory of submeasures. Our

results can be applied to many examples, which include Lebesgue spaces, Lorentz spaces,

classical Lorentz spaces, Orlicz spaces, mixed Norm spaces, etc.

It could seem that for improvements of integrability only truncations methods are needed.

In [KO] it appears that inequalities of Sobolev-Poincaré-type are improved to Lorentz type

scales thanks to stability under truncations, but there also p-convexity is implicitly used.

In this sense, we will characterize Sobolev type inequalities in the setting of rearrangement

invariant (r.i. for short) spaces. Under appropriate conditions on the space X (see Theo-

rem 3.5.2) and for any 0 < p <∞, we show the equivalence of the following properties:

(i) For every compact set K on Ω, ϕY (µ(K)) . CapX(K).

(ii) ‖f‖Λ1,p(Y ) . ‖∇f‖X (f ∈ Lip0(Ω)).

(iii) ‖f‖Λ1,∞(Y ) . ‖∇f‖X (f ∈ Lip0(Ω)),
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where ϕY denotes the fundamental function of Y (see (3.2)) and Λp,q(Y ) (0 < q ≤ ∞) is the

Lorentz space defined in (3.12). Moreover, under the appropiate conditions on Y , we show

that

‖f‖Λ1,∞(Y ) . ‖∇f‖X ⇔ ‖f‖Λ1,p(Y ) . ‖∇f‖X ⇔ ‖f‖Y . ‖∇f‖X (f ∈ Lip0(Ω)).

In the particular case when X = Lp, p ∈ (1, n), and Y = Ls with s = np
n−p , we recover

the well-known self-improvement of integrability of Lipschitz functions

‖f‖Ls,p = ‖f‖Λ1,p(Ls) . ‖∇f‖Lp .

As an application of the Sobolev capacitary inequalities, we derive necessary and sufficient

conditions for Sobolev type inequalities in rearrangement invariant spaces involving two

measures, recovering results obtained in [CosMa], [Ma05] and [Ma06] for Lorentz spaces.

We show that under appropiate conditions on the r.i. spaces the following properties are

equivalent:

(i) ‖f‖Λ1,p(Y ) . ‖∇f‖X + ‖f‖Λ1,p(Z) (f ∈ Lip0(Ω)).

(ii) ϕY (µ(g)) . CapX(ḡ, G) + ϕZ(ν(G)) (g ⊂⊂ G ⊂⊂ Ω).2

To finish we develop some extensions to the capacitary function spaces studied in Chapter

1. All the developments on these chapter are summarized in [CeMS2].

3.2 Preliminaries

Let (Ω,Σ, µ) be a measure space. Recall that a quasi-Banach function space X is a quasi-

Banach linear subspace of L0(Ω) with the following properties:

(a) Lattice property: Given g ∈ X and f ∈ L0(Ω) such that |f | ≤ |g|, then f ∈ X and

‖f‖X ≤ ‖g‖X .

(b) Fatou property: 0 ≤ fn ↑ f µ-a.e. ⇒ ‖fn‖X ↑ ‖f‖X .

Assume that µ is a measure on Ω. A quasi-Banach function space X on Ω is said to be

rearrangement invariant (r.i. for short) if f ∈ X, g ∈ L0(Ω) and g∗µ ≤ f ∗µ imply g ∈ X and

‖g‖X ≤ ‖f‖X .
2The notation g ⊂⊂ G will mean that g and G are two open sets in Rn such that g is a compact subset

of G.
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Definition 3.2.1. Let X be an r.i. quasi-Banach function space on Ω. The fundamental

function of X (see [BeSh] and [BeR]) is defined as

ϕX(t) := ‖χA‖ (µ(A) = t). (3.2)

3.2.1 Convexity conditions

As we said in the introduction, certain convexity conditions are needed.

Definition 3.2.2. A quasi-Banach function space X on Ω is called p-convex or p-concave

if there exists a constant M so that∥∥∥( n∑
i=1

|fi|p
)1/p∥∥∥ ≤M

( n∑
i=1

‖fi‖p
)1/p

(n ∈ N, {fi}ni=1 ⊂ X)

or ( n∑
i=1

‖fi‖p
)1/p

≤M
∥∥∥( n∑

i=1

|fi|p
)1/p∥∥∥ (n ∈ N, {fi}ni=1 ⊂ X),

respectively.

Definition 3.2.3. Let 0 < p < ∞. A quasi-Banach function space X on Ω satisfies an

upper p-estimate or a lower p−estimate if there exists a constant M so that, for all n ∈ N
and for any choice of disjointly supported elements {fi}ni=1 ⊂ X,∥∥∥( n∑

i=1

|fi|p
)1/p∥∥∥ ≤M

( n∑
i=1

‖fi‖p
)1/p

(3.3)

or ( n∑
i=1

‖fi‖p
)1/p

≤M
∥∥∥( n∑

i=1

|fi|p
)1/p∥∥∥, (3.4)

respectively. The smallest constant M in (3.3)(resp. in (3.4)) is called the upper p-estimate

(resp. lower p-estimate) constant and it will be denoted by M (p)(X) (resp. M(p)(X)).

Example 3.2.4. Let (Ω,Σ, µ) be a measure space. For 1 ≤ q < p, Lp,q(µ) satisfies a lower

p-estimate with constant one, and for 1 < p < q <∞ it satisfies an upper p-estimate and a

lower q−estimate with constants one. Easy proofs of these facts can be seen in [CosMa].

Example 3.2.5. Since
∑n

i=1 |gi|p = |
∑n

i=1 gi|p when {gi}ni=1 ⊂ X are disjointly supported,

if X is p−concave, then X satisfies a lower p-estimate.
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Proposition 3.2.6. If a Banach lattice X on Ω satisfies an upper, respectively, lower r-

estimate for some 1 < r <∞, then it is p-convex, respectively q-concave, for every 1 < p <

r < q <∞.

In [CSo], in connection with these properties, it is observed a similar one for the classical

Lorentz spaces on Rn. The property observed by M. J. Carro and J. Soria is the following:

Definition 3.2.7. Let 0 < p < ∞ and X be a Banach lattice on Ω. Let {Ei}∞i=1 be a

collection of pairwise disjoint measurable subsets of Ω, E0 :=
⋃∞
i=1Ei, and f ∈ X. We say

that X satisfies a weak lower p−estimate if the following inequality

∞∑
i=1

‖χEi
f‖pX ≤ ‖χE0f‖

p
X

holds. The condition follows if and only if it holds for two disjoint sets A,B.

Proposition 3.2.8. Let X be a Banach lattice on Ω. Then, X satisfies a lower p-estimate

with M(p)(X) = 1 if and only if X satisfies a weak lower p−estimate.

Proof. Let {Ei}∞i=1 be a collection of pairwise disjoint measurable subsets of Ω, E0 := ∪∞i=1Ei

and f ∈ X. Defining xi := fχEi
we have that, for n ∈ N( n∑

i=1

‖xi‖p
)1/p

≤M(p)(X)
∥∥ n∑
i=1

xi
∥∥.

Then, for all n ∈ N,
∑n

i=1 ‖xi‖p ≤ ‖
∑n

i=1 xi‖p ≤ ‖fχE0‖p, and therefore letting n → ∞ we

get that

∞∑
i=1

‖xi‖p = lim
n→∞

n∑
i=1

‖xi‖p ≤ ‖fχE0‖p.

The converse follows taking, for {fi}ni=1 ⊂ X disjointly supported, f =
∑n

i=1 fi.

We will see more facts related to these properties in the last section of this chapter.

3.2.2 Examples

For the sake of the reader convenience, let us present some examples of spaces satisfying this

kind of properties.

A function F : (0,∞) → (0,∞) is called quasi-increasing (resp. quasi-decreasing) if

F (s) . F (t) (resp. F (t) . F (s)) for any 0 < s < t. Moreover, F is said quasi-superadditive

if there exists a constant d > 0 such that F (x) + F (y) ≤ dF (x + y) for all 0 < x, y < ∞,

and it is said superadditive when d = 1.
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Example 3.2.9 (Classical Lorentz spaces or Weighted Lorentz spaces). In the second chap-

ter we showed that classical Lorentz spaces are capacitary Lebesgue spaces. Now our focus is

in the convexity properties of these spaces.

The Weighed Lorentz space Λp
µ(w) is the class of all measurable functions in Rn such

that

‖f‖Λp
µ(w) =

(∫ ∞

0

f ∗µ(x)
pw(x)dx

)1/p

<∞,

where f ∗µ denotes the decreasing rearrangement of f with respect to µ (compare with (1.2)).

This spaces were introduced in 1951 by [Lo]. It is shown in [Lo] that the condition of w being

non-increasing is necessary and sufficient for ‖ · ‖Λp
µ(w) to be a norm.

These spaces are r.i. and hence, by Luxemburg’s theorem, we can reduce them to the

measure space (R+,m). When the measure is the Lebesgue measure, we write f ∗ instead of

f ∗m and Λp(w) instead of Λp
m(w).

As in the study of capacitary Orlicz spaces, the ∆2-condition (see (2.26)) is also useful

here. Let W (t) :=
∫ t

0
w(s)ds. In [CSo, Corollary 2.2] we see that ‖ · ‖Λp

µ(w) is a quasi-norm

if and only if W satisfies the ∆2-condition.

These spaces were studied among others by S. Reisner [Rei], S. Ya. Novikov [No] and

C. Schütt [Sch] generalizing results of J. Creekmore [Cre] relative to Lp,q. One of the first

attempts to study their convexity nature was done in [Ray]. Λp(w) is p−convex (resp. p-

concave) if and only if w is, up to an admissible change, non-increasing (resp. non-decreasing),

where the change from w1 to w2 is admissible if W1 and W2 are equivalent.

Let us observe that the distribution function of f with respect to the measure µ(x)dx is

λµf (y) =
∫
{x;|f(x)|>yx} µ(x)dx. We have that

‖f‖Λp
µ(w) =

∥∥∥y(∫ λµ
f (y)

0

w(t)dt
)1/p∥∥∥

Lp(dy/y)

and hence, for 0 < p, q <∞, Λp,q
µ (w) is the space of all measurable functions in Rn such that

‖f‖Λp
µ(w) =

∥∥∥y(∫ λµ
f (y)

0

w(t)dt
)1/p∥∥∥

Lq(dy/y)
<∞.

These spaces satisfy the following chain of embeddings

· · ·Λp,1
µ (w) ⊂ · · · ⊂ Λp

µ(w) ⊂ · · · ⊂ Λp,q
µ (w) ⊂ · · · ⊂ Λp,∞

µ (w),

for p ≤ q. And in the case w = 1, Λp,q
µ (w) is the Lorentz space Lp,q(µ).
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Let us observe that the spaces Λp,q
µ (w) are, in fact, weighted Lorentz spaces if q <∞, and

they coincide with the spaces Λq
µ(wp), where

wp(x) =
(∫ x

0

w(t)dt
)q/p−1

w(x).

In [CSo] it was proved:

Proposition 3.2.10. Let p0 ≤ p1. Then W p1/p0 is quasi-superadditive, that is, for every

{tk}k ⊂ R+, (∑
k

(∫ tk

0

w(s)ds
)p1/p0)p0/p1

≤ C

∫ ∑
k tk

0

w(s)ds,

if and only if, Λp0
µ0

(w) satisfies a lower p1−estimate.

Proof. To prove the necessary condition, we use the fact that for 0 < p <∞∫ ∞

0

(f ∗µ0
(t))pw(t)dt = p

∫ ∞

0

yp−1
(∫ λ

µ0
f (y)

0

w(t)dt
)
dy,

and the Minkowski integral inequality to obtain∑
k

‖fk‖p1Λ
p0
µ0

(w)
=

∑
k

(∫ ∞

0

yp0−1
(∫ λ

µ0
fk

(y)

0

w(t)dt
)
dy
)p1/p0

≤
(∫ ∞

0

yp0−1
(∑

k

(∫ λ
µ0
fk

(y)

0

w(t)dt
)p1/p0)p0/p1

dy
)p1/p0

≤ C
(∫ ∞

0

yp0−1
(∫ ∑

k λ
µ0
fk

(y)

0

w(t)dt
)
dy
)p1/p0

= C
(∫ ∞

0

yp0−1
(∫ λ

µ0∑
k fk

(y)

0

w(t)dt
)
dy
)p1/p0

= C‖
∑
k

fk‖p1Λ
p0
µ0

(w0)
.

Conversely,
( ∫ tk

0
w(s)ds

)1/p0
= ‖fk‖Λ

p0
µ0

(w), where (fk)
∗
µ0

= χ(0,tk). If for x ∈ Rn

Fk(x) = χ(tk−1,tk−1+tk)(µ0(B(0, |x|))),

then one can easily check that (Fk)
∗
µ0

(s) = (fk)
∗
µ0

and the Fk’s have pairwise disjoint supports.

Therefore,∑
k

(∫ tk

0

w(s)ds
)p1/p0

=
∑
k

‖fk‖p1Λ
p0
µ0

(w)
=
∑
k

‖Fk‖p1Λ
p0
µ0

(w)

≤ C‖
∑
k

Fk‖p1Λ
p0
µ0

(w)
= C

(∫ ∑
k tk

0

w(s)ds
)p1/p0

.



134 3. Conductor Sobolev type estimates

A considerable amount of work has been done to study the properties of these spaces. It

is well-known that Λp(w) is p-convex with constant one when w is decreasing, and p-concave

with constant one when w is increasing. Moreover, if 0 < r < p <∞, then Λp(w) is r-convex

if and only if for some ε > 0, W (t)/tp/r−ε is quasi-decreasing (see [KaMa]), and if r > p,

then Λp(w) is not r-convex.

If w is decreasing, by [KaP, Theorem 1], for r > p and p/r + 1/s = 1, the r-concavity

constant of Λp(w) is

sup
t>0

[(1
t

∫ t
0
ws)1/s

1
t

∫ t
0
w

]1/p
.

Moreover, if 0 <
∫ x

0
w(t)dt <∞ and

∫∞
x
t−pw(t)dt <∞, then, for p ≤ r <∞, Λp(w)

satisfies a lower r−estimate if and only if

t−p/r
∫ t

0

w(s)ds

is quasi-increasing. In particular, for 0 < p <∞, Λp(w) is p-concave if and only if W (t)/t is

quasi-increasing (see [KaMa, Theorem 7 and 8]).

The classical Lorentz spaces generalize many known spaces in the literature. If w(t) :=

tp/q−1, then we obtain the Lorentz space Lq,p(Ω). If w(t) := tp/q−1(1 + log(t))λp, then we

obtain the Lorentz-Zygmund space, that is, Λp(w) = Lq,p(LogL)λ(Ω) (see e.g. [BeR]).

More generally, a positive function b is called slowly varying on (1,∞) in the sense of

Karamata (s.v. for short), if for each ε > 0, tεb(t) is quasi-increasing and t−εb(t) is quasi-

decreasing. For example, the following funtions are s.v.

b(t) = exp(
√

log t) and b(t) = (e+ log t)α(log(e+ log t))β for α, β ∈ R.

If w(t) = tq/p−1b(max(t, 1/t))q with b s.v., then Λq(w) is the Lorentz-Karamata space

Lp,q,b(Ω) (see e.g. [Nev]).

For the classical Lorentz spaces the fundamental function is ϕΛp
µ(w) = W 1/p. Therefore,

these previous results sujest a possible relation between these properties for a quasi-Banach

function space X on L0(Ω) and the behaviour of ϕX(t)/t.

Definition 3.2.11. Given 0 < p < ∞ and a quasi-Banach lattice X, X(p) = {x; |x|p ∈ X}
denotes the p−convexification of X eqquiped with the quasi-norm ‖x‖X(p) = ‖|x|p‖1/p.

It is clear then that X(p) is 1-convex (resp. 1-concave) if and only if X is 1/p-convex

(resp. 1/p-concave). Notice also that a quasi-Banach space is normable if and only if it is

1−convex (see [KaMa1, Preliminaries]).
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Theorem 3.2.12. Assume that X is a Banach function space on (R+,m). If X has a lower

q−estimate, then there exists ε ≥ 0 such that ϕX(t)q+ε

t
is quasi-increasing on [0,∞].

Proof. Suppose first that q = 1 and that X has a lower q−estimate over (R+,m). Let

0 < s < t, n = [ t
s
], fi := χ

(
(i−1)t

2n
, it
2n

]
, i = 1, ..., 2n. It follows that f ∗i = χ(0, t

2n
] and ‖fi‖X =

ϕX(t/2n).

By the lower estimate, there exists C > 0 such that

∥∥∥ 2n∑
i=1

fi

∥∥∥
X

= ϕX(t) ≥ C
( 2n∑
i=1

‖fi‖X
)

= C2nϕX(t/2n).

Since 2n = 2[ t
s
] ≥ t

s
, then t

2n
≤ s; and then,

∥∥∥ 2n∑
i=1

fi

∥∥∥
X
≥ C

2n

t
tϕX(t/2n) = Ct

ϕX(t/2n)
t

2n

≥ Ct
ϕX(s)

s
.

Therefore, ϕX(s)
s

is quasi-increasing. Hence, since ϕX is increasing, it follows that there exists

ε > 0 such that
ϕ1+ε

X (t)

t
is also quasi-increasing.

Let now q 6= 1 and suppose that X has a lower q−estimate. Since for a Banach lattice

(see [KaMaP]) it follows:

qc(X) := inf{q > 0;X is q − concave},

= qd(X) = inf{q > 0;X satisfies a lower q − estimate} = q(X),

then for all ε > 0, X is q + ε-concave. Therefore, there exists p ∈ R such that q + ε = 1/p

and X is 1/p-concave. Then, X(p) is 1-concave and hence, it has a lower 1−estimate. Then,

by before,
ϕ

X(p) (t)
1

t
is quasi-increasing, that is, ϕX(t)(q+ε)

t
is quasi-increasing.

Remark 3.2.13. If X has an upper q−estimate, then there exists ε ≥ 0 such that ϕX(t)q−ε

t

is quasi-decreasing on [0,∞].

It is our feeling that these results can be the starting point of a project to try to develop

in the earlier future.

Example 3.2.14 (Γp(w)). Suppose that the weight w (any non-negative function) satisfies

that for 0 < p <∞ and x > 0,

0 < W (x) =

∫ x

0

w(t)dt <∞ and Wp(x) := xp
∫ ∞

x

t−pw(t)dt <∞.
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Easily it follows that

Γp(w) =
{
f ∈ L0(Ω); ‖f‖Γp(w) :=

(∫ ∞

0

f ∗∗(x)pw(x) dx
)1/p

<∞
}

is a quasi-Banach function space with the Fatou property, where recall that

f ∗(t) = inf {λ > 0; µ {x ∈ Ω; |f(x)| > λ} ≤ t} , Ω ⊂ R+

and f ∗∗(t) := t−1
∫ t

0
f ∗(s) ds.

Assume that w satisfies that t−p
∫ t

0
w(s)ds .

∫∞
t
s−pw(s) ds and the non-degeneracy

conditions
∫ 1

0
s−pw(s) ds =

∫∞
1
w(s) ds = ∞. In that case, ϕΓp(w) ' W

1/p
p (see [KaMa1]).

Theorem 3.2.15. Under the previous conditions on w and 1 < p < ∞, the following

conditions are equivalent:

(i) Γp(w) is p-convex (resp. p-concave).

(ii) Γp(w) satisfies an upper p−estimate (resp. a lower p−estimate).

(iii) Wp(x)/x is quasi-decreasing (resp. quasi-increasing),

(iv) ϕΓp(w)/x
1/p is quasi-decreasing (resp. quasi-increasing).

Proof. Under these conditions, by [KaMa1, Corollary 1.9] it follows that

Γp(w)∗ ' (Γp(w))′ = Λp′(v),

where v(x) = V ′(x), 1/p+ 1/p′ = 1, and

V (x) =
(∫ ∞

x

t−pw(t)dt
)−1/(p−1)

, x > 0.

So that, there exists a weight v such that Λp′(v) is a normable space and it is a predual of

Γp(w), that is Λp′(v)∗ is lattice isomorphic to Γp(w). Thus Γp(w) is p-convex or satisfies an

upper p-estimate if and only if Λp′(v) is p′-concave or satisfies a lower p′-estimate, respectively

(cf. Proposition 1.d.4 in [LiZa]).

Moreover, V (x)/x is quasi-increasing if and only if Wp(x)/x is quasi-decreasing. Now, as

we know, Λp′(v) is p′-concave if and only if V (x)/x is quasi-increasing. Therefore, (i)-(iii) are

equivalent. Finally, the conditions on w yield that ϕpΓp(w) ' Wp and hence (iii) is equivalent

to (iv).



3.2. Preliminaries 137

Moreover, if t−p
∫ t

0
w(s)ds .

∫∞
t
s−pw(s) ds and 1 < p ≤ r <∞ then, by [KaMa1, Theo-

rem 3.3], it follows that Γp(w) satisfies a lower r−estimate if and only if tp(1−1/r)
∫∞
t
s−pw(s) ds

is quasi-increasing.

For 0 < p ≤ 1 and r ≥ 1, or for 1 < p < r <∞, Γp(w) is r−concave if and only if

tp(1−1/r)−ε
∫ ∞

t

s−pw(s) ds

is quasi-increasing for some ε > 0. For more details see [KaMa1].

Example 3.2.16 (Musielak-Orlicz spaces). A two variable real function φ(u, t) : [0,∞) ×
Ω → [0,∞) will be called a Musielak-Orlicz function if for a.a. t ∈ Ω, u → φ(u, t) is

increasing and continuous with φ(0, t) = 0, φ(u, t) > 0 for u > 0 and limu→∞ φ(u, t) = ∞,

and for all u ≥ 0 the function t → φ(u, t) is Σ-measurable. If φ is convex with respect to u

we say that it is a Young function (see [Ka1] and [Ka2]).

The Musielak-Orlicz space Lφ(Ω) is then defined as the set of equivalence classes of

measurable functions f : Ω → R such that∫
Ω

φ(λ|f(t)|, t)dµ(t) <∞

for some λ > 0. Under the norm

‖f‖φ := inf
{
ε > 0;

∫
Ω

φ(|f(t)|/ε, t)dµ(t) ≤ 1
}
,

Lφ(Ω) is a Banach space. If φ does not depend on t, then Lφ(Ω) is an Orlicz space.

Let Lφ(Ω) be an Orlicz space over a non-atomic measure space, 1 < p ≤ 2 ≤ q <∞, and

µ(Ω) <∞. Then, if there exists u ≥ 0 such that

φ(λu) . λqφ(u) (λ ≥ 1 and u ≥ u0),

then Lφ(Ω) is r-concave for all r > q and hence, it satisfies a lower r−estimate. If µ(Ω) = ∞,

then the above inequalities have to hold for all u ≥ 0.

For 0 < q <∞, Lφ(Ω) satisfies a lower q−estimate if and only if

φ(λu) . λqφ(u) for all λ ≥ 1 and all u.

Given 0 < q < ∞ (resp. 0 < p < ∞), it is said that φ satisfies condition ∆q (resp.

condition ∆∗p) if there exists K > 0 and a non-negative integrable function h such that

φ(λu, t) ≤ Kλq(φ(u, t) + h(t)) (resp. φ(λu, t) ≥ Kλp(φ(u, t)− h(t)))
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for all λ ≥ 1, u ≥ 0 and a.a. t ∈ Ω.

Given a Musielak-Orlicz function φ, the lower indice α(φ) is defined as follows

α(φ) := sup{p;φ ∈ ∆∗p}.

If α(φ) > 0, it is well-known that the quasi-norm ‖·‖φ is q-concave for 0 < q <∞. Moreover,

for a quasi-normed space (Lφ(Ω), ‖ · ‖φ) and 0 < q <∞,

Lφ(Ω) satisfies a lower q estimate ⇔ φ satisfies condition ∆q.

For more details about it, see [Ka1] and [Ka2].

Function spaces that are not rearrangement invariant may also be considered:

Example 3.2.17 (Mixed norm Lp spaces). The space Lq(Ω2)[L
p(Ω1)] for 1 ≤ p, q ≤ ∞,

defined by the condition

‖f‖ :=
(∫ (∫

|f(x, y)|p dµ1(x)
)q/p

dµ2(y)
)1/q

<∞,

satisfies a lower pq−estimate with constant one.

Indeed, if f and g are two disjointly supported functions, it follows from [BP, Theorem

1] that ‖f + g‖pq ≥ ‖f‖pq + ‖g‖pq.
In the case Lpn(µn)[. . . [L

p1(µ1)]] we have a lower p1 · · · pn−estimate with constant one.

Example 3.2.18 (Mixed norm weighted Lorentz spaces). Suppose 1 ≤ p, q <∞ and, for a

measurable function f on Ω = Ω1 × Ω1, denote f ∗y (x, t) the decreasing rearrangement of f

with respect to the second variable y, when the first variable x is fixed (see [BKPSo]).

Let u and v be weights on Ω1 and Ω2, u such that U(x) :=
∫ x

0
u(t) dt is quasi-superadditive.

Then the space Λq(v)[Λp(u)] defined by the condition

‖f‖Λq(v)[Λp(u)] :=
(∫ ∞

0

[( ∫ ∞

0

(f ∗y (·, t))pu(t)dt
)∗

(s)
]q/p

v(s)ds
)1/q

<∞

also satisfies a lower pq−estimate.

Indeed, Λp(u) satisfies a lower p−estimate (see [CSo, Lemma 3.2]).

Let 0 ≤ a ≤ 1. If we apply Hölder’s inequality to the scalar product in a1− 1
px+(1−a)1− 1

py

for 1 ≤ p <∞, we obtain

(|x|p + |y|p)1/p ≥ a1− 1
px+ (1− a)1− 1

py.
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So that, if f, g ∈ Λp(u) are disjointly supported, then

M(p)(Λ
p(u))‖f + g‖Λp(u) ≥

(
‖f‖pΛp(u) + ‖g‖pΛp(u)

)1/p

≥ a1−1/p‖f‖Λp(u) + (1− a)1−1/p‖g‖Λp(u),

if 0 ≤ a ≤ 1.

Let now f, g ∈ Λq(v)[Λp(u)] be disjointly supported. Then,

M(p)(Λ
p(u))‖f + g‖Λq(v)[Λp(u)]

= M(p)(Λ
p(u))

(∫ ∞

0

[( ∫ ∞

0

(f + g)∗y(·, t)pu(t)dt
)∗

(s)
]q/p

v(s)ds
)1/q

≥
(∫ ∞

0

[a1−1/p‖fy(s)‖qΛp(u) + (1− a)1−1/p‖gy(s)‖qΛp(u)]v(s)ds
)1/q

≥ a1− 1
pq ‖f‖Λq(v)[Λp(u)] + (1− a)1− 1

pq ‖g‖Λq(v)[Λp(u)].

Finally, choosing

a =
‖f‖pqΛq(v)[Λp(u)]

‖f‖pqΛq(v)[Λp(u)] + ‖g‖pqΛq(v)[Λp(u)]

it follows that

M(p)(Λ
p(u))‖f + g‖Λq(v)[Λp(u)] ≥

(
‖f‖pqΛq(v)[Λp(u)] + ‖g‖pqΛq(v)[Λp(u)]

) 1
pq
.

Observe that, if U is superadditive, then M(p)(Λ
p(u)) = 1.

Remark 3.2.19. In Example 3.2.9, if w is decreasing (resp. increasing), then for all q > p,

Λp(w) is q-concave with constant one (resp. q-convex with constant one for all 0 < q < p) if

and only if Λp(w) is isometric to Lp. See [KaP, Corollary 4].

For a Lorentz-Karamata space, we have (see [EP])

‖f‖p,q,b =
(∫ ∞

0

[
t1/p−1/qf ∗(t)b(t)

]q
dt
)1/q

=
(∫ ∞

0

f ∗(t)qtq/p−1b(t)qdt
)1/q

= ‖f‖Λq(w),

where w is the weight defined as w(s) := sq/p−1b(s)q, s > 0. For q > p, since b is s. v., then

w1/q and w are quasi-increasing. Then for 0 < x ≤ y

W (x) +W (y) =

∫ x

0

w(s)ds+

∫ y

0

w(s)ds∫ x

0

w(s)ds+

∫ x+y

x

w(s− x)ds .
∫ x

0

w(s)ds+

∫ x+y

x

w(s)ds = W (x+ y).
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Therefore (
W (x)q/p +W (y)q/p

)p/q
≤ W (x) +W (y) . W (x+ y),

and W q/p is also quasi-superadditive. Hence, by [CSo, Lemma 3.2], Λp(w) satisfies a lower

q-estimate and also Λq(w). For q ≤ p, by [KaMa, Theorem 6], Λp(w) is not q-concave.

A function φ is said to satisfy (RC) if

φ(au)

φ(u)
+
φ((1− a)v)

φ(v)
≥ 1 for all u, v > 0 and 0 < a < 1.

Assume that φ is an Orlicz function, that is, φ is strictly increasing and continuous with

limu→∞ φ(u) = ∞, φ(0) = 0 and φ(1) = 1. When µ(Ω) < ∞, if φ(u1/p) satisfies (RC),

by [HKT, Corollary 3.3], it follows that Lφ(Ω) satisfies a lower p-estimate with constant one.

If µ(Ω) = ∞, then φ(u1/p) satisfies (RC) if and only if Lφ(Ω) satisfies a lower p-estimate

with constant one.

3.3 Sobolev capacitary inequalities

Submeasures: If A is an algebra of subsets on Ω, a set-function φ : A → R is called

monotone if it satisfies φ(∅) = 0 and φ(A) ≤ φ(B) whenever A ⊂ B, and that φ is normalized

when φ(Ω) = 1. A monotone set-function φ is a submeasure if

φ(A ∪B) ≤ φ(A) + φ(B)

whenever A,B ∈ A are disjoint, and φ is a supermeasure if

φ(A ∪B) ≥ φ(A) + φ(B)

whenever A,B ∈ A are disjoint.

Definition 3.3.1. For any 0 < p < ∞, we say that a monotone set-function φ satisfies an

upper p-estimate if φp is a submeasure, and a lower p-estimate if φp is a supermeasure.

In the proof of Theorem 3.3.5, we shall use [KMo, Theorem 2.2], where it is shown that,

if 0 < p < 1 and ϕ is a normalized supermeasure which satisfies an upper p-estimate, then

there exists a measure µ on Ω such that ϕ ≤ µ and µ(Ω) ≤ Kp, where

Kp =
2

(2p − 1)1/p
− 1.

For a more complete treatment, see [KMo] and the references quoted therein.
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From now on, let Ω be a domain of Rn endowed with the Lebesgue measure mn and

X = X(Ω) a quasi-Banach function space on Ω.

Given a compact set K ⊂ Ω and an open set G ⊂ Ω containing K, the couple (K,G) is

called a conductor and we denote

W (K,G) := {u ∈ Lip0(G); u = 1 on a neighbourhood ofK, 0 ≤ u ≤ 1}.

Each conductor has an X-capacity defined by

CapX(K,G) := inf{‖∇u‖X ; u ∈ W (K,G)},

that for X = Lp,q recovers the capacity CapX = cap
1/p
p,q from [CosMa].

We will write CapX(·) = CapX(·,Ω) if Ω has been fixed.

From the definition (see [Ma85], [Ma05] and [Cos]) we have:

Theorem 3.3.2. The set function (K,G) → CapX(K,G), where K is a compact subset of

the open set G ⊂ Ω, enjoys the following properties:

(i) If K1 ⊂ K2 are compact sets in G, CapX(K1, G) ≤ CapX(K2, G).

(ii) If Ω1 ⊂ Ω2 are open sets and K is a compact subset of Ω1, then

CapX(K,Ω2) ≤ CapX(K,Ω1).

(iii) If {Ki}∞i=1 is a decreasing sequence of compact subsets of G with K :=
⋂∞
i=1Ki, then

CapX(K,G) = lim
i→∞

CapX(Ki, G).

(iv) If {Ωi}∞i=1 is an increasing sequence of open subsets of Ω with Ω :=
⋃∞
i=1 Ωi and K is

a compact subset of Ω1, then

CapX(K,Ω) = lim
i→∞

CapX(K,Ωi).

Proof. (i) Let u ∈ W (K2, G), then u ∈ W (K1, G). Hence by definition, we get that

CapX(K1, G) ≤ CapX(K2, G).

(ii) Let Ω1 ⊂ Ω2 be two open subsets and K be a compact subset of Ω1. Hence K is a

compact subset of Ω2. Let u ∈ Lip0(Ω1). Extending u by zero, we have that u ∈ Lip0(Ω2).

Hence W (K,Ω1) ⊂ W (K,Ω2), and therefore

CapX(K,Ω2) ≤ CapX(K,Ω1).
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(iii) Let {Ki}∞i=1 be a decreasing sequence of compact subsets of G with K :=
⋂∞
i=1Ki.

Let b := limi→∞ CapX(Ki, G). Consider any u ∈ W (K,G). There exists, by definition, an

open set E in Ω such that K ⊂ E ⊂ G where u = 1. We have that

K ⊂ E ⊂ {x ∈ Ω;u(x) = 1} ⊂ supp u ⊂ G

is compact, and hence {u = 1} is compact. Therefore for sufficiently large j, since Ki ↓ K,

we have K ⊂ Kj ⊂ E and then

lim
i→∞

CapX(Ki, G) ≤ CapX(Kj, G) ≤ ‖∇u‖X .

Taking infimum over all u ∈ W (K,G) the conclusion follows.

(iv) Let {Ωi}∞i=1 be an increasing sequence of open sets with Ω := ∪∞i=1Ωi, and K be

a compact subset of Ω1. Let b := limi→∞ Cap(K,Ωi). Consider any u ∈ W (K,Ω). Since

supp u is a compact subset of the open set Ω then, for large i, u ∈ Lip0(Ωi) and u = 1

in a neighbourhood of K. Hence u ∈ W (K,Ωi) and CapX(K,Ωi) ≤ ‖∇u‖X . Therefore,

limi→∞ CapX(K,Ωi) ≤ ‖∇u‖X and taking infimum over all W (K,Ω), we see that b ≤
Cap(K,Ω).

Moreover, since Ωi ⊂ Ω and both are open subsets, by (ii), CapX(K,Ω) ≤ CapX(K,Ωi)

for all i ∈ N and then the reverse inequality follows.

With similar techniques to the ones in [Cos] we obtain:

Proposition 3.3.3. Let G ⊂ Rn be an open set and {Ki}i∈N a sequence of compact subsets

in G. If K := ∪ki=1Ki ⊂ G, then

CapX(K,G) ≤
k∑
i=1

CapX(Ki, G),

where k ≥ 1 is a positive integer.

Proof. Suppose that k = 2. Consider any ui ∈ W (Ki, G) and define u := max(u1, u2). We

have that u1 ∈ Lip(G), u1 = 1 in a neighbourhood of K1 and u1 = 0 on ∂G and u2 ∈ Lip(G),

u2 = 1 in a neighbourhood of K2 and u2 = 0 on ∂G. Hence u ∈ Lip(G), u = 1 in a

neighbourhood of K1 ∪ K2, u = 0 on ∂G. Then u ∈ W (K1 ∪ K2, G) where K1 ∪ K2 is

bounded on G. Therefore CapX(K1 ∪K2, G) ≤ ‖∇u‖X .

Moreover |∇u| ≤ max(|∇u1|, |∇u2|). Define f3 := max(|∇u1|, |∇u2|) and f1 := |∇u1|,
f2 := |∇u2|. Then

‖∇u‖X ≤ ‖f3‖X ≤ ‖f1 + f2‖X ≤ ‖f1‖X + ‖f2‖X ,
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CapX(K1 ∪K2, G) ≤ ‖∇u‖X ≤ ‖∇u1‖X + ‖∇u2‖X

and, taking infimum overW (Ki, G) (i = 1, 2), we obtain that CapX(K1∪K2, G) ≤ CapX(K1, G)+

CapX(K2, G).

Suppose now that for all k < m we have that CapX(∪ki=1Ki, G) ≤
∑∞

i=1 CapX(Ki, G)

and let k = m. Then

CapX(∪mi=1Ki, G) = CapX

(
Km ∪

k−1⋃
i=1

Ki, G
)
≤ CapX(Km, G) + CapX

( k−1⋃
i=1

Ki, G
)

≤ CapX(Km, G) +
k∑
i=1

CapX(Ki, G) =
m∑
i=1

CapX(Ki, G).

With similar techniques to the ones in [CosMa] we get:

Proposition 3.3.4. Let X be an r.i space satisfying a weak lower 1−estimate. Suppose that

Ω1, . . . ,Ωk are k pairwise disjoint open sets and Ki are compact subsets of Ωi for i = 1, ..., k.

Then

CapX

( k⋃
i=1

Ki,
k⋃
i=1

Ωi

)
≥

k∑
i=1

CapX(Ki,Ωi).

Proof. A finite induction on k would prove it, so we can assume that k = 2. Let u ∈
Lip0(Ω1 ∪ Ω2) and ui := χΩi

u, i = 1, 2. Consider i ∈ {1, 2} and vi be the restriction of u to

Ωi. Then vi ∈ Lip0(Ωi). We notice that ui can be regarded as the extension of vi by 0 to

Ω1 ∪ Ω2.

If u ∈ W (K1 ∪K2,Ω1 ∪ Ω2), then u ∈ Lip0(Ω1 ∪ Ω2) and u = 1 in a neighbourhood of

K1 ∪ K2. Hence, since vi = u|Ωi
, it follows that vi = u on Ki ⊂ Ωi for i ∈ {1, 2}. Then

vi ∈ Lip0(Ωi) and vi = 1 on a neighbourhood of Ki, that is, vi ∈ W (Ki,Ωi).

Conversely for i ∈ {1, 2}, if vi ∈ W (Ki,Ωi), then vi ∈ Lip0(Ωi) and vi = 1 in a neigh-

bourhood of Ki. Therefore, since vi = u|Ωi
, it follows that u = 1 in a neighbourhood of

K1 ∪K2, v1 + v2 = u. And, since vi ∈ Lip0(Ωi), then u is Lipschitz on Ω1 ∪ Ω2, which gives

u ∈ W (K1 ∪K2,Ω1 ∪ Ω2) .

Since Ω1 and Ω2 are disjoint and u = u1 + u2, with the functions ui supported on Ωi

for i = 1, 2, we obtain that u = uχΩ1∪Ω2 = u(χΩ1 + χΩ2) = u1 + u2 and, by the weak lower

1−estimate

‖χΩ1∇u‖X + ‖χΩ2∇u‖X ≤ ‖χΩ1∪Ω2∇u‖X = ‖∇u‖X .
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For i ∈ {1, 2}, in Ωi we have that ui = vi, and then

‖χΩ1∇v1‖X + ‖χΩ2∇v2‖X ≤ ‖∇u1‖X + ‖∇u2‖X .

Therefore, since u ∈ W (K1 ∪K2,Ω1 ∪ Ω2), it follows that

CapX(K1 ∪K2,Ω1 ∪ Ω2) ≥ CapX(K1,Ω1) + CapX(K2,Ω2)

and in general too.

As we showed in Example 1.2.9, for this capacity every open and every compact set in Ω

is capacitable. Recall that X = X(Ω) is a quasi-Banach function space on Ω endowed with

the Lebesgue measure mn.

Theorem 3.3.5. Suppose 0 < p <∞ and let a > 1 be a constant. If X is a Banach function

space that satisfies a lower p−estimate, then∫ ∞

0

tpCapX

(
{|f | > at}, {|f | > t}

)pdt
t
≤ c‖∇f‖pX (f ∈ Lip0(Ω)), (3.5)

where c is a constant that depends on a, p and M(p)(X).

In particular,∫ ∞

0

tpCapX({|f | ≥ t})pdt
t
≤ 2pc‖∇f‖pX (f ∈ Lip0(Ω)), (3.6)

where c depends on p and M(p)(X).

Proof. Without loss of generality, assume that ‖∇f‖X < ∞, and that f ≥ 0, since

|∇|f || ≤ |∇f |.
Since X is a Banach function space, the set-function

φ(A) :=
‖|∇f |χA‖X
‖∇f‖X

(A ∈ B(Ω))

is a submeasure. Moreover, using that X satisfies a lower p−estimate, we conclude that, if

A1, · · · , A1 are disjoint, then

φ(A1 ∪ · · · ∪ An) ≥
1

M(p)(X)
(φp(A1) + · · ·+ φp(An))

1/p . (3.7)

Let us consider the set-function ψ, defined by

ψ(A) := sup
{ n∑

i=1

φp(Ai)
}
, (3.8)
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the supremum being taken over all finite partitions (A1, · · · , An) of A.

It follows from (3.7) and (3.8) that

ψ(
M(p)(X)

)p ≤ φp ≤ ψ, (3.9)

and we claim that ψ is a supermeasure that satisfies an upper min(p, 1/p)− estimate. Indeed,

given any ε > 0 and two disjoint sets A and B, choose finite partitions A =
⋃na

i=1Ai,

B =
⋃nb

j=1Bj such that

ψ(A)(1− ε) ≤
na∑
i=1

φp(Ai) and ψ(B)(1− ε) ≤
nb∑
j=1

φp(Bj).

Then {Dk}na+nb
k=1 = {Ak}na

k=1 ∪ {Bk}nb
k=1 is a partition of A ∪B which satisfies

ψ(A)(1− ε) + ψ(B)(1− ε) ≤
na∑
i=1

φp(Ai) +

nb∑
j=1

φp(Bj)

≤
na+nb∑
k=1

φp(Dk) ≤ ψ(A ∪B)

and ψ is a supermeasure.

Let r = min(p, 1/p). Recall that ψ satisfies an upper r−estimate if ψr is a submeasure.

Suppose first p ≥ 1, that is r = 1/p, and let A, B be disjoint sets. If (C1, . . . , Cn) is a

partition of A ∪B, then, since φ is a submeasure,(∑
φp(Ci)

)1/p

=
(∑

i

φp((Ci ∩ A) ∪ (Ci ∩B))
)1/p

≤
(∑

i

(
φ(Ci ∩ A) + φ(Ci ∩B)

)p)1/p

=
∥∥∥{φ(Ci ∩ A) + φ(Ci ∩B)}ni=1

∥∥∥
`p

≤
∥∥∥{φ(Ci ∩ A)}ni=1

∥∥∥
`p

+
∥∥∥{φ(Ci ∩B)}ni=1

∥∥∥
`p

=
(∑

φp(Ci ∩ A)
)1/p

+
(∑

φp(Ci ∩B)
)1/p

≤ ψ(A)1/p + ψ(B)1/p.

Therefore, taking the supremum over all partitions we obtain that

ψ(A ∪B) = sup
∑

φp(Ci) ≤
(
ψ(A)1/p + ψ(B)1/p

)p
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and ψ1/p is a submeasure.

If p < 1 and (C1, . . . , Cn) is a partition of A ∪ B, then, since φ is a submeasure, using

that

(x+ y)p ≤ xp + yp (x, y ≥ 0),

we have that (∑
φp(Ci)

)p
≤

(∑
i

(
φ(Ci ∩ A) + φ(Ci ∩B)

)p)p
≤

(∑
φp(Ci ∩ A)

)p
+
(∑

φp(Ci ∩B)
)p

≤ ψ(A)p + ψ(B)p.

Therefore, taking the supremum over all partitions we obtain that

ψ(A ∪B) = sup
∑

φp(Ci) ≤ (ψ(A)p + ψ(B)p)1/p

and ψp is a submeasure.

We normalize ψ and define

ϕ(A) :=
ψ(A)

ψ(Ω)
,

a normalized supermeasure which satisfies an upper r−estimate. Thus, by [KMo, Theorem

2.2], there is a measure µ on Ω such that

ϕ ≤ µ and µ(Ω) ≤ Kr. (3.10)

Now, if Mt := {|f | > t} = {f > t} for t > 0, the function γ(t) := µ(Mt) is decreasing on

(0,∞) and the limits γ(0) and γ(∞) exist, so that∫ ∞

0

(γ(t)− γ(at))
dt

t
= lim

ε→0,N→∞

∫ N

ε

(γ(t)− γ(at))
dt

t

as an improper integral.

We have

µ(Mt) = µ(Mt \Mat) + µ(Mat)

and therefore ∫ ∞

0

µ(Mt \Mat)
dt

t
=

∫ ∞

0

(µ(Mt)− µ(Mat))
dt

t
= µ(M0) log a.
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By (3.9) and (3.10) we obtain∫ ∞

0

µ(Mt \Mat)
dt

t
≥
∫ ∞

0

ϕ(Mt \Mat)
dt

t
=

∫ ∞

0

ψ(Mt \Mat)

ψ(Ω)

dt

t

≥ 1

ψ(Ω)

∫ ∞

0

φp(Mt \Mat)
dt

t

=
1

ψ(Ω)

∫ ∞

0

∥∥|∇f |χMt\Mat

∥∥p
X

‖∇f‖pX
dt

t
,

so that ∫ ∞

0

∥∥|∇f |χMt\Mat

∥∥p
X

dt

t
≤ ψ(Ω)µ(M0) log a ‖∇f‖pX (3.11)

≤ KrM(p)(X)p log a ‖∇f‖pX .

Consider now

Λt(f) = min

{
(|f | − t)+

(a− 1)t
, 1

}
.

Since f ∈ Lip0(Ω), an easy computation shows that

|∇Λt(f)| = 1

(a− 1)t
|∇f |χMt\Mat

and obviously ∥∥|∇f |χMt\Mat

∥∥p
X

= (a− 1)ptp ‖|∇Λt(f)|‖pX .

Moreover, since Λt(f) ∈ W (Mat,Mt),∥∥|∇f |χMt\Mat

∥∥p
X
≥ (a− 1)ptpCapX(Mat,Mt)

p,

and the proof of (3.5) with

c := c(a, p,M(p)(X)) =
M(p)(X)pKr log a

(a− 1)p

ends by inserting the last estimate in the left hand side of (3.11).

If p = 1, then X satisfies a lower 1−estimate and it follows from [LiZa, Proposition 1.f.7]

that X is q-concave for all q > 1. Therefore, X can be equivalently renormed so that, with

the new norm, it satisfies a lower q-estimate with constant one. Hence, the result follows

with similar arguments to those in [CosMa].

The capacitary inequality (3.6) follows using (3.5) with a = 2 and

CapX(Mat) ≤ CapX(Mat,Mt).



148 3. Conductor Sobolev type estimates

In this case

2pc = 2pc(2, p,M(p)(X)) = M(p)(X))pKr2
p log 2.

Theorem 3.3.5 can be extended to the setting of quasi-Banach spaces using Aoki-Rolewicz’s

Theorem (see e.g. [BeLo, Section 3.10]):

Theorem 3.3.6. Suppose 0 < p < ∞ and let a > 1 be a constant. If X is a quasi-Banach

function space which satisfies a lower p−estimate, then∫ ∞

0

tpCapX

(
{|f | > at}, {f > t}

)pdt
t
≤ c1‖∇f‖pX (f ∈ Lip0(Ω)),

where the constant c1 depends on a, p,M(p)(X) and on the quasi-subadditivity constant c of

the quasi-norm in X.

In particular,∫ ∞

0

tpCapX({|f | ≥ t})pdt
t
≤ 2pc1‖∇f‖pX (f ∈ Lip0(Ω)),

with c1 depending on p,M(p)(X) and c.

Proof. The proof of Theorem 3.3.5 can be adapted to this case as follows.

By Aoki-Rolewicz’s Theorem, if % is defined as (2c)% = 2, there is a 1-seminorm ‖ · ‖∗

such that, for all f ∈ X,

‖f‖∗ ≤ ‖f‖%X ≤ 2‖f‖∗.

Endowed with this 1-seminorm X satisfies a lower p/%−estimate, since, if f1, · · · , fn are

disjointly supported functions in X, then

( n∑
i=1

(‖fi‖∗)p/%
)%/p

≤
( n∑
i=1

‖fi‖pX
)%/p

≤M(p)(X)%
∥∥∥ n∑
i=1

|fi|
∥∥∥%
X

≤ 2M(p)(X)%
∥∥∥ n∑
i=1

|fi|
∥∥∥∗.

Now consider

ψ(A) = sup

{
n∑
i=1

φp/%(Ai)

}
with

φ(A) =
‖|∇f |χA‖∗

‖∇f‖∗
.
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With the same arguments as in Theorem 3.3.5, it can be shown that ψ is a supermeasure

that satisfies an upper r-estimate and the proof ends in the same way, now with

c1 := c1(a, p, c,M(p)(X)) =
22p/%Kr log aM(p)(X)p

(a− 1)p
,

for % such that (2c)% = 2 and r = min(p/%, %/p).

Definition 3.3.7. An extended real-valued function f is called upper semicontinuous at a

point x0 if for every ε > 0, there exists a neighbourhood U of x0 such that f(x) ≤ f(x0) + ε

for all x ∈ U . The function is called upper semicontinuous if it is upper semicontinuous at

all points in the domain.

As a remark, we observe that the function

CapX(Mat,Mt)

in Theorem 3.3.5 is certainly a measurable function. For that is enough to show that is

upper semicontinuous.

Lemma 3.3.8. Let f ∈ Lip0(Ω) and a > 1 be a constant. Then the function ψ : t →
CapX(Mat,Mt) is upper semicontinuous.

Proof. Let t0 > 0 and ε > 0. There exists uε ∈ W (Mat0 ,Mt0) such that ‖∇uε‖X <

CapX(Mat0 ,Mt0) + ε. Since uε = 1 in a neighbourhood of Mat0 , there exists an open set g

neigbourhood of Mat0 such that uε = 1 in g.

For λ1 > 0 we have that Mat0 ⊂ Ma(t0−λ1). Since Mat0 ⊂ g, for λ1 > 0 small enough we

have that Ma(t0−λ1) ⊂ g.

Since uε = 0 on ∂Mt0 , then supp uε is a compact subset of Mt0 . Hence, there exists an

open set G such that supp uε ⊂ G ⊂⊂ Mt0 . For all λ2 > 0 we have Mt0+λ2 ⊂ Mt0 . So that,

there exists λ2 small enough such that G ⊂Mt0+λ2 .

Then, for λ ≤ min(λ1, λ2) we have that Ma(t0−λ) ⊂ g, and G ⊂ Mt0+λ. From the choice

of g and G we have that uε ∈ W (K,Ω) whenever K ⊂ g and G ⊂ Ω. In particular, for

K = Ma(t0−λ) and Ω = Mt0+λ we have that, uε ∈ W (Ma(t0−λ),Mt0+λ) being ‖∇uε‖X <

CapX(Mat0 ,Mt0) + ε, and hence

CapX(Ma(t0−λ),Mt0+λ) ≤ ‖∇uε‖X < CapX(Mat0 ,Mt0) + ε.

Therefore, CapX(Ma(t0−λ),Mt0+λ) ≤ CapX(Mat0 ,Mt0) when ε→ 0 for λ ≤ min(λ1, λ2).
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Let t be close enough to t0 meaning that |t−t0| ≤ min(λ1, λ2). If t < t0, then Mat0 ⊂Mat,

Mt0 ⊂Mt. There exists λ > 0 small enough such that t = t0 − λ. Hence, by Theorem 3.3.2,

(ii), since Mt0+λ ⊂Mt0 ⊂Mt0−λ

CapX(Mat,Mt) = CapX(Mat,Mt0−λ) ≤ CapX(Mat,Mt0+λ)

= CapX(Ma(t0−λ),Mt0+λ) ≤ CapX(Mat0 ,Mt0).

If t > t0, then there exists λ > 0 such that t = t0 + λ. There exists n∗ ∈ N such that

1/(n∗ + 1) ≤ λ < 1/n∗. Using the monotonicity of CapX , we deduce that

CapX(Mat,Mt0) ≤ CapX(Mat0 ,Mt0) + ε

for every t close enough to t0. Since
⋃
n>n∗Mt0+1/n = Mt0 , by Theorem 3.3.2, (iv),

CapX(Mat,Mt0) = lim
n→∞

CapX(Mat,Mt0+1/n)

and the result follows.

3.4 Sobolev-Poincaré estimates for two measure spaces

In [CosMa], characterizations for Sobolev-Lorentz type inequalities involving two measures

are proved, extending results obtained in [Ma05] and [Ma06]. Here, we extend those results

and derive with similar methods necessary and sufficient conditions for such Sobolev type

inequalities involving two rearrangement invariant spaces subjected to appropriate convexity

conditions.

Let µ be a Borel measure on Ω and let X be an r.i. quasi-Banach function space on Ω.

Recall that the distribution function of f is defined (see (1.1) changing C by µ) as

µf (λ) := µ{x ∈ Ω; |f(x)| > λ}, (λ ≥ 0),

and the Lorentz spaces Λp,q(X) associated to X are for 0 < p <∞

Λp,q(X) =
{
f ; ‖f‖Λp,q(X) =

(∫ ∞

0

ptq−1(ϕX(µf (t)))
q/pdt

)1/q

<∞
}

(0 < q <∞) (3.12)

with the usual changes when q = ∞ (when p = q we obtain the space Λp(X)). Notice that,

if X = L1, then Λp,q(L1) = Lp,q.

It is well-known that for 0 < q0 ≤ q1 ≤ ∞

Λp,q0(X) ⊂ Λp,q1(X).
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Moreover, if X is a Banach space, then

Λ1(X) ⊂ X ⊂ Λ1,∞(X).

In fact the spaces Λ1,1(X) and Λ1,∞(X) are respectively the smallest and largest r.i. spaces

with fundamental functions equal to ϕX .

From now on in this section, let µ and ν be two Borel measures on Ω and 0 < p < ∞.

Let X be a quasi-Banach function space on (Ω,mn), Y an r.i. space on (Ω, µ), and Z be an

r.i. space on (Ω, ν).

Theorem 3.4.1. Suppose that X satisfies a lower p−estimate. Then, the following proper-

ties are equivalent:

(i) There is a constant A > 0 such that

‖f‖Λ1,p(Y ) ≤ A(‖∇f‖X + ‖f‖Λ1,p(Z)) (f ∈ Lip0(Ω)).

(ii) There exists a constant B > 0 such that

ϕY (µ(g)) ≤ B(CapX(g,G) + ϕZ(ν(G)) (g ⊂⊂ G ⊂⊂ Ω).

Proof. (i) ⇒ (ii) : Choose g ⊂⊂ G ⊂⊂ Ω and consider f ∈ W (g,G). Since g ⊂ {f ≥ 1}, it

follows that

ϕY (µ(g))p ≤
∫ 1

0

ϕY (µ({f ≥ 1}))pdtp ≤
∫ 1

0

ϕY (µ({f > t}))pdtp

≤ p‖f‖pΛ1,p(Y ) . ‖∇f‖pX + ‖f‖pΛ1,p(Z),

with

‖f‖pΛ1,p(Z) ≤
∫ 1

0

tp−1ϕZ(ν(G))pdt =
1

p
ϕZ(ν(G))p,

and (ii) follows by taking infimum over all functions f ∈ W (g,G).

(ii) ⇒ (i): From Mt = {|f | > t} ⊂ supp f and Mat ⊂ Mt if a > 1, ϕY (µ(Mat))
p .

CapX(Mat,Mt)
p + ϕZ(ν(Mt))

p, and Theorem 3.3.6 yields

‖f‖Λ1,p(Y ) =
(∫ ∞

0

ap−1sp−1ϕY (µ(Mas))
pads

)1/p

. a
{(∫ ∞

0

sp−1CapX(Mas,Ms)
pds
)1/p

+
(∫ ∞

0

sp−1ϕZ(ν(Ms))
pds
)1/p}

. ‖∇f‖X + ‖f‖Λ1,p(Z).
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Remark 3.4.2. Taking X = Lp,q(Ω, µ), Y = Ls,p(Ω, η) and f ∈ Lip0(Ω), since Lp(Ω, µ) =

Λ1,p(X) and Lp(Ω, µ) ↪→ Lr,p(Ω, µ) then, since the relation of our capacity with the ones

in [CosMa] for X is CapX(Mat,Mt) = capp,q(Mat,Mt)
1/p, then we see that Theorem 3.4.1,

(i) is an extension of [CosMa, Theorem 5.1, i)].

Analogously, for X = Lp,q(Ω, µ), Y = Ls,q(Ω, η) and f ∈ Lip0(Ω), then we see that

Theorem 3.4.1, (ii) is an extension of [CosMa, Theorem 5.1, ii)].

Let us remark that under the same assumptions of Theorem 3.4.1, one also has the

equivalence of the properties

‖f‖Λ1,p(Y ) . ‖∇f‖X (f ∈ Lip0(Ω)),

and

ϕY (µ(g)) . CapX(g,G) (g ⊂⊂ G ⊂⊂ Ω).

3.5 Isocapacitary and Sobolev type inequalities

Let X be an r.i. space on Rn. Maz’ya’s classical method shows that

‖f‖X . ‖∇f‖L1 (f ∈ Lip0(Rn))

if and only if, for every Borel set A,

ϕX(mn(A)) . m+
n (A),

where m+
n is Minkowski’s perimeter (see [Ma11] or [EvGa]) defined as

m+
n (A) := lim inf

h→0

mn(Ah)−mn(A)

h
,

where Ah := {x ∈ Rn; dRn(x,A) < h}.
As shown in [MMi2], the following self-improvement property follows for f ∈ Lip0(Rn)

‖f‖Λ1,∞(X) . ‖∇f‖L1 ⇔ ‖f‖X . ‖∇f‖L1 ⇔ ‖f‖Λ1(X) . ‖∇f‖L1 .

This Sobolev self-improvement obtained in the case q = 1 is also extended to the case q > 1

as

‖f‖Λq,∞(X) . ‖∇f‖Lq ⇔ ‖f‖Λ1,q(X) . ‖∇f‖Lq .

In particular, if X is q−convex, then the space

X(q) = {f ; |f |1/q ∈ X}, ‖f‖X(q)
=
∥∥|f |1/q∥∥q

X
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is an r.i. space and

Λ1,q(X) = Λq(X(q)) ⊂ X(q) ⊂ Λ1,∞(X(q)).

In summary, in terms of the X(q) scale of spaces, on Lipschitz functions we have the

following equivalences (see [MMiP])

‖f‖Λ1,∞(X(q))) . ‖∇f‖Lq ⇔ ‖f‖Λq(X(q)) . ‖∇f‖Lq ⇔ ‖f‖X(q)
. ‖∇f‖Lq .

In this section we shall extend this result to the setting of r.i. quasi-Banach spaces. As an

application of Theorem 3.3.6, we characterize Sobolev type estimates in terms of isocapacitary

inequalities.

From now on, Ω will be a domain in Rn, X a quasi-Banach function space on (Ω,mn),

µ a Borel measure on Ω, and Y an r.i. space on (Ω, µ). An isocapacitary inequality is an

inequality of the form CapX(K) ≥ J(µ(K)), where J is a non-negative function and K is

any compact set in Ω.

Proposition 3.5.1. If

sup
ϕY (µ(g))

CapX(g,G)
<∞,

the supremum being taken over all sets g,G such that g ⊂⊂ G ⊂⊂ Rn, then for every compact

subset K in Ω,

ϕY (µ(K)) . CapX(K).

Proof. Let K be a compact subset in Ω and d := d(K,Ωc) > 0. Denote λn = 1/n and

consider the smallest n ∈ N, n∗, such that 1/n∗ ≤ d. For each n ≥ n∗, let

G(λn) := {x ∈ Ω; d(K, x) < λn}, K(λn) := {x ∈ Ω; d(K,x) ≤ λn}.

Then
⋂
n≥n∗ G(λn) = K and

⋂
n≥n∗ K(λn) = K. Since

ϕY (µ(G(λk))) . CapX(G(λk)) (k ≥ n∗),

by the properties of CapX ,

ϕY (µ(K)) ≤ lim
k→∞

ϕY (µ(G(λk))) . lim
k→∞

CapX(G(λk)) = CapX(K),

and the result follows.

Theorem 3.5.2. Let 0 < p < ∞. If X satisfies a lower p−estimate, then the following

properties are equivalent:
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(i) ϕY (µ(K)) . CapX(K) for every compact set K on Ω.

(ii) ‖f‖Λ1,p(Y ) . ‖∇f‖X (f ∈ Lip0(Ω)).

(iii) ‖f‖Λ1,∞(Y ) . ‖∇f‖X (f ∈ Lip0(Ω)).

Moreover, for q ≥ p, if Y is q-convex or, if Y satisfies an upper q−estimate and ϕY (t)/t1/p

is quasi-increasing, then, for every f ∈ Lip0(Ω),

‖f‖Λ1,∞(Y ) . ‖∇f‖X ⇔ ‖f‖Λ1,p(Y ) . ‖∇f‖X ⇔ ‖f‖Y . ‖∇f‖X . (3.13)

Proof. (i) ⇒ (ii) If a > 1, by Theorem 3.3.6 we have

‖f‖Λ1,p(X) ≤
(∫ ∞

0

tp−1ϕX(µ(Mt))
pdt
)1/p

.
(∫ ∞

0

tp−1CapX(Mt)
pdt
)1/p

≤ a
(∫ ∞

0

sp−1CapX(Mas,Ms)
pds
)1/p

. ‖∇f‖X .

(ii) ⇒ (iii) Observe that Λ1,p(X) ⊂ Λ1,∞(X).

(iii) ⇒ (i) Trivial using Proposition 3.5.1.

To prove (3.13), if Y is q-convex, then, by Remark 3.2.13, ϕY (t)q

t
is quasi-decreasing and

‖f‖Y = ‖|f |q‖1/q
Y(q)

≤ ‖|f |q‖1/q
Λq(Y(q))

= ‖|f q|‖1/q

Λ1,q(Y ).

Then (3.13) follows.

If Y satisfies an upper q−estimate and ϕY (t)/t1/p is quasi-increasing, then it also satisfies

an upper p−estimate and then, for every simple function s =
∑

i aiχAi
with Ai ∩ Aj = ∅ if

i 6= j we obtain

‖s‖Y =
∥∥∥∑

i

aiχAi

∥∥∥
Y

=
∥∥∥(∑

i

apiχAi

)1/p∥∥∥
Y

≤M (p)(X)
(∑

i

‖aiχAi
‖pY
)1/p

= M (p)(X)
(∑

i

|ai|pϕY (µ(Ai))
p
)1/p

.

Since ϕY is also the fundamental function of Λ1,p(Y ) and ϕY (t)/t1/p is quasi-increasing,

we know that Λ1,p(Y ) satisfies a lower p−estimate (see [KaMa, Theorem 8]). Hence(∑
i

|ai|pϕY (µ(Ai))
p
)1/p

=
(∑

i

‖aiχAi
‖pΛ1,p(Y )

)1/p

≤
∥∥∥(∑

i

apiχAi

)1/p∥∥∥
Λ1,p(Y )

= ‖s‖Λ1,p(Y ).
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Then, by the Fatou property, for every positive function f we have

‖f‖Y . ‖f‖Λ1,p(Y ).

Therefore, if ‖f‖Λ1,p(Y ) . ‖∇f‖X , then ‖f‖Y . ‖∇f‖X . Conversely, if ‖f‖Y . ‖∇f‖X ,

then, since Y ↪→ Λ1,∞(Y ), it follows that ‖f‖Λ1,∞(Y ) . ‖∇f‖X , and we conclude that

‖f‖Λ1,p(Y ) . ‖∇f‖X .

Remark 3.5.3. Theorem 3.5.2 is to be compared with the results in [MMi2, Section 1].

Let us consider some examples: It is well-known that the Gagliardo-Nirenberg inequality

‖f‖Ln/(n−1) . ‖∇f‖L1 (f ∈ Lip0(Ω)),

allows us to see that, if p ∈ (1, n), s = np
n−p and α = (n−1)s

n
, since ‖f‖sLs = ‖|f |α‖n/(n−1)

L
n

n−1
, then

‖f‖s(n−1)/n
Ls . ‖α|f |α−1|∇f |‖L1 . ‖f‖s/p

′

Ls ‖∇f‖Lp , where p′ is the conjugate exponent of p.

Hence ‖f‖Ls . ‖∇f‖Lp . Therefore, since Ls ↪→ Ls,∞, it follows that

‖f‖Ls,∞ . ‖∇f‖Lp .

But ‖f‖Λ1,∞(Ls) = ‖f‖Ls,∞ . ‖∇f‖Lp and then, since Lp satisfies a lower p-estimate, from

Theorem 3.5.2, we conclude that

‖f‖Ls,p = ‖f‖Λ1,p(Ls) . ‖∇f‖Lp (f ∈ Lip0(Ω)),

and we have obtained a self-improvement.

If p = n, then we start from the Trudinger inequality,(∫ t
0
f ∗(s)

n
n−1

t(1 + log 1
t
)

)n−1
n

. ‖∇f‖Ln ,

which gives the estimate

ϕ(µ(K)) =
(
1 + log

1

µ(K)

) 1−n
n ≤ CapLn(K),

and then

‖f‖Λ1,n(ϕ) . ‖∇f‖Ln .

But,

Λ1,n(ϕ) =
(∫ ∞

0

tn−1(ϕ(µf (t)))
ndt
)1/n

=
(∫ 1

0

( f ∗(s)

(1 + log 1
s
)

)nds
s

)1/n

.
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If r ≤ s < p, then we know (see Example 3.2.4) that Ls,r satisfies an upper p-estimate

and ϕLs,r(t)/t1/p is quasi-increasing, so that, since ‖f‖Ls,∞ = ‖f‖Λ1,∞(Ls) . ‖∇f‖Lp ,

‖f‖Ls,∞ ' ‖f‖Λ1,∞(Ls,r) . ‖∇f‖Lp . ‖∇f‖Lp,q (q ≤ p),

and then ‖f‖Λ1,p(Ls,r) . ‖∇f‖Lp . Therefore, if q ≤ p, then we obtain the self-improvement

‖f‖Ls,p ' ‖f‖Λ1,p(Ls,r) . ‖∇f‖Lp,q (f ∈ Lip0(Ω)).

3.6 Extension to capacitary function spaces

Let us extend the results to the capacitary function spaces considered in [Ce], [CeMS]

and [CeMS1].

Let us recall that by a capacity C on a measurable space (Ω,Σ) we mean a set function

defined on Σ satisfying at least the following properties:

(a) C(∅) = 0,

(b) 0 ≤ C(A) ≤ ∞,

(c) C(A) ≤ C(B) if A ⊂ B, and

(d) Quasi-subadditivity: C(A ∪B) ≤ c(C(A) + C(B)), where c ≥ 1 is a constant.

Then the capacitary Lorentz spaces Lp,q(C) are defined by

‖f‖Lp,q(C) :=
(
q

∫ ∞

0

tq−1C{|f | > t}q/pdt
)1/q

<∞.

Hence, Theorem 3.3.6 states that, if X satisfies a lower p-estimate, then

‖f‖L1,p(CapX) . ‖∇f‖X (f ∈ Lip0(Ω)).

Recall that by C(p) := C1/p we denote the p-convexification of C (see [Ce] or Proposi-

tion 2.5.5).

Theorem 3.6.1. Suppose 0 < p, s, q <∞, and let C and C̃ be two capacities on (Ω,Σ). If

X satisfies a lower q−estimate, then the following properties are equivalent:

(i) ‖f‖Lp,q(C) . ‖∇f‖X + ‖f‖Ls,q(C̃) for every f ∈ Lip0(Ω).

(ii) C(p)(g) . CapX(g,G) + C̃(s)(G) for all sets g and G such that g ⊂⊂ G ⊂⊂ Ω.
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Proof. (i) ⇒ (ii) Choose g ⊂⊂G ⊂⊂Ω and any f ∈ W (g,G). Then ‖f‖Lp,q(C) . ‖∇f‖X +

‖f‖Ls,p(C̃), so that

C(p)(g) ≤
(∫ 1

0

C(p)({f > t})qdtq
)1/q

. ‖∇f‖X + ‖f‖Ls,p(C̃),

and ‖f‖Ls,p(C̃) =
( ∫ 1

0
C̃{|f | > s}p/sdsp

)1/p ≤ C̃(s)(G). Taking the infimum over all f ∈
W (g,G) we conclude that

C(p)(g) . CapX(g,G) + C̃(s)(G).

(ii) ⇒ (i) Consider f ∈ Lip0(Ω) and take for a > 1 and t > 0 the open sets, g := Mat

and G := Mt. By hypothesis we have C(p)(Mat) . CapX(Mat,Mt) + C̃(s)(Mt), and then, by

Theorem 3.3.6,

‖f‖Lp,q(C) .
(∫ ∞

0

sq−1CapX(Mas,Ms)
qds
)1/q

+
(∫ ∞

0

sq−1C̃(s)(Ms)
qds
)1/q

≤ ‖∇f‖X + ‖f‖Ls,q(C̃).

In a similar way,

Theorem 3.6.2. Let 0 < p, q <∞. Suppose that X satisfies a lower q−estimate and let C

be a capacity on (Ω,Σ). The following properties are equivalent:

(i) ‖f‖Lp,q(C) . ‖∇f‖X for every f ∈ Lip0(Ω).

(ii) C(p)(g) . CapX(g,G) if g ⊂⊂ G ⊂⊂ Ω.

Assume that X is an r.i. quasi-Banach space. If we define C(A) := ϕX(mn(A)), then

Lp(C) = Λp(X) is a Banach space.

Indeed, since ϕX is continuous except possibly at the origin, C is a Fatou capacity on

(Ω,mn) and Lp(C) is complete. Moreover, C is mn-invariant and quasi-concave with respect

to mn and, by Theorem 1.4.4 and Proposition 1.4.7, there exists a Fatou concave capacity

C1 which is equivalent to C. For such a capacity, Lp(C1) is a normed space and, by the

equivalence, Lp(C1) ' Λp(X).
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3.7 Indices of r.i. spaces

Definition 3.7.1. Let (Ω,Σ, µ) be a measure space, and X be a Banach lattice on (Ω,Σ, µ).

X is said to be order continuous if and only if there is an equivalent lattice norm ‖ · ‖1 on

X such that for all {xn}∞n=1 ⊂ X such that xn converges weakly to x and ‖xn‖1 −→ ‖x‖1,

then ‖xn − x‖1 −→ 0.

Let us observe that every separable Banach space is order continuous.

Definition 3.7.2. Let (Ω,Σ, µ) be a measure space. A Banach function lattice X on (Ω,Σ, µ)

is called a Köthe function space if for each E ∈ Σ with µ(E) < ∞ we have that χE ∈ X

and xχE ∈ L1(µ) for all x ∈ X.

As in [CwNS], a Banach lattice X is said to satisfy an equal norm upper p-estimate

(e.n.u. p-estimate for short) respectively, equal norm lower p-estimate (e.n.l. p-estimate for

short) if there exists a constant C <∞ such that every finite sequence {xn}Nn=1 of disjointly

supported norm one elements in X satisfies∥∥∥ N∑
n=1

xn

∥∥∥
X
≤ CN1/p,

respectively,

N1/p ≤ C
∥∥∥ N∑
n=1

xn

∥∥∥
X
.

Any Banach lattice which satisfies an upper p-estimate satisfies an e.n.u. p-estimate. It is

interesting to note that there exist Banach lattices X which do not satisfy a lower p-estimate

even though they satisfy an equal norm lower p-estimate.

Let X
′

be the associate or Köthe dual of any Banach lattice X. As it is observed

in [CwNS], when X is order continuous or X satisfies the Fatou property, X
′
is a norming

subspace of the dual X∗ (that is, ‖x‖ = sup{|x∗(x)|;x∗ ∈ X ′
, ‖x∗‖ = 1}).

Definition 3.7.3. For any Banach lattice X, the Cwikel-Nilsson-Schetmann indices are

given by

p(X) := sup{p > 0; X satisfies an upper p-estimate}

q(X) := inf{q > 0; X satisfies a lower q-estimate}.

Moreover, we define

qe(X) := inf{q > 0; X satisfies an equal norm lower q-estimate}
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pe(X) := sup{p > 0; X satisfies an equal norm upper p-estimate}.

In [CwNS] we find the following result:

Lemma 3.7.4. Let X be a Banach lattice of measurable functions and suppose that p ∈
[1,∞]. Let p′ such that 1/p+ 1/p′ = 1.

(i) If X satisfies an upper p-estimate, then X ′ satisfies a lower p′-estimate.

(ii) If X satisfies an e.n.u. p-estimate, then X ′ satisfies an e.n.l. p′-estimate.

(iii) If X satisfies a lower p-estimate, then X ′ satisfies an upper p′-estimate.

In each case the constant which appears in the estimate satisfied by X ′ is equal to the constant

which appears in the estimate satisfied by X.

Remark 3.7.5. If X ′ is a norming subspace of X∗, the dual of X, then obviously X is

closed isometric subspace of its second Köthe dual X ′′. In that case it is easy to combine (i)

and (iii) of the preceding lemma and to obtain that: X satisfies an upper, respectively, lower

p-estimate if and only if X ′ satisfies a lower, respectively, upper p′-estimate.

Then in [CwNS, Lemma 2.3] it’s proved:

Lemma 3.7.6. Let X be a Banach lattice of measurable functions. Then

(i) qe(X) = q(X).

(ii) If the associate space X ′ of X is a norming subspace of the dual of X, then also

pe(X) = p(X).

Proof. Clearly q(X) ≥ qe(X) and p(X) ≤ pe(X). For the proofs of the reverse inequalities

we may assume that qe(X) <∞ and pe(X) > 1. (Otherwise the results are trivial).

First, to show that q(X) ≤ qe(X), it is sufficient to show that X satisfies a lower s-

estimate for every number s <∞ with the property that X satisfies an e.n.l q-estimate for

some q < s: Suppose then, for such q and s, that C is the constant appearing in the lower q-

estimate inequalities for X. Let x1, x2, . . . , xN be any finite sequence of disjointly supported

functions in X. We may suppose without loss of generality that ‖x1‖ ≥ ‖x2‖ ≥ . . . ≥ ‖xN‖.
Then, for all 1 ≤ k ≤ N ,
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‖xk‖ =
(1

k

k∑
j=1

∥∥∥‖xk‖‖xj‖
xj

∥∥∥q)1/q

≤ Ck−1/q
∥∥∥ k∑
j=1

‖xk‖
‖xj‖

xj

∥∥∥
≤ Ck−1/q

∥∥∥ k∑
j=1

xj‖ ≤ Ck−1/q
∥∥∥ N∑
j=1

xj

∥∥∥.
Consequently,

( N∑
k=1

‖xk‖s
)1/s

≤ C
( N∑
k=1

k−s/q
)1/s∥∥∥ N∑

j=1

xj

∥∥∥
and, since

∑∞
k=1 k

−s/q <∞, this shows that X satisfies a lower s-estimate and yields (i).

Finally, to establish p(X) ≥ pe(X) and therefore (ii), we must show that, whenever X

satisfies an e.n.u. p-estimate for some p and 1 < s < p, then X satisfies an upper s-estimate.

By part (ii) of [CwNS, Lemma 2.1], X ′ satisfies an e.n.l. p′-estimate. So, since p′ < s′ <∞,

we can apply the preceding argument to show that X ′ satisfies a lower s′-estimate. Then,

using the remark, we see that X satisfies an upper s-estimate as required, and the proof is

complete. .

Let X be an r.i. Banach function space on (Ω,Σ, µ). It is well-known, by the Luxemburg

theorem (see [BeSh, Theorem 4.2]), that any r.i. Banach function space X on (Ω, µ) can be

represented as an r.i. space X̄(0, µ(Ω)) on the interval (0, µ(Ω)) with Lebesgue measure and

‖g‖X = ‖g∗µ‖X̄(0,µ(Ω)) for every g ∈ X.

For each t > 0, let Et denotes the dilation operator defined on L0((0,∞)) by

(Etf)(s) = f(st) (0 < s <∞). (3.14)

Let hX(t) denotes the operator norm of E1/t as an operator from X̄(0,∞) to X̄(0,∞). The

Boyd indices of X (see [BeSh, Chapter 3, Section 5]) are the numbers αX and αX such that

αX = sup
0<t<1

log(hX(t))

log(t)
, αX = inf

1<t<∞

log(hX(t))

log(t)
.

In [LiZa, Proposition 2.b.5] we observe that for X be an Orlicz function space, the

Cwikel-Nilsson-Schetmann indices are related to the upper and lower Boyd’s indices. The

same holds for Lorentz spaces. Certainly, if Y is an Orlicz function spaces, then

p(Y ) =
1

αY
, q(Y ) =

1

αY
.
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So that, a natural question is: Is there any relation between the Boyd indices of an r.i.

space and the Cwikel-Nilsson-Schetmann indices. Let us analyze briefly this question.

Every r.i. Banach function space X on L0(Ω) satisfies the Fatou property. Then, for X

be an r.i. function space, it follows that p(X) = pe(X), q(X) = qe(X).

For every 0 < s < ∞, the ”new” dilation operator Ds is given by Ds = E1/s, where E

was defined in (3.14), that is,

(Dsf)(t) := f(t/s), 0 < s <∞, 0 ≤ t <∞, f ∈ L0((0,∞)).

Geometrically, the operator Ds dilates the graph of f(t) by the ratio s : 1 in the direction

of the t axis. It is obvious that Ds acts as a linear operator of norm one on L∞ and of

norm s on L1; hence, Ds is bounded on every r.i. function space X and ‖Ds‖X ≤ max(1, s).

Clearly, (Dsf)∗ ≤ Dsf
∗ for every f and s and hence, ‖Ds‖ on an r.i. function space X can

be computed by considering only non-increasing functions f . Since, for every non-increasing

f ≥ 0 and every 0 < r < s <∞, we haveDrf ≤ Dsf , it is clear that ‖Ds‖ is a non-decreasing

function of s. Also note that, for every r and s, DrDs = Drs. We have

‖Drs‖ ≤ ‖Dr‖‖Ds‖.

It is necessary to observe that, if f is a measurable function, then Dnf can be written as

f1 + f2 + · · ·+ fn, where the fi are mutually disjoint and each fi has the same distribution

function as f . Hence, 1
αX

is the supremum of all the numbers p which have the following

property: there exists a number k so that, for every choice of an integer n and of a function

f having norm one, we have

‖f1 + · · ·+ fn‖ ≤ kn1/p,

where the {fi}ni=1 are disjointly supported and they have the same distribution function as

f . Similarly, 1
αX

is the infimum of all the numbers q for which there is k so that, for every

n and {fi}ni=1 as above,

‖f1 + · · ·+ fn‖ ≥ k−1n1/q.

After this observation it follows that, if an r.i. function space satisfies an upper p-estimate,

then p ≤ 1
αX

. Certainly, p(X) ≤ 1
αX

:= pX , where pX denotes the Boyd indices in [LiZa].

In general 1
αX

> p(X), 1
αX

< q(X). To see that, consider for 1 ≤ p < ∞, t > 0 and

w(t) := 1
pt1/p , the weighted Lorentz function space Λp(w, (0,∞)) of all measurable function

for which

‖f‖Λp(w,(0,∞)) :=

∫ ∞

0

f(t)
1

pt1/p
dt <∞.
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For every non-increasing function f in Λp(w, (0,∞)) and every 0 < s <∞ we have that∫ ∞

0

f(t/s)

pt1/p
dt = (s)1−1/p

∫ ∞

0

f(u)

pu1/p
du.

Hence, 1
αX

= p
p−1

which is bigger than one for all p > 1. Moreover, easily it follows that

Λp(w, (0,∞)) satisfies an upper 1-estimate but it does not satisfy an upper p-estimate for

p > 1.

Definition 3.7.7. Let ϕ : R+ −→ R+ such that ϕ(1) = 1 and ϕ ∈ C∞. Then, ϕ is called a

function parameter if

0 < αϕ = inf
t>0

tϕ
′
(t)

ϕ(t)
≤ sup

t>0

tϕ
′
(t)

ϕ(t)
= βϕ < 1.

In [CSo, Proposition 4.2] it’s proved:

Proposition 3.7.8. Let ϕ be a function parameter and let {an}n be a sequence of positive

numbers such that
∑

n an <∞. Then, for every 1/αϕ ≤ q <∞,
∑

n ϕ
q(an) ≤ ϕq(

∑
n an).

Let X be a q-convex r.i. space. It can be equivalently renormed in such a way that, X

with the new norm has a fundamental function that is a function parameter. Then, let us

see that Λ(X(q)) satisfies a lower 1-estimate with constant one if q ≥ 1
αϕX

. Indeed, consider

f and g be disjoint functions. By [CSo, Proposition 4.2], it follows that

‖f‖Λ(X(q)) + ‖g‖Λ(X(q)) =

∫ ∞

0

ϕX(µf (t))
qdt+

∫ ∞

0

ϕX(µg(t))
qdt

≤
∫ ∞

0

ϕX

(
µf (t) + µg(t)

)q
dt

=

∫ ∞

0

ϕX(µf+g(t))
qdt = ‖f + g‖Λ(X(q)).

The conclusion follows by induction on n.
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163





Appendix A

Second order Sobolev-Poincaré
estimates

A.1 Introduction

It is well-known that the symmetrization inequalities are intimally related with the isocapac-

itary inequalities. In [MMi3] the authors discuss the connection between Maz’ya’s capacitary

inequalities and the method of symmetrization by truncation. Here we will study only sym-

metrization inequalities, so that, we called this part an appendix instead of a chapter because

here capacities do not apppear.

Symmetrization is a very useful classical tool on this area. New symmetrization in-

equalities have been developed in [MMi1], [MMi2], [MMi3], [MMi4] and [MMiP], and they

can be applied to provide a unified treatment of sharp Poincaré inequalities, concentration

inequalities and sharp integrability of solutions of elliptic equations. These inequalities com-

bine three features: the inequalities are pointwise rearrangement inequalities, incorporate

in their formulation the isoperimetric profile and are formulated in terms of oscillations.

In [MMi1, MMi3] the Poincaré inequality, for isoperimetric Hardy type measure spaces, it is

completely characterized in terms of the boundedness of a Hardy type operator from X̄(0, 1)

to Ȳ (0, 1), and in [MMi3] the authors show some connections between symmetrization in-

equalities and the isocapacitary inequalities due to Maz’ya.

Moreover, very recently, A. Cianchi and L. Pick [CiL] have characterized the optimal

range and domain norms in the Sobolev-Poincaré inequality for the Gaussian measure and

functions of bounded variation. Similarly, in [MMi5], the authors, using isoperimetry and

symmetrization, obtain new Gaussian symmetrization inequalities and connect them with

logarithmic Sobolev inequalities. In those inequalities, the isoperimetric function appears

sistematically. For second order derivatives we will see below that the inequalities depend
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on the square of the isoperimetric function.

Using similar techniques to the ones in [MMi2], [MMi5] and [MMi3], in this appendix we

study second order Sobolev-Poincaré inequalities (see Theorem A.3.9) and we relate them

with the boundedness of some Hardy type operators involving the square of the isoperimet-

ric profile and of the Boyd indices of the r.i. spaces (see Section 2). Our main results are

Theorem A.3.9 and Theorem A.4.1. Let us note that the previous results gave us Propo-

sition A.4.2, where the second order Sobolev-Poincaré inequality follows directly from the

classical Sobolev-Poincaré estimate. In the Gaussian case we obtain Theorem A.5.2, which

is the converse of Theorem A.4.1. To finish, with similar techniques to the ones in [CiL],

we describe the optimal range and domain for the second order Sobolev-Poincaré inequality

when dealing with the Gaussian measure.

A.2 Background

From now on, as in [B08], set Rn and let µ be a Borel measure in Rn given by dµ(x) = ϕ(x)dx,

where ϕ ∈ C(Rn), ϕ(x) > 0 for any x ∈ Rn and
∫

Rn ϕ(x)dx = 1.

For a measurable function u : Rn → R, the non-increasing rearrangement of u ∈ L0(Rn),

u∗µ, is defined as in (1.2) with µ instead of C. Since u∗µ is decreasing, the function u∗∗µ , defined

by

u∗∗µ (t) =
1

t

∫ t

0

u∗µ(s) ds,

is also decreasing and, moreover,

u∗µ ≤ u∗∗µ , (u+ v)∗∗µ ≤ u∗∗µ + v∗∗µ .

By definition, we have that

(u∗∗µ )′(s) = −
u∗∗µ (s)− u∗µ(s)

s
= −uosc(s)

s
. (A.1)

Let us denote by f ∗ the non-increasing rearrangement of f respect to the Lebesgue

measure on Rn, mn.

Let A ⊂ Rn be a measurable set, the µ-perimeter (in the sense of De Giorgi) is defined

by

Pµ(A) = sup
{∫

A

div(h(x))ϕ(x)dx;h ∈ C1
0(Rn,Rn), |h| ≤ 1

}
,

and the isoperimetric function Iµ is defined as the pointwise maximal function Iµ : [0, 1] →
[0,∞) such that

Pµ(A) ≥ Iµ(µ(A)),
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holds for all Borel sets A. The isoperimetric profile Iµ is supposed to be a concave continuous

function, increasing on (0, 1/2), symmetric about the point 1/2 that, moreover, vanishes at

zero. So, the isoperimetric profile is such that for 0 ≤ t ≤ 1

(1) Iµ(0) = Iµ(1) = 0,

(2) Iµ(t) = Iµ(1− t),

(3) Iµ(t) is concave.

Since Iµ has a maximum at t = 1/2 and Iµ(0) = 0, then Iµ(s)

s
is decreasing on (0, 1/2) and

s
Iµ(s)

is increasing.

A concave continuous function, I : [0, 1] → [0,∞), increasing on (0, 1/2) and symmetric

about the point 1/2, with I(0) = 0, and such that Iµ ≥ I, will be called an isoperimetric

estimator for (Rn, µ).

Furthermore, let W 1,1(µ) = W 1,1(ϕ,Rn) denotes the weighted Sobolev space containing

all functions u ∈ L1(µ,Rn) with weak derivatives uxi
∈ L1(µ,Rn), i = 1, ..., n and

‖f‖W 1,1(µ) = ‖u‖L1(µ,Rn) + ‖|∇u|‖L1(µ,Rn). (A.2)

Theorem A.2.1. If I : [0, 1] → [0,∞) is an isoperimetric estimator on (Rn, µ), then the

following statements hold and are in fact equivalent (in [MMi3, Theorem 1] the result is done

for functions in f ∈ Lip(Rn)) :

(i) Isoperimetric inequality: For every Borel set A ⊂ Rn

I(µ(A)) ≤ Pµ(A).

(ii) Ledoux’s inequality:∫ ∞

0

I(µ{|f | > s}) ds ≤
∫
|∇f | dµ

(
f ∈ W 1,1(µ)

)
.

(iii) Maz’ya–Talenti’s inequality:

(−f ∗µ)′(s)I(s) ≤
d

ds

∫
{|f |>f∗µ(s)}

|∇f | dµ
(
f ∈ W 1,1(µ)

)
.

(iv) Oscillation inequality:

f ∗∗µ (t)− f ∗µ(t) ≤
t

I(t)
|∇f |∗∗µ (t)

(
f ∈ W 1,1(µ)

)
. (A.3)

(v) Pólya–Szegö inequality:∫ t

0

[(−f ∗µ)′(s)I(s)]∗(r) dr ≤
∫ t

0

|∇f |∗µ(r) dr
(
f ∈ W 1,1(µ)

)
.
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Proof. As soon as we know the validity of the oscillation inequality for f ∈ W 1,1(µ), we

can proceed as in [MMi3, Theorem 1] to see that the rest hold and that all are, in fact,

equivalent. Therefore, we only need to develop (iv).

To distinguish, by W 1,1(Rn) we denote the first order Sobolev space with respect to

L1(Rn,mn) and, by IRn and PRn the isoperimetric function and the perimeter on (Rn,mn).

We proceed as follows: first we obtain (A.3) for f ∈ W 1,1(Rn) and then we extend to our

setting.

For a measurable f : Rn → R, let

f+ = max(f, 0) and f− = min(f, 0).

If f ∈ W 1,1(Rn), then f+, f− ∈ W 1,1(Rn) and

∇f+ = ∇f χ{f>0} and ∇f− = ∇f χ{f<0}.

This implies that functions on W 1,1(Rn) remain invariant under the operation of truncation,

i.e., given a measurable g and 0 < t1 < t2, the truncation gt2t1 of g is defined by

gt2t1 = min{max{0, g − t1}, t2 − t1}

and therefore, if g ∈ W 1,1(Rn), then gt2t1 ∈ W 1,1(Rn) and

∇gt2t1 = ∇gχ{t1<g<t2}.

On the other hand, given f ∈ W 1,1(Rn), the Fleming-Rishel formula states that∫
Rn

|∇f(x)|dx =

∫ ∞

−∞
PRn({f > s})ds.

Applying this result to |f |t2t1 , we get∫
{t1<|f |<t2}

|∇|f |(x)|dx =

∫ ∞

0

PRn({|f |t2t1 > s})ds (A.4)

≥
∫ ∞

0

IRn

(∣∣{|f |t2t1 > s}
∣∣)ds =

∫ t2−t1

0

IRn

(∣∣{|f |t2t1 > s}
∣∣)ds,

where the second inequality holds thanks to the isoperimetric inequality.

Observe that, for 0 < s < t2 − t1,

|{|f | ≥ t2}| ≤ m
f

t2
t1

(s) ≤ |{|f | > t1}|.
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Consequently, by the properties of IRn , we have∫ t2−t1

0

IRn(m
f

t2
t1

(s))ds ≥ (t2 − t1) min(IRn

(∣∣{|f | > t1}
∣∣), IRn

(∣∣{|f | > t1}
∣∣)). (A.5)

For s > 0 and h > 0, pick t1 = f ∗(s+ h) and t2 = f ∗(s). Then

s ≤
∣∣{|f | ≥ f ∗(s)

}∣∣ ≤ m
f

t2
t1

(s) ≤
∣∣{|f | > f ∗(s+ h)

}∣∣ ≤ s+ h. (A.6)

Combining (A.4), (A.5) and (A.6), since I is an isoperimetric estimator, it follows that(
f ∗(s)− f ∗(s+ h)

)
min

(
I(s+ h), I(s)

)
≤
∫
{f∗(s+h)<|f |<f∗(s)}

|∇|f |(x)|dx.

At this stage we can continue as in [MMi3, from (3.8)], and we obtain that if f ∈ W 1,1(Rn),

then

f ∗∗(t)− f ∗(t) ≤ t

I(t)

1

t

∫ t

0

|∇f |∗(s)ds (0 < t < 1). (A.7)

We can extend this result to our setting in the following way. We consider µ be a finite

measure on Rn defined by dµ = ϕ(x)dx, where ϕ ∈ C(Rn), ϕ(x) > 0 for any x ∈ Rn and∫
Rn ϕ(x)dx = 1. Furthermore, W 1,1(µ) denotes the weighted Sobolev space defined in (A.2).

It is plain (since we are still working on Rn) that functions on W 1,1(µ) remain invariant

under the operation of truncation.

Let M ⊂ Rn be a measurable set and recall that the µ-perimeter (in the sense of De

Giorgi) is defined by

Pµ(M) = sup
{∫

M

div(h(x))ϕ(x)dx;h ∈ C1
0(Rn,Rn), |h| ≤ 1

}
.

The theory of sets with finite µ-perimeter is imbedded in the framework of the space of BV -

functions, denoted by BV (ϕ,Rn), and it is defined as the set of all functions u ∈ L1(µ,Rn)

such that

‖Du‖BV = sup
{∫

Rn

u(x)div(h(x))ϕ(x)dx;h ∈ C1
0(Rn,Rn), |h| ≤ 1

}
<∞.

Notice that if M has finite µ-perimeter, then χM ∈ BV (ϕ,Rn) and Pµ(M) = ‖DχM‖BV .

Moreover, if u ∈ W 1,1(µ), then ‖Du‖BV = ‖|∇u|‖L1(µ,Rn).

On the other hand, the co-area formula for functions states that

‖Du‖BV =

∫ ∞

−∞
Pµ({u > s})ds (u ∈ BV (ϕ,Rn))
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and therefore,

‖|∇u|‖L1(µ,Rn) =

∫
Rn

|∇u(x)|ϕ(x)dx =

∫ ∞

−∞
Pµ({u > s})ds (u ∈ W 1,1(ϕ,Rn) = W 1,1(µ)).

Thus, using the same argument that above, we obtain that inequality (A.7) is valid for

W 1,1(µ) functions (by considering now rearrangements with respect to the measure µ).

Hence, the oscillation inequality holds for functions in W 1,1(µ) and, as in [MMi3], we can

see that the result follows.

Suppose f ∈ W 1,1(µ) and let mf be a median of f :

µ{f ≥ mf} ≥ 1/2 and µ{f ≤ mf} ≥ 1/2.

It follows that
∫
|f −mf | dµ '

∫ ∣∣∣f − ∫Rn f dµ
∣∣∣ dµ.

Let us recall the L1(µ)-Poincaré inequality that we will use later (see [EvGa]):∫
|f −mf | dµ ≤

1

2I(1/2)

∫
|∇f(x)| dµ. (A.8)

A.3 Second order Sobolev-Poincaré inequalities

In [MMi], as an application of (A.1) and (A.3), characterizations of the Sobolev-Poincaré

inequality are given. In the same direction, in this section we will obtain pointwise second

order inequalities to characterize second order Sobolev-Poincaré inequalities. Our main result

is Theorem A.3.9. For that, some previous results are needed and so are presented before.

Let f be a locally integrable function having weak derivatives of all orders up to 2. We

denote by d2f the vector (Dβf)|β|=2 of all derivatives of order β = 2. It is easy to see that

|∇|dk−1f || . |dkf |, k = 1, 2.

Let W k,1(µ) be the corresponding Sobolev space of k-order given by L1(µ,Rn) and let us

define the Hardy type operator

Qµg(t) =

∫ 1/2

t

g(s)
ds

Iµ(s)
:=

∫ 1

t

g(s)χ(0,1/2)(s)
ds

Iµ(s)
,

as in [MMi3].

Proposition A.3.1. Suppose 0 < t ≤ 1/2. Then:

(i) For every f ∈ W 1,1(µ),

|∇f |∗∗µ (t) ≤
∫ 1/2

t

(|∇f |∗∗µ (s)− |∇f |∗µ(s))
ds

s
+ 2‖∇f‖L1(µ).



A.3. Second order Sobolev-Poincaré inequalities 171

(ii) For every f ∈ W 2,1(µ),

Iµ(t)(−f ∗∗µ )′(t) =
Iµ(t)

t
fosc(t) ≤ Qµ(|d2f |∗∗µ )(t) + 2‖∇f‖L1(µ).

(iii) For every f ∈ W 2,1(µ),(Iµ(t)
t

)2

(f ∗∗µ (t)− f ∗µ(t)) ≤ |d2f |∗∗µ (t) +
Iµ(t)

t
|∇f |∗µ(t).

Proof. Let f ∈ W 1,1(µ) and denote by g := |∇f |.
(i) Just apply (A.1) to gosc and note that g∗∗µ (1/2) ≤ 2‖∇f‖L1(µ).

(ii) From (i) and from (A.3), since |∇|∇f || ≤ |d2f |, if 0 < t ≤ 1/2, then

|∇f |∗∗µ (t) =

∫ 1/2

t

((g∗∗µ (s)− g∗µ(s))
ds

s
+ g∗∗µ (1/2)

≤
∫ 1/2

t

s

Iµ(s)
|d2f |∗∗µ (s)

ds

s
+ 2‖∇f‖L1(µ).

Let us observe that, if 1/2 < t < 1, then |∇f |∗∗µ (t) ≤ 2‖∇f‖L1(µ).

(iii) Write the oscillation inequality as(Iµ(t)
t

)2

(f ∗∗µ (t)− f ∗µ(t)) ≤
Iµ(t)

t
g∗∗µ (t)

and g∗∗µ (t) = g∗∗µ (t)− g∗µ(t) + g∗µ(t). By using that

g∗∗µ (t)− g∗µ(t) ≤
t

Iµ(t)
|d2f |∗∗µ (t),

we arrive to the pointwise second order estimate (iii).

Proposition A.3.2. Let 0 < t ≤ 1/2 and k = 2, 3. Then,

fosc(t) .
t

Iµ(t)

{
Qk−1
µ (|dkf |∗∗µ )(t) +

k−1∑
j=1

‖djf‖L1(µ)Q
j−1
µ (1)(t)

}
(f ∈ W k,1(µ)).

Proof. For k = 2 this is proved in Proposition A.3.1. Let k = 3 and 0 < t < 1/2. It follows

that

fosc(t)
(Iµ(t)

t

)2

.
Iµ(t)

t

{∫ 1/2

t

|d2f |∗∗µ (s)
ds

Iµ(s)
+ ‖∇f‖L1(µ)

}
.
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It can be proved that

|d2f |∗∗µ (s) ≤
∫ 1/2

s

(|d2f |∗∗µ (u)− |d2f |∗µ(u))
du

u
+ 2‖d2f‖L1(µ)

≤
∫ 1/2

s

u

Iµ(u)
|d3f |∗∗µ (u)

du

u
+ 2‖d2f‖L1(µ)

and then, defining Q0
µg(t) = 1, it follows the result for k = 3:∫ 1/2

t

|d2f |∗∗µ (s)
ds

Iµ(s)
. Q2

µ(|d3f |∗∗µ )(t) + ‖d2f‖L1(µ)Q
1
µ(1)(t).

Remark A.3.3. Proposition A.3.2 is valid for any k ∈ N.
In the case k ≥ 4, let us suppose that for all k ≤ m− 1 we have that

fosc(t)
(Iµ(t)

t

)k−1

.
(Iµ(t)

t

)k−2{
Qk−1
µ (|dkf |∗∗µ )(t) +

k−1∑
j=1

‖djf‖L1(µ)Q
j−1
µ (1)(t)

}
,

and let now k = m. It follows by hipothesis of induction that

fosc(t)
(Iµ(t)

t

)m−1

≤ Iµ(t)

t

(Iµ(t)
t

)m−3{
Qm−2
µ (|dm−1f |∗∗µ )(t) +

m−2∑
j=1

‖djf‖L1(µ)Q
j−1
µ (1)(t)

}
,

and

|dm−1f |∗∗µ (s) . Q1
µ(|dmf |∗∗µ )(t) + ‖dm−1f‖L1(µ).

Then

Qm−2
µ (|dm−1f |∗∗µ )(t) ≤ Qm−2

µ

(
Q1
µ(|dmf |∗∗µ )(t) + ‖dm−1f‖L1(µ)

)
= Qm−1

µ (|dmf |∗∗µ )(t) +Qm−2
µ (1)(t)‖dm−1f‖L1(µ),

since Qµ and the powers are lineal, and

fosc(t)
(Iµ(t)

t

)m−1

=
(Iµ(t)

t

)m−2{
Qm−1
µ (|dmf |∗∗µ )(t) +

m−1∑
j=1

‖djf‖L1(µ)Q
j−1
µ (1)(t)

}
.

Corollary A.3.4. For f ∈ W 2,1(µ)

f ∗∗µ (t) . Q2
µ(|d2f |∗∗µ )(t) + ‖∇f‖L1(µ)(Qµ1)(t) + ‖f‖L1(µ).
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Proof. By Proposition A.3.1(ii), if 0 < t ≤ 1/2,

f ∗∗µ (t) ≤
∫ 1/2

t

s

Iµ(s)
{Qµ(|d2f |∗∗µ )(s) + 2‖∇f‖L1(µ)}

ds

s
+ 2‖f‖L1(µ)

= Q2
µ(|d2f |∗∗µ )(t) + 2‖∇f‖L1(µ)

∫ 1/2

t

ds

Iµ(s)
+ ‖f‖L1(µ).

If 1/2 < t < 1, then f ∗∗µ (t) ≤ f ∗∗µ (1/2) ≤ 2‖f‖L1(µ).

By X = X(Rn, µ) we always denote an rearrangement invariant (r.i. for short) Banach

function space on Rn endowed with the probability measure µ and such that 1 ∈ X. In that

situation, L∞(µ) ↪→ X ↪→ L1(µ) (see [BeSh]).

It is well-known, by the Luxemburg theorem (see [BeSh, Theorem 4.2]), that any r.i.

Banach function space X on (Rn, µ) can be represented as an r.i. space X̄(0, 1) on the

interval (0, 1) with Lebesgue measure and ‖g‖X = ‖g∗µ‖X̄(0,1) for every g ∈ X.

Let us recall that the Boyd indices of X (see [BeSh, Chapter 3, Section 5]) are the

numbers αX and αX such that

αX = sup
0<t<1

log(hX(t))

log(t)
, αX = inf

1<t<∞

log(hX(t))

log(t)
,

where hX(t) is the norm of E1/t defined in (3.14).

For the usual Hardy operators P and Q defined in (2.25)1, it is well-known that P is

bounded on X̄(0, 1) if and only if the upper Boyd indice αX is smaller than 1, and Q is

bounded if and only if the lower Boyd indice αX is bigger than 0. In fact, if 0 < a < αX ,

the operator

Qag(t) =
1

ta

∫ t

0

sag(s)
ds

s

is also bounded on X̄(0, 1) (cf. [BeSh, Chapter 3]).

If Y is also an r.i. space on (Rn, µ), the X − Y Sobolev-Poincaré inequality depends on

the boundedness of the Hardy type operator

Qµg(t) =

∫ 1/2

t

g(s)
ds

Iµ(s)
:=

∫ 1

t

g(s)χ(0,1/2)(s)
ds

Iµ(s)
,

as shown in [MMi3]. By W 1,X(µ) we denote the classical Sobolev space generated by the

norm in X. Let us see that the same holds for functions in W 1,X(µ):

1Recall that

Pg(t) =
1
t

∫ t

0

g(s) ds, Qg(t) =
∫ 1

t

g(s)
ds

s
.
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Theorem A.3.5. If for any 0 ≤ g ∈ X̄(0, 1) with supp g ⊂ (0, 1/2),

‖Qµg‖Ȳ (0,1) . ‖g‖X̄(0,1), (A.9)

then, the following Sobolev-Poincaré estimate holds:∥∥∥f − ∫
Rn

f dµ
∥∥∥
Y

. ‖∇f‖X (f ∈ W 1,X(µ)). (A.10)

Proof. Let f ∈ W 1,X(µ), and write

f ∗µ(t) =

∫ 1/2

t

(−f ∗µ)′(s)ds+ f ∗µ(1/2), t ∈ (0, 1/2].

Thus,

‖f‖Y = ‖f ∗µ‖Ȳ (0,1) . ‖f ∗µχ[0,1/2]‖Ȳ (0,1)

≤
∥∥∥∫ 1/2

t

(−f ∗µ)′(s)ds
∥∥∥
Ȳ (0,1)

+ f ∗µ(1/2)‖1‖Ȳ (0,1)

≤
∥∥∥∫ 1/2

t

(−f ∗µ)′(s)Iµ(s)
ds

Iµ(s)

∥∥∥
Ȳ (0,1)

+ 2‖f‖L1(µ)‖1‖Ȳ (0,1)

. ‖(−f ∗µ)′(s)Iµ(s)‖X̄(0,1) + ‖f‖L1(µ) by (A.9)

. ‖|∇f |‖X + ‖f‖L1(µ),

where the last inequality follows by the Pólya–Szegö inequality in Theorem A.2.1.

Therefore, by (A.8), since X ↪→ L1(µ),∥∥∥f − ∫
Rn

fdµ
∥∥∥
Y

. ‖|∇f |‖X +
∥∥∥f − ∫

Rn

fdµ
∥∥∥
L1(µ)

. ‖|∇f |‖X + ‖|∇f |‖L1(µ).

Remark A.3.6. In [MMi3, Section 5 and 6] J. Mart́ın and M. Milman showed that it is

possible to characterize the Sobolev-Poincaré inequality on probability spaces of isoperimetric

Hardy type.

In the case of Rn with the Gaussian measure γ, as it is shown in [MMi3], (A.9) and (A.10)

are equivalent due to the fact that (Rn, γ) is of isoperimetric Hardy type.

Since the operator Qµ is associated to the Sobolev-Poincaré inequality, we will try with

Q2
µ when dealing with second order derivatives.

From the definition, by Fubini’s theorem, if g ≥ 0 and supp g ⊂ (0, 1/2),

Q2
µg(t) =

∫ 1/2

t

∫ 1/2

s

g(r)
dr

Iµ(r)

ds

Iµ(s)
=

∫ 1/2

t

g(r)
( 1

Iµ(r)

∫ r

t

ds

Iµ(s)

)
dr.
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From now on, X and Y are supposed to be r.i. spaces on (Rn, µ). Observe that Qµ1 ∈
X̄(0, 1) means that Iµ(t)/t ∈ X̄(0, 1), αX < 1 means that P is continuous on X̄(0, 1), and

then ‖f ∗∗µ ‖X̄(0,1) ' ‖f‖X . Moreover, if αX > 0, then Qµ1 ∈ X̄(0, 1) since 0 < s < 1/2,

s . Iµ(s).

Let us define a new operator Ā for g ∈ X̄(0, 1) by

Iµ(t)

t

∫ 1/2

t

g(s)
ds

Iµ(s)
:= Āg(t).

Since Iµ(t)

t
is decreasing on (0, 1/2), if Ā is bounded in X̄(0, 1), then

‖Qµ1‖X̄(0,1) =
∥∥∥∫ 1/2

t

1
ds

Iµ(s)

∥∥∥
X̄(0,1)

.
∥∥∥Iµ(t)

t

∫ 1/2

t

1
ds

Iµ(s)

∥∥∥
X̄(0,1)

. ‖1‖X ,

and Iµ(t)/t ∈ X̄(0, 1).

Remark A.3.7. If Ā is bounded on X̄(0, 1), then it follows that Qµ is also bounded. There-

fore for Y = X, the X-X Poincaré inequality holds by Theorem A.3.5.

By W 2,X(µ) we denote the classical second-order Sobolev space generated by the norm

in X,

‖φ‖W 2,X(µ) =
∑
|σ|≤2

‖Dσφ‖X(Rn,µ) =
∑
|σ|≤2

‖Dσφ‖X .

Proposition A.3.8. If αX < 1 and Ā is bounded on X̄(0, 1), then, for every f ∈ W 2,X(µ),∥∥∥Iµ(t)
t
|∇f |∗∗µ (t)

∥∥∥
X̄(0,1)

. ‖d2f‖X + ‖∇f‖L1(µ),

∥∥∥(f ∗∗µ (t)− f ∗µ(t))
(Iµ(t)

t

)2∥∥∥
X̄(0,1)

. ‖d2f‖X + ‖∇f‖L1(µ).

Proof. Suppose that g ≥ 0 is supported by (0, 1/2). Since Iµ(t)

t
Qg(t) = Ā

(
Iµ(s)

s
g(s)

)
(t), it

follows that ∥∥∥Iµ(t)
t

Qg(t)
∥∥∥
X̄(0,1)

.
∥∥∥Iµ(t)

t
g(t)

∥∥∥
X̄(0,1)

.

Since X ↪→ L1(µ), by Proposition A.3.1, (i) for all 0 < t ≤ 1/2,

|∇f |∗∗µ (t) ≤
∫ 1/2

t

(|∇f |∗∗µ (s)− |∇f |∗µ(s))
ds

s
+ 2‖∇f‖L1(µ).
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For every f ∈ W 2,X(µ), let us denote by g = |∇f |. Therefore, since Ā is bounded on

X̄(0, 1) and |∇|∇f || ≤ |d2f |, by the oscillation inequality it follows that∥∥∥Iµ(t)
t
|∇f |∗∗µ (t)

∥∥∥
X̄(0,1)

.
∥∥∥Iµ(t)

t
(g∗∗µ (s)− g∗µ(s))

∥∥∥
X̄(0,1)

+ ‖∇f‖L1(µ)

. ‖|d2f |∗∗µ (t)‖X̄(0,1) + ‖∇f‖L1(µ).

By (ii) of Proposition A.3.1, if αX < 1, then∥∥∥(f ∗∗µ (t)− f ∗µ(t))
(Iµ(t)

t

)2∥∥∥
X̄(0,1)

. ‖|d2f |∗∗µ (t)‖X̄(0,1) +
∥∥∥Iµ(t)

t
|∇f |∗∗µ (t)

∥∥∥
X̄(0,1)

. ‖d2f‖X + ‖∇f‖L1(µ).

Theorem A.3.9. Suppose that αX < 1 and Ā is bounded on X̄(0, 1). The following state-

ments are equivalent:

(i) For every g ≥ 0 with supp g ⊂ (0, 1/2),∥∥∥∫ 1

t

g(s)
( s

Iµ(s)

)2ds

s

∥∥∥
Ȳ (0,1)

. ‖g‖X̄(0,1).

(ii) For every f ∈ W 2,X(µ),

‖f‖Y .
∥∥∥f ∗µ(t)(Iµ(t)t )2∥∥∥

X̄(0,1)
.

(iii) For every f ∈ W 2,X(µ),

‖f‖Y .
∥∥∥(f ∗∗µ (t)− f ∗µ(t))

(Iµ(t)
t

)2∥∥∥
X̄(0,1)

+ ‖f‖L1(µ).

If these properties are satisfied and f ∈ W 2,X(µ), then∥∥∥f − ∫
Rn

f dµ
∥∥∥
Y

. ‖d2f‖X + ‖∇f‖L1(µ). (A.11)

Proof. (i) =⇒(ii) If 0 < t < 1/4, then

f ∗µ(2t) = 2(2t− t)
1

2t
f ∗µ(2t) = 2

∫ 2t

t

1

2t
f ∗µ(2t)ds .

∫ 1/2

t

f ∗µ(s)
ds

s
=

∫ 1

t

f ∗µ(s)χ(0,1/2)(s)
ds

s

and for g(s) := ( Iµ(s)

s
)2f ∗µ(s)χ(0,1/2)(s)
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‖f ∗µ(2t)‖Ȳ (0,1) ≤ 2‖f ∗µ(2t)χ(0,1/2)(t)‖Ȳ (0,1) .
∥∥∥∫ 1

t

f ∗µ(s)χ(0,1/2)(s)
ds

s

∥∥∥
Ȳ (0,1)

=
∥∥∥∫ 1

t

( s

Iµ(s)

)2[(Iµ(s)
s

)2

f ∗µ(s)χ(0,1/2)(s)
]ds
s

∥∥∥
Ȳ (0,1)

. ‖g‖X̄(0,1).

(ii) =⇒(i) Consider g with supp g ⊂ (0, 1/2) and let us define

Bµg(t) :=

∫ 1

t

g(s)
( s

Iµ(s)

)2ds

s
, t > 0.

Hence, since this operator is decreasing, let f ∈ L0(Rn) such that f ∗µ(t) = Bµg(t). Then,

‖f‖Y = ‖f ∗µ‖Ȳ (0,1) =
∥∥∥∫ 1

t

g(s)
( s

Iµ(s)

)2ds

s

∥∥∥
Ȳ (0,1)

.
∥∥∥∫ 1

t

g(s)
( s

Iµ(s)

)2ds

s

(Iµ(t)
t

)2∥∥∥
X̄(0,1)

.

Let us define now h(u) := g(u) Iµ(t)

t
u

Iµ(u)
(u ∈ (0, 1)). Since∫ 1

t

g(s)
( s

Iµ(s)

)2ds

s

(Iµ(t)
t

)2

=
Iµ(t)

t

∫ 1

t

h(s)
ds

Iµ(s)
' Āh(t) (0 < t < 1),

and Ā is bounded on X̄(0, 1), then

‖f‖Y = ‖Bµg‖Ȳ (0,1) . ‖h(t)‖X̄(0,1) = ‖g‖X̄(0,1).

(i) =⇒(iii) Observe that for every f ∈ W 2,X(µ)

‖f‖Y = ‖f ∗µ‖Ȳ (0,1) ≤ ‖f ∗∗µ ‖Ȳ (0,1) . ‖f ∗∗µ χ(0,1/2)‖Ȳ (0,1),

and we have

f ∗∗µ (t)χ(0,1/2)(t) ≤
∫ 1/2

t

(f ∗∗µ (s)− f ∗µ(s))χ(0,1/2)(s)
ds

s
+ f ∗∗µ (1/2).

Then, it follows that

‖f‖Y .
∥∥∥(f ∗∗µ (t)− f ∗µ(t))

(Iµ(t)
t

)2∥∥∥
X̄(0,1)

+ ‖f‖L1(µ).

(iii) =⇒(i) Let g ≥ 0 with supp g ⊂ (0, 1/2) and define for all 0 < t < 1/2, h(t) = Bµg(t).

Then, it follows that h(t) . Qg(t).

Consider u ∈ L0(Rn) such that u∗µ(t) = h(t). We have that ‖u‖Y = ‖h(t)‖Ȳ (0,1) and then,

‖h(t)‖Ȳ (0,1) .
∥∥∥(h∗∗µ (t)− h∗µ(t))

(Iµ(t)
t

)2∥∥∥
X̄(0,1)

+ ‖h(t)‖1.
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By Fubini’s theorem we can observe that

h∗∗µ (t)− h∗µ(t) =
1

t

∫ t

0

g(s)
( s

Iµ(s)

)2

ds.

Therefore, since the function s/Iµ(s) is increasing on (0, 1/2), P is bounded on X̄(0, 1),

and

(h∗∗µ (t)− h∗µ(t))
(Iµ(t)

t

)2

≤ 1

t

∫ t

0

g(s)ds = Pg(t),

then ∥∥∥∫ 1

t

g(s)
( s

Iµ(s)

)2ds

s

∥∥∥
Ȳ (0,1)

. ‖g‖X̄(0,1) + ‖h(t)‖1.

Finally, let us observe that for all 0 < t < 1/2,

h(t) =

∫ 1

t

g(s)
( s

Iµ(s)

)2ds

s
. Qµg(t) . Āg(t)

and, since X ↪→ L1(µ) and Ā is bounded on X̄(0, 1), then it follows that

‖h(t)‖1 ≤
∥∥∥∫ 1

t

g(s)
( s

Iµ(s)

)2ds

s

∥∥∥
X̄(0,1)

. ‖Qµg(t)‖X̄(0,1) . ‖g‖X̄(0,1).

Therefore, (i) follows by addition of the inequalities.

To finish let us show that (iii) implies (A.11): Let f ∈ W 2,X(µ). Since P and Ā are

bounded on X̄(0, 1), by Proposition A.3.8

‖f‖Y . ‖d2f‖X + ‖∇f‖L1(µ) + ‖f‖L1(µ).

Therefore, considering now g := f −
∫
fdµ, by (A.8), it follows that

‖g‖Y . ‖d2f‖X + ‖∇f‖L1(µ) + ‖f −mf‖L1(µ)

. ‖d2f‖X + ‖∇f‖L1(µ).

Remark A.3.10. Let us observe that, in Theorem A.3.9, without any condition on the

indices and on Ā, (i) implies (ii) and (i) implies (iii). (ii) implies (i) if Ā is bounded on

X̄(0, 1), and (iii) implies (i) if αX < 1 and Ā is bounded on X̄(0, 1).
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A.4 Second order Hardy type operators

Let us see now that the second order Sobolev-Poincaré inequality follows from the bounded-

ness of the operator Qµ from X̄(0, 1) to Ȳ (0, 1). In the next section we will see that for the

Gaussian measure the corresponding characterization follows.

A probability measure space (Rn, µ) is of isoperimetric Hardy type (see e.g. [MMi3]) if

for any given isoperimetric estimator I, the following properties are equivalent for every r.i.

spaces X = X(Rn, µ), Y = Y (Rn, µ) :

(i) There exists a constant c = c(X, Y ) such that for any f ∈ Lip(Rn),∥∥∥f − ∫
Rn

f dµ
∥∥∥
Y
≤ c‖∇f‖X . (A.12)

(ii) There exists a constant c1 = c1(X, Y ) such that for any 0 ≤ g ∈ X̄(0, 1) with supp g ⊂
(0, 1/2),

‖QIg‖Ȳ (0,1) ≤ c1‖g‖X̄(0,1), (A.13)

where QI is defined as Qµ with I instead of Iµ.

From now on, assume that µ is such that (Rn, µ) is of isoperimetric Hardy type. We will

denote for f ∈ L0(Rn),

Λf := p+

∫
(f − p) dµ

with

p(x) :=

∫
f dµ+

n∑
i=1

(∫
∂if dµ

)
xi.

Let f ∈ W 2,X(µ). Then |∇f | ∈ W 1,X(µ). Moreover, if we assume that Qµ is bounded

for positive functions from X̄(0, 1) on Ȳ (0, 1), then, by Theorem A.3.5, it follows that∥∥∥|∇f | − ∫ |∇f |dµ
∥∥∥
Y

. ‖d2f‖X .

Let us start now from W 1,Y (µ) and consider Z = Y . We have that ‖f −
∫
fdµ‖Z .

‖∇f‖Y , and then Qµ : Ȳ (0, 1) → Z̄(0, 1) is bounded. Therefore

Q2
µ : X̄(0, 1) → Z̄(0, 1)

is bounded on positive functions supported on (0, 1/2).

Hence, if Qµ : X̄(0, 1) → Ȳ (0, 1) is bounded on positive functions supported on (0, 1/2),

then for the same kind of functions

Q2
µ : X̄(0, 1) → Ȳ (0, 1).
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Theorem A.4.1. If αX < 1 and Qµ : X̄(0, 1) → Ȳ (0, 1) is a bounded operator (i.e.

‖Qµg‖Ȳ (0,1) . ‖g‖X̄(0,1) if g ≥ 0), then

(a) W 2,X(µ) ↪→ Y , and

(b)

‖f − Λf‖Y . ‖d2f‖X (f ∈ W 2,X(µ)). (A.14)

Proof. (a) Suppose f ∈ W 2,X(µ) and let 0 < t < 1, so that, by Corollary A.3.4,

f ∗∗µ (t) . Q2
µ(|d2f |∗∗µ )(t) + ‖∇f‖L1(µ)(Qµ1)(t) + ‖f‖L1(µ).

Consequently, since f ∗µ ≤ f ∗∗µ and Qµ is bounded from X̄(0, 1) to Ȳ (0, 1), then Qµ1 ∈
Ȳ (0, 1) and

‖f‖Y ≤ ‖f ∗∗µ ‖Ȳ (0,1) . ‖|d2f |∗∗µ ‖X̄(0,1) + ‖∇f‖L1(µ)‖Qµ1‖Ȳ (0,1) + ‖f‖L1(µ).

By condition ᾱX < 1, since X ↪→ L1(µ), it follows that

‖f‖Y . ‖|d2f |∗∗µ ‖X̄(0,1) + ‖∇f‖X + ‖f‖X ' ‖f‖W 2,X(µ).

(b) Suppose f ∈ W 2,X(µ) and apply Corollary A.3.4 to g = f −Λf ∈ W 2,X(µ) to obtain

‖g‖Y . ‖Q2
µ(|d2g|∗∗µ )‖Ȳ (0,1) + ‖∇g‖L1(µ)‖Qµ1‖Ȳ (0,1) + ‖g‖L1(µ).

By the basic Poincaré inequality,

‖∇g‖L1(µ) ≤
n∑
i=1

∥∥∥∂if − ∫ ∂if dµ
∥∥∥
L1(µ)

≤
n∑
i=1

‖∇∂if‖L1(µ) . ‖d2f‖X

and similarly, using the definition of p,

‖g‖L1(µ) =
∥∥∥(f − p)−

∫
(f − p) dµ

∥∥∥
L1(µ)

≤
n∑
i=1

‖∇(f − p)‖L1(µ) . ‖d2f‖X .

Therefore, it follows that ‖g‖Y . ‖d2f‖X .

Proposition A.4.2. If αX < 1 and for every f ∈ W 1,X(µ),∥∥∥f − ∫
Rn

f dµ
∥∥∥
Y

. ‖∇f‖X ,

then

inf
Λ∈P1

‖f − Λf‖Y . ‖d2f‖X (f ∈ W 2,X(µ)).
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Proof. By hipothesis, by the equivalence of (A.12) and (A.13) in particular for Iµ, for every

0 ≤ g ∈ X̄(0, 1) with supp g ⊂ (0, 1/2),∥∥∥∫ 1

t

g(s)
ds

Iµ(s)

∥∥∥
Ȳ (0,1)

= ‖Qµg‖Ȳ (0,1) . ‖g‖X̄(0,1).

Then, by Theorem A.4.1, for every f ∈ W 2,X(µ),

inf
Λ∈P1

‖f − Λ‖Y . ‖d2f‖X .

A.5 Examples: The Gaussian measure space

As in [MMi3], we consider Rn endowed with the Gaussian measure γ = γn, where for A ⊂ Rn

γ(A) :=

∫
A

φn(x) dx, φn(x) :=
1

(2π)n/2
e−|x|

2/2.

In that situation the isoperimetric problem is solved by half-lines (cf. [Bor85] and [Bob]).

The isoperimetric inequality for γ was found by V. N. Sudakov and B. S. Tsirelson [ST],

and by C. Borell [Bor], and the Gaussian isoperimetric profile (or Gaussian isoperimetric

function), is defined as

Iγ(t) := φ1(Φ
−1(t)) (0 ≤ t ≤ 1),

where Φ : R → (0, 1) is the distribution function for γ1, extended by Φ(−∞) = 0 and

Φ(+∞) = 1

Φ(r) =

∫ r

−∞
φ1(s) ds =

∫ r

−∞

1

(2π)1/2
e−s

2/2 ds.

The Gaussian isoperimetric profile is such that for 0 ≤ t ≤ 1

(1) Iγ(0) = Iγ(1) = 0,

(2) Iγ(t) = Iγ(1− t),

(3) I ′′γ (t) = −1/Iγ(t),

(4) Iγ(t) is concave, and

(5) Iγ(t) ' t(log(1/t))1/2 on [0, 1/2]; more precisely, limt→0
Iγ(t)

t(2 log 1
t
)1/2 = 1.

As noticed in [MMi1], the operator Qlog, defined on functions g ≥ 0 supported by (0, 1/2),

as

Āg(t) = Qlogg(t) =
Iγ(t)

t

∫ 1

t

g(s)
ds

Iγ(s)
' (1 + log(1/t))1/2

∫ 1

t

g(s)(1 + log(1/s))1/2ds

s
,
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for any 0 < a < αX , is dominated by Qa since, using that ta(1 + log(1/t))1/2 is increasing

near zero,

Āg(t) ' ta(1 + log(1/t))1/2

ta

∫ 1

t

g(s)(1 + log(1/s))1/2ds

s
. Qag(t).

Hence, if αX > 0, then Ā is bounded on X̄(0, 1) (cf. [MMi5, Section 2.3]).

Remark A.5.1. If αX > 0, then also Qγ is bounded on X̄(0, 1), since

Qγg(t) =

∫ 1/2

t

g(s)
ds

Iγ(s)
.
Iγ(t)

t

∫ 1/2

t

g(s)
ds

Iγ(s)
.

Moreover, if αX > 0, since Ā is bounded on X̄(0, 1), then, by [MMi3, Theorem 5,a],

it follows that the X − Y Sobolev-Poincaré inequalitiy holds. And then, since (Rn, γ) is of

isoperimetry Hardy type, Qγ is bounded from X̄(0, 1) to Ȳ (0, 1).

Note that

Q2
γg(t) =

∫ 1/2

t

∫ 1/2

s

g(u)
du

Iγ(u)

ds

Iγ(s)
' Āg(t)−Qg(t),

since ∫ r

t

ds

Iγ(s)
' (− log t)1/2 − (− log r)1/2 ' Iγ(t)

t
− Iγ(r)

r
.

Condition Q2
γ1 ∈ X̄(0, 1) implies Qγ1 ∈ X̄(0, 1). Indeed, Qγ1(t) =

∫ 1/2

t
(Iγ(s))

−1ds is an

unbounded continuous function which decreases to 0 on (0, 1/2), and then Qγ1(a) = 1 for

some a ∈ (0, 1/2). For every t ≤ a,

Q2
γ1(t) =

∫ 1/2

t

Qγ1(s)
ds

Iγ(s)
≥ Qγ1(a)Qγ1(t) = Qγ1(t)

and, if a < t ≤ 1/2, Qγ1(t) ≤ Qγ1(a) = 1. So Qγ1 ≤ χ(0,a]Q
2
γ1+χ(a,1) and ‖Qγ1‖X̄(0,1) <∞.

In the Gaussian case, Theorem A.4.1 has the following converse:

Theorem A.5.2. Suppose that

‖f − Λf‖Y . ‖d2f‖X (f ∈ W 2,X(γ)).

Then for every g ≥ 0 with supp g ⊂ (0, 1/2),

‖Q2
γ g‖Ȳ (0,1) . ‖g‖X̄(0,1),

‖Qγ g‖Ȳ (0,1) . ‖g‖X̄(0,1).
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Proof. Take g ≥ 0 so that supp g ⊂ (0, 1/2) and define

f(x) = Q2
γg(Φ(x1)) =

∫ 1

Φ(x1)

(Qγg)(s)
ds

Iγ(s)
,

which is a function that only depends on x1, and in this case

p(x) =

∫
f dγ +

(∫
∂1f dγ

)
x1.

Moreover,

∂1f(x) = −(Qγg)(Φ(x1))

Iγ(Φ(x1))
Φ′(x1) = −(Qγg)(Φ(x1))

and

∂2
1f(x) = g(Φ(x1)), |d2f(x)| = |∂2

1f(x)| = |g(Φ(x1))|.

Consequently, f ∗γ (t) = (Q2
γg)(t), |∇f |∗γ(t) = (Qγg)(t), |d2f |∗γ(t) = g∗γ(t). By substracting

and adding Λf to f , we obtain

‖Q2
γg‖Ȳ (0,1) = ‖f‖Y . ‖d2f‖X + ‖Λf‖Y = ‖g‖X + ‖Λf‖Y ,

where it is easily checked that

‖Λf‖Y . ‖f‖L1(γ) + ‖∂1f‖L1(γ) = ‖Q2
γg‖1 + ‖Qγg‖1.

By (A.10), ‖Qγg‖1 . ‖g‖1, and ‖Q2
γg‖1 + ‖Qγg‖1 . ‖g‖1 . ‖g‖X̄(0,1) and we conclude

that

‖Q2
γg‖Ȳ (0,1) . ‖g‖X̄(0,1).

With a similar approach we obtain the same conclusion for Qγ.

A.6 Optimal second order Sobolev-Poincaré embed-

dings

In the appendix we showed that some of the developments done for first order derivatives

can be extended, somehow with the same techniques, to higher-order derivatives. In this

last section we want to obtain descriptions of the optimal range and domain for second order

Sobolev-Poincaré inequalities in Rn with the Gaussian measure. We will follow the proofs

used by A. Cianchi and L. Pick in [CiL], where they studied the optimal range and domain

in the Sobolev-Poincaré inequality.

From now on, let X and Y be r.i. spaces on (Rn, γ). We say that Y is the optimal range

for X in the Gaussian second order Sobolev-Poincaré inequality (A.14) if
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(a) inequality (A.14) holds, and

(b) if Z is any r.i. space on (Rn, γ) such that (A.14) holds with Y replaced by Z, then

Y ↪→ Z.

Analogously, the space X is said to be the optimal domain for Y in the Gaussian second

order Sobolev-Poincaré inequality (A.14) if

(a) inequality (A.14) holds, and

(b) if Z is any r.i. space on (Rn, γ) such that (A.14) holds with X replaced by Z, then

Z ↪→ X.

Finally, we say that (X, Y ) is an optimal pair in the Gaussian second order Sobolev-

Poincaré inequality (A.14) if Y is the optimal range for X and, simultaneously, X is the

optimal domain for Y .

Recall that given an r.i. space X, the associate space of X (see (1.19)) is

X ′ :=
{
φ ∈ L0(Rn);

∫
Rn

|φ(x)ψ(x)|dγ(x) <∞ for every ψ ∈ X
}
,

equipped with the norm

‖φ‖X′ = sup
‖ψ‖X≤1

∫
Rn

|φ(x)ψ(x)|dγ(x).

The Lorentz-Zygmund spaces Lp,r(LogL)α(0, 1), introduced by C. Bennett and K. Rud-

nick (see [BeR]), are defined by the conditions

‖f‖Lp,r(LogL)α(0,1) :=

{ (∫ 1

0
[t1/p(log e

t
)αf ∗(t)]r dt

t

)1/r

<∞, r <∞
sup0<t<1 t

1/p(log e
t
)αf ∗(t) <∞, r = ∞.

Also expLβ(0, 1) = L∞,∞;−1/β(0, 1) and Lp(LogL)α(0, 1) = Lp,p;α/p(0, 1).

Although we got quite a characterization of inequality (A.14), let us present other de-

scriptions of the norms of the optimal range and domain spaces in inequality (A.14). Denote

by Ȳ (0, 1/2) the subspace

{f ∈ L0(Rn); ‖fχ(0,1/2)‖Ȳ (0,1) <∞}.

Theorem A.6.1. Let X be an r.i. space such that αX < 1, and let Y be the r.i. space whose

associate norm is given by

‖f‖Y ′ = ‖f‖Y ′(Rn,γ) =
∥∥∥P(f ∗∗(s) s

Iγ(s)

u

Iγ(u)

)
(u)
∥∥∥
X̄′(0,1/2)

(f ∈ L0(Rn)).

Then Y is the optimal range for X in the Gaussian second order Sobolev inequality (A.14).
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Proof. It is enough to prove that∥∥∥P(f ∗∗γ (s)
s

Iγ(s)

u

Iγ(u)

)
(u)
∥∥∥
X̄′(0,1/2)

defines an r.i. norm for any f ∈ L0(Rn). The positive homogeneity and non-triviality follows

as usual. The triangle inequality follows by the subadditivity of the operator f → f ∗∗γ and

the fact that X̄ ′(0, 1/2) is an r.i. Banach space. The lattice and the Fatou properties follow

by the properties of the decreasing average f ∗∗γ and the r.i. norm in X̄(0, 1/2). Moreover,

‖1‖Y ′ ≤
( 1/2

Iγ(1/2)

)2∥∥∥1

u

∫ u

0

ds
∥∥∥
X̄′(0,1/2)

. ‖1‖X̄′(0,1/2) <∞.

Finally, since ‖g‖X̄′(0,1/2) ≥
∫
|g|dmn, we obtain that ‖g‖Ȳ ′(0,1) ≥

∫
|g|dmn.

Let g ∈ L0(Rn). By Fubini’s theorem applied two times we obtain that

sup
‖g‖X̄(0,1/2)≤1

∥∥∥∫ 1/2

t

∫ 1/2

s

g(u)
du

Iγ(u)

ds

Iγ(s)

∥∥∥
Ȳ (0,1)

= sup
‖g‖X̄(0,1/2)≤1

sup
‖f‖Ȳ ′(0,1)≤1

∫ 1

0

f ∗γ (t)

∫ 1/2

t

∫ 1/2

s

g(u)
du

Iγ(u)

ds

Iγ(s)
dt

= sup
‖f‖Ȳ ′(0,1)≤1

∥∥∥P(f ∗∗γ (s)
s

Iγ(s)

u

Iγ(u)

)
(u)
∥∥∥
X̄′(0,1/2)

= 1.

Therefore, ∥∥∥∫ 1/2

t

∫ 1/2

s

g(u)
du

Iγ(u)

ds

Iγ(s)

∥∥∥
Ȳ (0,1)

≤ ‖g‖X̄(0,1/2) ≤ ‖g‖X̄(0,1).

Hence, for g ≥ 0 supported on (0, 1/2)∥∥∥Āg −Qg
∥∥∥
Ȳ (0,1)

≤ ‖g‖X̄(0,1).

Then,

‖Qγg‖Ȳ (0,1) =
∥∥∥∫ 1/2

t

g(s)
ds

Iγ(s)

∥∥∥
Ȳ (0,1)

≤ 1/2

Iγ(1/2)

∥∥∥∫ 1/2

t

g(s)
ds

s

∥∥∥
Ȳ (0,1)

≤ ‖g‖X̄(0,1).

Hence, by Theorem A.4.1, it follows that

‖f − Λf‖Y . ‖d2f‖X (f ∈ W 2,X(γ)).

To show that Y is the optimal range for X, suppose that Z is another r.i. space such

that

‖f − Λf‖Z . ‖d2f‖X (f ∈ W 2,X(γ)).
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Then, by Theorem A.5.2, for all g ≥ 0 with supp g ⊂ (0, 1/2), it follows that

‖Q2
γ g‖Z̄(0,1) . ‖g‖X̄(0,1) = ‖g‖X̄(0,1/2).

Therefore, since

sup
‖g‖X̄(0,1/2)≤1

∥∥∥∫ 1/2

t

∫ 1/2

s

g(u)
du

Iγ(u)

ds

Iγ(s)

∥∥∥
Z̄(0,1)

= sup
‖g‖X̄(0,1/2)≤1

sup
‖f‖Z̄′(0,1)≤1

∫ 1/2

0

f ∗γ (t)

∫ 1/2

t

∫ 1/2

s

g(u)
du

Iγ(u)

ds

Iγ(s)
dt

= sup
‖f‖Z̄′(0,1)≤1

∥∥∥P(f ∗∗γ (s)
s

Iγ(s)

u

Iγ(u)

)
(u)
∥∥∥
X̄′(0,1/2)

,

it follows that ‖f‖Ȳ ′(0,1) . ‖f‖Z̄′(0,1). And hence, Y ↪→ Z and Y is the optimal range for X.

From now on, for u ∈ L0(Rn), h ∼ u means that there exists a measure preserving map

H : (0, 1) → (0, 1) such that h = h∗γ ◦H = u∗γ ◦H.

Lemma A.6.2. Let Y be an r.i. space satisfying2

expL4(Rn, γ) ↪→ Y ↪→ L(LogL)1/4(Rn, γ) (A.15)

and αY < 1. Define

‖u‖X = sup
0≤h∼u

∥∥∥∫ 1/2

s

∫ 1/2

t

h(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

(u ∈ L0(Rn)).

Then ‖ · ‖X is an r.i. norm and X is the optimal domain for Y in the Gaussian second order

Sobolev embedding (A.14) .

Proof. Since αY < 1, we obtain that P is bounded on X̄(0, 1), that is, αX < 1. Since Q2
γ

is bounded on positive functions supported on (0, 1/2), then as in Theorem A.6.1 we obtain

that the hipothesis of Theorem A.4.1 holds. Therefore, by Theorem A.4.1, it follows that

‖f − Λf‖Y . ‖d2f‖X (f ∈ W 2,X(γ)).

Moreover, if Z is another r.i. space satisfying the same inequality, by Theorem A.5.2 we

see that, for all g ≥ 0 with supp g ⊂ (0, 1/2) we obtain that ‖g‖X̄(0,1) := ‖Q2
γg‖Ȳ (0,1) ≤

2The spaces exp L2(Rn, γ) and L(LogL)1/2(Rn, γ) where used by A. Cianchi and L. Pick in [CiL] in their
study of the Sobolev-Poincaré inequality.



A.6. Optimal second order Sobolev-Poincaré embeddings 187

‖g‖Z̄(0,1) which implies Z̄(0, 1) ↪→ X̄(0, 1) and hence X is the optimal domain for Y in the

Gaussian second order Sobolev embedding (A.14).

To see that ‖ · ‖X defines an r.i. norm we proceed as in [CiL]. We can see the lattice

property and the triangle inequality thanks to the same properties for Ȳ (0, 1) and some

classical facts in measure theory. Indeed, consider f, g ∈ L+
0 (Rn) such that f ≤ g a.e. in

Rn. Then, for any nonnegative function h ∼ f , there exists, by [BeSh, Chapter 2, Corollary

7.6], a measure preserving map H : (0, 1) → (0, 1) such that h = h∗γ ◦ H = f ∗γ ◦ H, and,

since f ∗γ ≤ g∗γ in (0, 1), then h ≤ g∗γ ◦ H. Moveover, g∗γ ◦ H ∼ g since both functions are

equimeasurable (see [BeSh, Chapter 2, Corollary 7.2]). Hence,

‖f‖X ≤ ‖g‖X . (A.16)

The lattice property is consequence of (A.16).

Now, let us see the triangular one. First, observe that for any simple functions f, g in

Rn and h in (0, 1) such that h ∼ f + g, there exists simple functions hf and hg on (0, 1) (see

Examples 1.4, 1.6, Proposition 7.4, Corollary 7.6, and the paragraph before Example 7.7 in

[BeSh, Chapter 2]) such that

hf ∼ f, hg ∼ g and h = hf + hg. (A.17)

Then, let now f, g ∈ L0(Rn). It is well-known, from measure theory, that there exists a

sequence of nonnegative simple functions {fk} and {gk} such that

fk ↗ |f | and gk ↗ |g| as k →∞,

and, in particular,

lim
k→∞

(fk + gk)
∗
γ = (|f |+ |g|)∗γ in (0, 1) (A.18)

by the properties of the decreasing rearrangement.

Given any h ∈ L+
0 (0, 1) such that h ∼ |f |+ |g|, there exists a measure preserving map H

such that h = h∗γ◦H = (|f |+|g|)∗γ◦H. Then, defining the sequence {hk} by hk = (fk+gk)
∗
γ◦H

for k ∈ N, we obtain that

hk ∼ fk + gk for k ∈ N,

and, by (A.18),

lim
k→∞

hk = h in (0, 1).

Moreover, by the subadditivity of the average function and by definition, it follows that

h∗∗k (s) = (fk + gk)
∗∗(s) ≤ f ∗∗k (s) + g∗∗k (s) ≤ f ∗∗(s) + g∗∗(s) (s ∈ (0, 1), k ∈ N). (A.19)
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Since fk and gk are integrable, by (A.19) we see that hk is also equiintegrable in (0, 1), that

is, hk is integrable and equimeasurable with fk+gk. Moreover, since the functions 1
Iγ(r)

, 1
Iγ(t)

are bounded for r ∈ (t, 1/2) and t ∈ (s, 1/2), then the function h(r)
Iγ(r)

1
Iγ(t)

is equiintegrable in

r ∈ (t, 1/2), t ∈ (s, 1/2). Therefore, by the monotone convergence theorem,

lim
k→∞

∫ 1/2

s

∫ 1/2

t

hk(r)

Iγ(r)
dr

dt

Iγ(t)
=

∫ 1/2

s

∫ 1/2

t

h(r)

Iγ(r)
dr

dt

Iγ(t)
(s ∈ (0, 1/2)). (A.20)

Since the r.i. spaces have the Fatou property (recall Section 2 of Chapter 3), then, by (A.20),

it follows that∥∥∥∫ 1/2

s

∫ 1/2

t

h(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

≤ lim inf
k→∞

∥∥∥∫ 1/2

s

∫ 1/2

t

hk(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

. (A.21)

Therefore, taking supremum in (A.21) over all h ∈ L+
0 (0, 1) such that h ∼ |f |+ |g|, we obtain

‖|f |+ |g|‖X ≤ lim inf
k→∞

∥∥∥∫ 1/2

s

∫ 1/2

t

hk(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

. (A.22)

We have sequences of functions hk such that hk ∼ fk + gk. To finish, we need to find

two sequences related by ”equivalence” with the sequences {fk} and {gk}. For that, let us

observe that, by (A.17), there exists two sequences of functions {hfk
} and {hgk

} such that

hfk
∼ fk, hgk

∼ gk and hk = hfk
+ hgk

for k ∈ N.

Furthermore, there exists two sequences of measure preserving maps {Hfk
} and {Hgk

} such

that

hfk
= (hfk

)∗ ◦Hfk
= (fk)

∗ ◦Hfk
≤ f ∗ ◦Hfk

∼ f ∗ for k ∈ N,

and the same for gk replacing fk by gk and f by g. Therefore,∥∥∥∫ 1/2

s

∫ 1/2

t

hk(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

≤
∥∥∥∫ 1/2

s

∫ 1/2

t

hfk
(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

+
∥∥∥∫ 1/2

s

∫ 1/2

t

hgk
(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

≤
∥∥∥∫ 1/2

s

∫ 1/2

t

f ∗ ◦Hfk
(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

+
∥∥∥∫ 1/2

s

∫ 1/2

t

g∗ ◦Hgk
(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

≤ ‖f‖X + ‖g‖X (k ∈ N). (A.23)

By (A.16), since |f + g| ≤ |f | + |g| a.e. in Rn, it follows that ‖f + g‖X ≤ ‖|f | + |g|‖X .

Hence, by (A.22) and (A.23), it follows the triangular inequality

‖f + g‖X ≤ ‖f‖X + ‖g‖X (f, g ∈ L0(Rn)).
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To finish, let us see the rest of the required properties. Suppose that {fk} is a sequence

in L+
0 (0, 1) such that fk ↑ f a.e. in (0, 1). We have that ‖fk‖X̄(0,1) ≤ ‖fk+1‖X̄(0,1) for k ∈ N

by the lattice property. Furthermore, if h is any function such that h ∼ f , then h = f ∗γ ◦H
for measure-preserving transformations H. Consequently, we have that fk = f ∗kγ

◦ H ↗
f ∗γ ◦H = h ∼ f for k ∈ N, so that ‖fk‖X̄(0,1) ↗ ‖f‖X̄(0,1). By the inclusions we obtain that

‖1‖X̄(0,1) '
∥∥∥∫ 1/2

s

∫ 1/2

t

1

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

=
∥∥∥∫ 1/2

s

∫ 1/2

t

1

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1/2)

.
∥∥∥χ(0,1/2)(s)

( s

Iγ(s)

)2∥∥∥
expL4(0,1)

=
∥∥∥( s

Iγ(s)

)2∥∥∥
expL4(0,1/2)

. ‖1‖L∞(0,1) <∞

and

‖f‖X̄(0,1) ≥
∥∥∥∫ 1/2

s

∫ 1/2

t

f ∗γ (r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

≥
∥∥∥∫ 1/2

s

∫ 1/2

t

f ∗γ (r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
L(LogL)1/4(0,1)

≥ c‖f‖L1(0,1).

Let us recall the Hardy-Littlewood inequality which states for every φ, ψ ∈ L0(Rn) that∫
Rn

|φ(x)ψ(x)|dγ(x) ≤
∫ 1

0

φ∗γ(s)ψ
∗
γ(s)ds.

Define the Hardy type operator Tγ,2 on L0(0, 1) as (cf. [CiL])

Tγ,2f(s) :=


(
Iγ(s)

s

)2

sups≤r≤1/2 f
∗
γ (r)

(
r

Iγ(r)

)2

, s ∈ (0, 1/2](
Iγ(s)

s

)2

f ∗γ (1/2), s ∈ (1/2, 1].

Lemma A.6.3. Let Ȳ (0, 1) and Z̄(0, 1) be r.i. spaces. If Tγ,2 is bounded from Ȳ ′(0, 1) to

Z̄ ′(0, 1), then, there exists a constant C(Y, Z) such that∥∥∥∫ 1/2

s

∫ 1/2

t

h(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

≤ C(Y, Z)
∥∥∥∫ 1/2

s

∫ 1/2

t

h(r)∗γ
Iγ(r)

dr
dt

Iγ(t)

∥∥∥
Z̄(0,1)

for every h ∈ L+
0 (0, 1).

Proof. It follows by Fubini’s theorem twice applied, the boundedness of the operator, and

the Hardy-Littlewood inequality.

Theorem A.6.4. Let Y be an r.i. space such that expL4(Rn, γ) ↪→ Y . If Tγ,2 is bounded on

Ȳ ′(0, 1) and αY < 1, then, (A.15) holds, and the optimal domain X for Y in the Gaussian

second order Sobolev inequality (A.14) fulfils

‖u‖X '
∥∥∥∫ 1/2

s

∫ 1/2

t

u∗γ(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

for u ∈ L0(Rn), with absolute equivalence of constants.
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Proof. The function f(s) = 1 ∈ Ȳ ′(0, 1). Therefore, Tγ,2f ∈ Ȳ ′(0, 1), that is, ( Iγ(s)

s
)2 ∈

Ȳ ′(0, 1) and hence (1+log(1/s)) ∈ Ȳ ′(0, 1). Therefore, expL4(0, 1) ↪→ Ȳ ′(0, 1) and Ȳ (0, 1) ↪→
L(LogL)1/4(0, 1).

Then, by definition,∥∥∥∫ 1/2

s

∫ 1/2

t

f ∗γ (r)
dr

Iγ(r)

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

≤ ‖f‖X = ‖f ∗γ‖X̄(0,1). (f ∈ L0(Rn)).

Hence, (A.14) holds for Y and X.

Conversely, by Lemmas A.6.2 and A.6.3 applied to the case Ȳ (0, 1) = Z̄(0, 1) we conclude

that, for f ∼ h,

‖f‖X '
∥∥∥∫ 1/2

s

∫ 1/2

t

h(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

.
∥∥∥∫ 1/2

s

∫ 1/2

t

h∗γ(r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

≤
∥∥∥∫ 1/2

s

∫ 1/2

t

f ∗γ (r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Ȳ (0,1)

' ‖f‖Z .

Then, Z ↪→ X and the proof follows.

To calculate the optimal domain and range for certain Sobolev spaces, we will make use

of the following result from [Muc].

Proposition A.6.5. Let 1 ≤ p ≤ ∞ and ν, ω in L+
0 (0, 1).

• For every f ∈ L+
0 (0, 1),

∥∥∥w(s)
∫ s

0
f(r)dr

∥∥∥
Lp(0,1)

≤ C‖νf‖Lp(0,1) if and only if

sup
0<s<1

∥∥∥wχ(s,1)

∥∥∥
Lp(0,1)

∥∥∥χ(0,s)

ν

∥∥∥
Lp′ (0,1)

<∞.

• For every f ∈ L+
0 (0, 1),

∥∥∥w(s)
∫ 1

s
f(r)dr

∥∥∥
Lp(0,1)

≤ C‖νf‖Lp(0,1) if and only if

sup
0<s<1

∥∥∥wχ(0,s)

∥∥∥
Lp(0,1)

∥∥∥χ(s,1)

ν

∥∥∥
Lp′ (0,1)

<∞.

The following proposition is a special case of a more general result in [GoBP].

Proposition A.6.6. Let p ∈ [1,∞) and ν, ω ∈ L+
0 (0, 1).

• For every f ∈ L0(0, 1)∫ 1

0

(
sup
t≤r≤1

( r

Iγ(r)

)2

f ∗γ (r)
)p
w(t)dt .

∫ 1

0

f ∗γ (t)
pν(t)dt

if and only if

sup
0<s<1

∫ s
0
w(t)dt(

Iγ(s)/s
)2p ∫ s

0
ν(t)dt

<∞. (A.24)
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• For every f ∈ L0(0, 1)∫ 1

0

(
sup
t≤r≤1

( r

Iγ(r)

)2

f ∗∗γ (r)
)p
w(t)dt .

∫ 1

0

f ∗γ (t)
pν(t)dt

if and only if either p = 1 and

sup
0<s<1

s
∫ 1

s
w(t)
Iγ(t)

dt∫ s
0
ν(t)dt

<∞

or 1 < p <∞, (A.24) holds and

sup
0<s<1

(∫ 1

s

( 1

Iγ(t)

)p
w(t)dt

)1/p(∫ s

0

( r∫ r
0
ν(ρ)dρ

)p′
ν(r)dr

) 1
p′
<∞.

As an application, it follows that our operator Tγ,2 is bounded on Lp,q(LogL)α(0, 1) for

p = q = 1 and α > 0, and for 1 < p <∞, 1 ≤ q ≤ ∞ and α ∈ R.

Theorem A.6.7. (i) Let p ∈ [1,∞). Then for every f ∈ W 2,Lp
(γ)

‖f − Λf‖Lp(LogL)p . ‖d2f‖Lp . (A.25)

Moreover, (Lp, Lp(LogL)p) is an optimal pair in (A.25).

(ii) For every f ∈ W 2,L∞(γ)

‖f − Λf‖expL4 . ‖d2f‖L∞ . (A.26)

Moreover, (L∞, expL4) is an optimal pair in (A.26).

(iii) Let β ∈ (0,∞). Then for every f ∈ W 2,expLβ
(γ)

‖f − Λf‖
expL

β
1−β

. ‖d2f‖expLβ . (A.27)

Moreover, (expLβ, expL
β

1−β ) is an optimal pair in (A.27).

Proof. (i) Let us take Lp. Then the optimal range fulfils, by Theorem A.6.1 and Hardy’s

inequality

‖f‖Ȳ ′(0,1) =
∥∥∥P(f ∗∗γ (s)

s

Iγ(s)

u

Iγ(u)

)
(u)
∥∥∥
Lp′ (0,1)

'
∥∥∥f ∗γ (u) 1

1 + log(1/u)

∥∥∥
Lp′ (0,1)

and, by [EKP, Theorem 2.7], it follows that since 1
1+log(1/s)

is increasing∥∥∥f ∗γ (u) 1

1 + log(1/u)

∥∥∥
Lp′ (0,1)

' ‖f‖Lp(LogL)p(0,1).
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Set now Y = Lp(LogL)p(0, 1). Then, Ȳ ′(0, 1) = Lp
′
(LogL)p

′
(0, 1) and hence, Tγ,2 is

bounded on Ȳ ′(0, 1). Therefore, by Theorem A.6.4 and Proposition A.6.5, it follows that

‖f‖X̄(0,1) '
∥∥∥∫ 1/2

s

∫ 1/2

t

f ∗γ (r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Lp(logL)p(0,1)

. ‖Q2
γf

∗
γ‖Lp(0,1/2) ≤ ‖f‖Lp(0,1).

Conversely, ∥∥∥∫ 1/2

s

∫ 1/2

t

f ∗γ (r)

Iγ(r)
dr

dt

Iγ(t)
(1 + log(1/s))

∥∥∥
Lp(0,1)

≥
∥∥∥χ(0,1/2)(s)(1 + log(1/s))

∫ 2s

s

∫ 2t

t

f ∗γ (r)

Iγ(r)
dr

dt

Iγ(t)

∥∥∥
Lp(0,1)

≥ ‖f‖Lp(0,1).

Then, Lp is the optimal domain for Lp(LogL)p in inequality (A.25).

(ii) It follows similarly to [GoBP, Proposition 4.4, ii].

(iii) Consider now expLβ = X. By Theorem A.6.4 and Proposition A.6.6 the optimal

range for X is given by

‖f‖Ȳ ′(0,1) =
∥∥∥P(f ∗∗γ (s)

s

Iγ(s)

u

Iγ(u)

)
(u)
∥∥∥
L(logL)1/β(0,1/2)

'
∥∥∥f ∗∗γ (u)

( u

Iγ(u)

)2∥∥∥
L(LogL)1/β(0,1/2)

'
∫ 1/2

0

[f ∗∗γ (·)(·)2

Iγ(·)2

]∗
(s)(1 + log(1/s))1/βds ≤

∫ 1/2

0

sup
s≤r≤1/2

f ∗∗γ (r)

( Iγ(r)

r
)2

(1 + log(1/s))1/βds

'
∫ 1/2

0

f ∗γ (s)
(
1 + log(1/s)

)1/β−1

ds ≤ ‖f‖L(logL)1/β−1(0,1).

Conversely, by Hardy-Littlewood’s inequality

‖f‖Ȳ ′(0,1) '
∥∥∥f ∗∗γ (s)

( s

Iγ(s)

)2∥∥∥
L(LogL)1/β(0,1/2)

≥
∫ 1/2

0

f ∗γ (s)
(
1 + log(1/s)

)1/β−1

ds ' ‖f‖L(LogL)1/β−1(0,1).

Therefore, Ȳ ′(0, 1) = L(LogL)1/β−1(0, 1), so that Y = expL
β

1−β . To see that expLβ is the

optimal domain for expL
β

1−β in inequality (A.27) we proceed as in [GoBP, Proposition 4.4,

iii].
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appear in Józef Marcinkiewicz Centenary Volume, Banach Center Publications.
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