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Chapter 1

Introduction

In the past decades game theory has developed several tools which resulted very fruitful in the
literature of industrial organization where the strategic interaction among agents is a central
element. The game-theoretic viewpoint has shown particularly useful in the study of oligopoly

settings where the impact of each firm’s choice to her opponents cannot be reasonably neglected.

In this thesis I make use of simple dynamic games and game theoretic notions, basically
involving the concept of subgame perfection. However, they are enough to highlight some
interesting insights arising from the strategic behaviour of firms in oligopoly industries as well

as from their interaction with other agents such as potential buyers and public authorities.

In particular, this approach has been applied to different settings: the issues investigated are
related to Foreign Direct Investments’ attraction, to the Internal Capital Markets of diversified
conglomerates and to buyers’ fragmentation. However, a common feature of the three works
presented in this thesis is that the analysis pays a particular attention to the competition policy

implications.

In this Chapter I shall introduce the questions addressed in each work, anticipate on the

main results and comment on the policy implications raised by each study.
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1.1 Do conglomerate divisions compete differently than stand-

alone firms?

Conglomerate mergers are defined as mergers involving essentially unrelated enterprises. This
feature apparently alleviates concerns about increase of concentration and market power abuse.
Nonetheless, the impact of conglomeration on competition has been the object of much economic
discussion which still lacks of a formal underpinning: is conglomeration conductive to predatory
pricing or, in general, does it facilitate behaviours aimed at deterring entry or inducing exit
of rivals? Yet, does conglomeration allow an entry pattern different from the one of new born
stand alone firms?

In the work presented in Chapter 2, we have tried to understand whether being part of a
conglomerate allows divisions to compete differently from stand-alone firms and hence whether
and when conglomerate mergers should raise anti-competitive concerns.

In doing this, we have analysed the link between the financial policy operated within the
conglomerate and its divisions’ product market behaviour. In particular, we have characterised
the conglomerate Internal Capital Market by its ability to appropriate divisional internal re-
sources and to reallocate them. This reallocation results in the cash flows from monopolistic
divisions being partly used to subsidise the divisions facing the more competitive environment,
which, in turn, affects the latter’s competitive performance.

However, we have assumed that the allocation of internal resources is not observable by
rivals (or that it is secretly renegotiable), so that we have ruled out any strategic role associated
to it. The implication of this is that subsidisation is simply done to alleviate the more severe
agency problem of division facing more aggressive rivals, without a specific commitment and
anti-competitive purpose. Hence, in our model, the difference between a conglomerate division
and a stand alone firm does not stems from the former being facilitated to to commit to a given
behaviour by having a longer purse. In spite of this, being subsidised makes conglomerate
divisions peculiar competitors. Moreover, this interplay and the policy implications that can
be drawn are less simpiicistic than what appears at first sight.

First, being subsidised by the parent company does not necessarily imply that divisions are

made tougher competitors than equally profitable stand alone firms. Indeed, if the business
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group is not financially strong, the infusion of internal resources received by the parent company
induces a softer competitive behaviour. Hence, subsidisation (and conglomeration) cannot be

necessarily suspected with an anti-competitive implication.

Second, being subsidised may facilitate the entry process of a conglomerate division with
respect to the one of a stand alone firm. In particular, by increasing a division’s value, subsidi-
sation makes more costly for an incumbent firm to commit to an entry deterrence behaviour.
Conglomerate divisions are, thus, more prbtected against rival’s entry deterrence commitments
and, in this sense conglomerate mergers may have welfare improving pro-competitive effects.
Moreover being assigned more and more financial resources as the rivals’ become more and
more aggressive makes the division less reactive to the rivals’ behaviour and affects the latter’s
strategic commitment, in case of accomodated entry. However, this represents an advantage for
a financially healthy business group, as it discourages the incumbent’s " top dog” strategy, while
it may represent a cost for a financially weak conglomerate, as it discourages ” pro-collusive”

commitments.

Finally, a conglomerate merger may well give rise to anti-competitive concerns and restrict
competition in the markets where the divisions operate, even if joining a conglomerate does
not enable o division to commit to a predatory (entry deterrence) behaviour, by making its
pocket deeper. Again no-strategic subsidisation drives the result. If entry is blockaded in
one market, the division operating in the other may be {optimally} subsidised when facing
competition. To the extent that this makes it a tougher competitor, entry is made less profitable
and in some cases may be deterred also in the second market, in spite of a wider scope for
competition. Moreover, subsidisation creates scope for miscoordination of the potential entrants
in business group-dominated markets so that the economy may get stuck to an equilibrium
where all the markets are monopolised by the incumbent group, while competition would result
in both of them with stand alone incumbents. Hence, the financial link created by the ICM
between the two otherwise separate markets enables a financially strong business group to
extend monopolistic conditions from one market to another and correlates the probability of

entry in the two.

Note that the impact of conglomeration on product market competition crucially depends

on the conglorerate’s financial strength. This might give empirical content to the theory.

\
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1.2 Can buyers’ fragmentation deter entry?

The work presented in Chapter 3 is related to the discussion on buyers’ countervailing power. It
has been held that facing one or few buyers instead of many dispersed buyers makes a difference
for a seller. The reason is that either in the former case the buyer(s)’ bargaining power is
stronger and the seller market power is thus limited or sellers’ collusion is more difficult to
sustain.

We have contributed to this debate, focusing on the impact of buyers’ fragmentation on
entry. In particular, we have tried to understand whether and when buyers’ fragmentation
limits the competitive pressure that a more efficient potential entrant exerts on an incumbent
firm. Hence, does buyers fragmentation matter in evaluating the anti-competitive impact of
mergers, as some recent decisions of the European Commission suggest? Finally, what can be
done to facilitate entry when buyers’ fragmentation raises such problems? '

To answer these questions we have considered o setting where some buyers simultaneously
invite tenders to an incumbent firm and a (more efficient) potential entrant. Afterwards, buyers
simultaneously decide whose bid to accept. The difference between the incumbent and the
potential entrant lies in the latter not having already incurred o fized sunk investment which
needs time to be carried out. Hence, when bids are made the potential entrant cannot credibly
commit to enter: he will only if it is patronised by enough buyers to recover the fixed costs.
This lack of commitment creates an asymmelry between the potential entrant from a buyer’s
point of view. While by accepting the incumbent’s bid one is confident of obtaining the good,
accepting the potential entrant’s bid is more risky. Maybe it gives up from entering so that
the buyer must subsequently resort to the incumbent, and presumably pay a high price. This
creates the scope for miscoordination: when the entrant bids a lower price than the incumbent,
it is not obvious that it is addressed by all the buyers. These may get stuck to an equilibrium
(less efficient from their perspective) where each buyer chooses to patronize the incumbent and
individually nobody has incentive to deviate. For this reason buyers’ fragmentation may prevent
entry by a more efficient producer and may allow the incumbent to fully exert its market power
despite the existence of the potential entrant.

Note that the incumbent does not need to resort to explicit vertical restraints to deter entry;

it just exploits the credibility advantage offered by having already sunk the costs. Note also that

.
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a similar effect of buyers’ fragmentation might arise as a consequence of network externalities
or of economies of scope. Finally, this analysis provides some rationale for anything that helps
buyers to coordinate, such as centralised buying agencies to which independent buyers delegate
their purchasing decision.

In this contest we have also investigated the role of a penalty paid to the unfulfilled buyers
by the potential entrant in alleviating the "perverse” effect of fragmentation. If the payment of
the penalty is credible, it may have two effects. If the penalty it is sufficiently high, it eliminates
any room for miscoordination and the more efficient producer always enters. In a sense, the
penalty makes more costly to give up providing the good and acts as a commitment to enter .
Such commitment could not be done through the sunk investment as it takes time to be carried
out. If the penalty is not that high, it reduces the scope for miscoordination. The intuition is
that the penalty reduces the risk of accepting the entrant’s better bid, when prices are higher
than a threshold: if the entrant should decide not to operate, one receives the penalty. This
reduces the cost of resorting to the incumbent in a second step. In other words, if the incumbent
bids a price higher than the threshold, buyers find it more profitable to accept the entrant’s
bid, regardless it enters or not. This does not eliminate equilibria in which entry is prevented,
but limits the incumbent’s ability to exert market power. Hence the penalty can be effectively

used by the potential entrant to favour entry as well as by the social planner.

1.3 Should incentives to attract ¥DI be banned?

The increasing important of Foreign Direct Investments in developed economies and the em-
phasis given since the 80’s to the benefit of FDI in the host countries {especially in terms of
employment creation and technological spillovers) have made FDI's attraction an economic pri-
ority in many countries. However, as open policies towards FDI have been adopted in most
of the countries, they have lost their effectiveness in attracting FDI. More attention, thus, is
being paid to the so called "business facilitation measures”, which comprehend financial and
fiscal incentives but also promotional and assistance activities. Such measures are not new,
but recently they have become more and more sophisticated and targeted to specific sectors

and indeed to specific firms. As a result, competition in terms of incentives among countries,

'
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regions or indeed local authorities for the location of a specific investment project has become
more and more intense, and the amounts offered have reached remarkably bigh levels. This
has risen the question of whether competition is good in this contest, whether all the involved
countries would be better off by banning the possibility to offer incentives. This is the issue
investigated in the fourth Chapter. Note that the perspective is reversed with respect to the
others and the emphasis is not on the impact of some behaviours on competition but on the

impact of competition on welfare.

To answer the previous question I have tried to stress a role of subsidy competition which
does not always receive the appropriate attention. Competition, by inducing an efficient al-
location of the economic activity, may lead the investments where they generate the highest
benefits and where they would not locate otherwise. When this is the case standardising or
banning incentives may prevent competition from developing its allocative function. Hence',
even if it solves the problems associated to each country or region lacking to internalise the
effects of one’s offer on the others, it may generate another problem. Hence, it is not obvious
that every region should gain by banning incentives as well as that the overall welfare of the

competing countries should increase,

In the work presented in Chapter 4, I have tried to identify whether and when this argument
holds. Té do this, I have adopted a different approach from the one generally used by the
economic literature dealing with competition for FDI I have assumed two asymmetric regions,
one that benefits more than the other from FDI but that is not the most preferred location of the
investing firm. This allows to evaluate the previous trade-off. In this setting it is possible that
subsidy competition makes the multinational invest in the region where it generates the highest
benefits. This would never happen by banning subsidies and might therefore decrease the joint
welfare of the competing regions. In particular this is the case when competition takes place
between very different regions, for instance a region which suffers from severe unemployment
problems and a more prosperous one, and when the positive externality associated to FDI is

sufficiently strong.

As an immediate policy implication, the previous trade-off connot be solved simply by a
ban on subsidies but requires a more articulated solution. A case by case approach ought to
be adopted and typically only "depressed region” should be allowed to offer subsidies when

v
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competing with advanced ones. Note that, in principle, the European Regulation in this field
seems to follow this logic and a similar approach is gaining importance also at WTO level.
Finally, another important implication of the analysis is that the actual alternatives available
to the multinational are relevant to evaluate the welfare effects of a ban on incentives. If it is
not obvious that the MNE invests in either countries, should subsidies be banned, the welfare
conclusions can dramatically change. In particular, it is important to evaluate whether the
"outside option” is desirable or not for the competing regions. In the former case the waste
of resources associated to subsidy competition may be amplified as the possibility to offer
incentives turns one region against the other and makes them dissipate most of the welfare
gains associated to the MNE's location; viceversa, in the latter case, the welfare increasing
effect of subsidy competition may be emphasised as, regardless who wins the auction, it serves

at avoiding an undesirable outcome for both the rival parties.
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Chapter 2

Internal Capital Markets and
Product Market Competition

(joint with Giacinta Cestone)

2.1 Introduction

In this paper we explore how internal capital allocation within a diversified conglomerate, in
particular within a holding group, interacts with the product market behaviour of subsidiaries.
Conventional wisdom suggests that the possibility of shifting resources through an internal
capital market (ICM) allows conglomerate divisions to be stronger competitors in the product
market game. We address this issue studying an extension of Aghion-Dewatripont-Rey (1998)
model of corporate finance and product market competition.

The theoretical literature on internal capital markets has addressed two main issues. First,
the relative merits of internal and external capital markets have been established, in order
to assess whether internal markets create value.! This requires studying the allocation of
resources among divisions of a diversified firm. Other papers? have gone further by analysing
the optimal size and scope of internal capital markets. In both cases, projects’ profitability has

been taken as exogenous, or dependent on division managers’ effort and incentives. Product

This is the case in Gertner, Scharfstein, Stein (1994), and - more recently - Rajan, Servaes, Zingales (1998).
?For instance, Stein (1997).
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market competition has never been studied explicitly in these models. Our paper tries to fill
this gap, by recognising that the product market performance of divisions crucially depends on
resource allocation within the internal capital market.

The product market impact of conglomeration has been the object of much economic dis-
cussion. A main policy concern about diversified conglomerates is that cash flow-rich divisions
may subsidise divisions competing in other product markets. Since John Rockefeller’s Stan-
dard Oil Company anti-trust case, this has been meant to imply that conglomeration has
anti-competitive effects. As Scherer (1980) reports, the conventional wisdom, handed down
from generation to generation of economists, tells us that Standard cut prices sharply in spe-
cific local markets where there was competition while holding prices at much higher levels in
markets lacking competition”. In other words, within-conglomerate subsidisation is seen as
instrumental to predatory pricing.® Taking a different perspective, other works have focussed
on conglomerate entry as a peculiar phenomenon with respect to firm entry. Biggadike (1979)
concludes his study of entry strategies and post-entry performances of forty business units of
diversifying corporations claiming that "established firms can enter more easily and more ef-
fectively than newborn firms”, and thus "cross-business subsidisation by established firms has
favorable aspects as well as the more commonly expressed unfavorable aspects”. Many other
empirical studies and informal discussions have pointed at the link between financial phenom-
ena within diversified conglomerates and their product market behaviour. However, a formal
analysis of this interaction has not been carried out yet.

We analyse competition in R&D efforts between a subsidiary of an holding group (or business
unit} and a stand-alone firm. Both the subsidiary and the stand-alone firm need funds from
the external capital market in order to operate. The amount of internal funds determines the
agency problem with outside investors, and thus the intensity of R&D effort exerted by the firm
(subsidiary)’s manager. The subsidiary’s internal funds, though, are endogenously determined -
by the capital allocation decisions of the parent company. The allocation of internal funds to

subsidiaries is not observed by product market competitors, which rules out the possibility of a

3This claim presumes that some capital market imperfection prevents stand-alone firms from getting their
predatory activities funded by an external investor, whereas conglomerates - having an easier access to capital -
can provide their predatory divisions with a "deeper pocket’. To our knowledge, there is no formal theory linking
the financial synergies realised in pure conglomerates and the predatory potential of conglomerate divisions.

.
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strategic allocation of funds. In spite of this assumption, there is still room for ICM decisions

to affect subsidiary managers’ product market behaviour.

We show that a subsidiary’s product market behaviour differs substantially from that of
an equally profitable stand-alone firm. This result derives from the fact that, as a subsidiary’s
rival becomes more aggressive, the subsidiary’s incentive problem vis-a-vis external investors
is exacerbated, which makes internal funds relatively more valuable to it. As a consequence,
the headquarters is always willing to shift fuﬁds to those subsidiaries facing more aggressive
competitors. Through this channel, product market competition affects capital allocation among
subsidiaries of an holding group. This in turn has an impact on the subsidiary manager’s effort

choice, and thus on ifs product market strategy.

However, subsidisation from the parent company does not necessarily spur a business unit’s
competitiveness. In our model, managers under a tight leash (that is, with large financial needs)
are the most likely to compete fiercely: they are ready to pay a high private cost in order to
cornmit to a tough behaviour and get their projects funded. Subsidising a business unit that
is struggling to survive has thus a perverse effect: the manager, no longer under the pressure
that her project is shut down, "takes it easy” and fights less aggressively against competitors.
Conversely, a manager with low financial needs knows that her position is safe. Thus, her effort
just responds to monetary incentives. When her business unit is subsidised, the manager can
keep a higher share of the profits for herself, and therefore competes more aggressively so as
to increase her monetary returns. These formal results confirm that subsidiaries of an holding
groups are peculiar competitors on the product market, but also suggest that many statements

about the anti-competitive impact of conglomeration lack a formal underpinning.

Conglomeration affects competition also through the entry process. We analyse this issue

from two perspectives.

First, we consider the entry problem for a subsidiary of an holding group to study whether
it differs from that of a stand-alone firm, as analysed in Fudenberg and Tirole’s (1984) seminal
paper on entry deterrence and accommodation. For instance, a financially weak stand-alone
firm can be easily deterred from entering the market if the incumbent rival commits to a high

level of R&D effort. Tough competition reduces the firm’s value and the income pledgeable
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to external investors, making it impossible for the firm to get funded and enter the market.?
Deterring entry of a subsidiary of an holding group is more difficult: faced with a tougher
rival, the potential entrant will be 'subsidised’ through the parent company’s internal capital
market. This infusion of internal assets will allow entry in spite of the aggressive strategy of the
rival. Anticipating this, the rival is discouraged from adopting such entry deterrence strategies.
In this sense, the internal capital market acts as a credit line contract with a bank aimed at
deterring predation by long purse rivals.

More generally, a strategic move making the rival more aggressive does not only spur a
product market response from the subsidiary manager. It also induces a capital infusion in
favour of that subsidiary. This alleviates the impact of the rival’s strategic move in two ways.
First, the value of the business unit is increased due to the capital infusion, which counteracts
the loss in profitability caused by having a tougher rival. This is the ” pro-entry” effect described
in the previous paragraph. On top of this, the cash infusion makes the manager tougher when
it competes in strategic substitutes and softer when it competes in strategic complements.
This reduces the subsidiary’s responsiveness to the rival’s effort choice, i.e. the slope of its
reaction function, and thus discourages the incumbent from making any strategic commitment
when entry is accommodated.> Overall, subsidiaries of an holding company are ’protected’
against the rivals’ strategic moves. While this is always desirable when these are aimed at
deterring entry, when entry is accommodated, conglomerate entry may also bring about some
costs with respect to independent entry, as being less responsive to the incumbent’s effort choice
discourages any pro-collusive strategic move.

Second, we study the entry process in markets where the subsidiaries of a business group
are the incumbent firms. We show that capital reallocation operated within the conglomerate
creates a link between otherwise separate markets and may enable the business group to extend
lack of competition in one market to another market where the scope of competition is, in
principle, wider. As a result, conglomeration makes entry less likely in all the markets where its

subsidiaries operate and correlates the probabilities of entry in markets completely unrelated

*This is simply the idea that a *short purse’ firm is vulnerable to predatory strategies aimed at deterring entry
or inducing exit from the market. On this, see Telser (1966) and Bolton and Scharfstein {1990).

® As Fudenberg and Tirole (1984) point out, when entry is accommodated, the incumbent’s incentives to make
strategic commitments depend on the sign and the intensity of the strategic effect, which in turn is determined
by the slope of the entrant’s reaction function.



in any other respect. Note that, in our model, this occurs despite the allocation of internal

resources is not observable and cannot be used as a commitment device to deter entry.

This paper contributes to the theoretical research on the interaction between corporate fi-
nancial decisions and product market competition. Financial policy may affect the market game
in several ways. It can make a firm more or less vulnerable to predation (Bgltou—Scharfstefh,
1990}, commit the firm to a particular market strategy (Brander-Lewis, 1986}, or convey signals
to the firm’s competitors {Gertner-Gibbons-Scharfstein, 1988). Financial policy matters also in
that it can facilitate collusion among competing firms (Maksimovic, 1988), or create 'financial
barriers’ to entry in the product market (Cestone-White, 1998). Ours is the first attempt to

analyse the effect of internal capital market decisions on product market competition.

Our work also brings new policy implications on the competitive impact of conglomerate
mergers. Competition policy theorists have focussed mainly on the real effects of mergers on
competing firms. Conversely, we point at the interplay between a merger’s effect on firms’
financial conditions and preduct market behaviour. This interplay, however, operates in a less
simplicistic way than the standard view predicts and the impact of conglomerate mergers on
competition may be more delicate to assess than what appears at first sight. For instance,
even if by becoming part of a business group a firm may benefit from subsidisation from the
) parent company, it is not necessarily made a tougher product market competitor. Hence, a
conglomerate merger ought not to‘ be necessarilﬂz suspected with an anti-competitive implication.
Indeed, by merging with a financially healthy unit, a new-born firm becomes able to deter the
rivals’ predatory behaviour. To the extent where this is aimed at deterring entry/inducing exit,
the merger will positively impact consumer’ surplus. Viceversa, we show that conglomeration
may . give raise to anticompetitive concerns even if it is assumed out that a richer endowment
of financial resources can be used as a commitment to a predatory behaviour. For instance,
through subsidisation operated by the Internal Capital Market, conglomerate mergers between
established firms may have an anticompetitive impact in the markets where the firms operate,
in spite of the fact that these markets are completely unrelated in any other respect. More
generally, our analysis implies that merger investigations should carefully take into account the

Jjoint effect of mergers on firms’ finance and competitiveness.
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2.2 Capital allocation within an holding group

2.2.1 The model

In this section we abstract from product market competition, in order to focus on the functioning
of internal capital markets. We analyse the optimal allocation of resources within a holding
group composed of two subsidiaries {business units) running independent projects.

Each subsidiary is run by a mar-mger,6 who needs to invest an amount [ in order to start a
project, and is endowed with an amount of assets -’21. These can be thought of as a subsidiary’s
retained earnings, liquid assets, and any other asset that can be pledged as collateral and help
raise funds on the external capital market. The headquarter of the holding group has the
control rights on total internal resources A. In other words, the headquarter has the right to
appropriate and redistribute subsidiaries’ assets: he can seize the subsidiaries’ total resources
A and allocate A; and As to subsidiaries 1 and 2, provided A; + 43 = A.

After subsidiary division managers are assigned 4; < I by the headquarters, they must resort
to outside investors to obtain the additional funds I — A;. OQutside investors are completely
passive in our model. We just require that they break even in order to be willing to finance a
project.

Projects:

Once started, each project is subject to moral hazard. After the project is financed, manager
i chooses a level of R&D effort e; to develop a new. product. The level of effort is observed
by neither the headquarters nor the external investor. The manager also chooses a wverifiable
action a;. This variable represents those actions like hiring a monitor or release control rights to
investors, that enhance the expected profitability of a project and yet can be contracted upon.”
With probability z = e; + a; subsidiary 7 succeeds in developing a new product and yields the
return ;. With probability 1 — z;, the project fails and the return is 0.

Preferences:

All agents are risk-neutral. Each subsidiary manager enjoys a private benefit B from running

$The assumption that each subsidiary is run by a different manager rules out any diversification effect 4 la
Diamond (1984), whereby cross-pledging the income of various projects run by the same manager improves the
latter’s incentives and thus the firm’s borrowing capacity.

"See footnote 15 later.
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a project. Effort e; has a private cost C{e;) to the manager. We assume that C {e;) takes the

following form:

Cle) = g(e; -8 when e; > &

when e; <€

with § <€<18

The verifiable action also has a private cost ye;. We assume v > E%f%, that is, a is relatively
more costly than effort. This assumption ensures that - whenever possible - it is more efficient
to increase the expected profitability of a project by inducing a high level of effort through
managerial incentives, rather than contracting on a high level of a;.

Timing:

The timing of events is as follows (see also Figure 2-1):

t=0 (Internal capital market allocation) The headquarters seizes total resources A and
allocates A; and As to subsidiaries 1 and 2.

t=1 (Financial contracting) Each subsidiary manager raises I — A; on the external capital
market and signs a contract with outside investors.

t=2 Returns are realised and outside investors are paid according to the financial contracts.

Financial contracts:

The modelling of the financial contracting sub-game follows Aghion-Dewatripont-Rey (1998).
Each manager raises funds J — A; on the external capital market and contracts on the outside

investor’s share of returns {e;) and on the verifiable action a;.

To derive the optimal allocation of total internal resources we solve the game backward.
Hence, we first study the managers’ financial contracting problem for any given level of internal
funds. Then, we analyse how internal funds should be assigned to subsidiary managers in order

to maximise the holding group’s value.

%% can be interpreted as the minimum level of effort under which managerial moral hazard is detected.

Obviously, the optimal level of effort will always lie above &.
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Figure 2-1: Time — line

2.2.2 Discussion: What is an internal capital market?

In our model, an internal capital market is characterised by headquariers’ control ovér sub-
sidiaries’ assets.” This feature has already been emphasised in previous theoretical work on
ICMs (Gertner, Scharfstein and Stein, 1994, Stein, 1997, and Matsusaka-Nanda, 1999). Stand-
alone firms seek funds on the external market using their own assets as collateral. As the
amount of internal assets determines the financial contract with outside investors (and thus the
firm’s incentives), the value of each firm depends solely on that firm’s cash and collateralisable
assets. Conversely, in an internal capital market, the headquarters has the authority to shift re-
sources across business units, so that subsidiaries’ values are jointly determined, For instance,
“headquarters can draw on the collateral value of project 1 to obtain funds, but then pass
these funds to project 2” (Stein, 1997). This authority marks the difference between corporate
headquarters and a common outside lender. ‘

An important question is then why should individuarlvﬁrms decide to commit their resources
to a common party. Our paper cannot give an answer to this question, as the merger stage is
not modelled explicitly.!? Let us simply point out that firms may bear some ex-ante uncertainty
about the profitability of their projects, their R&D costs, or the strength of product market

rivals, and thus be willing to share risk. Creating an holding group by putting all assets under

®We do not assume, neither endogenously derive, stronger monitoring incentives for headquarters. Conse-
quently, the latter has no informational advantage with respect to outside investors.

¥ Our focus is on the product market behaviour of an already established holding group, not on the incentives
to carry out a conglomerate merger. Obviously, the analysis indirectly sheds light on some benefits and costs of
mergers that have not been studied so far.
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the same roof is then a way to implement a risk-sharing contract between firms that is unlikely
to be enforceable in reality. Credit line contracts are an alternative way to share risk among
different firms. However, credit lines are usually not contingent on firms’ ex-post conditions,
whereas in our model the headquarters’ optimal allocation rule does depend on parameters such

as the degree of competition in each respective market.

Our model assumes that subsidiary managers are assigned assets 4; and As by corporate
headquarters, and then raise additional funds on the external market. This setting well describes
the functioning of a holding group, an organisational structure adopted by many diversified
conglomerates. Within a holding group, different business units (or subsidiaries) have the
formal authority to sign financial contracts with outside investors. Yet, the parent company,
holding a majority of shares, has control on the subsidiaries’ assets, which allows a consistent
reallocation of resources to take place within the group. This suggests that holding groups, as

well as multidivisional firms, are an important example of internal capital markets.!!

Modelling the internal capital market also requires to define the headquarters’ objectives.
We assume that the headquarters maximises the subsidiaries’ total value (that is, the NPV
plus the benefit from running the project). The assumption that the headquarters internalises
subsidiary managers’ private benefits may seem questionable. We motivate this assumption on
two grounds. First, if we view conglomeration as a risk-sharing contract among entrepreneurs,
then the latter will design the common party’s incentives so as to internalise the private benefits
from running their projects. Second, the assumption captures the idea that headquarters also
enjoys its own private benefit from having one more subsidiary under control.}?> This idea is
confirmed by the observation that headquarters, differently from external investors, have a bias

towards continuation of projects that take a long time to show positive profits.!?

HFor instance, Houston et al.(1997) and Houston and James (1998) find that, in bank holding companies,
"subsidiary loan growth is more closely tied to the cash flow and capital position of its holding company than it
is to the bank’s own cash flow and capital position. This evidence suggests that multiple bank holding companies
establish internal capital markets to allocate scarce capital within the organisation.”

2Stein (1997) assumes that control rights allow the headquarters to appropriate a fraction ¢ of the private
benefits associated with any project it oversees.

YFor instance, Biggadike (p. 209) argues that "the established firm does provide an environment in which

. early mistakes can be tolerated; some extra time to make good provided. Capital markets do not provide
this environment.” The headquarters’ bias for continuation can then result by the design of headquarters’
incentives (as suggested in the first point), or rather be a side-product of the top management career concerns,
as subsidisation of unprofitable projects may 'cover up’ early mistakes in project selection.
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2.2.3 'The subsidiary manager’s fund raising problem

At date 1, for a given level of A;, subsidiary manager 7 offers outside investors a contract {oy, e}

that solves:

maXe, o0 (1 — i) (& + ai)mi — C (e;) —va; + B — Aj]

st 0<e <1, 20, 6,20, e+a:;<1
ailes+a)m>T— A (IR)

e; € argmaxg (1 — ;) (& +a:))mi — C (a5,6) (IC)

where B is the private benefit from running the project!?. The constraint {IR) ensures that
outside investors are willing to finance the project. (IC) is the manager’s incentive constraint.
As proved in the ADR model, the solution to this problem depends on the amount of internal

financial resources available to the manager. This is stated in the following lemma:

Lemma 2 The solution to the subsidiary manager’s financial contracting problem is charac-
terised as follows:
e if A > A =T—8m (shirking region):

o] <1, af =0, and €} is the largest solution to the equation:

eifmi— Ble:—&)]=1—A

e if A; < Z; {bonding region)

ol =1, aI:I—:;—’li—-—'é',and ef=¢€

i

Proof. See Aghion, Dewatripont, Rey (1998) m

!4 We assume that the private benefit is high enough for the manager to be always willing to undertake the
project (as long as she can convince outside investors to finance it). More formally, we require that B > v [% - E] .
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The intuition for this result is the following: as the verifiable action g; is very costly, the
manager avolds to resort to it unless external financial needs (I — 4;) are very large. Managers
that do not need outside finance at all set a; and e; s0 as to maximise the project’s net present
value. As+y > m;, Net Present Value maximisation requires that a; = 0. When external financial
needs are small (shirking region), the firm can still obtain funding without resorting to costly
commitments. Thus, the optimal contract sets a; = 0 as in the first best. In this region, when
the external financial needs increase slightly, i;,he firm gives investors a higher share of returns
o; {which reduces the manager’s incentives and hence e}), but does not contract on a higher
level of the costly action. Conversely, when external financial needs are large (bonding region),
the firm leaves all the monetary returns to investors. Thus, the manager is obliged to take the
costly but verifiable action a; in order to increase the investor’s expected repayment and obtain

additional funds.?®
From the above solution, we obtain the value of each business unit as a function of internal
resources A;:

L1V A~ Xf+~E+B if A; < A;
%(Ai)g ('N; ) k.11 ")‘

ef (Anmi)mi — E(et (Aiym) —8 ~T+B A< Ai<l]

As expected, Vi{4;) is increasing in the amount of internal resources. Internal resources
alleviate the manager’s fund raising problem by reducing her reliance on outside finance. In
particular, in the bonding region, the larger is A; (the smaller the external financial needs),
the lower is the level of the costly action a} necessary to obtain outside funds. In the shirking
region, a larger A; allows to reduce the share of profits «; to be left to outside investors and
thus to improve managerial incentives. In both cases, the increase in A; raises the business

unit’s value,

'S This illustrates a more general principle in corporate finance that weak entrepreneurs may be obliged to take
inefficient actions in order to get their projects funded. These are actions that reduce the firm’s net present value
but increase its repayment capacity, and thus the availability of external funds. For instance, hiring 2 monitor
may alleviate agency problems and thus increase the income pleadgeable to investors, but it also imposes an extra
cost on the firm. Thus, only firms with large financial needs hire a monitor (i.e. borrow from a bank), while
well-capitalised firms typically borrow from uninformed investors. For this result, see Holmstrom-Tirole (1997},
Relinquishing control rights to investors is another way of increasing the pledgeable income, though imposing a
private cost on the entrepreneur. Indeed, only young and badly capitalised firms leave much control to investors
(venture capital contracts are an example).
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Figure 2-2: 7y < 7o.

The objective of next subsection is to analyse how internal funds should be allocated between
two subsidiary managers with different projects. To do so, we will assume that the two projects
differ in their profitability 7;, and ask whether additional internal assets are more valuable to
more or less profitable business unit. Our results are based on the following Lemma (see also

figure 2-2).

Lemma 3 Suppose the two subsidiaries have different profitability levels: m < wy. For the less

profitable subsidiary:
o the bonding region is wider: Kl > Z2
e the value function is shifted downwards.

e the value function is uniformly steeper.
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Proof.

» From the definition A = I — eny, it follows immediately that ‘M < 0. Outside investors
are less willing to finance less profitable pro_;ects. Thus, for worse projects, the threshold

level of internal finance below which the manager must resort to action a; is higher.

In the shirking region: g_v_[v_ = M 42 5 [%"_‘fx] = e} + gfr: [ — Blef — &) >0

This is always true, as

efsolution to e} [m; — e} —€)] = I — A; implies: [m; — Blef —€)] =0, and fe* > pe > n
implies: -‘g—;’r-} = 5—52;555-3_—"- > (0. Note that a decrease in project profitability has a direct
impact on the subsidiary’s NPV, and an indirect impact through reduced incentives.

In the bonding region:

oV

5—7;; (;{‘)2 (I A; ) >0

A decrease in #; makes it more difficult to raise funds. Thus, the subsidiary manager
must choose a higher level of a;. This allows the project to be funded but reduces its
NPV. Finally, in A; = A; the derivative %‘;’; does not exist, but it can easily be checked
that V(m1) < V{ws) ¥r1 < 72 in these kinks.

o In the shirking region:

v 8% [ONPY; ae FNPV,
AADIT; —  BAOm; e, 86,6m =

0%} N Be Oe}
Faom; M~ Al -8+ g [1 -p 5;}

which is strictly smaller than zero. A decrease in m; has two effects on the slope of the

value function. The first term in the above expression is the incentive effect: the smaller

m;, the more serious the incentive problem, the higher the positive impact of additional
AN PV

internal resources on effort ( A < 0) and hence on net present value ( >0},
On top of this, for a smaller m;, the increase in effort due to more internal resources (g; )

has a stronger impact on net present value %—é‘%@g— < 0 (convezity effect).
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In the bonding region:
v 7
6Ai67f,' - —(7&)2 <0

An increase in internal resources allows the manager to commit to -a lower level of the
costly action. This effect is more beneficial the more she is desperate for funds, that is

the lower is m;.16

Lemma 3 implies that internal funds are more valuable to less profitable business units. The
intuition for this result is quite simple. Internal financial resources are valuable in that they
alleviate the subsidiary manager’s agency problem vis & vis external investors. Less profitable
subsidiaries suffer more serious agency problems; thus, for these business units, the marginal
benefit associated with an increase in internal resources is higher. We now turn to the optimal

allocation of resources within the holding group.

2.2.4 The Headquarter’s problem

At date 0, the headquarters allocates A; and As to each subsidiary in order to maximize the
sum of their expected surplus, given the amount of total internal resources A it is endowed

with:
max V (Al,ﬂ'l) +V (Ag,?rg)
A1 A2

st. Ai+Ay=A

From Lemma 3, it follows immediately that the optimal allocation of internal resources is as

stated below:

Proposition 4 Within an internal capital market the optimal allocation rule s such that in-

ternal resources always flow from more profitable to less profitable subsidiaries.

Proof. See Appendix B for a detailed solution. =

$See Appendix A for a more formal proof.

25



Internal financial resources matter because they reduce the managers’ agency problem vis
3 vis external investors. This problem is exacerbated for a less profitable business unit, which
makes additional internal resources more valuable to it. This justifies weak business units’
subsidisation in holding groups. Our result is consistent with previous empirical work showing
that resource allocation in diversified firms seems to ignore traditional market indicators of the

value of investment such as Tobin’s ¢.17

In our simple setting, the internal capital market creates value as it minimises total agency
costs by smoothing incentive problems across business units. We assumed out any informational
advantage of conglomerate headquarters with respect to external investors. Yet, the ICM has
still a valuable role, due to its control right over subsidiary assets.!® Stand alone firms cannot
implement the "robin hood” allocation rule stated above, as ex-post rich entrepreneurs would
never relinquish their assets in order to help weaker firms. They can commit to do so ex-ante,
by giving the property right on their assets to a common party. This, in our view, is a main
consequence of conglomerate mergers,!”

One important caveat is that the allocation of total financial resources follows criteria which
are different from the ones driving the allocation of internal assets. Obviously, headquarters will
never subsidise, but rather will shut down business units with a negative value. One may then
argue that if the private benefit B was not included in the headquarters’ objective function,
the headquarters would also shut down subsidiaries in the bonding regime {as in this regime,
the NPV is always negative), and channel funds to new projects. Thus, the assumption that
a subsidiary’s value to the headquarters includes the manager’s private benefit seems to play
a crucial role. We motivated this assumption in section 2.2.2. Moreover, even if headquarters
only cared about subsidiaries’ NPV, 'bonding’ business units would not exist but the rest of

our analysis would still hold for the shirking case.

""Lamont (1997) finds that that when oil companies’ profits were hurt by the 1986 oil crisis, investment was cut
not only in oil-related divisions but also in nonoil-related divisions. This suggests that the cash flow generated
by more profitable oil segments was partly transferred to non-oil segments, that is, poor-divisions subsidisation
did take place.

18 Control rights over assets also mark the difference between internal and external capital markets in Gertner-
Scharfstein-Stein (1994). In their model, though, the headquarters’ control rights create value by improving the
headquarters’ monitoring incentives, and thus endogenously generating an informational advantage over outside
(common) lenders.

%0n this, see the discussion in section 2.2.2.
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The solution to the headquarters’ optimization problem is presented in detail in Appendix
B. Here we just point out that the optimal allocation changes according to the total amount of
internal resources. Roughly speaking, if A is sufficiently high, total resources will be allocated
so that both business units remain in the shirking region, but the weaker subsidiary receives
relatively more (A} > AS). If A is not too high, it is optimal to transfer internal resources to
the less profitable subsidiary until this is pushed to the boundary between the bonding and the
shirking region (A} = A;), and assign the residual resources to the more profitable business
unit. The intuition is that lying in the bonding region is very costly, in particular for the less
profitable subsidiary; hence it is always optimal to avoid this to be the case. Finally, if A is very
low, the weaker business unit is pushed as close as possible to the bonding-shirking threshold,

by receiving all internal resources (A} = A).

2.3 Capital allocation and product market behaviour

We now turn to analyse how internal capital allocation interacts with subsidiary managers’
product market behaviour. Our objective is to explore whether business units of an hoelding
group do enjoy a competitive advantage with respect to stand-alone firms, as conventional
wisdom suggests. A

The timing is the same as in the basic model presented in section 2.2, except that now
business units compete on the product market. At date 0 the headquarters allocates Ay and A
to each subsidiary. At date 1 each manager writes a contract {o,a;} with outside investors to
raise the amount I — A4; from the external capital market and chooses her level of unverifiable
effort e;. At date 2 competition takes place and returns are realised.

Product market competition

Subsidiary 1 and subsidiary 2 operate in separate product markets. Thus, they differ in that
they may be faced with more or less aggressive competitors. To simplify the analysis, we assume
that subsidiary 1 competes in a duopolistic market while subsidiary 2 is a monopolist in its own
market (assuming that subsidiary 2 just operates in a less competitive oligopolistic market would
not add much insight to the analysis). We denote with R subsidiary 1’s rival. Competition
between firm R and subsidiary 1 is modelled following Aghion-Dewatripont-Rey (1998): a firm
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{subsidiary) receives the return 7 only if its project succeeds and the rival’s project does not,
This is the case, for instance, when R&D for a new product is being carried out, and Bertrand
competition takes place between successful innovators. Under this assumption, firm ¥’s project
{withi = 1, R) generates a positive return with probability 2 (1 — z;) with 4 3 j and z = a;+e;.

Simultaneous financial contracting

We assume that firms (subsidiaries)’ managers simultaneously write their contracts with
external investors and pick their R&D effort. As in Aghion-Dewatripont-Rey, this rules out
any commitment effect associated with the choice of contracts: "the firms’ choices of contracts
and levels of effort are based on their expéctation regarding the other firms’ contracts and
efforts...the contract actually signed by one firm cannot affect its rival’s strategic choice and
the firm will not try to manipulate its rivals’ strategies when determining the terms of its own
contract.”?® Moreover, we assume that internal capital market allocations are not observable by
product market rivals (or equivalently that the headquarter cannot credibly commit to a given
allocation of internal funds). This second assumption rules out the possibility of a strategic
allocation of internal funds. In spite of this, we will show that capital reallocation within the

conglomerate allows subsidiaries to compete in a different way than stand-alone firms.

We solve the game backward, starting with the managers’ financial contracting problem.
We focus on subsidiary 1 (the competing subsidiary) since the problem for subsidiary 2 is the

same as in the previous section.

2.3.1 The competing manageré’ fund raising problem

For simplicity, we assume that firm R has internal resources equal to I. In other words, firm
R does not need to resort to outside investors to develop its project. Therefore, at date 1,
for a given value of subsidiary 1’s effort 1, firm R picks the first best levels of verifiable and

unverifiable effort so as to maximise:

*This is equivalent to assuming that contracts are observable but can be secretly renegotiated. This is a
main difference between our view of the product market effects of financial contracts, and Brander-Lewis’ (1986)
argument that financial contracts are credible commitments.
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MdXapen |(er+ar)(l—2z)n—Cler) —ap+ B~

st. ep20, ap20, erp+apn<l

The solution is:

7{l—2z)
B

ap=a"B=0 ep=efP=c+

which characterises firm R’s best reply function as: 2p(21) =€+ f-(-l—};——z’l

Subsidiary 1’s manager, for any level of internal funds A, and for any level of the rival’s

effort zg, offers outside investors a contract {a;,a;} that solves:?!
MaXa,ee; (1= ) (e1+a1) (1-zr)w — Cer) —var1 + B — Ay}

st. 0< <1, e120, @20, e1+a1<1

ay (e1 +a1)m (1 — 2p) 21—‘A1 (IR)

e1 € argmaxg, (1—a1) (@ +a1)m (1 -2r)—C(a,&) (IC)

This programme is analogous to the one analyzed in section 2.2, where 7 must be replaced

with 7 (1 — 2g) . Therefore, the solution follows Lemma 2, with # (1 — zg) substituting =:
Lemma 2-bis (Aghion-Dewatripont-Rey,1998) The solution to the competing subsidiary’s

programme is the following:
oif Ay >A=I~6r (1 — 2g) (shirking region):

af <1, a} =0, e} (Ay,Zg) is the largest solution to:

Bliﬂ(l*ZR}—ﬂ(el'—E)}:I—Ag

21As competition reduces firm’s NPVs, the private benefit B must satisfy the stricter condition: B >

3 N . . "
v _——_——1\'(1—3—"“" ) e] to ensure that the project’s social value is positive.
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e if Ay < Ay (bonding region):

* _ * .. [I-A = * .
at=1 aj= e —€ e =¢

Note that an increase in the rival firm’s effort zp has the same impact on subsidiary 1 as
a decrease in profit 7, since zp and # are relevant to subsidiary 1 only through its perceived
profit (1 — zg)w. This solution allows us to obtain the value function of subsidiary 1 for any
level of the rival’s effort zp (the value function of subsidiary 2 is the same as in section 2.2.3,

assuming mp = m):
V(AI,ZR)E (;r—(i{z—gj—l) Al—mﬁ_z—R;I+7§+B ifff < Az (2n)
et (A1,2r) (1~ 2p) 7 — B (e} (A1, 2p) — &2 —I+B if Ay (2p) S A1 < ]

From Lemma 3, one can immediately argue that an increase in the rival’s effort zg (a decrease
in perceived profit (1 — zg)w) shifts the value function downwards and makes it steeper. The

latter is stated in the following:

Lemma 5 Product market competition reduces a subsidiary’s value and maokes it more heavily
dependent on the availability of internal assets. Subsidiaries facing more aggressive competitors

then have a higher shadow value of assets.

Proof. Increasing zp is equivalent to reducing « in the model of section 2.2. Thus, from

Lemma 3 it follows that: }3?4_26‘:; >0. m

2.3.2 How conglomeration affects competition

Since we assumed that the internal allocation of assets is not observable, the headquarters
chooses A; and Ap taking zg as given. Hence, at date 0, for each possible level of zg, the

headquarter maximizes the joint value of the two business units:
max V (41, zg) + V (42)
Ay, Az

st Ai+As=A
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The solution to this problem gives rise to an optimal allocation of assets, A} (zg), for any
possible level of the rival’s effort zz. From Lemma 5, the following Proposition can be proved

to hold:

Proposition 6 Within an holding group, subsidiaries operating in a more competitive envi-
ronment are assigned relatively more assels by corporate headquarters: Aj{zr) > A for any
zp > 0. Moreover, as a subsidiary’s rival gets tougher (zp is increased), more assels are

assigned to that subsidiary (A} is increased).

The above result confirms the conventional wisdom about diversified conglomerates that
cash flows from monopolistic divisions are partly used to subsidise divisions competing in the
product market. In much economic literature, this statement has been meant to imply that such
subsidisation has anti-competitive effects.?? Our analysis shows that this is not necessarily the
case.

Let us now compare the product market behaviour of subsidiary 1 to the behaviour of a
stand-alone firm headed by an independent entrepreneur, endowed with the same project {with
profitability 7} and the same initial amount of assets (%). In both cases, the amount of internal
assets determines the manager’s incentives and thus the intensity of R&D effort exerted. The
subsidiary’s resources, though, are endogenously determined by the capital allocation decisions
of the parent comp'ény. By Proposition 6, we know that subsidiary 1 receives internal assets
from subsidiary 2. Thus, at date 1 it is endowed with an amount of assets A}{zg), which is
larger than its initial assets é for any zg > 0. Will this make subsidiary 1 a tougher competitor
than e stand-alone firm? The following proposition shows that the answer crucially depends

on the level of initial assets é.

Proposition 7 For any level of the rival’s effort zg, there erists a threshold level of assets
A(2r) such that a stand-alone firm endowed with -’21 > z%-ﬂl (% < z%ﬂl) will compete more

softly (toughly) than a business unit of an holding group being subsidised by the parent company.

Proof. See Appendix C. m

22For instance, it has been maintained that "conglomerate size is especially conductive to predatory pricing”
as a division may "subsidise its predatory operations with profits from other markets” {Scherer, pp. 335-336).
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Subsidisation does not always spur a business unit's competitiveness. In our model, man-
agers under a tight leash (that is, in the bonding regime) are the most likely to compete fiercely:
they are ready to pay a high private cost in order to commit to a tough behaviour and get their
projects funded. Subsidising a business unit in the bonding regime has thus a perverse ef-
fect: the manager, no longer under the pressure that her project is shut down, "takes it easy”
and fights less aggressively against competitors. Conversely, a manager in the shirking regime
knows that her position is safe. Thus, her effort just responds to monetary incentives. When
her business unit is subsidised, the manager can keep a higher share of the profits for herself,
and therefore competes more aggressively so as to increase her monetary returns.

These results show that the product market behaviour of a business unit of an holding group
differs substantially from that of a stand-alone firm, but they also suggest that the traditional
view on the anti-competitive impact of conglomeration is too simplistic. Conglomeration affects
competition also through the entry process. Thus, before proceeding to a policy analysis, we

study the entry problem for a subsidiary of an holding group.

2.4 Application 1: Conglomerate entry

A complete analysis of the competitive effects of conglomeration must take into account the
effectiveness of conglomerate entry into new markets. The idea that "entry is much freer, and
presumably more effective than we had believed while thinking in terms of new-firm entry only”
dates back to the late 50s.2% In his analysis of entry into the computer industry, Brock (1975)
maintains that ”"the only method of entry is... by subsidisation of the computer effort from
other activities of the corporation (as RCA and General Electric did before their withdrawal)”.
Axnd in a recent empirical study, Dunne, Roberts and Samuelson (1988) find that the patterns
of entry, growth and exit for new firms differ substantially from the ones of conglomerates that
diversify by entering into a new industry. All these works stress "the need for a theory of entry
that includes diversification by already existing firms” (Biggadike, 1979}.

Economic intuition suggests that subsidisation of the entrant business unit by the parent

company should make life easier for the former. Indeed, we can show that - owing to the

*33ee Hines (1958), p. 133.



capital reallocation process within the ICM - subsidiaries of holding groups are ’protected’
against incumbents’ strategic moves aimed at deterring entry. To this purpose, we modify
our model to include an initial entry stage. At this stage, the incumbent firm R can credibly
commit to a product market behaviour different from the ex-post optimal one. After observing
this commitment, the holding group plans whether to enter or not in the industry by promoting
subsidiary 1's activity. The rest of the timing is the same.

To see why the entry problem for a business unit is peculiar, consider the case of an incum-
bent playing a " Top Dog” strategy,? that is, committing to a tough product market behaviour.
A strategic move making the incumbent more aggressive does not only spur a product market
response from the subsidiary manager. It also induces a capital infusion in favour of that sub-
sidiary. This alleviates the impact of the incumbent’s strategic move in two ways. First, the
value of the subsidiary is increased due to the capital infusion, which counteracts the loss in
profitability caused by having a tougher rival. Second, the cash infusion makes the manager
tougher when it competes in strategic substitutes and softer when it competes in strategic com-
plements. This reduces the subsidiary’s responsiveness to the rival's effort choice, i.e. the slope
of its reaction function. Owing to the above effects, the entry problem for a business unit of
an holding group differs from that of a stand-alone firm, as analysed in Fudenberg and Tirole’s

(1984) analysis of entry deterrence and accommodation.

2.4.1 The incumbent’s strategic incentives
Entry deterrence

Let us first analyse the incumbent’s incentives to deter entry. Before entry takes place, the
incombent can credibly commit to a higher level of 2z (i.e. shift its own reaction function
upward) by overinvesting in verifiable R&D activities. In other words, he can choose ag > 0
and pay a private cost yag.?5 This may decrease the entrant’s value until it cannot get its
project funded.

A financially weak stand-alone firm (say, firm F) can be easily deterred from entering the

24For this terminology, see Fudenberg-Tirole (1984).
25 Remember that the post-entry optimal level of ap for the incumbent is zero, as he has no external financial
needs.

33



market. Tough competition reduces the firm's value and the income pledgeable to external
investors, making it impossible for the firm to get funded and enter the market.? For instance,
assuming the new firm has no internal funds (4 = 0), entry is deterred if ag is chosen such

that:

VF(z;‘(&R)szf‘Z(QRLO) <0

where zj(ag) and 23{ag) are date-2 equilibrium R&D levels if F enters, and zj(ag) = e} +an.
Clearly, the optimal entry-deterrence action a}, is such that Vr(2p(a}), 25(ak), 0) = 0. The cost
of deterring entry is thus va},.

Deterring entry of a business unit of an holding group is more difficult. To see this, note

that the incumbent’s overinvestment has & smaller impact on subsidiary 1’s post-entry value

Vi(21(ak), zp(aR), Ai(ah):

6"3 BV1 dZR 8V1 6/11 dZR .
dar ~ Ozpdar  OA1dzpdan
ovi Vi 04y
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the first term is the entry-deterrence effect for a stand-alone firm: a tougher rival reduces the
firm’s value and makes entry less profitable. This effect is alleviated for a business unit: faced
with a tougher rival, the potential entrant will be ’subsidised’ through the parent company’s
internal capital market (by Proposition 6, %;—4;- > 0). As a consequence, deterring entry of
subsidiary 1 requires picking ag > aj and thus imposes a higher cost on the incumbent.?’
Anticipating this, the incumbent may be discouraged from adopting such entry deterrence

strategy. In this sense, the internal capital market acts as a credit line contract with a bank

28This is simply the idea that a 'short purse’ firm is vulnerable to predatory strategies aimed at deterring entry
or inducing exit from the market. On this, see Telser {1966) and Bolton and Scharfstein {1990).

*"In our model, the benefit from deterring entry of a financially weak stand-alone firm is also higher. Being
subsidised by the parent company (A4,"> 0), the business unit manager chooses a lower effort level than the
stand-alone entrepreneur (see Proposition 11). Thus, the stand-alone firm is perceived as a more dangerous rival,
which enrcourages the incumbent’s entry deterrence hehaviour.
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aimed at deterring predation by long purse rivals.

Entry accommodation

Things are more complex when the established competitor is willing to accommodate entry. In
the first stage of the game, by choosing an appropriate level of ag, the incumbent can commit
to higher or lower levels of zp, in order to enjoy strategic gains and earns higher profits. As is
well known, in case of accommodated entry the incumbent’s strategic incentives depend on the
nature of competition, that is on the slope of the entrant’s best reply function.

In our model (as in Aghion-Dewatripont-Rey), the nature of product market competition is
endogenously determined by the firms’ financial conditions. A business unit with a high level
of internal resources {i.e., in the shirking regime) will compete in strategic substitutes. If zp is
increased, the perceived profitability 7(1 — zg) is decreased. In order to attract externair funds,
the outside investor’s share of returns must be increased, weakening the manager’s incentive
to exert effort. Conversely, a financially weak business unit (bonding regime) will compete in
strategic complements. When external financial ﬁeeds are large, being confronted with a tough
competitor makes it difficult to get funded. Thus, as the rival increases its R&D effort, the
firm is obliged - in order to obtain external finance - to invest more in verifiable R&D activities
(raise a;) and thus increases its effort z;.

When competition is in strategic substitutes, an incumbent firm will typically overinvest
in verifiable R&D activities in order to make the entrant softer and increase its own profits.
This strategic commitment is more valuable for the incumbent the larger is the strategic effect,
i.e. the reduction in the entrant’s effort following the increase in its own effort.?® To evaluate
this strategic effect, let us compute the slope of the division’s best reply function. Plugging
A} (2r) in the solution to the manager’s programme 2} (zg) = €} (Aj{2r),2r) we obtain the
modified best response function 2] (zr) . Internal resources’ reallocation does not only shift the

best response function, as implied by Proposition 7, but also affects its slope:

*8Gee Fudenberg-Tirole (1984).

35



45 (zr) _ Oeilen) | Oei(er) 0A (2r)
dzp Jzp g4 Ozp

(=) (+)

0

The first term is the slope of the best reply function for a stand-alone firm, which is negative.
The second term captures the reallocation effect. If the rival gets tougher, the headquarters
subsidises the competing business unit (2’—4-51%‘-)‘ > 0) . The additional internal resources allevi-
ate the manager’s incentive problem and induce a higher effort. The reallocation effect partially
compensates the first effect so that the "modified best reply function” is flatter than the best
reply function of a stand-alone firm. A business unit of an holding group, having o flatter
reaction function, discourages the incumbent from overinvest in RED activities, end thus is
better-off.

When instead competition is in strategic complements, an incumbent firm is willing to
underinvest in verifiable R&D activities in order to induce a softer behaviour by the entrant.
Again, this strategic commitment is less effective, as the business unit has a flatter reaction
function than a stand-alone firm. In the bonding region, 2} (zg) = a} (A(2r) , zr)+€ = H’;—_’?’ﬁ.
The slope of the best-reply function is then:

def(zm) _ _I-4 1 94} (zr)
dzp " (1 - zgp)* w(l—zg) Ozgp ] 20
(+) ()

The realiocation effect is negative: since the business unit receives more resources as zg in-
creases, the manager has less need to increase a1 (and therefore z;) to raise funds. This
compensates the first effect, making the subsidiary’s best reply function flatter than that of a
stand-alone firm. Being less responsive to the rival’s effort reduction, the business unit of an
holding group discourages any pro-collusive strategic move. When entry is accommodated and
competition is in strategic complements, this may make independent entry more profitable than
conglomerate entry.

We summarize these results in Figure 2-3.
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Figure 2-3: Incumbent’s strategic moves

2.5 Application 2: Endogenous Entry

In this section we assume that two subsidiaries of a business group are the incumbent firms in
two independent markets, and we endogenise enﬁry in those markets. We keep our assumption
that the internal capital allocation is not observable, and thus cannot be used as a commitment
device?. For the moment we focus only on the shirking regime. More formally, we assume that
y = 00.30

To model the entry game we assume the following:

Potential Entrants:
There is a potential entrant for each market (denoted by R;), whose post-entry characteris-
tics are as described in section 2.3.1. of the paper: after entering market 4, the rival competes
in R&D efforts with subsidiary i. However, market i-entrant’s initial investment (the entry
cost) is no longer equal to I. Rather, we assume there is a continuum of potential entrants with

entry costs K; ranging from 0 to K, distributed according to a cumulative function F(K; | 6;).

291f the internal allocation was observable, it clearly would be used as a commitment device to deter entry.
Then, the subsidiary facing the more dangerous threat of entry should be subsidised in the shirking regime,
and deprived of internal assets in the bonding regime. This would be an example of how entry can be deterred
by "showing a long purse” to potential rivals. As this would be a straight forward application of Aghion-
Dewatripont-Rey’s results, we leave it aside and focus on the richer and more realistic non-commitment case.

30Extending the analysis to the case where one or both subsidiaries may end up lying in the bonding regime

will only make the analysis richer. Along the paper, we will try to anticipate how the results will change when
the bonding case is analysed.
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K, and K> are independent random variables. The parameter §; completely characterises the

cumulative function for K;. We assume the following:
V8 <0 F(K; | 0:1) < F(K; | 0:p)

A higher 8; thus corresponds to a lower expected entry cost in market 7. Therefore, 8 is a

proxy for the degree of competitiveness of a market.

As in the former part of the paper, we assume that the entrant’s wealth is equal to the entry
cost K;. This implies that he always chooses his first-best R&D level. His reaction function is
thus: zp; = €+ ﬁ%—_ﬁl;}

Timing:

The timing of events in the new game is as follows (see also Figure 2-4):

t=0 Entry costs K and K> are realised and observed by each potential entrant.

t=1 (Entry stage) Rival 1 and 2 independently choose whether to enter or not in each

respective market. This decision is observed by the incumbent business group.

t=2 (Internal capital market allocation) The parent company allocates the group’s internal
resources to subsidiaries 1 and 2. That is, A; and Ag are chosen such that Ay + Ay = A. This

allocation is not observed by entrants.

t=3 (Financial contracting and product market competition) Each subsidiary manager raises
I'— A; on the external capital market and signs a contract with outside investors. If at t=0
entry occurred in a market, competition in R&D efforts takes place. Then, returns are realised

and distributed according to financial contracts.

In what follows, we solve the game backward and describe the entry equilibria for all possible

realisations of the entry costs.

*1This assumption may be questioned, as one would expect that entrant firms are more Jikely to be financially
constrained than incumbents are. However, the assumption is irrelevant to our results and widely simplifies the
analysis, allowing us to leave aside the entrant’s agency problem while focussing on the incumbent’s incentives.
Moreover, as it will be clear later, having a credit-constrained potential entrant would simply reinforce the logics
of our results,
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2.5.1 Last stage payoffs and ICM allocation

We dencte with 2} (4;) and 2}, (4;) the equilibrium levels of effort exerted by subsidiary ¢ and
its rival in the last stage of the game, given that entry occurred in market ¢ and that subsidiary
i was assigned assets A;. V€ (4;) and Vp, (Ai,f{i) are the incumbent and the entrant’sv values,
net of agency costs. When entry did not occur at t==0, the value of the monopolistic business
unit is denoted by VM (4;).

The following lemma illustrates a useful and intuitive preliminary result.

Lemma 8 The equilibrium velue of a potential entrant is lower when the incumbent business

unit has more internal resources: %—‘-’ﬁ < 0.
Proof. The value function for entrant ¢ is:

Vi (A K) = 2(A) [~ 2 (A7 — & (2 (4) — 7 + B~ K

By the envelope theorem the derivative with respect to A; is:

Vi _ _ ais 9%
oA, = Rl AT

which is negative as g%; >0

Notice that we are restraining our analysis to the shirking regime. In this regime, when a

subsidiary is assigned more resources, its reaction function is shifted upwards. In other words,
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the incumbent becomes a tougher competitor in the R&D game, which reduces the entrant’s
profitability.*

We now need to describe the optimal allocation of resources within the business group.
Notice that the continuation game from t=2 onwards is the one analysed in Section 2.3. Thus,
we can refer to Proposition 6, and state that, for all levels of 2p, and zp,, more assets will
be assigned to the business unit facing the more aggressive entrant in its own market (i.c.
the higher zg,)%% It is then straight forward to describe the ICM allocations following any
entry configuration. As the entrants are identical {except for entry costs), the continuation
equilibrium following entry in both markets is perfectly symmetric, with each subsidiary being
assigned the same amount of internal resources (A’{ = A} = %) . The same holds if no entry
occurs in both market 1 and 2. Conversely, if entry oceurs only in market , the continuation
equilibrium is such that the business unit which has to compete is assigned relatively more

resources by the parent company (A;‘ > % > A;‘) .

2.5.2 Entry strategies

At stage 1, after observing the realization of K; and anticipating the "financial reaction” of the
business group, each entrant independently decides whether to enter or not its market.

Anticipating the results, if entry costs are either prohibitive or very low a firm will decide on
entry independently of the other entrant’s behaviour. However, for intermediate entry costs, a
firm will find it profitable to enter only if entry occurs in the other market. The intuition is that
an entrant keeps into account that he is competing with a business group operafing in more
than one market. When no firm enters the other market(s), the incumbent business unit will
be subsidised, which will make entry barely profitable in its market. Conversely, when entry
occurs in the other market(s), the incumbent business unit will not be subsidised and entry will
be profitable for higher levels of entry costs.

It is interesting to note that even if the two markets are unrelated, firms entering each

market exert a positive ezfernality on each other. This externality arises because internal

320n the other hand, if the incumbent business unit lay in the bonding region, increasing its internal resources
would soften its behaviour, thus increasing the entrant’s profitability.
" ¥Remember that the parent company cannot commit to an ICM allocation that is not ex-post optimal.
Technically, this implies that the only credible allocation maximises the business group’s value for any given pair
of the entrants’ efforts (zg1, zr2).
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capital market decisions within the incumbent business group create a financial link between
two otherwise independent markets.

Notice that the above results crucially depend on the assumption that firms lie in the
shirking regime. We would get opposite results if the incumbent business units lay in the
bonding regime. In such case, knowing that entry is taking place in industry j makes entry
more profitable in market 1, as the incumbent business unit is expected to be a softer competitor
once it is subsidised by its monopolistic affiliate. Then, a firm entering market 7 would exert a
negative externality on market ©’s potential entrants.

The following Lemma describes the entry strategies.

Lemma 9 There exist two levels of the entry costs K¥ and KF, with K¥ > K% such that the

entry strategy of firm ¢ is the following:
o when K; < KL, firm i always enters;
e vhen K; € (KL,K”], firm i enters iff also firm j does;
o when K; > KH, firm i never enters.

Proof. At stage 1 the potential entrant anticipates its payoff following any continuation
game. If firm ¢ decides not to enter, Vg, = 0. Firm #’s profitability from entry depends on the
business group’s financial reaction, and thus on the entry decision in the other market.

If firm j enters, firm ¢ anticipates that, if he enters as well, each subsidiary will be as-
signed the same amount of internal resources %. Then its value will be: Vg, %,Ki) =
El—e(4)]n+ 31— (%)]2 + B — K. Denote with K¥ the entry cost level such that
Vi, (%,K H ) = 0: given that firm j enters, firm i will find profitable to enter iff K; < K,

If firm 7 decides not to enter, and firm 7 enters: market j business unit is a monopolist and
thus subsidises market ¢ business unit (A}‘ > %) By Lemma 8, this reduces the equilibrium
value of entrant i : Vg, (4], K;) < Vg, (£,K:). Consequently, the level of entry costs K, such
that Vg, (A}, KL) =0, is lower than K'¥. Given that firm j stays out of its market, firm 4 will
decide to enter iff K; < KL,

Overall, if K; < K%, Yenter” is a dominant strategy for firm ; if K; > K¥, "not enter” is
a dominant strategy. When K; € (K*,K¥], firm i enters if and only if the other potential

entrant does so. ™
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2.5.3 The benchmark case: stand-alone incumbents

Before analysing the overall equilibria of the game, we summarise in the following lemma the
equilibria of the entry game when incumbents are stand-alone firms. This benchmark case helps

emphasise the effects of financial links on entry in two unrelated markets.

Lemma 10 If the sncumbents are stand-alone firms, each one endowed with an amount of
assets %, in equilibrium entry occurs in a market if and only if entry costs in that market are

lower than KH.

Obviously, if the incumbents are stand-alone firms no subsidisation takes place, and each
incumbent is endowed with % The entrant’s profitability is Vg, (%, Ki) irrespective of whether
entry takes place in the other market. Hence, entry is a dominant strategy iff K; < K¥. In
other words, each market develops independently and in equilibrium entry occurs whenever

entry costs are low or intermediate.

2.5.4 Equilibria of the entry game

We now characterise the equilibria of the entry game when incumbent firms belong to a business
group. As competitive externalities arise when at least one market has intermediate entry costs,
the following proposition focuses on this case. A complete description of all possible equilibria

is provided in the proof.

Proposition 11 The allocation of internal resources operated within a business group creates
a financial link between apparently unrelated markets. In particular, two interesting phenomena
may take place:
o Anti-competitive spillovers
The fact that one market is poorly competitive (Kj >KH ) prevents entry also in the
second market where there is more potential for competition (K; € (KL, KH}).-
* Entrants’ miscoordination

When potential entrants in both markets have intermediate entry costs (K; € (K L gH }
with i = 1,2), one of two equilibria may arise: a "good equilibrium” in which entry occurs

in both markets; and a "bad equilibrium” in which both markets stay monopolised..
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Proof. According to the realizations of entry costs in the two markets, the following cases

may arise:

1. Ky < K& Ky < KE,

In this case entry occurs in both markets and the amount of assets assigned to each

business unit is 4. The business group’s value is VC (4) = Vi ().

2. Ki> KH Ky >KH,

In this case, for both entrants "not enter” is the dominant strategy. Again, each business
unit is assigned 4 but, since there is no competition, their values are VM (4) = VM (4) >
v (4)-

Note that when entry costs are either very low or prohibitive in both markets, no sub-
sidisation is operated by the parent company and the equilibria of the entry game are the

same as in the case of stand-alone incumbents.

3. Ki <KL Kje (KE,KH] withi#j=1,2.
Entry is a dominant strategy in market . Given that firm ¢ enters, the incumbent in
market § cannot be subsidised, which makes entry also profitable for firm j. Note that
for these values of entry costs the equilibrium outcome is the same as with stand-alone
incumbents, whereas equilibrium entry strategies are not. With stand-alone incumbents,
a firm’s entry strategy does not depend on entry in the other market: whenever K; < K¥,
entry is a dominant strategy and competition arises in both markets. Instead, when the
incumbents belong to a business group, it is entry in market ¢ which allows entry in
the market j, where there is less potential for competition. As already emphasised, by

entering firm i exerts a positive externality on the potential entrant in the second market.

4. K; < KB K> KH with i # § = 1,2.

"Enter” is a dominant strategy in market ¢ while "not enter” dominates in market j.
Hence, the entry outcome is the same as in the case of stand-alone incumbents: market
j is monopolised while competition arises in market 7. However, note that the parent

company optimally assigns more assets to the subsidiary operating in the more competitive

43



sector (A} > 4) ; hence this subsidiary will be a tougher competitor than a stand-alone
incumbent and its value will be higher (V€ (4}) > V€ (-‘5;—)), the opposite holds for the

business unit active in the monopolistic sector which is assigned A} < -’}

5 K; € (KL KH] K; > K¥ withi #j =1,2.

In this case entry in market 7 would be profitable if the other firm entered market 7,
as this would avoid subsidisation in favour of the business unit competing with firm 7.
However this does not occur, as entry costs in market § are prohibitive. As a result, both

markets end up being monopolised.

6. K; € (KL, KH], K; e (KV,KH] withi#j =1,2.

Given the entry strategies described in lemma 13, two equilibria arise in this case. In one,
both firms enter their respective markets, in the other no firm does. Both entrants are
better off in this first equilibrium. The problem is that they do not internalise the positive
externality they exert on each other by entering the market: if they fail to coordinate,
the "bad equilibrium” may arise, where no entry takes place. When this is the case,
nobody has the incentive to deviate: if the other firm stays out, by entering one should
face a competitor made tougher by subsidisation and it is better off staying out as well.
In this case resource reallocation within the business group creates scope for competitors’
miscoordination. Of course, miscoordination is not an issue with stand-alone incumbents:
for this realization of entry costs, entry is a dominant strategy for each firm and the

equilibrium unique.

Proposition 11 points to some competitive effects of diversified business groups, that have

not been formalised yet. First, due to financial links between the diversified business group,

lack of competition in market § spills over to market i, where the scope for competition is

wider (note that with stand-alone incumbents, entry would occur in market ). The internal

capital market creates a link between two otherwise unrelated markets and enables the business

group to extend its monopoly power across the markets where it operates. Second, if potential

entrants in business group-dominated markets do not coordinate {for instance, by also joining
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under the same roof), then the economy may get stuck in an uncompetitive equilibrium where
all the markets are monopolised by the incumbent group.

The main implication of our analysis is that - due to the financial links within incumbent
business groups - the probabilities of entry in unrelated industries end up being correlated. In
case of stand-alone incumbents, the probability of entry in a market is just the probability that

entry costs are lower than K#:
P (Entry in market i) = F (K | 8;) (2.1

Conversely, when incumbent firms belongs to a business group, the probability of entry in

market i is given by:
P (Entry in market i) = F (K% | 6;) + [F (K% | 6,) - F (K" | 0:)] F (K" | 6) | (2.2)
if it is assumed that the "bad equilibrium” occurs for intermediate entry costs, and:
P (Entry in market i) = F (K% | 6,) + [F (K" |6;) = F (K" |6,)] F (K7 |6;)  (23)

if it is assumed that the ”good equilibrium” occurs for intermediate entry costs.

Comparing 2.1 with 2.2 and 2.3 two main results emerge. First, the business group’s ability
to shift ’financial muscle’ across markets reduces the probability of entry in all markets where .
it operates. Second, as resource shifting creates scope for anti-competitive spillovers, expected
entry in one market is higher the more likely is entry in the other market. This latter insight

is summarised in the following corollary:

Corollary 12 The probability of entry in market i is positively related to the degree of compet-

itiveness in market j.

Proof. Consider the case in which, for intermediate entry costs, entrants coordinate on the
"bad equilibrium”. Then:

SR = [F (KM | 6;) — F (K" | 65)] %’fﬂ > 0, which is positive by the assump-
tion of first order stochastic dominance. The case in which the "good equilibrium” arises is

analogous. ®
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An immediate implication of this result is that all actions or events that reduce competition
in one market may also limit competition in the other market. This suggests that competition
authorities evaluating the effects of horizontailmergers should always take into account whether
one of the merging units belongs itself to a diversified business groups, in which case the anti-
competitive impact of the merger may invest more than one market.

Another implication is that in countries with large financial-industrial groups (ex.: banks
and telecom companies), if the financial sector is not competitive, banks will subsidise their
affiliated industrial firms, monopolising the industrial sectors. This is the same prediction as
in Cestone-White (1998), but operating through a different mechanism.

Of course, we willrextend the analysis to the bonding regime and we plan to make some
comparative statics on A. That is, we would check whether the link between the two industries
where the business group operates is reinforced or loosened when the group’s internal assets A
increase. In other words, we inquire whether a financially strong business group is more or less

likely to generate (anti)competitive spillovers among industries.

2.6 Policy implications and conclusion

Many industrialised nations are experiencing a significant increase in merger activity, especially
in the financial sector. In this new merger wave, pure conglomerate mergers®® play a relevant
role. Scherer (1980} suggests that the increase in pure conglomerate mergers corresponds to
a reduction in horizontal and vertical mergers: "the U.S. merger laws have evolved into a
potent deterrent against sizeable horizontal and vertical mergers... channelling companies’
urge to merge in directions less likely to provoke an antitrust challenge”. But if no direct
competitive advantage is realised, where does this urge to merge come from? A widespread
idea is that merging firms are trying to build financial muscle, as "being bigger” matters in
product market competition. Unfortunately, there exists no rigorous study of how financial
phenomena within conglomerates may impact product market competition. Our paper is a
first step in this direction.

Three main policy conclusions emerge from our work, all of them having to do with business

3 The Federal Trade Commission divides mergers into five cathegories: horizontal, vertical, product extension,
market extension, and pure conglomerates, involving essentially unrelated enterprises.
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units’ subsidisation within an holding group. In our model, subsidisation of business units
facing competition does not respond to explicit strategic objectives: a competing business
unit optimally receives more assets in the ICM allocation process, just because it faces more
serious agency problems. The subsidy is not intended to ’scare’ product market rivals, as
it is not observable. Obviously, as a consequence of subsidisation, business units compete
differently than stand-alone firms, but this is just a side-product of an optimal, non-strategic
capital allocation in the ICM. The lesson for anti-trust policy is then that competing divisions’
subsidisation within conglomerates cannot be condemned per se. While the ICM allocation is
not observable, the organisational form is. Thus, the decision to merge or stay focussed does
represent a strategic variable, as it commits the firm to a different product market behaviour.
However, our model does not necessarily predict that merging with a financially healthy unit
(and thus gaining financial muscle) commits to a tougher product market behaviour. This result
challenges the view that conglomerate divisions are always more able to deter entry/induce exit
of rivals, and implies that the anti-competitive effects of mergers, if any, operate in a more
complex way than standard predation arguments predict. The second conclusion has to do
with conglomerate entry. Taking a different perspective, we show that conglomeration may
well have pro-competitive effects in those markets where the only feasible way of entry is by
subsidisation from the internal capital market. Finally, our analysis shows the conglomeration
may indeed have anticompetitive effects, but these are not generated by using internal resources
~ reallocation as a commitment devise. Actually, subsidisation operated by the Internal Capital
Market creates a link between otherwise separate markets and may enable the business group
to extend lack of competition in one market to another market where the scope of competition

is, in principle, wider.

The idea that internal capital markets interact with product market competition is new
to the literature. To our knowledge, Matsusaka and Nanda (1999) is the only work hinting
at this possibility. They develop a theory of mergers and divestitures trading off costs and
benefits of internal capital markets. In their model, though, the flexibility generated by an
internal capital market has a commitment cost: as internal resources are easily reallocated,
a conglomerate division cannot credibly commit to over-invest in order to deter entry of new

rivals, and thus is more vulnerable to the threat of entry. Thus, product market considerations
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should discourage mergers and favour divestiture. Conversely, our model, starting from the
same assumption that headquarters cannot commit to a given internal capital allocation, shows
that opting for a conglomerate form represents per se a credible commitment to a given product
market behaviour. This commitment represents a potential benefit of internal capital markets.

Finally, let us discuss some directions for future research. In our model, we do not endogenise
the headquarters’ objectives. It would be interesting to analyse the optimal design of the
headquarters’ incentives, keeping into account the product market effects of internal capital
market allocations. This would require studying a merger stage where separate business units
write a grand-contract with a common third party, and relinquish the latter the control rights
on internal resources. So far our work just pointed the product market effects of ICMs, thus
delineating some new costs and benefits of pure conglomerates. In future work, we plan to
analyse more explicitly what are the incentives to merge for firms competing in oligopolistic

product markets. -

2.7 Appendix
Appendix A: Proof of Lemma 3

‘We need to prove that, for a given amount of assets 4; = Ay = 4, g—‘% > g%’; Vry <7y .
We know that: ’

wm_ ) 5 if Ai< A

O SR i A A )

InA; = ﬁi the derivative does not exist. However, there exist lim;,_,p+ Yi’?‘i’ﬁ = W% =yt
and limy,_o- L) - 2zx = -

Note first that the value function is concave. It is linear if A; < AL IE A > 2{;, -g;};{; =
Qf’gé%?) [ — B(ef(A:) ~ )] -8 (%)2 < 0. Finally, in 4; = 4;, V™ > V* (by the assumption
v> -l—f—sl;_%-).

Let us compare g%‘; and g}% for any level of A;. As shown in the text, El > Ez.

s When 4; € (O,Zz) , both value functions lie in the bonding region. In this case, Vi is
. 82‘/, _
steeper than V3 since izt = —(—ﬂ?)-g < 0.
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o When A; = Az, V4 lies in the bonding region. Therefore, as 71 < ma:

BY, il 7
,7‘-:-:3.__1.>1.._.2. ‘/2 >{/2

o>

e When A; € (.Zg, El) W lies in the bonding region, while V; lies in the shirking region
( where % ‘W « =02 by concavity). Then:

g !

av, = m s 1m avs
A= > > JAs

® When A; = A}, Vs lies in the shirking region. Therefore, -53-,—3% < 0 and _QY; < V+ <Vr.

e When A; € (/Tl, ] both value functions lie in the shirking region and -‘yl > % since
a%;
5;{16"3

Appendix B: Detailed solution to the headquarters’ programme

Consider 1 < w9. The optimal allocation of internal resources depends on the amount A

of total internal resources available:

o if A<A, then: Al = A and A} =
o if Ay <A< A +A, then: A% = Ay and AL = A~ A;.

e if A> A+ A4, then: A} > Ay and it is such that g% (4p) = %‘% (A~ A}
The proof is as follows:

e Consider first A < A;. In this case, for any feasible allocation subsidiary 1 will lie in
the bonding region, where 25 5 A1 = XL Since IH > T2 and V; is concave, for any
feasible allocation (A1, 4 — 4;), g%'t {41) > g—% (A — A3} . Hence, it is optimal to assign

all internal resources to subsidiary 1.

o Consider now the case A; < A < Zl +E, where we denote with A the amount of internal
resources such that %’AZ (/’1\) = V;*. (By definition of A, it is: g—}% >VFifA< A and
A€ (Ag,A})).

From the previous point, any allocation such that 4; < El is not optimal. Assume

then A, = A;, which implies that Ay = A — A; < A. By the definition of A, Vj* <
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%\‘% (A —/Il)‘ Therefore, it is not optimal to increase A; further, and the optimal

allocation is A] = Kl, A =4~ A

o Finally, when 4 > A; —{nZ, if A; = A;, obviously A3 > 2, and thus: V¥ > %A‘% (A - El) .
It is then optimal to increase A; above Ay until -g—‘—g—’; (A = "37‘(% (A — A}) . Note that, in
this case, both subsidiaries are in the shirking region.

Appendix C: Proof of Proposition 7

We compare the product market behaviour of a stand-alone firm endowed with assets —‘3—
and of subsidiary 1. Note that - as specified in the model - subsidiary 1 also contributes assets
—’% to the holding group, but at t=0 it is subsidised by the headquarters, so that A} (zr) > -’%

(see Proposition 6).

o If -’% is very low (é} < é—d’—“)giﬂ@l < Ay (zR)), both the stand-alone firm and subsidiary
1 lie in the bonding regime. Then, for any given zg, the subsidiary’s total effort 2; =

A _A
%ﬁ%’? is lower than the stand-alone firm’s effort zp = ﬂ-——é:g;;, since A* (zg) > %‘

o If instead —"21 is very high (—‘% > A, (zR)) both the stand-alone firm and subsidiary 1
are in the shirking regime. From Lemma 2-bis, zp = ep with ey solving the equation
ep[m (1 —2p)—B(er ~ &) = I~{%, whereas, for subsidiary 1, 21 = e; solves ey[r (1 — zp)~
Ber ~ &) = I— A*(zg). Since A* (2g) > £, and £% > 0, it follows that z; > zp for any

given zp.

o If —’% lies in the interval [M@%'M;Xl (zR)] , the stand alone firm lies in the bonding
region, while - after being subsidised - the business unit is pushed to the shirking region
or at least at the limit between the bonding and the shirking region. Therefore, it is not
obvious which one is tougher. Note, however, that as —‘3— is increased from —'zl—(z—’*)%@-(fﬂl
to Ay (zr), zr decreases from iﬁ_(;(—‘—l_il;_(-l;-z—i— to €, while 27 increases from € to a strictly

higher value. By continuity, there exists then a threshold éﬁ;—gl such that z; > zp iff
A Az
5> —%—’Q.
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Chapter 3

Buyers’ coordination and entry

(joint with Massimo Motta)

3.1 Introduction

In a recent case, the European Commission approved the merger of Enso and Stora, two firms
producing Liquid Packaging Board (LPB), used for the packaging of milk and fruit juice. In this
market, the mergihg firms would have a market share between 50% and 70%. Other industry
characteristics, such as high barriers to entry, strongly suggested anti-competitive concerns of
the operation. Yet, the merger was approved on the grounds that buyer power in this industry
was so large (Tetrapak alone buys 60-80% of total sales) that the merging firms would have been
unlikely to exercise market power. One of the arguments used by the Commission to justify this
finding was that the main buyer, Tetrapak, "would have the option of developing new capacity
with other existing or new suppliers, should the parties attempt to exercise market power”.!

In a comment to the decision, it has been noted that:

*Irrecoverable investments, or sunk costs, that would be considered too risky if the suppliers faced a
fragmented demand side are made much less risky when they can be made in effective collaboration
with a large customer.”?

. The European Commission also relied heavily on buyers’ concentration in the analysis of a
Joint venture between the rail technology subsidiaries of Asea Brown Boveri (ABB) and Daimler-

'Enso/Stora, 1V/M.1225, Official Journal of the EC, L254 (1999), paragraph 91.
»Buyer power and the Enso/Stora decision”, NERA Competition Brief (November 1999), page 2.
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Benz in Germany.® The joint venture was declared compatible with the common market in the
national trains market but not in the local train and systems market. The relevant markets
shared most of the basic features (technology, demand, supply conditions), but they were very
different in terms of the bargaining power of buyers. While the only client for mainline trains
was the national railways company Deutsche Bahn, there were a number of customers for local
trains and systems: the Commission had identified 58 German municipal transport companies
which purchased trams and metro systems. According to the Commission, if Deutsche Bahn
decided to group orders in such a way to invite tenders for very large single orders, it would
be able to attract the interest of foreign groups not active in Germany, such as GEC-Alsthom.
Facing very large orders, foreign firms would be willing to incur the fixed costs of changing their
product specifications to meet the German technical standards. Instead, individual municipal
companies have orders of a much smaller size and are therefore less attractive to foreign potential
entrants, for which the fixed costs of adapting to German specifications would not be worth
incurring. '

These cases suggest that because of coordination problems, entry into the sellers’ industry
by new firms can be easier when buyers are concentrated.

In this paper, we provide a formalisation of the idea that miscoordination of buyers might
prevent entry from an efficient potential entrant. We assume that there exist an incumbent and
a more efficient potential entrant, the latter having to make a sunk investment to be able to
operate in the industry. In this setting, it may be costly for a buyer to select a firm which will
not eventually enter the industry. If buyers are dispersed, winning orders from a few buyers
might not be enough to justify the fixed investment, and as a result entry might not occur {even
though the entrant is more efficient than the incumbent). Because buyers are not coordinating
their decisions, they might end up with having the monopolist as only seller in the industry,
and hence face higher bills than if entry had occurred. When instead there is just a single buyer
(or all the buyers coordinate), then it will give its order to the entrant and this will be able to
enter the industry.

Besides the formalisation of the idea that buyers’ miscoordination might pre-empt efficient
entry, the other main result of the paper is that we identify a scheme which helps alleviate the
miscoordination problem. Indeed, we show that if the potential entrant could credibly offer to
pay a penalty for unfulfilled orders should it not enter, exclusion of the efficient entrant due
to buyers’ miscoordination is less likely to occur. Further, even when exclusion of the entrant
occurs at equilibrium, the price that the incumbent monopolist will set is the lower the higher
the penalty offered by the potential entrant to buyers.

3Clase ABB/Daimler Benz, IV/M.580, 18.10.1996.
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Our paper is related to at least two different strands of literature. The first one deals with
buyer power. Galbraith (1952) is probably the first author who has argued that countervailing
power of buyers can considerably restrain the market power of sellers. A firm can better
exercise market power if it faces a large number of dispersed consumers or buyers than if it
faces one or few strong buyers. A strong buyer can make use of its bargaining power to stimulate
competition among the sellers, either by threatening to withdraw orders from one seller to give
them to another, or by threatening to start upstream production itself! Innes and Sexton
{1993) have modelled the process by which buyers countervailing power forms and have studied
the seller’s optimal reaction to this. To avoid that buyers costly form a coalition to bargain
with the seller or to enter production, the incumbent optimally adopts price discrimination:
he bribes some buyers with price discounts keeping them out of any possible coalition. This
diminishes the benefits of the remaining buyers from forming coalition so that the seller can
charge them the monopoly price without risking the coalition formation. However, the threat
of buyers’ coordination and competition is shown to exert a powerful procompetitive effect on
the incumbent firm. Several empirical works have also tried to test the countervailing power
hypothesis, and there appears to be some evidence that buyer concentration negatively affects
profitability of the sellers.?

Other recent works have been concerned with the question of whether final consumers also
benefit from buying power, or if buyers are the only ones who gain from it. Consumers benefi
from countervailing power if there exists enough competition among the buyers themselves.
This argument has been formalised first by von Ungern-Sternberg (1996) and refined by Dobson
and Waterson {1997), whose model shows that welfare rises with buyer concentration only when
buyers are selling services {or products) which fiercely compete on the product market (or which
are close substitutes). When the buyer-retailer market is characterised by strong competition
conditions (e.g. because product differentiation is lower) price discounts obtained from sellers-
manufacturers would be passed on to final consumers.

Buyer power might also have an effect on the likelihood of collusion among the sellers. When
sellers face few buyers, these are likely to use their bargaining power and use an aggressive pro-
curement strategy. By unifying their orders they can extract better conditions from suppliers,
which would be more willing to offer price reductions {and therefore deviate from a collusive
strategy) if the size of the contract is large enough. If instead buyers were fragmented, each
order would be small and sellers would be less likely to undercut each other. An implication

*See Scherer and Ross (1990, chapter 14) for a discussion and a number of examples.

%See Scherer and Ross {1990, pp.533-35) for a review of this literature, initiated by Lustgarten {1975). Among
more recent work, Schumacher {1991} also supports the countervailing power hypothesis in a study based on US
manufacturing industries, whereas Connor, Rogers and Bhagavan {1996) find no evidence of countervailing power
in the US food manufacturing industries.
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of this is also that buyers might want to behave in a strategic way and group orders together
instead of buying in regular small amounts. Snyder {1996) shows that by accumulating a back-
log of unfilled orders a buyer can mimic a demand boom and force sellers to collude on lower
prices.

This paper departs from the aforementioned recent works in that we focus on the effect of
buyer power upon entry, while we abstract from the possibility that it affects collusion and we
do not consider competition in the buyers market, implicitly assuming that buyers are the final
consumers.

The analysis developed in this paper is closely related to that proposed by Rasmusen,
Ramseyer and Wiley (1991}, hence-forth RRW, and Segal and Whinston (1996). In their paper
Segal and Whiston put on a firmer foundation the RRW argument that an incumbent may
be able to profitably deter entry using contracts which commits the buyer to purchasing only
from the incumbent. Exclusionary contracts may thus deter otherwise desirable entry and
reduce economic welfare. This challenges the view held by some "Chicago School” scholars
that exclusionary contracts must be efficient or they would not be signed by buyers.% For some
aspects the reader will find a strong similarity between our paper and those. Indeed, to facilitate
comparison of results, we have tried to follow Segal and Whinston’s notation whenever possible.
However, some differences should be noted. First, the timing of the game is different. In
particular, Segal and Whinston assume that in the first stage the incumbent offers exclusionary
contracts, in the second one the potential entrant decides on entry and finally active firms
name prices. We assume, instead, that first all buyers solicit bids from the two firms; then each
of them decides from which seller to buy and finally, after observing how many buyers have
accepted its bid, the entrant decides on entry. The different focuses of the papers motivate these
different timings. The analysis of Segal and Whinston (and of RRW) is addressed to the role

& Aghion and Bolton (1987) as well analyse the use of optimal contracts between buyers and sellers to deter
efficient entry. They consider partially ezclusionary contracts in which the buyer must pay liguidated damages
to the incumbent if trading with the entrant. They study the one seller-one buyer case where the optimal
exclusionary contract represents a coalition between the two in order to extract rent from the entrant when entry
oceurs. This reduces the entrant profits from entry and makes entry (inefficiently) less likely. Yet entry is not
completely precluded: because of the liquidated damages the incumbent gains the additional payment in all
states of nature in which entry occurs so that by signing a contract that completely deters entry it would enjoy
a lower expected payoff. Aghion and Bolton also discuss the two-buyer version of the model. In this case when
one buyer signs a contract with the incumbent imposes a negative externality on the other one; this externality
is exploited by the incumbent to extract more surplus out of each buyer.

Innes and Sexton (1994) extend the Aghion and Bolton's model allowing the buyer to behave strategically and
to form a coalition with the entrent. Since this coalition internalizes the consumer surplus gains from avoiding
monopoly pricing, the benefits from entry to the coalition will typically exceed the benefits accruing to an
ordinary outside entrant. Hence, the coalition will have incentive to elicit entry even when such entry is socially
inefficient. Innes and Sexton show that exclusionary contracts deter such inefficient entry without harming the
buyer, while they do not deter efficient entry. Hence, differently from the aforementioned models, exclusionary
contracts are shown to be efficient.

57



of exclusionary contracts in entry deterrence when there exists a multiplicity of buyers. So, in
their paper the pricing behaviour of the entrant is less relevant: it simply sets a price equal to
the incumbent’s marginal cost when entry is feasible. Moreover, their analysis clarifies that the
incumbent’s ability to exclude may have different sources. When the incumbent simultanecously
offers uniform contracts to all the buyers, exclusion arises because it exploits the buyers’ lack
of coordination on their most preferred continuation equilibrium. However, the incumbent does
not need to rely on miscoordination if it can offer discriminatory terms to different buyers. In
this case, it can furn the buyers against the other: if enough buyers accept the exclusionary
contracts bribed with an advantageous deal, they impose the externality of no entry on the
remaining buyers.” This externality is exacerbated in the case of sequential offers when the
incumbent may indeed exclude at no cost. Instead, the timing that we have chosen implies that
the analysis of the pricing behaviour of the two firms is more articulated and we end up with
a richer set of equilibrium solutions. More importantly, it reveals that we are not concerned
with vertical restraints but with the effects of buyers’ fragmentation on entry and on market
power without the incumbent having an active role in exclusion. In a sense, in our model the
incumbent is passive, it does not implement a devise to keep the rival out of the market. It
is the mere fact of having already incurred the sunk investment that allows it to benefit from -
the buyers’ miscoordination and to fully exercise its market power despite the existence of a
more efficient potential entrant. In this contest, we are thus interested in studying whether the
entrant can use an instrument (the penalty) which alleviates the miscoordination of the buyers
and makes entry more likely to occur. We also study the level of the penalty which would be
optimally chosen by the entrant, as well as by a hypotethical social planner.

3.2 The Model

Two firms compete for the provision of a homogenous good. One of them, I, is an incumbent
in the industry and has already paid the fixed sunk entry costs necessary to provide the good.
The other firm, E, is a potential entrant. If it actually enters the industry, it will have to pay
the fixed sunk cost f. We assume that there are constant marginal costs of preduction and that

A similar "divide and conquer” strategy is adopted by the incumbent in the model of Innes and Sexton
{1994). Differently from the previous works, they assume active buyers who can form coalition that can, in turn,
contract with the potential entrant. In this setting the incumbent uses discriminatory contracts and selectively
offers high payoff to some buyer (as to eliminate their incentive o join coalitions) and poorer contract terms to
the remaining ones. This allows the incumbent ko capture some of the buyers’ entry rents. As a result, differently
from the one buyer-one seller case, exclusionary agreements have two offsetting welfare effects, deterring both
inefficient eniry and some efficient entry. However, if price discrimination is prohibited, exclusionary contracts
Jjust deter inefficient entry that would occur without them.
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the potential entrant has lower cost than the incumbent: ¢g < ¢;. We also assume that there
exist N identical buyers whose demand is given by ¢ () = 1 for p; < p™, and q{p;) = 0 for
7i > p™, where p; is the price set by firm i = I, E. All buyers simultaneously solicit bids from
the two firms. We must also assume that the market is viable for the entrant, if it obtains a large
enough number of buyers. A necessary condition is therefore that the entrant’s average cost if

all buyers patronise it, g, is lower than the incumbent’s marginal cost: g = cp + -1{,- < ¢,

The timing of the game is as follows (see Figure 3-1 for an illustration). At time t,, firms
take part in the (simultaneous) auctions. Firms cannot price discriminate among buyers, i.e.,
they will offer the same conditions to each buyer. Firm I’s bid consists of the price py at which
it is willing to provide the good. Firm E’s action is given by the pair (pg, D), where D € {0,1}.
If D =0, firm E does not make any bid (i.e., it is not willing to supply the good at any price).
If D =1, firm E is willing to supply the good at a price pg. At time ¢, each buyer decides from
which seller to buy, after having observed the bids. We assume that the agreement between a
buyer and the seller at ¢ is binding; in particular, once decided to patronize the incumbent,
a buyer cannot change her decision in the following periods when she realizes whether the
potential entrant actually provides the good.® Call S the number of buyers whe choose the bid
of the incumbent. At time &3, firm E decides, on the basis of the number of buyers N — S who
accepted its bid, whether it wants to pay the entry cost and provide the good to those buyers
or not. If it decides not to enter, it will have to pay a penalty ¢ to the buyers whose demand
has not been satisfied. If it decides to enter, it satisfies the demand at the price indicated in its
bid.

Since firm I has already sunk its ehtry cost, it will always be able to provide the good
independently of the number of buyers which will address it. Therefore, it will satisfy all the
buyers who have chosen to patronise it, at the price p;.

At time {3, all buyers whose demand has been unfulfilled by firm E will be able to buy the
good from the monopolist at the price pM. Note that their net expenditure will be pM —¢, since
firm E will refund them for the unfulfilled contract of the penalty t. We look for the subgame
perfect Nash equilibrium in pure strategies of this game, and we solve it by backward induction.

#Suppose the number of buyers who accepted the bid of the more efficient entrant has not made entry
profitable. Still, if the buyers’ decision were reversible, the entrant would enter the market anyhow, because it
knows that by entering all the buyers who addressed the incumbent at t, would break the contrant and would
switch to it.
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Figure 3-1: Time — line
3.3 The entry decision

At time t2, conditional on having taken part in the auction (D =1) and having bid a price pg,
firm E observes the number of bids that it has won and decides on entry. Entry will occur if
the following condition is satisfied:

(N =8)(pg —cg)— f>~t(N -5). (3.1)

This condition simply compares the net profit from entry with the total amount of the
penalty it has to pay in the case where firm F decides not to satisfy buyers who preferred its
bid.

Following Segal and Whinston {1996}, we define N* as the smallest number of buyers who
accept the incumbent’s offer in order for firm E not to find entry profitable. Formally, denoting
as [z] the smallest integer greater than or equal to 2, firm E does not enter if § > N*, where:

N* = [N —-—-—-——L—-—-—-I . (3.2)

" (pE~cr)+t

Note that N* is (weakly) increasing in the price-cost margin (pg ~ cg) that firm E receives
and {weakly) decreasing in the fixed entry cost f.

More importantly, note that N* is (weakly) increasing in the penalty ¢ that firm E has to
pay. This is because the higher the penalty the more costly for firm F not to fulfill the orders
it has won. In particular, a very high penalty has the effect of making F's entry profitable even
if patronised by a single buyer. This is the case if ¢ is so high that N — mﬂ >N-~1
and N* amounts to N : only if no buyer accepts its bid, firm F gives up entering. As it will
become clearer in what follows, this prevents miscoordination problems to arise. Given t, we

denote with p®* () the price such that '@E(T)f:c-ﬂﬁ =1L¥prp>pW)=cg+f~t, rm E
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enters even if its bid has been accepted by a single buyer; hence p®* (t) is the maximum price

for which miscoordination can arise’.

3.4 The buyers’ decision

At time t;, buyers decide on which bid to accept. We now characterise the equilibrium choice
of the buyers for given prices quoted by the two firms. (See Figure 3-2 for an illustration which

sumarises the following Lemma.)}

Lemma 13 For given p; and (D, pg) the equilibrium number of buyers, §, accepting the

incumbent’s offer is given by:
« IfD =0, for anypr, S=N.
o If D = 1 and pg > p° (t) buyers’ fragmentation is not an issue. Therefore, S = N
whenever pg > py and S = 0 whenever pg < py .

e If D=1 and pg < p** (t) the following cases may arise:

- Afpg>p1>pM ~t, S =N"(pp).

. I pe >pr=pM—1t, §>N*(pg).

. Ifpg >pr andpy <pM —t, §= N,
Ifpg=p1>pM —t, S < N*(pp).

. Ifpe =pr =p™ —t, any 5 is an equilibrium.
Fpe=pr<p™-1t,5=Nor §< N*(pg) - 1.
Ifpg <prandpy >pM —t, S=0.
Ifpg<pr=pM—~t,§>N*(pg)+1 or S=0.
Ipe<pr<pM—-t,§=NorS=0.

SR T - T R NSO CON

Proof. When buyers’ fragmentation is not an issue (pg > p®® (t)) the buyers’ decision is
trivial. Note that we adopt the tie-breaking convention that all the buyers address the entrant
when it charges the same price as the incumbent.

The analysis is more articulated when pg < p** (t).

®To make the problem interesting, we shall assume that f > 2 (pM - cE) . It is sufficient (but not necessary)
for buyers’ fragmentation being an issue up to the value p™ — cp ——7{;- (= t**) of the penalty. In particular, this
assumption ensures that p** (£**) > p™, so that up to t**, a single buyer is not enough to make entry profitable
for any pe < p™.
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Let us consider the case where pp > p;. S5 < N*(pg) cannot be an equilibrium: instead
of patronising the entrant {who has enough buyers to enter) and paying pg, a buyer prefers
to deviate and demand the good from the i.ncumbent‘ Further cases must be distinguished
according to the level of py :

1. I p; > pM —t, 8§ > N*(pg) cannot be an equilibrium. Consider a buyer accepting
the incumbent’s bid and paying p;; deviating and demanding the good from the (potential)
entrant, she would have to pay p™ —t, as the addition of the deviant to the number of buyers
demanding the good from £ would not be enough for the latter to enter. The deviant would
then receive the penalty ¢ but will pay p™ in the next period. Since p™ — t < py, this buyer
would have incentive to deviate.

Overall, if pg > pr > p™ — t only S = N* (pg) is an equilibrium. A buyer who addresses
the entrant has no incentive to deviate as it would have to pay py instead of pM —¢. A buyer
who addresses the incumbent does not have any incentive to deviate as, by switching to the
entrant, it makes the latter enter and provide the good. Therefore, this deviant buyer would
have to pay pg > p;.

2. Ifp; = pM —t, S > N*(pg) is an equilibrium, because a buyer buying from the incumbent .
would not {strictly) improve its payoff by turning to the entrant, as the latter would not provide
the good and the buyer would then pay pM —t = p;. Indifference also explains why the buyer
who selects the entrant does not increase its payoff by turning to the incumbent.

Similarly to 1., if pg > py = p™ —t, § = N*(pg) is an equilibrium. Overall, in this case,
the equilibrium number of buyers accepting the incumbent offer is S > N* (pg) .

3. If pr < pM — ¢, no equilibrium exists where N* (pg) < S < N, since any buyer who
addresses the (potential) entrant, paying p™ — t when she turns to the incumbent after the
entrant has defaulted, could instead buy from the incumbent (immediately) at the lower price
pr. Instead, if S = N no one has incentive to deviate. The deviation would not allow entry and
would imply the payment of the higher price pM —t.

Hence, if pp > py and p; < p™ — ¢ the only equilibrium is the one where § = N,

Let us turn to the case where pg = pr. S < N*(pg) is now an equilibrium because buyers
choosing to patronize the entrant (which operates) are indifferent between paying pg and py.
The same indifference condition holds for the buyers choosing to patronize the incumbent.

4. Similarly to 1., if pg = p; > p™ —t , § = N* (pg) is an equilibrium. Recalling that when
pr>pM ~t, 8> N*(pg) cannot be an equilibrium, overall, in this case the number of buyers
patronizing the incumbent is S < N* (pg).

5. The case where pg = py = p™ — ¢ is trivial. Buyers are completely indifferent among the
sellers, and any .S is an equilibrium.

6. Recalling 3., if pg = p; < pM —~t, S < N* (pg) and S = N are equilibria.
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Finally, let us consider the case where pg < p;. No equilibrium arises for 0 < § < N* (pg)
because a buyer would always prefer to switch to the entrant (which will provide the good)
paying pg < p; . Hence, only if all the buyers accept the entrant’s bid, there exists no profitable
deviation and S = 0 is an equilibrium.

7. Recalling 1., if pe < p; and p; > p™ — t the only equilibrium is $ = 0.

8. Recalling 2., if pg < p; = p™ — t the equilibrium number of buyers accepting the
incumbent’s offer are either S =0 or S > N*(pg).

9. Recalling 3. if pg < p; < pM —t, the only equilibria arise with $ =0 and $ = N. If
S = 0, nobody would like to deviate and pay a higher price to the incumbent than the entrant
(which operates). If S = N, nobody wants to deviate and choose the entrant, as the latter
would not enter, resulting in the price p* —t > p; to be paid. In the intermediate cases, either
a buyer choosing the entrant (if S > N*) or a buyer choosing the incumbent (if S < N*) would

have incentive to deviate. ®m

The proof required checking all the possible deviations in each of the cases identified. It is
simple but long te fellow. What can be noted, however, is the mechanism which is behind the
different equilibrium solutions.

The case where pg < p®* (t) is the most interesting. As one expects, the potential entrant
will not win enough bids to enter if it charges a price which is higher than the one set by the
incumbent (shaded area in Figure 3-2). However, if pg < py with the latter being below or equal
to pM —t, miscoordination of the buyers might lead to the situation in which the entrant’s bid
is not accepted by enough buyers to enter even if the price quoted is lower than the incumbent’s
(lined area in Figure 3-2). To see the intuition, imagine that all the buyers have accepted the
incumbent’s offer. A single buyer knows that she is not enough to make E’s entry profitable
so that, should she deviate choosing the entrant, her order would remain unfulfilled and she
would have to turn to the incumbent in the following period, paying a (weakly) higher price.
This eliminates any incentive to deviate. Instead, when pg < p; but p; > p™ —t, an entrant
setting lower prices will always be addressed by enough buyers to enter, even if a single one does
not suffice to make entry profitable (white area in Figure 3-2). This is due to the existence of
the penalty: when the incumbent sets a price above p™ — ¢, a buyer always prefers to address
the entrant first. If entry occurs she will obtain the good at a lower price; if the entrant does
not provide the good, the buyer will still be better off, as she will end up with paying p™ —t
instead of the higher p;. This gives a single buyer the incentive to deviate from S = N and
prevents the miscoordination problem to arise. It is therefore important to note the crucial
role played by the penalty, which acts as a sort of "insurance” against the pessibility that the

entrant will not operate. Of course, for this mechanism to work it is indispensable that the
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petential entrant’s ability te pay the penalty is credible (see more below).

The case where pg > p® (t) is the standard one. All the buyers accept the offer of the firm
queting the lowest price. In particular, if pg < py, the entrant is always addressed by eneugh
buyers to emter. The reason is that a single buyer is enough to make F’s entry profitable so
that an equilibrium in which all the buyers accept the incumbent’s offer cannot be supperted

and no misceordination problem arises.

Perfactly Cealition Preof Nash Equilibria The previeus Lemma shows that when the
entrant charges a priee which is lewer than the incumbent’s, it may be unable te capture eneugh
demand to profitably enter the market. This is entirely due to lack of coordination among the
buyers and would net eccur if they could agree te jointly address their demand to the entrant,
for instance being organized in a cemtralized purchasing agency!®.

This idea can be developed more formally adepting the concept of Cealition-Proof Nash
Equilibria.!! Mere precisely, an equilibrium is cealition-preef if ne eealition of any size can de-
viate in & way that increases the payofis of all its members. Note that the coalitional deviatiens
must be Nash Equilibria ef the game ameng the deviating players, holding the strategies of the
others fixed.

Applying this cencept to our medel, § = N is net a eealitien-preef Nash Equilibrium
following pg < pr < pM —t. A jeint deviatien in which every buyer rejects the incumbent’s
offer would allow the entrant te provide the geed and the buyers te obtain it at a lewer price.
Obvieusly, re buyer has incentive te deviate frem such a cealitienal deviation. Viceversa, ne
subset of buyers has incentive te jeintly deviate from S = 8 as they weuld be charged a higher
price. This equilibrium is cealition-preef. Similarly, if pg < p; = M —t the equilibria in which
S > N*(pg) + 1 are net cealition-preef. The buyers aceepting the incumabent’s effer have the
incentive to jeintly deviate in order to pay less for the geed. S = 0 is, instead, coalitien-preef.

3.5 The firms’ decisien

In this sectien we develep the analysis assuming that the penalty is exegenously determined.
We will show that when the penalty is low eneugh it is net ebvieus that in equilibrium the mest
eficient preducer succeeds in entering the market. Instead, for high eneugh penalties, entry

will always eccur.

¥ 8imilarly, ne miscoordination problem weuld arise if all the demand was concentrated in a single buyer.
However, in such a case, a menepely inefficiency weuld arise, if the buyer in turn served a downstream market,
and ne clear conclusion or the derirability of such cenfiguration could be drawn. This can be avoided assuming
that the demand is still fragmented but that the buyers are able to coerdinate.

''See Bernheim, Peleg and Whinston (1987).
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Figure 3-3: Price — Equilibria: N < N.

3.5.1 Lew penalty: both kind of equilibria arise

Let us comsider, first, the case in which the penalty 1 is sufﬁcienti}f lew. More precisely, we
analyse the case where:

t<pM —er =t (3.3)

In other words, the threshold p* — t is weakly higher than c;.

Twe kinds of equilibria exist in this case, illustrated in the following Propesition and Figure
3-8,5-4,3-5. There are equilibria (entry equilibria) in which the entrant charges a price weakly
lewer than the incumabent’s marginal cost and it is addressed by enough buyers te profitably
provide the goed. However, due to the miscoerdinatien preblem, there are alse equilibria (ne-
entry equilibria) in which all the buyers address the incumbent despite the fact that the entrant
makes an offer which is more appealing (or, at worse, equal).

Nete, however, that the higher the penalty the lower the maximum price that the incumbent
can sustain in an exclusienary equilibrium. Mere precisely, in this setting where the penalty is
lower than the thresheld t*, it dees not have the role of cempletely eliminating the miscoordi-
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nation problem and of avoiding that the no-entry equilibria occur. Nonetheless, its existence
limits the incumbent’s monopoly power even when it does not suffer the potential entrant’s
competitive pressure. The reason is that, as illustrated in Lemma 13, if the incumbent should
set a price higher than p™ — ¢, the potential entrant could capture all the buyers by slightly
undercutting the rival. This is due to the fact that, in this case, the possibility that the entrant
might not provide the good does not lead the buyers to accept the incumbent’s higher price:
they know that if this event should occur they would receive the penalty and hence they are
better off accepting the entrant’s offer regardless the entrant actually enters or not. In other
words, the penalty avoids the miscoordination problem in all the cases where pr > p™ — ¢t and
discourages the incumbent from setting a price higher than this level.1?

Proposition 14 When 0 < t < t* optimal decisions by the sellers result in two types of

equilibrium solutions:

1. No-entry equilibria,
where § = N and the two firms make the following choices:
p; € [er,p™ —1]; D*=1, ppe(0p}
2. Entry equilibria,
where S = 0, and the two firms choose:
D*=1,py €eg,crl; P} € [php™ — 1]
or where S € (0, N*) and the two firms choose:

D*=1,pp=c¢c;  pi=c

Proof. First, equilibria where D = 0 can be excluded if the penalty is strictly positive. To
see this, consider that the incumbent’s best reply to D = 0 is the monopoly price. However,
(D=0, p; =pM) cannot be an equilibrium because pM > p™ — ¢ and, according to Lemma
13, the entrant could obtain all the buyers choosing D = 1 and pg < p;-

Second, note that there cannot exist an equilibrium in which the incumbent charges a price
higher than p™ — ¢. If it does, either the incumbent itself or the entrant (or both of them)
has incentive to deviate. To see this, imagine that p; > p™ — ¢ and that the potential entrant
charges a price lower than py; according to Lemma. 1 the latter obtains all the buyers. Thus,

2Note that in equilibrium the penalty is not paid but its mere existence succeeds in limiting the incumbent’s
monopoly power. However, for the penalty to be effective, it is crucial that the buyers trust to receive it when
the entrant gives up entering. For the moment we take as given that the payment of the penalty is credible but
we will investigate more deeply this issue in the last Section.
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this cannot be an equilibrium as either the incumbent has incentive to deviate by undercutting
the potential entrant and deterring its entry or the entrant could deviate by increasing its
price. If the entrant charges the same price as the incumbent, two continuation equilibria can
arise: either § < N*(pg) and the entrant provides the good, or § = N* (pg) and entry is
not profitable. In the former case, the incumbent has incentive to deviate, by undercutting
the rival firm; in the latter case, the entrant has incentive to deviate by undercutting the
incumbent and capturing all the buyers. Finally, if the potential entrant charges a price higher
than the incumbent’s, the continuation equilibrium is § = N* (pg). Obviously, this cannot be
an equilibrium as the entrant has incentive to undercut the incumbent to be patronized by all
the buyers.

Moreover, there cannot exist an equilibrium in which the entrant charges a price higher than
the incumbent’s. If pg > pr , in any possible continuation equilibrium the entrant does not
provide the good. Hence if pg > p; > p™ — t the potential entrant could profitably undercut
the incumbent capturing all the buyers. If pg > py and py < pM —t, either the incumbent or
the entrant (or both of them) would have incentive to deviate.

Finally, when p; < p™ —1 there exist two possible types of equilibria: equilibria in which the
potential entrant remains out of the market even if it is more efficient than the incumbent, and
equilibria in which entry occurs. Which one emerges depends upon the continuation equilibria
following the bids in which the entrant charges a price lower or equal than the incumbent's.

1. No-entry equilibria.

It is easy to check that(p; =p™ ~t, D=1, pp < pM — 1) can be sustained as an equilib-
rium by having the continuation equilibria following any bid with pg < py such that all the
buyers address the incumbent. In this case, the incumbent cannot profitably increase the price
because all the buyers would switch to the potential entrant. In turn, the entrant would never
succeed in obtaining a number of buyers sufficiently high by charging a price different from pg.
Note that (pr =pM™ —t, D=1, pr < pM —t) cannot be sustained as an equilibrium when the
continuation equilibria following it are such that § € [N* (pg) + 1,N). The potential entrant
would be addressed by some buyers, yet not enough to allow it to profitably provide the good.
Therefore, it should pay the penalty to the unsatisfied buyers and would have incentive to
deviate by choosing not to make any bid (D = 0).

There also exist "no-entry equilibria” in which the incumbent charges a price p lower than
M. They are sustained by having all the continuation equilibria following any bid (py = p,
D =1, pg < p) such that S = N, while the ones following any bid {p; > p, D=1, pe < pr)
such that all the buyers demand the good from the entrant. When this is the case, the incumbent
has no incentive to deviate by charging a price higher than p because it would lose all the buyers;

the entrant has no incentive to change its price because this would not allow it to enter.
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2. Entry Fguilibrie.

Nete first that there cannet exist am "entry equilibrium” in which the potential entrant
charges a priee strictly higher than the rival’s marginal cest c; as the incumbent eould profitably

undercut and ebtain all the buyers.

Second, there exist equilibria in which the entrant charges a price between € and the rival’s
marginal eost such that all the buyers address it: (D =1, pp € [Tg,c1], pr = pg) with § =0.
They are sustained if the continuation equilibria follewing any bid in which the entrant charges
a price strictly lower than the incumbent’s (both being < p‘,"’ —t) are such that it is addressed
by all the buyers. In this case, the entrant cannet deviate by setting a priee higher than the
rival’s as it would lese all the buyers. In turn, the incumbent is indifferent between pr and any
higher price because no buyer would patrenize it in any case; instead, it captures all the buyers
by decreasing its price (the deviatien price is strictly lower than p™ — ¢ and thus S = N) but
it would net break even as the deviation price is alse lower than its marginal cest.

Note that, with the described continuation equilibria, (B =1, pp =cy, pr=c¢r) and S €
(8, N*) cannot be an equilibrium because by decreasing slightly the price the potential entrant
could capture all the buyers. However, it is sustained in equilibrium by having S = N following
any pair of prices such that pp < p; = ¢; and S = @ fellewing pr < p; with p; > ¢;. This
implies that the entrant has no incentive to deviate by decreasing the price because it would lose
all the buyers; in turn, the incumbent breaks even either selling at the price ¢; to S buyers or
increasing its price and lesing all the buyers; finally, it weuld earn negative profits by decreasing
its price. Instead, (P =1, pg € [€g,cr), pr =pr) and S € (0, N*) can never be an equilibrium
because the incumbent makes negative profits by selling to seme buyers at a priee lower than
its marginal cost and has incentive te deviate teo a price sufficiently high te make all the buyers
address the entrant.

Finally, there exist also "entry equilibria” in which the incumbent charges a price higher
than the entrant’s: (P =1, pg =p € [Cg,c1], p1 € (p,p™ —t]). They are sustained by con-
tinuatien equilibria such that S = 0 fellows any bid in which the entrant sets a price lower er
equal than the incumbent’s and lower or equal than p while S = N follows any bid in which
the entrant offers a price lower or equal than the incumbent’s but higher than p (beth being <
pM —t). In this case, the potential entrant cannet inerease its payeff by increasing the price and
setting it equal or lewer than the incumbent’s because it would lose all the buyers. Again the
incumbent cannet profitably deviate because, by undercutting, she weould earn negative profits.
n

69



Figure 3-4: Price — FEquilibriea : N € [1\7 N **)

3.5.2 High penalty: enly "entry equilibria” exist

In this section we consider values of the penalty higher then the thresheld t* = pM — ¢;. This
implies that the incumbent makes negative profits when it sells to all the buyers charging the
maximum priee p™ —t and, even if in principle buyers’ fragmentation is still an issue!®, equilibria
in which the petential entrant is kept out of the market do not arise. This result is illustrated
in Propesition 15.

As for the "entry equilibria”, the level of the penalty affects the prices that can be charged by
the entrant (see Propositien 18). In particular, the higher the penalty the less severe is buyers’
fragmentation (i.e. the higher N* (pg)). Hence, if the penalty is sufficiently high (t > t), the
demand of a single buyer is enough for the entrant to profitably previde the good charging any
price higher than p° (1), with the latter being lower than ¢;. Thus, buyers’ fragmentation does

net play any role when the entrant chooses pg € (p* (), ¢r] and a standard argument applies

Recall that we assumed that a single buyer is not enough to make entry profitable for any pr < M up to
th,ke value t** of the penalty, with t** > t*.
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te shew that these prises emerge in the "entry equilibria”. Nete that, as the value of the penalty
increases, the range of prices that car be sustained in equilibrium extends. In particular, as
Figures 3-3,3-4,3-5 make clear, when t > t entry is prefitable regardiess the number of buyers
for all the prices weakly higher thar Tg, and the standard equilibria arise.

Fer lewer values of the penalty, miscoordination drives the results. Mere presisely, given the
appropriate eentinuation equilibria, all the prices between Tp and the thresheld #M —t (which
new is lewer tham c;) are sustainable in equilibrium. The intuitien is that the incumbent has
ne ineemtive te umdercut the petemtial emtrant: it weuld ebtain all the buyers (the deviation
price weuld be strictly loewer than »™ —t) but its prefits weuld be negative (the deviation price
is loewer tham its marginal cest). Nete that the pemalty, in this eontest, limits the madimum
price that the entrant is able te charge. @f course, these equilibria exist as long as ™ —t > g
(i.e. as long as the value of the penalty is lewer than t** as shewn by Figures 3-3,3-4,3-5).

Instead, it is met ebvieus that there exist equilibria where the extrant charges a price higher
than p™ — ¢t (and weakly lower than c;). This implies that it is net alse ebvieus that "enmtry
equilibria” esmist at all whem »™ — ¢ < g, that is when the peralty is strictly higher than t**.
The argument is similar to the ene developed for the "ne entry” equilibria. In that case, the
incumbent was prevented from charging a price abeve ™ — ¢t by the potential of the entrant
te prefitably undercut. New, the entrant maybe prevented frem charging 2 price abeve ™ — ¢
by the potential of the incumbent te prefitably undercut, in spite of the price being below
its marginal cost. Te see this, assume that pz = c;.'* By umdercutting slightly the rival,
the incumbent weuld be patrenised by N* (pg) buyers and weuld suffer lesses selling te them
at a price belew its marginal cest. Yet, since the emtrant weuld be kept out of the market,
the incumbent eould cempensate these lesses with the revenues ebtaimed by selling te the
remaining V — N* buyers at the menepely price. When pr = c; the lesses are negligible and
the equilibrium dees net exist. Hewever, when the entrant charges a lewer price (still higher
than pM —t) the losses are mere relevant and the equilibrium may esist. In Figures 3-{ and
3-5 the prisss abeve M — ¢ that can be sustained in equilibrium are those delimited by the
#° (t) line. Neote that those equilibria are mere likely te arise the higher the number of buyers.
The intuitien is that as N increases, N* inereases by the same ameunt , hence keeping N — N*
constant. This implies that the incumbent’s lesses by selling te the N* buyers increase and it
is loss likely that they can be cornpensated by selling at the menopely priee te the remaining
N — N* buyers. Similarly, these equilibria are mere likely te arise the higher the value of the
pemalty. @verall, when the number of buyers is sufisiently low (N <N ) for all the values of
the penalty for which buyers’ fragmentation is an issue, these equilibria de not enist (Figure 3-

YRecall that c; > p™ — ¢ as we are censidering values of the penalty higher than t*.
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Figure 3-5: Price Equilibria : N > N**.

3). Viceversa, when the number of buyers is higher than the previeus thresheld, these equilibria
exist provided that the penalty is sufficiently high (¢ > tg). Note that the threshold tp moves
leftward as NV increases (see Figures 3-4 and 3-5). In particular, if N > N**, tg < e 15
Overall, unless the penalty is so high that entry is credible whatever the number of buyers,
fragmentation of the latter creates two sort of problems to the entrant. Either its entry is pre-
vented because buyers stuck on the wrong equilibrium er it is ferced to charge prices sometirnes
significantly belew c; ; indeed maybe that ne price above the entrant’s average cest can be sus-
tained in equilibrium. In this case the problem is not lack of coordination but the uncertainty
about the ability of the entrant to previde the goed makes it pessible for the incumbent to

undercut prices belew its marginal costs and prevents the entrant te charge such prices.
Propesition 15 Whent > t*, "neo-eniry eguilibria” do not exist.

Proof. Consider t € (¢*,7] where T = f — (p™ — cg) is such that p°= () = p*. When the

YIn the Appendix we provide the fermal analysis concerning the critical values N and N**.
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value of the penalty belongs to this interval, buyers’ fragmentation is an issue for any pg < pM.

Also in this case there cannot exist equilibria where D = 8. Moreover, there cannot exist a
" no-entry equilibrium® where pr > ¢7. The reason is that the incumbent’s price would be higher
than p™ — ¢ and the potential entrant could obtain all the demand by slightly undercutting.
Finally, there cannot exist a "no-entry equilibrium” where pr < ¢; as the incumbent would
have incentive to deviate. To see this recall that, in order to be an equilibrium, S could not be
lower than IV (the entrant would deviate to D = 0 if its entry was deterred but it should pay
the penalty to some unfulfilled buyers}. Hence, the incumbent would sell to all the buyers at a
price lower than its marginal cost and would not break even. Overall, a "no-entry equilibrium”
does not exist.

Consider now ¢t > I. Buyers’ fragmentation is not an issue for pg > p° (). Hence, an
equilibrium where py > p* (¢} and all the buyers are captured by the incumbent cannot exist,
as a slight undercut would allow the entrant to obtain all the demand. Applying the previous
argument to the cases where fragmentation problems arise, we can conclude that "no-entry -

equilibria” do not exist. =
Proposition 16 When t > t* there exist different types of “entry equilibria™:

1. Ift > 1, there exist equilibria where S = 0 and the two firms choose:
D'=1,ph€ (= (t),crl, P =ri

2. Ift* <t < t** there exist equilibria where S = 0 and the two firms choose:
D* =1, p} € [eg,pM - t], p} € [ph,pM —1].

8. If the number of buyers and the penalty are sufficiently hig:‘z(N = N and t> iR> , there
exist also equilibria where S = 0 and which support some prices above pM — ¢ :

D* =1, py € [max {p¥ ~t,2g} ,min {p? (¢),p°* (1) }], P} =ph.

Proof. Obviously, also in this case there cannot exist an “entry equilibrium” in which
pE > ¢ as the incumbent could undercut the entrant making entry unfeasible.

1. Denote with ¢ the value of the penalty such that p* (i) = ¢ and consider ¢ > 1. For all
the prices pg € (p** (1), ¢r] miscoordination is not an issue and, by the previous Lemma, the
incumbent would obtain all the buyers by undercutting. Since the deviation price would be
lower than ¢;, such deviation would not be profitable and (D = 1,pg € (p°* (), ¢1],p1 = PE)
are equilibria. Note that = f ﬁﬁ-‘@ is the value of the penalty such that p*® (5) == ¢g. Hence,
when ¢ > % all the prices pE € [, cr] are sustainable in equilibrium.
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2. Proposition 14 (part 2) already shows that (D = 1, pg € [eg,p™ — 1], pr € [pg,p™ - t])
with § = 0 are equilibria. Obviously, these equilibria exist as long as p* — ¢ > @, that is, as
long as t € (*,£*] where t** = pM — ¢,

3. The case where pg > p™ —t is more tricky. First, differently from case 1. there cannot
exist an equilibrium where p; > pg. The reason is that this p; is higher than p —t and no
miscoordination problem arises if the potential entrant increases her price (keeping it below pr):
she would obtain all the buyers and the deviation would be profitable. Hence, the candidate
equilibria are (D=1, pg =p, pr =p) withp € (pM -1, cr] when p™ — ¢ is higher than Tp
(i.e. when t € (t*,1**], and with p € {€g,cs] when ¢ > t**,

Let us consider (D =1, pg = ¢1, pr = ¢) with § = 0. (Note that S € (0, N*) is excluded as
¢; > pM —t and the potential entrant could increase its profits decreasing slightly its price and
capturing all the buyers). The entrant has incentive neither to increase the candidate equilib-
rium price (it would not enter anymore) nor to decrease it. The incumbent has no incentive to
increase the price as it would be higher than p™ —t and no buyer would address it. However, it
has incentive to slightly decrease the price. Imagine the incumbent chooses py slightly lower than
cr and still above p™ — t. In this case the continuation equilibrium is S = N*(c;). Hence, the
incumbent deters entry and sells to N* buyers at pr < ¢f but can compensate the present losses
by selling to the remaining buyers {unfulfilled by the entrant) at the monopoly price. Therefore,
its deviation profits amount to 7y = (¢ — € — er) N* {es,£) + (p™ —c1) (N — N* (¢1,1))*°. The
first term is negative but the second one is positive and if ¢ is sufficiently small 77 > 0 so that
the incumbent can profitably deviate. Hence, (D = 1,pg = ¢y, pr = ¢r) with § = 0 is not an
equilibrium. Note that this result is due to the fact that ¢; > pM —¢. The argument does not
work when ¢; or pg are smaller than or equal to ™ —t as, when the incumbent undercuts, the
continuation equilibrium is § = N and its deviation profits would be negative.

Let us consider now (D=1, pg=p, pr=p) with § = 0 and p < c;; the incumbent’s
deviation profits, when she decreases slightly her price (such that pr < p but it is still higher
than pM — t} are given by:

T (p,t) = (p— e~ c) N* (p,8) + (P ~ c1) (N = N* (p, 1))

The lower p the higher the present per-buyer loss of the incumbent. However, the lower p
the (weakly) lower N*. This tends to decrease the aggregate present losses and to increase the
gain from selling to the unfulfilled buyers.

To get some insight about the sign of the function 7 (p, 1), in the Appendix we have studied

Y8 For simplicity we assume that the discount factor is equal to 1.
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Figure 3-6: Price — Equilibria : N < N.

the function ?r', {p,t) which appreximates 7 (p,t) for the case where N*(p,1) is centinueus

rather than discrete. ®m

3.6 Selection of the equilibria

‘When multiple equilibria arise, we choose te select the price equilibriura which represents a
Pareto-Qptimum.

Hence, among the "no-entry equilibria” Parete-dominance selects the one where p} = p; =
pM ¢,

If the number of buyers is sufficiently low (N <N ) 17 ameong the "entry equilibria” Pareto-
dominance selects the one where p}, = p} = ¢; when ¢ < t* and £ > { and the one where
Py =p; =pM —t when t € (¢*,t*] (See Figure 3-2 and 3-6).

‘When the number of buyers is higher (N >N ), besides the equilibrium where p, = p} = ¢;

17N is the number of buyers such that tg > £ when N < N. See the Appendix for more details.
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Figure 3-7: Time — line

when t < t* and t > £, Pareto-dominance selects P =p; =p" —t whent € (t*,min {t*,tg}]
and p}; = p} = p* (t) when ¢ € (tg,t] '® (See Figures 3-4 and 3-5).

3.7 The optimal penalty’s choice

Sefar, we have considered the case where the penalty ¢ is exogenously given. In this sectien,
we briefly analyse the case where the penalty is endogenous. In terms of our model, this means
that there exists a peried befere the proper game where the penalty is chesen (see Figure 3-7
with the new timeline) respectively by the secial planner and by the potential entrant.

3.7.1 The social planner’s cheoice

Suppese the social planner is maximising a social welfare function which attaches a higher
weight to the consumer surplus than to profits, se that she is willing to imaplement the lowest
pessible price.'® Looking at Figures 5-3,3-4,3-5, it is clear that the optimal penalty depends
upen the number of buyers. Meoreover, the optimal penalty implements a price equal te € when
the number of buyers is sufficiently low (N < N**), with the implemented price decreasing as
N increases. Instead, the implemented priee increases with N , when the nurber of buyers is
higher than N**.

LT belengs to the set if N < N**.

19We need this assumption because we have assumed, for simplicity, that demand is completely imelastic.
However, it can be proved that the same gqualitative results hold in the case where demand is elastic and the
social planner maximizes a standard social welfare function. Since the calculations with elastic demand are mere
lenghty and cumbersome, we omit them here for shortness. Details are available from the authors upon request.
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Low number of buyers (N < N**)

When N < N**, by choosing a penalty which amounts to t** the only equilibrium is such that
the more efficient producer enters the market, selling to all the buyers at a price equal to its
average cost. {See Figures 3-3 and 3-4) Note, however, that this price is higher the lower the
number of buyers, as fewer buyers imply a smaller total demand and less exploitation of scale

economies.

High number of buyers (N > N**)

When N > N**, some prices higher than p™ — t arise in equilibrium provided that ¢ > tg,
where tp < t** (see Figure 3-5). This implies that the social planner can never implement
a price equal to g and, if Pareto-dominance is accepted as a selection concept, the optimal
penalty is ir (strictly speaking is slightly higher than ¢g ), which makes the entrant provide
the good at a price pM — t5. Note that the implemented price is higher the higher the number
of buyers. The intuition is that the higher N, the higher N* and the weaker the incumbent’s
incentive to deviate from a price p above p™ — t. This makes such prices emerge in equilibrium
for lower and lower penalty values. Hence, the threshold ip decreases, while the implemented

price increases.

3.7.2 The entrant’s choice

The entrant has an interest in offering a penalty such that at equilibriwm it will be able to
enter the industry and the price it obtains from buyers is the highest possible. Provided that
the selection concept of Pareto-dominance is accepted, looking at Figures 3-3,3-4,3-5 and 3-6,
it is easy to see that this is achieved by choosing a very large penalty (strictly speaking the
optimal penalty must be slightly higher than f), so that the potential entrant can prevent any
problem due to fragmentation by setting the price pg = ¢;. However, the same result can be
obtained by offering to pay a lower penalty t* (strictly speaking we should say that the penalty
is slightly higher than ¢* since for ¢ = t* both entry and no-entry equilibria may arise). To sum
up, the entrant reaches the same payoff with either a penalty #* or £. So far we have assumed
that the penalty is always credible, independently of its level. However, £ involves a higher
payment and in some circumstances this might raise some doubts about its credibility, at least
more than ¢* does. We now turn to the issue of credibility.
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3.8 Credibility of the penalty

Sofar, we have just assumed that it is credible for firm F to pay the penalty to the buyers which
have chosen it in case the number of these buyers is not large enough to make entry profitable.
In this section, we briefly analyse the issue of the credibility of the penalty.

The payment of the penalty is written in the contract with the buyers and it is therefore
enforceable in courts. Suppose that by not paying the penalty firm E has to default and go
bankrupt. In our model, the firm is not incumbent in the industry considered but assume that
it does operate in other sectors when the game starts. Denote with 7 the value of the stream
of profits it makes in all the sectors it operates.

The model can then be extended to endogenise the credibility of the penalty by adding the
following node in our game. After observing the number of buyers NV — 8§ which address it after
the auctions, firm £ has to decide whether to provide the good or not. If it does not provide
the good (does not enter), it has the choice between defaulting, which gives it a payoff of ~wg,
and paying the penalty, which gives it a payoff of —4(N — S).

Therefore, the penalty is credible only if: —t(N ~ §) > —ng. Otherwise, firm E prefers to
default. Buyers anticipate this and would not address orders to the potential entrant.

Note that the interesting implication of this analysis is that the larger the potential firm
(the more outside profits it has) the more likely for the penalty to be credible and in turn for
entry to occur in the industry.

3.9 Conclusions

We have provided a formalisation for the argument that buyers’ power fosters competition by
facilitating entry. In our model, fragmented buyers suffer from lack of coordination: each of
' them might address a more inefficient incumbent rather than the potential entrant if fearing
that the latter might not provide the good. As a result, entry might not occur in the industry.
If buyers could coordinate their decisions, this problem would not arise and the entrant would
operate at equilibrium. Therefore, this paper provides some efficiency rationale for centralised
buying agencies, to which independent buyers delegate their purchasing decisions.

Our paper also indicates a mechanism which helps a potential entrant which faces such
coordination problems. We have showed that exclusion is less likely to occur if the entrant
offers a contract to the buyers which establishes a penalty in case orders are not going to be

fulfilled. The penalty represents a commitment device for the entrant®, as it becomes costly

*00f course, any coordination problems would be solved if the entrant could sink its fixed costs befcre the
auctions take place. Our model is of interest only for those situations where the investment takes time to be
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for it not to honour the orders received. The penalty clause gives then an incentive to buyers
to address the entrant, by relaxing the coordination problem. For low values of the penalty,
exclusion might still exist at equilibrium, but we have showed that the penalty clause reduces
the price that buyers would pay the incumbent even when it continues to be a monopolist. For
high values of the penalty, exclusion of the more efficient entrant never occurs. We have also
studied the optimal penalty level chosen by the entrant an by a hypotethical social planner.

made and the firm does not have the means to credibly commit to entry.
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3.10 Appendix

For simplicity we consider V* (p) as a continuous function. Adopting the convention that the
incumbent has no incentive to deviate when 7 < 0, we have to study the sign of the following

function:
w oyt N - (oM _ f _ 3
1N e e, f) = (pM - p) pry— (er—p)N (8.4
In particular, 77 (p,) < 0 iff
M.
tzt(pSPMnNycth;f)EH"(T)”CE) (35)

Recall that the equilibria we are looking for may arise only for prices and values of the
penalties such that t € (¢*,%] and p € (max {p™ —t,8g} ,min {c7,p** ()}] 2! Hence, in the
area we are concerned, the function ¢ (p) is shifted downward as N increases, tends to infinite
as p approaches ¢y and has a minimum in p = ¢y — -\/ITF(;’;—-E.

Recall also that in order for the market to be viable to the entrant, we imposed the condition:

N> f (3.6)
[53 Seal 5 5]

Further restrictions on the parameters imposed in the model are pM > ¢ > cg and § >
2 (pM - CE) .
We want to show that:

1. When N ¢ ( N ) ) w} (p,t) > 0 for all the relevant prices and values of the penalty.

A
cr—cg’
2. When N € [ﬁ,N**) T (3,2) S0 for t € [tp,T] (with tg > t**) and
for pe [z, min {#* (1),p™ (1)}].
3. When N > N**, 77 (p,t) <0 for t € (tg,1**] and p € (pM — t,p* (£)] and for t € (£,
and p € [¢g, min {p? (£),p** (t)}] , with tp < t**.
Proof. Whenp=%g ,

Lo P et S
t(CE+N7N$p 7CIvCE1f »‘fN(CI*“CE) '““f (37)

*!Strictly speaking, €p belongs to the set when it is higher than p™ ~t.
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As a function of NV, it is continuous and positive given condition 3.6, and strictly decreas-
ing.
We first show that there exist a unique number of buyers such that ¢ (Zg; p™, N,cr,cp, f) =

-~

t.
The threshold t of the penalty is given by:

t= f%ﬁi (3.8)

As a function of N, it is continuous for N > 0 and strictly increasing.
Let us denote with d the difference between ¢ (EE;pM ,N,er, e, f) and

_ fPMN - N*+cgN?+ fN —cgN - f

d N N(cr—cp)—f

(3.9)

d (N) is continuous and strictly decreasing, limy 0 d (N) = - f and limN ( / )+ d(N) =
~ DI'-CE
co. By a continuity argument it can be shown that there exist a unique N > Z,'—L.:E such

that t(‘c‘g;pM,N, c;,cE,f) >Tfor N < N. More precisely,

1

N =
2(er —cg)

(pM =\ +feef ~af(er—cr)) (310

and it is always defined given the admissible values of the parameters.

Similarly, it can be shown that there exist a unique N** > —E— such that

or—Cg
t (Te;pM, N, cr,c, f) 2t for N < N**, where the threshold t** of the penalty is given
by:

o M _ _I_
t” =p By (3.11)

and the difference between the ¢ (EE; M, N, cr,cx, f} and t** is given by:

1N (@M —cg) 2f ~N(cr—cp) — f

D= 3.12
N N —cn)— 7 (8.12)
** is:
o __ S pM -
N = i | Ly [ (3.13)

Note that, by assumption, for any N, £> £**. Hence, N** > N.

*
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Given the admissible values of the parameters, the function ¢ (p; N**) is increasing when
p> cE+ﬁ£.—;. Since by decreasing N, €z increases and the price where t {p; N) is minimised
decreases, for any N < N** the slope of the function t {p; N) inp > ¢+ }f,- is also positive.
Moreover, as the function ¢ (p; N) is shifted upward by decreasing N while the thresholds
t** and T decrease, when N &€ (....L..., f\i) , t(p; N) >t for all the prices p € [¢r, ¢f] , while

cr—cg

when N € [ﬁ,N**) t(p; N) > t** for all the prices p € [tg,¢/].

Hence, when N € (ﬁ,f\?) , for all the pairs (t,p) such that t € {t*,}] and p €
{max {p™ — t,eg} ,min {c1,p** (1)}] , 77 (p,2) > 0 .

Instead, when N € [ﬁ,N** , 7r'1 (p,t) < 0 for the pairs (¢,p) such that ¢t € [tR,Z] and
p € [6g,min {p? (t),p** (t)}] where tg =t (g;p™,N,c1,cp, f) € (t**,a .

When N > N**, t(Cg, N) < t**. Recall that we are not concerned to the pairs (¢,p) such
that t < pM —p.

Since t (€g, N) < t**, independently of the slope of the function t (p; N) in p = cg + -}':7,
there exist a unique price pg € [€g, c;) such that ¢ (p; N) > p™ — p for p > pr. Hence,
when p € [€g, pr] condition 3.5 becomes t > p™ — p. Being a bit loose and using tg to
denote t{pr, N), (tr <t**), we can conclude that 7 (p,t) < O for the pairs (t,p) such
that t € (tg,t**] and p € (p™ — ¢,p* (t)] and for the pairs (t,p) such that t € (¢**,] and
p € [Eg,min {p? (t),p** (8)}] - ‘

The threshold , by assumption, belongs to (t**,i) for any N, and is given by:
I=f4cg—¢ (3.14)

Following the same logic as before, it is easy to see that there exist a unique Ne (IV ,N **)
such that t (Gg;p™, N, cr,cg, f) >t when N < N, where
= f J (™ = cg)

N TG T e —ate) (3.15)

Moreover, when N € [Ff ,N), 7r', (p,t) < 0 for the pairs (¢,p) such that ¢t € [tR,i] and
p € [eg, min {p? (),p=* ()}] where tg =t (€z;p™,N,cr,cp, f) > 1. ®

82



Bibliography

(1] Aghion P. and P. Bolton (1987), *Contracts as a Barrier to Entry”, American Economic
Review, 77(3), 388-401.

[2] See Bernheim D., B. Peleg and M. Whinston (1987), ”Coalition-Proof Nash Equilibria:
Concepts”, Journal of FEconomic Theory, 42, 1-12.

[3] Connor, John M., Rogers, Richard T. and Bhagavan, Vijay (1996), “Concentration Change
and Countervailing Power in the U.S. Food
Manufacturing Industries”, Review of Industrial Organization; 11(4), 473-92.

[4] Dobson, Paul W. and Waterson, Michael (1997), “Countervailing Power and Consumer
Prices”, Economic Journal, 107 (441), 418-30.

{5] Galbraith, John Kenneth (1952), American Capitalism: The Concept of Countervailing
Power, Reprint edition. Classics in Economics
Series. New Brunswick, N.J. and London: Transaction, 1993.

[6] Innes R. and R. Sexton (1993), ” Customer coalitions, monopoly price discrimination and
generic entry deterrence”, European Economic Review, 37, 1569-1597.

[7] Innes R. and R. Sexton (1994), ”Strategic Buyers and Exclusionary Contracts”, American
Economic Review, 84(3), 5, 566-584.

(8] Lustgarten, Steven H. (1975), “The Impact of Buyer Concentration in Manufacturing In-
dustries® Review of Economics and

Statistics; 57(2), 125-32.

(9] Rasmusen E.B., J.M. Ranseyer and J. S. Wiley (1991), "Naked exclusion”, American Eco-
nomic Review, 81(5), 1137-1145.

83



[10] Scherer, F.M, and Ross, David (1990), Indusirial Market Structure and Economic Perfor-
mence, Boston, Houghton Mifflin, Third Ed.

[11] Schumacher, Ute (1991}, ”Buyer Structure and Seller Performance in U.S. Manufacturing
Industries”, Review of Economics and Statistics, 73(2), 277-284.

[12] Segal 1.R. and M.D. Whinston (1996), "Naked exclusion and buyer coordination”, Harvard
Discussion Paper No. 1780, forthcoming in the American Economic Review.

{13] Snyder, Christofer M. (1996), " A Dynamic Theory of Countervailing Power”, Rand Journal
of Economics, 27(4), T47-769.

[14] von Ungern-Sternberg, Thomas (1996), “Countervailing Power Revisited”, International
Journal of Industrial Organization; 14(4), 507-19.

84



Chapter 4

The welfare effects of competition

for Foreign Direct Investments

4.1 Introduction

‘When establishing new plants overseas, multinational firms (MNEs) are often offered substantial
investment incentives by host countries. Examples can be found in a number of sectors and

countries!

. Just to mention some striking cases, LG Electronics, the South Korean group,
received Pounds 247m for an investment in a semiconductor and electronics plant in South
Wales?; Alabama attracted a Mercedes-Benz factory with a package worth over $250m® in
what is considered a high-water mark in the annals of state-aid. When Ford and Volkswagen
inaungurated AutoEuropa, a joint venture which is Portugal’s biggest foreign investment and
the largest manufacturing project ever undertaken in the country, one third of the Es395bn
invested were contributed by the Government?.

Since foreign investments are increasingly courted worldwide as providers of jobs and new
technology, when a company announces it is looking for a new site, fierce competition among
eager suitors often arises. This happened with Toyota, which announced its intention to produce
its smallest car in Europe and made it clear it planned to take advantage of financial assistance,

where it was offered®. Similarly, bids from various regional development agencies were solicited

}To our knowledge, very few data have been collected about these deals. For this reason, most studies refer
to anecdotal data.

*Financial Times, July 24, 1997.

3Financial Times, November 18, 1997,

4Financial Times, November 8, 1995,

®Financial Times, April 14, 1997,



by Acer, Taiwan’s biggest computer company, when it announced it was considering locations
for its first full-scale European manufacturing plant. Eventually the company decided to locate
in Wales, but the North-East England Development Agencies alleged that Wales had involved
in "unfair” practices to win the FDI to the detriment of North-East England 5.

These few examples show that bidding wars among countries or regions to attract FDI are
often intense and the debate about their consequences is open’.

The aim of this paper is to provide some insight into this issue. It is often held that
competition for FDI results in a waste of resources: either the firm receives a transfer from a
jurisdiction where it would have located anyway, in the absence of any incentive; or competition
escalates into a bidding crescendo that injures all the involved jurisdictions. This argument
motivates the attempts of some Governments to limit competition in this sphere. For instance,
in UK the IBB (Investment in Britain Bureau) has established common guidelines that financial
assistance offered by the single regional agencies should respect. In the USA, there is support
for Congress to mandate an end to the incentives wars by banning subsidies®. )

However, this paper suggests that competition for FDI might have a positive role: it might
facilitate efficiency-enhancing location decisions that would have not been made otherwise. In
particular, it assumes that one potential location (for instance, a depressed region) benefits
more from the inward FDI; yet, the MNE finds it more profitable to locate in the other (richer)
region, subsidies being equal. In this case, subsidy competition might succeed in changing
the firm’s incentives and might be the "invisible hand” that channels society’s resources where
they are valued the most and where they would have not gone if subsidies were banned or
standardized. Hence, a trade off arises: banning subsidies (or imposing uniformity) helps
avoiding that incentives reach excessively high levels due to the "externality problem”, but it
prevents competition from performing its allocative function and is not necessarily beneficial.
Indeed, subsidy competition is shown to increase total welfare if the depressed region obtains
the investment, if the positive externality associated to it is quite strong and if the difference
between the two regions is sufficiently high.

Obviously, the previous trade-off could be solved by a supra-national authority which would
try to capture the positive role of subsidies avoiding that countries waste resources bidding one
against the other. To do it, it would allow only the depressed region to offer subsidies and
only when it competes with a rival one sufficiently advanced and the positive externality is

¥Financial Times, December 22, 1997.
7For example, see The Economist, February 1, 1997,

Besides, this issue was the focus of a Conference (The Economic War Among the States) held in Washington
D.C. on May 21-22, 1996, For a review of the main points raised by the discussion, see the magazine of the
Federal Reserve Bank of Minneapolis, "The Region” (special issue), June 1996.

8See Burstein and Rolnick (1995).
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sufficiently strong or when the externality is extremely strong. Both the regions are forbidden
to offer subsidies otherwise. These conclusions are consistent with the European regulation in
this sphere (art. 87-89 of the EU Treaty) and emphasize an idea that is receiving support also
at WTO level.

These results have been derived assuming that the MNE has pre-committed to investing in
one of the two countries. We also study the case where the firm has the option to serve both
markets by exporting from its home base. It is shown that the national and aggregate welfare
effects of subsidy competition can be very different in these two cases. This suggests that all the
feasible alternatives available to the MNE must be taken into account when assessing whether
subsidy competition might have negative consequences or not.

This paper is related to several strands of literature. First, to the public finance literature
which has studied the problem of competition among jurisdictions according to two main ap-
proaches. The "Tiebout tradition” emphasizes that intergovernmental competition leads to an
efficient provision of local public goods and allocation of the economic activity, thereby pointing
out the risks of imposing uniformity and of preventing competition. However, this approach is
not very reasonable when dealing with state-aid schemes for FDI, especially with incentives to
specifically targeted firms.

A second approach addresses the issue of tax competition assuming different jurisdictions
attempting to tax capital earnings within their boundaries, when capital is mobile among them
and using tax revenues to provide public goods. For the well known externality problem, the re-
sulting competition is inefficient because it determines too low tax rates and the underprovision
of public goods. Anything that limits this kind of competition is, therefore, desirable’.

Yet, this literature is more appropriate when dealing with competition for portfolio invest-

_ ments rather than for FDI'C, Recently the distinction between capital and firm mobility has
been stressed!!, and the characterizing features of FDI have been taken into account in mod-
elling intergovernmental competition. However, as long as it is assumed that countries are
symmetric, conclusions are very similar to the previous ones. Since there is no social gain from
the MNE’s location in a jurisdiction rather than in another, the only element at work is the
externality problem which keeps subsidies away from their efficient level. This would give a
rationale for a ban on subsidies or to a policy of state-aid control'? like in Markusen, Morey

9See Wildasin and Wilson(1991) for a comprehensive overview of models with symmetric countries; Bu-
covesky(1991) and Wilson{1991) for models with countries different in size.

193ee Markusen {1995), for a distinction between the two.

"Doyle and van Wijnbergen (1984} and Bond and Samuelson (1986) first take into account this distinction
and study the location choice of a specific profit-making firm. However, they assume that the firm bargains with
only one government at a time and do not describe a proper bidding war. Black and Hoyt {1989) introduce the
auction in the framework, assuming a firm that simultaneously negotiates with several governments.

"2 This kind of models can be essentially associated to the literature on "strategic trade policy”.
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and Olewiler (1995) and in Haaland and Wooton (1999). Similarly, when the benefits associ-
ated to the FDI are assumed to differ across potential locations'® but the tuvestment profile
determined by subsidy competition is the same as in the case in which incentives cannot be
offered, conclusions do not change: competition has no positive effects and merely results in a

waste of resources, as in Haufler and Wooton (1999).

The results of the analysis might dramatically change if letting governments compete through
subsidies alters the MNE's incentives with respect to the case in which subsidies are ruled out.
Competition performs this role in the model of Black and Hoyt (1989) and of Haaparanta
(1996), but the welfare effects associated to it are not studied. Barros and Cabral (1999) in-
vestigate this issue. They show that a small conntry with higher unemployment benefits from
engaging in a subsidy game and that total welfare may be higher in equilibrium with respect to
the case in which subsidies are forbidden. Their work is the closest to ours, but we generalize
their analysis in many respects. First, a general set up is adopted which encompasses different
sources of welfare gains associated to a firm’s investment and which relies on general payoffs.
Moreover, while they assume that FDI is always done in one of the two countries, we study
also the case with an exporting option. Finally, this paper considers a number of extensions
to the basic framework: first, it analyses the solution that maximizes the total welfare of the
two countries; second, it briefly discusses how the conclusions can change according to the dis-
tribution of the bargaining power between countries and the MNE and the case where there is
uncertainty about the benefits associated to the FDI when the countries offer their bids.

Competition for FDI has been studied also in a dynamic framework by King and Wellig
(1992), King, McAfee and Wellig (1993) and by Besley and Seabright (1999). In particular
the last work shows that intergovernmental competition may induce an inefficient investment
profile because countries’ bids for the investment today may be distorted by the burden of the
subsidies expected for the future, thereby failing to reflect the intrinsic benefits yielded by the
investment.

The rest of the paper is organized as follows. In section 4.2, the model is presented. Section
4.3 solves the subsidy game and analyses its welfare effects when exports are not an alternative to
FDI. Section 4.4 relaxes this hypothesis and presents a parametric model which helps clarifying
the issue. Section 4.5 concludes the paper.

13 As suggested by the literature on the "new economic geography”.
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4.2 The model

We consider two countries or regions, (A and B), each one willing to attract a manufacturing
plant of a producer from a third country,‘ that we denote as the MNE.

The MNE’s problem is whether to set up an affiliate in one of the two regions (and in which
of the two) or not to invest abroad and hence to export from its country of origin. If the MNE
exports, it bears a trading cost per unit of output equal to ¢ {which is the same for serving
both regions). We assume that ¢ is significantly higher than the transportation costs (say t'*4)
between the two regions. If the MNE invests abroad, it incurs a set-up cost F, independent of
the volume of output!®.

When locating in a region, the MNE determines a positive externality, for which a variety
of explanations have been identified. For instance, FDI can have a positive impact on local
employment!® and on real wages!”; the MNE’s more advanced technology may spill over local
firms!8 (through imitation, reverse engineering or turnover of domestic employees from the MNE
to local firms) which thus, may increase their productivity; obviously technological spillover may
benefit also consumers; FDI, as channel of technological diffusion may have a positive impact
on the rate of technological progress and on the growth rate of the host economies!?; the MNE’s
entry in an industry may introduce additional competition, thereby increasing overall welfare;
moreover, even if such competition may damage local firms, it may stimulate the development
of the local suppliers’ industry which, in turn, can benefit final-goods local producers through
subsequent forward-linkages. In some cases, MNEs can act as catalyst for the development of
local production®®; MNEs’ location can also increase the variety of goods and services available
in the host market, or may provide them at a lower price.

Obviously, there may be also costs associated to the MNEs’ location in a region. They
comprehend the costs of foreign ownership of local factors of production and of the loss of control

144/ can be interpreted as a measure of the integration between the two regions. If ¢’ = 0, the two regions are

completely integrated. In the parametric example illustrated in Section 4.4 we adopt this assumptien and we
discuss its consequences.

}5We assume that fixed costs are high enough so that the MNE does not find it profitable to set up a plant in
each region; equivalently that transportation costs between the two regions are low enough.

Y6The creation of jobs related to FDI can be substantial. For instance, in UK, the new foreign investments
recorded from January to April 1997 created nearly 50,000 jobs; 6,000 of them were generated by the investment
of LG Electronics in South Wales {Financial Times, November 5, 1997).

"See DeBartolome and Spiegel {1995).

18For an extensive review of theoretical results and empirical evidence about technological spillovers see Blom-
strém and Kokko (1998). More recently Braconier and Sjsholm (1969}, Baldwin et al. (1999) and Blostrém and
Sjsholm (1899) find evidence of international R&D spillovers through inward FDI.

YFor recent contributions see Baldwin et al. (1999) and Barrell and Pain (1997, 1999).

203ee Markusen and Venables (1999) and Haaland and Wooton (1999) for a theoretical analysis of this role of
MNEs and Hobday (1995) for case-study findings.
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of the domestic economic activity; MNEs might extract know-how from the host economy®! or
might exploit all the locational advantages without creating stable linkages; FDI might also
determine anti-competitive effects; moreover, the high dependency on foreign MNEs might lead
to instability: the perceived danger is that the external circumstances might change in such
a way that the economy over a very short period loses its attractiveness for FDI, entailing
substantial adjustment costs. However, in this model the benefits of inward FDI are assume to
dominate the costs, otherwise countries or regions would not actively promote FDI’s attraction.

The previous observations are translated in the assumptions that the welfare of a region
when obtaining the location of the MNE (dencted by W, i = A, B) is higher than the welfare

1

when the MNE locates in the rival region (denoted by W‘.Ij ,4,j=A,B):

AW,y = WiA-wiB>0 (4.1)
AWp = W -wii>0

Moreover, the welfare gains positively depend on the intensity of the externality, captured
by the parameter ¢ (the more effective the diffusion of the modern technology or the larger the
creation of new jobs the higher the benefit enjoyed by the host region):

AW; = AW; (¢) with ?—A—‘—g—;—(?—l >0 (4.2)
where i = A, B and ¢ € [¢"™",¢M*] 22,
Since the aim of the paper is to analyze the effects of subsidy competition when regions
differ in the way they benefit from inward FDI, one region {region B) is assumed to enjoy a
higher welfare gain than the other:

AWp (#) 2 AWA(9)  for ¢ € [¢7, ¢Me] (4.3)

B can be thought as a depressed region while A is a more advanced economy, for instance with
a lower level of unemployment or technologically more advanced. The idea is that a given
amount of new jobs is valued less where the level of unemployment is lower or that the lower
the technological lag of a region, the lower its increase of productivity as a consequence of

21 Kogut and Chang {1991) and Neven and Siotis {1996) find evidence for technology sourcing as a motive for
FDI

22 The idea is that if ¢ < ¢™" the externality is not strong enough so that the benefits of inward FDI dominate
the costs and AW;(¢) < 0. For instance, if the spillover effect and hence the increase of productivity of local
firms is not strong enough, it does not outweigh the ” competition effect” and local firms are driven out of the
market.
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the imitation of a MNE’s modern technology®3. Hence, the additional welfare gain enjoyed by
region B increases with the difference between the two regions, expressed by the parameter a.
A simple way to model this idea is to assume that:

AWp (¢) — AW, (8) = g () AW () = A (e, ¢) (4.4)

where & € [0,1] while g (a) is strictly increasing and convex in o and it is such that g{0) =
(when the regions are perfectly symmetric they enjoy the same welfare gain).

Note that the previous formulation also implies that:

Ll @ BA 20 (45)
In other words, the stronger the externality, the higher the difference between the benefits
enjoyed by the two regions. For instance, the higher the creation of ermployment, the more
relevant is the additional welfare gain that the depressed region enjoys relative to the more
advanced one; the more effective the diffusion of the MNE’s modern technology, the higher
the increase of productivity of the country lagged behind relative to the increase of the more
advanced country and thus the higher the difference between the benefits enjoyed.

Finally, it is required that when the difference between the region is at the highest the
additional welfare gain of the depressed region is sufficiently high (i.e. g(1) > 1) and so it is
when the externality is very strong (z e. AWy (¢M “ > max {—%’?—l, %})

The two regions differ also from the point of view of the MNE, in the sense that its profits
(denoted by IT{, with i = A, B) are higher when it locates in the region that needs less the
investment. For instance, this region is more advanced and has better infrastructures, higher
. per-capita income and better access to adjacent markets; skilled labour force or specialized
input suppliers are available and it offers agglomeration economies?! to exploit. Obviously, the
more advanced is the region, the stronger the MNE's preference for locating there. These ideas
are translated in the assumptions that Hﬁ‘} > IT4Z and that, for simplicity:

nif ~m? =artlf >0 (4.6)

Overall, the higher the difference between the two regions, the higher the additional welfare

23Barrell and Pain (1997) provide some evidence that the spillover effects generated by inward investments are
more apparent and more quickly felt where domestic producers are relatively less productive.

% Head et al (1995) and Barrell and Pain {1999) provide evidence that agglomeration economies can be relevant
for location decisions.
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gain of the region that needs more the investment, but also the higher its "handicap” in the
MNE'’s location choice?.

In order to attract the MNE, the two regions offer lump-sum subsidies?® denoted by T4 and
Tgs. The government is assumed to make a valid commitment about subsidies whose burden
is distributed across the population in a lump-sum fashion. Each country’s objective function
is total domestic welfare. The ownership of the MNE is assumed to be dispersed around the
world so that its profits are not included in the regional welfare.

The timing of the game is the following (see Figure 4-1) :

e at t = 0, the MNE announces it is considering the possibility to invest abroad.

e at t = 1, both regions simultaneously set the level of subsidies offered to the MNE

(conditional on her locating in its territory).

e at ¢ = 2, the MNE decides whether to export or to invest abroad and in the latter case

where to locate.

e at ¢t = 3, the externality associated to the investment of the MNE (if done) provides
its effects and the equilibrium payoffs for the MNE and for the competing regions are

determined.

The analysis begins with the last stage and works backward to solve for the subgame perfect
Nash equilibrium.

Three possible configurations can arise at the last stage?’: (i) The MNE decides to export.
This case is denoted by (E). (ii) The MNE decides to invest in region A. This case is denoted
by (XA). (iii) The MNE decides to invest in region B. This case in denoted by (IB). For each
configuration the MNE’s equilibrium profits and the welfare of the two regions are denoted as

follows:

%The assumption that both the difference of welfare gains between the two regions and the difference of the
MNE'’s profits depend on the same parameter « is a simplification. There could exist different reasons why the
MNE finds it less profitable to locate in one region and why the same region benefits more from the investment.
However, the essence of the results would remain the same. It could also be the case that the MNE finds it
more profitable to locate in the depressed region, for instance, to take advantage of lower factor costs. In this
case without paying subsidies the region which values more the investment would be able to obtain it, so that
letting government compete through subsidies would be definitely inefficient. However, it should be noted that,
recently, the fast-growing companies are shifting to higher rather than lower factor cost areas, to benefit from
elements like the ones previously described.

%6 Actually, incentives can be provided in a very wide range of forms: cash grants, like we are assuming, tax
breaks or tax holidays, favourable financing or loans at below market rates, public expenditure for roads or
airports or workers training. Moreover these kind of incentives are more and more often complemented by an
intensive promotional and assistance activity.

2"We exclude the uninteresting case where the MNE finds it more profitable not to sell in the market.
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Cdse TE): the MNE exports.

rE, = TIE, (1)

wf = WF withi= A, B.

Case (IA): the MNE invests in region A.
i =T — F + Ta.

wiA = WiA T,

wit = WiA.

Case (IB): the MNE invests in region B.
i =1F - F 4 Tp.

wlf = WiB

wiP = WiP ~ T,

The analysis is continued distingnishing two main cases. One in which the MNE has decided
ex — ante to invest abroad; a second case in which the MNE a priori does not exclude the
possibility to export instead of investing in one of the two regions.

This distinction in relevant because, as the next two sections will make clear, the welfare
effects of the subsidy game can be very different according to which one is the case.

4.3 Exports are not an alternative to investments

This section assumes that the MNE finds it more profitable to invest abroad rather than to
export even if no subsidies are offered.

More formally:

T (Ta=0) > 75y 47

This condition is more likely to be satisfied the lower the fixed set-up costs and the higher the
transportation costs from the MNE’s country of origin.
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4.3.1 Choice of location by the multinational

The MNE decides to locate in region B when {2 > ?r}(‘?, that is when
Tp>Ta+T (4.8)

where I' = IT{# — 1142 = alIi > 0.

When the two regions are perfectly symmetric (a == 0}, they are absolutely equivalent for
the MNE’s location choice and each one would only need to offer a subsidy slightly higher than
the other to obtain the FDI Instead, if @ > 0, the MNE makes higher profits when locating
in the more advanced region and hence, to attract the investment, the depressed region has to
pay a subsidy greater by the amount I' than the subsidy offered by the rival one. The higher
the difference between the two regions (the higher ), the higher the additional costs that the
MNE bears when locating in the depressed one, the higher the "premium” to be paid by such
region to obtain the investment.

4.3.2 The subsidy game

In this section the equilibria resulting from the subsidy game®® are studied and it is shown that,
even if the multinational has a "preference” for the more advanced region, there are cases in
which the depressed one succeeds in winning the subsidy game.

The maximum bid that each region is willing to offer is the one for which it is indifferent
between attracting the MNE and the MNE locating in the other region:

T31e% is such that wif (T4 = T319%) = wiP; therefore, T}** = AWy
TH= is such that wiP (T = TH*) = wl; therefore, TH** = AWp

Obviously, since region B benefits more than region A from the FDI, it is willing to offer
more. Yet, it is not obvious that it wins the auction, because it suffers the disadvantage T in
the MNE'’s location choice. Indeed, region B must benefit so much that, despite the premium
to be paid, succeeds in overbidding region A. In other words,

*8Qur analysis, for semplicity's sake, is developed assuming complete information; however, this subsidy game
gives the same equilibrium outcome as the one resulting in a more realistic framework with incomplete information
about the bidders’ valuations, with heterogeneity of the seller preferences over the bidders and in which the
bidding process is conducted according to an " open ascending auction” with full handicaps. A number of examples
provide likelihood to this kind of auction. They illustrates cases in which the firm approaches sequentially the
various locations, somehow negotiating a recruitment subsidy with the first jurisdiction and then going to another
and asking it to match the offer or offer a better deal, with the previous one still allowed to win the location
decision by making further counteroffers. See Nunn, Klacik and Schoedel (1996) or Gibson and Rogers (1994)
for a detailed description of some examples.
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(i) the region that needs more the investment wins the auction when T} — ' > THMes20,
An equilibrium exists if region A offers any subsidy belonging to [T}**, TA®* — I'] and region
B offers I' more than its rival. Among all these equilibria, the unique one that is not weakly
dominated is chosen: .

T "W = T/I{luz

(4.9)
Tg = THe= 4.T

(i) the more advanced region obtains the FDI when T4/%* > T —T. The possible equilibria
are such that region B offers any subsidy belonging to [Té‘ az TMoz 4 I’] and region A offers
Tg —I'. The equilibrium that is not weakly dominated is:

TAaTg!“-F

(4.10)
Tg = Tg"m

The following Lemma describes which equilibrium is likely to emerge according to the values
of the relevant parameters.

Lemma 17 : There exists critical values ¢* and ¢** (with ¢* < ¢**) such that:
- if ¢ < ¢* the region that needs more the MNE’s investment never obtains if.
- if ¢* < ¢ < P** the region that needs more the MNE's investment obtains it iff o > o* (¢)
-if ¢ > ¢** the region that needs more the MNE’s investment obtains it for any o > 0.

Proof. See Appendix A. =

According to Lemma 17, the region that needs more the investment manages to obtain it
either when the externality is extremely strong or when the latter is sufficiently strong and com-
petition takes place between two regions which are sufficiently different, for instance a depressed
region and a rival one advanced enough. The intuition is that the weaker the externality, the
lower the difference of the welfare gains between the two regions; hence, when ¢ is low enough,
the additional welfare gain of the region that needs more the investment is never sufficiently
large to compensate its disadvantage in the MNE'’s location choice and, therefore, to win the
auction. Conversely, when the externality is extremely strong, this region overbids the rival one

in any case. Instead, when ¢ lies in-between these two extreme values, the difference between

¥or simplicity, we assume the following tie-breaking rule:

region A wins all ties if T4/%* > T}z T
region B wins all ties if T4'*® — ' > T}f*".

95



the two regions must be sufficiently relevant in order to make the additional welfare gain of the
"depressed” one high enough to compensate the higher costs the MNE incurs when locating
there. Note that the threshold o* (¢) is decreasing in ¢. The reason is that the higher ¢, the
higher the additional welfare gain of the region that values more the investment and the easier

for it to win the auction.

4.3.3 The welfare analysis

The non-cooperative solution

It is usually thought that intergovernmental competition to support the location of firms in
particular countries or regions mainly results in a waste of resources: either the firm receives a
transfer from a jurisdiction where it would have located anyway or competition escalates into
a bidding erescendo that injures all the involved jurisdictions. Therefore, all the participants
would be at least as well off if no subsidies were given.

This section shows that this argument fails to be true when countries or regions are asym-
metric in the benefit they enjoy from the MNE’s investment. In such a case, as the following
Propositions will illustrate, the region that needs more the investment suffers a welfare loss if
subsidies are forbidden. On top of this, also the joint welfare of the two regions may decrease
when subsidies are ruled out with respect to the case in which governments are allowed to "bid”

for firms.

Proposition 18 : When exports are not an clternative to FDI, the region that needs less the

investment always loses from the existence of a subsidy game.

Proof. When region A overbids the rival region, its welfare change relative to the case
in which subsidies are banned is wl? (T4 = T}%* ~T) — wi? (T4 = 0). It is clearly negative
since the MNE locates in region A anyway if no subsidies are paid and this region has to waste
resources to maintain the same location decision. When region B wins the subsidy game, the
welfare change is wh? — w!? (T4 = 0) = ~AW, which is negative by assumption. ®

Proposition 19 : When exports are not an alternative to FDI, the region that needs more the

investment never loses from the eristence of a subsidy game.

Proof. When region A obtains the FDI, the equilibrium welfare of region B does not
change relative to the case in which subsidies can not be offered. When region B overbids
region A the result is just the opposite; first, when subsidies are not allowed it never succeeds
in obtaining the location of the MNE; second, region B’s equilibrium bid is strictly lower than
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the level of subsidy for which it is indifferent between having or not having the MNE; thus,

wiP(Tp = TH% +T) > wi and the welfare change of the depressed region is positive. m

Thus, when the "advanced” region obtains the FDI, subsidy competition is obviously in-
efficient, since regions waste resources in the counterbidding process and the MNE receives a
grant from the region where it would have located anyway. However, as shown, the possibil-
ity to offer subsidies generates a welfare gain when it changes the MNE’s decision, so that it
locates in the other region. In this case, competition leads the investment where it is needed
more and where otherwise it would not have gone and a trade-off arises: banning subsidies
(or imposing uniformity) helps avoiding that incentives reach excessively high levels due to the
externality problern but it prevents competition from performing its allocative function. This
might indeed cause a reduction of the joint welfare of the two regions with respect to the case in
which offering subsidies is allowed. As shown in Proposition 20, this happens when the positive
externality associated to the inward FDI is sufficiently strong and when competition takes place
between very different regions, for instance between a depressed region and a region which is
significantly advanced. When this is the case, the additional welfare gain of the region that
needs more the investment is so high that not only allows to overbid the rival region and to
obtain the MNE’s location but also compensates the rival region’s welfare loss.

Proposition 20 : When ezports are not an alternative to FDI, total welfare increases iff the
region that needs more the investment obtains it, ¢ > ¢*™* (> ¢*) and a > o** (¢) (> a* (¢)).

Proof. See Appendix B. »

4.3.4 Extensions

The cooperative solution

The trade-off between the externality problem and the allocative function associated to subsidy
competition could be solved by a supra-national authority, concerned with the joint welfare of
the two regions but unable to control the behaviour of the MNE, which can enforce rules about
the possibility to offer subsidies. Such an institution would try to capture the positive role
of subsidies to facilitate an efficient allocation of the economic activity, paying the minimum
amount needed for this to happen. Thus, first it would forbid the “advanced” region to offer
subsidies, so that the other one has to pay only the amount I' to win the auction. Second, it
would allow the region that needs more the investment to offer subsidies only when its welfare
gain, net of the subsidy paid, is larger than the welfare loss of the other region. This is the
case either when the intensity of the positive externality is sufficiently high and the ” depressed”
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region competes with a rival sufficiently advanced or when the externality is extremely strong.
Both the regions are forbidden to offer subsidies otherwise. Obviously both regions are better
off with respect to the uncooperative case, even if individually they would always have incentive

to deviate from this solution.

Proposition 21 :To mazimize total welfare, only the region which needs more the investment
is allowed to offer subsidies, and only when ¢ > ¢™ or ¢* < ¢ < ¢** and a > a* (9).

Proof. See the proof of Lemma 17: the condition for the region that needs more the
investment to be allowed to offer subsidies (AWp — I > AW,4) and the condition for such
region to win the auction coincide. ®

This analysis reflects the rationale of the European regulation in this sphere. In the EU
there does not exists a specific discipline for MNEs’ incentives, which are regulated applying the
general legislation about state-aids {which, however, cover most of FDI incentives), contained
in art. 87-89 {ex 92-94) of the Treaty of the EU. In principle, state aids are forbidden because
they threaten fair competition between Member States. However the Commission can allow to
offer incentives when they promote a development in the interests of the Union, like reviving
depressed regions (art. 87(3a)). Each case must be notified to the Commission which will judge
whether the previous criterion is satisfied or not, and will assess whether the type and volume
of the aid are appropriate for the objectives which are hoped for.

In other words, the Commission distinguishes between advanced and depressed regions; only
the latter can provide grants® and only when the investment is likely to generate a significative
benefit. Besides, to avoid that too high resources are wasted when depressed regions compete
one against the other, the Commission tries to curb the amount of incentives paid and imposes
specific ceilings to the financial support that can be offered: in the case of regions falling under

- Art. 87(3a) the net aid allowed varies from region to region, with the maximum being 75%
of the investment cost of the project®!; for those regions under Art 88(3c) the net aid allowed
also varies from region to region: the highest is 30%. Moreover, the European Court of Justice
has decided that the Commission can forbid regional aid for an investment that would increase

30The idea of strategically targeting incentives toward areas with high unemployment and depressed economic
activity is gaining support also at WTO level and in the US. See, for instance, Farrell (1996).

31 Pollowing this criterion, a number of state-aid projects has been blocked and the repayment of funds has
been demanded. However, in practise, no objections are raised to the majority of State-aid cases. One reason is
that incentives are offered in many ways other than grants, which can considerably more complicated and less
easily identifiable. Thus, the official position on incentives often bears little relation to the full extent of financial
help made available, which the Commission can hardly assess. To solve this problem, the Commission is trying
to implement a more transparent and efficient policy of state-aid control, in particular strenghtening its ability
to have complete information at disposal (see, for example, the Proposal for a Council Regulation laying down
detailed rules for the application of Art. 88 of the EC Treaty, 18 February 1998).
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overcapacity in the Union or aid that would relocate an investment from a less to a more
prosperous region.

The MNE has more bargaining power than the competing countries

In the previous sections it was implicitly assumed that the MNE has less bargaining power than
the competing regions who move first and make an offer which can only be accepted or left.

Imagine a different bargaining process: the MNE moves first and chooses one of the two
regions to which it proposes its location, conditional on being paid a given amount of subsidy;
the selected region can take it or leave it; if the first proposal is rejected, the MNE makes a
second offer to the other region. In this case, the MNE would ask for the maximum amount that
the selected region is willing to offer and would make the first offer to the depressed (advanced)
one whenever THo® —T' > T4fez (TMer T < THT) | As a result, it would be able to entirely
capture the welfare gains determined by its location and subsidy competition would never be
welfare improving. Obviously, this is an extreme case, but it suggests that in order to assess
whether there can be welfare gains associated to subsidy competition it is important to take
into account the capability of the MNE to extract rent from the potential host countries.

The winner’s curse

The basic set-up presented in the previous sections can also be easily adopted to analyse a prob-
lem which is receiving a great deal of attention in the debate about the abolition of subsidies.

Imagine that when countries offer their bids the intensity of the positive externality is
unknown (yet, it is common knowledge that ¢ is distributed according to a given distribution
function). In expected terms the conclusions of the analysis have the same flavour as in the
case in which the intensity of the externality is perfectly anticipated. However, ez-post when
the uncertainty reveals and the true externality realizes, the actual value can be lower than
expected so that the bidders may have overestimated the benefits associated to the FDI and
the winner can overpay for the investment. Hence, it may be that the region that values
more the investment suffers an ez-post welfare loss from baving engaged in a subsidy game
and having obtained the FDI. This issue is commonly indicated as the winner’s curse®? and
has been discussed especially in the United States where it happened that States have paid
millions dollars for a plant that promised to employ thousands workers, but the jobs actually
created resulted significantly lower than promised or the plant shut down within few years®.

32The expression winner’s curse in used a bit "loosely” relative to its precise meaning as defined by the auction
theory.

33 A famous case is the one of Pennsylvania, which spent some $70 million convincing VW to build a factory
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At present, the problem is eapturing sttention also in Europe, since the severe erisis in the Far
Faast has induced some Asiatic frms to significantly reduee the investments made in the past
of indeed 2o close the plants fnstalled, Investments for which genvrons financial incentives were
paid?,

Note, however, that it may also be the case that the realized externality is higher than
expeeted 3o that the segions gain more than what estimated ez-ante. In other words, the mes-
sage here s that banning subsidies can prevent losses ocourring when future is surprisingly
disappointing, but can also prevent relevant gains when anticipations are accurate or indeed
cantious relative to what realizves ex-post. Hence, banning subsidies does not solve this prob-
fem® in which overestimations and ex-post losses may ocenr because the future cannot be
perfectly anticipated and not for strategic behaviours. A completely different problem is the
ense in which the MNFE realizes relevant investinents and afterwards uses this fact to increase
its bargaining power threatening the host country to reduce the investment or to relocate if it

does not reeeive further financial incentives, This issue will be the focus of future research.

Exports arc the alternative to investments

Aun interesting case to analyze is the one where the MNE has not pre-committed to investing
in one of the two countries and may decide to serve both markets by exporting from its home
base,

As the following Section will make clear, in this context the key element is whether or not a
region prefers that the MNE exports with respect to its investment in the rival location. If the
MNE's exports is a quite undesirable alternative, the welfare gains associated to the possibility
to offer subsidies are highly improved. The opposite might hold when the fact that the MNE
exports is not that unpleasant for the competing regions. Overall, the results of the welfare
analysis can dramatically change,

There are many elements to take into account when reasoning on whether a region prefers
the MNE to export or to invest in the rival one. For instance, in both cases the region {say
region §) does not benefit from job creation and, from this point of view, it is indifferent between
the two alternatives. Eventually, it may find the latter more desirable, if some positive effects
related to the increased employment in the rival region spill over it. However, locating in region
J implies, for the MNE, the possibility to setve region i's market baring lower costs than when

with its promised 20,000 jobs; yet the plant employed 6,000 workers and shut down within a decade. The same
has happened in a number of smaller deals that did not generate headlines.

*Financial Times, 7 September 1993.

%A more appropriate instrument might be, like in the UK, to condition the grant to a "claw back™ clause
which enables the government to recover the grant or stop payment if the targets of capital expenditures and
Job creation are not being met.
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it exports from its home country. This is beneficial for consumers of region {, but it may be
prejudicial for its local firms. Besides, region €'s local firms may be damaged by the fact that the
producers of the rival region are made more efficient by the technological spillovers, when the
MNE invests there, while region 's consumers may benefit from this as well as from the higher
degree of competition introduced in region j°s market by the MNE's entry (if the two economies
are to some extent integrated). Overall, consumers tend to find the MNE's investment in the
rival region more desirable than the fact that the MNE exports, while local firms have opposite
preferences.

To understand which alternative is preferred to the other and to what extent, these coun-
tervailing clements must be weighed. However, to do it, it is necessary to depart form the
general set up adopted up to now and to resort to a more specific model presented in the fol-
lowing Section. Studying this model it will be possible to compare the welfare effects of subsidy
competition when exports are not a feasible alternative to FDI with the welfare effects when
exports are an alternative to FDI.

4.4 A parametric model

4.4.1 The set up of the model

The competing regions and the MNE: in cach region there is a local firm (also denoted with
A, B) that produces the same good as the MNE {denoted with M). The demand functions of
this good in the two regions are given by:

Q=(1-P)% i=AD (1)

where Q; is total output sold in region i, P; the associated market price and S; a measure of the
size of region i. Since differences in size are not relevant to the purpose of this work, the two
regions are assumed to have the same size (Sa = Sp = §). Their overall market is integrated
(t' = 0 so that exports between the two regions do not incur in transportation costs; besides,
firms cannot discriminate the price between the two markets) and Q = g4 + gp + qas denotes
the total output sold by the firms. The three firms compete & la Cournot and their variable
production costs are assumed to be constant and are denoted, respectively, by ca, ¢, and
cpr. The MNE uses the most efficient technology while region B is the least technologically
advanced so that cp = 0, cg = § and 0 < ¢4 < 1. Thus, the value of ¢, indicates the difference
of technological level between the two regions: the lower ¢4 the higher the difference. Each
region’s total domestic welfare is given by the consumer surplus, plus the profits of the local firm
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minus the subsidy eventually paid. The trading cost per unit of cutput ¢ born by the MNE is
assumed to belong to [0, T554] %, Since the overall market is integrated and the MNE incurs

a set-up cost F to establish a plant, it invests only in one of the two regions if it opts for FDIL

The externality associated to the FDI: this model focuses on the technological spillover deter-
mined by the MNE’s investment: the local firm gains partial or total access to the MNE’s
technology so that its production costs become ¢; (1 — ¢), with ¢ = A, B and ¢ € [0,1]*7. The
creation of such an externality represents the reason why a region is interested in having the
FDI. The parameter ¢ expresses the per cent reduction in the costs of the local firm; when ¢ = 0
no technological spillover occurs; when ¢ = 1 the spillover is complete: the local firm entirely
appropriates the MNE’s technology and becomes as efficient as it is. Note that this formulation
implies that the benefits generated by the FDI are more apparent and more quickly felt where
domestic firms are relatively less productive. Moreover, the stronger the spillover (the higher
@), the higher the absolute reduction of production costs of the region technologically lagged
behind with respect to the absolute reduction of the advanced region. )
The structure of the game and all the elements not specified are the same as in the general

model presented in Section 4.2.

4.4.2 The last stage of the game

Solving the standard Cournot model, the equilibrium payoffs for each configuration arising at
the last stage of the game are obtained.

If the MNE exports:
V4
7rEM = Sdeqtop=30) ;;B"m (4.12)
e —t)2 Beideitt)?
wf? 5(3 c.mc, t) SQ1 3c12-01+t) (4.13)

with 4,7 = A,B and © # j.

The cases in which the MNE locates in region A and in region B are perfectly symmetric.

36This assumption and cg = %; guarantee to have positive quantities produced by the firms in any configuration.
Moreover, the latter is the maximum value of c¢g such that the country lagged behind benefits from the FDI
more than the advanced one.

%" Note that, it is assumed that the spillover has only a local effect, while the market between the two regions
is completely integrated. A justification of this apparent contraddiction is that a major channel for technological
diffusion is the migration of local workers from MNEs to local firms. In many cases, for instance in Europe, while
the goods market is highly integrated, the opposite holds for the labour market. This prevents the techonological
spillover from spreading on a wide area. Morevoer, there is evidence that spillovers are local. See, for instance,
Eaton and Kortum (1996), Caballero and Jaffe (1993) and Keller {1998).
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Hence, if the MNE invests in region ¢

: . — ; 2
i = S§1+c‘(116¢)+c1) +T - F

i : : . — ; — 2

wh = S(S——-c,%c‘:;.(l A | SQites f{;‘(l o) _ T, (4.14)
: [P & — : < . 2

wh = S0-ezal )" 4 S0-deptell-¢)

with 4,7 = A, B and i # j.

4.4.3 The two regions’ welfare gains

Profits of the local firm: the profits of the local firm are higher when the MNE invests in its

region rather than in the rival's one, because in the former case it benefits from the reduction
of its own costs:

Amy =l -7 =52 (3¢; + ¢;) 2+ (2~ $) (¢ — 3¢:)] 2 0 (4.15)

for any ¢ € [0,1} and 0 < c4 < cp = §. Obviously, the stronger the spillover, the higher the
gain in terms of profits. Note also that Aw; > 0 for any ¢ > 0. In other words, the local firm
gains in terms of profits even if the spillover is very weak. The intuition is that, given that the
overall market is integrated, the ”competition effect” associated to the MNE's investment that
the domestic firm has to face is the same both if the MNE locates in its region or in the other
one®®, Therefore, the profit of the local firm is higher in the former case, regardless how small
is ¢, because at least it gains something from the MNE’s entry in the market.

Consumer surplus: both regions’ consumer surplus is higher when the MNE locates in the
region technologically lagged behind (region B):

ACS =CS'P — 8™ = 2 (cp —ca)[6—(2—¢) (ca+cp)] =0 (4.16)

for any ¢ € [0,1] and 0 < ¢4 < cp = %. The idea is that, owing to the technological spillover,
the production costs of the least efficient firm are reduced and this reduction is higher than the
one that would have occurred if the MNE had located in the more advanced region. Given the
assurnption of integrated markets, the consumers of both regions benefit from this. The gain

in terms of consumer surplus rises with the intensity of the spillover because the higher ¢ the

38 This would not be true if there were transportation costs between the two countries.
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higher the additional reduction in the costs of the firm technologically lagged behind.
Overall, the difference between a region’s welfare when obtaining the location of the MNE

and when the MNE invests in the rival one is given, respectively, by:

Amp - ACS (4.17)
Arng+ ACS

AWy
AWpg

They verify the basic assumptions illustrated in Section 4.2:

o Both AW, and AWg are positive if the technological spillover occurs, Note that in the
case of the advanced region, the gain in terms of profits more than compensates the loss

in terms of consumer surplus.

They are both increasing in the intensity of the spillover. This is obvious for the region
lagged behind, since Anp and ACS are increasing in ¢. Instead, in the case of the
advanced region, a stronger spillover implies a larger loss in terms of consumer surplus;

however, Am 4 is increasing in ¢ and this effect prevails.

s AWp > AW, because, for a given ¢, the region which is technologically lagged behind
enjoys a larger absolute reduction of producticﬁ costs when obtaining the MNE’s location
and gains not only in terms of profits but also of consumer surplus. Since the more
region B is lagged behind the larger its additional reduction of production costs, the
difference between the benefits increases as the difference of technological levels increases.

AWpg = AW, when they are perfectly symmetric (i.e. when ¢4 = ¢g).

e The difference between the benefits increases as the intensity of the spillover increases.
Again, the higher ¢ the higher the additional reduction of costs of the region lagged
behind®®. If no spillover occurs (¢ = 0}, AW, = AWp = 0.

e The MNE'’s profits are higher when it locates in the more advanced region (subsidies
being equal) and the premium I' amounts to nggb (cg—ca)[2+(catep)(2—¢)] 2 0.
The intuition is that, locating in a region, the MNE makes the production costs of the
local firm decrease (of ¢ per cent). Since the overall market is integrated, it turns out
that it is more profitable to benefit the more competitive local firm (the one in country A)
because the absolute reduction of costs is lower. For the same reason, !—%% < 0 the lower

¢4, the higher the MNE's advantage from locating in region A, the higher the ” premium”

% The convexity assumption and the condition imposed when the difference of technological levels and the
intensity of the externality are the largest are also satisfied.
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to be given by region B. Similarly, the stronger the spillover, the higher the additional
reduction of the region lagged behind, the higher the”premium” to be paid. Note that in
this model it is the existence of the technological spillover that creates the disadvantage
of the region lagged behind in the MNE’s location choice. In fact, if no technological
spillover occurs, I' = 0 and the MNE is indifferent between locating in region A and in
region B subsidies being equal.

4.4.4 The welfare effects of subsidy competition

Exports are not an alternative to investments

The MNE finds it more profitable to invest abroad rather than to export even if no subsidies
are offered, when the following condition is satisfied:

F< %(3t~¢c,;) {2+c,4 2~¢) +§ -3t] (4.18)

Lemma 17 bis and Proposition 20 bis illusirate, in the present context, the results obtained
in Section 2.3.

In particular, the region technologically lagged behind always obtains the FDI when the
technological spillover is sufficiently strong. Instead when the spillover is positive but not that
high, the less advanced region wins the auction when the difference of technological level between
the competing regions is high enough (ca < ¢* (¢)}%’. When no spillover occurs, AW, =
AWp =T =0 for any cq and ¢p and, given the tie-breaking rule assumed, the more advanced
region always wins the auction.*!

Total welfare increases relative to a situation in which subsidies are banned when compe-

tition takes place between a region technologically lagged behind and a rival one significantly
advanced.

Lemma 17 bis; If -%g- < ¢ < 1, the MNE locates in the region technologically lagged behind

for any feasible value of c4.
f0< < %g-, the MNE locates in the region technologically lagged behind iff

0<es< ————M‘égi,, =c*{¢).

“®The model has been solved also for a generic value of cg < . We do not illustrate this part because it does
not add anything to the basic intuition. The main difference is that there is a scale effect and if 5 < —2-3-(—25;;7
the region lagged behind obtains the FDI for any feasible value of ca < ¢p.

' Notice that, in this model, ¢™™ = ¢* = 0, The intuition is that for ¢ = 0 = ¢™™ not only AW and AWp
are equal to zero but also the premium I".
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if ¢ =0, the MNE never locates in the region technologically lagged behind.

Proposition 20 bis: When ezports are not an alternative to FDI, total welfare increases
iff the less advanced region obtains the FDI, ¢ > 0 and cq < ™ (¢) 2.

When exports are the alternative to investments, the welfare effects of subsidy competition
can be dramatically different as it will appear neatly comparing these results with the ones

presented in what follows.

Exports are the alternative to investments

This section analyzes the case in which, when no subsidies are given, the MNE finds it more
profitable to export than to invest abroad; in particular, fixed costs are assumed to be slightly

higher than the level for which there is indifference:
S 1
F‘-‘-‘E(:ﬁ—(ﬁCA) 2+CA(2—¢)+'§—32§ +e (4.19)

The equilibria of the subsidy game are unchanged compared to the cagse studied in the
previous section, but the results of the welfare analysis can dramatically change. As anticipated,
to assess the welfare effects of subsidy competition when the MNE exports in absence of subsidies
it is crucial to study whether each region prefers the MNE to export or to invest in the rival
location. In this specific model two opposite effects are relevant to this purpose. On the one
hand, the consumer surplus of a region is higher when the MNE locates in the rival region than
when it exports. In the former case transportation costs are saved and the production costs of
the firm in the region that hosts the MNE are decreased by the technological spillover. Since
the overall market is integrated, also the consumers of the region where the MNE does not
locate benefit from this. On the other hand, the profits of the local firm are higher when the
MNE exports because in such a case the other two competitors are less aggressive: the MNE
has to bear transportation costs while the local firm of the other region does not benefit of the
technological spillover. In other words, for the local firm of a region the investment of the MNE
in the rival region just represents the entry in the market of a very efficient competitor whose
positive effects (the technological spillover) it does not even enjoy.

Which one of these effects prevails depends first upon the transportation costs from the
MNE’s home country. In particular, in this model the fact that the MNE exports becomes
more and more desirable as transportation costs increase: actually, the higher ¢ the lower the
consumer surplus but the less competitive the MNE and the higher the profit of the local firm;

A2 ew gy _ B50=y/2500~ 3 (834 166)(—184 53— AL g)
(@)= T(166—839)

106



with a linear demand the latter receives more weight than the consumer surplus in the welfare
function so that it increases at a rate which is higher than the one at which the consumer
surplus decreases. Therefore, the higher the transportation costs the less likely a region prefers
that the MNE invests in the rival location rather than it exports.

On top of this, which of the two alternatives generates a higher welfare depends upon the
technological level of the region. Let us consider first the more advanced region and then the
region lagged behind®.

+ The welfare effects of subsidy competition on the more advanced region.

In the more advanced region (region A) it is more likely that the welfare achieved when the
MNE exports is lower than the welfare achieved when the MNE invests in the rival one the less
efficient is the local firm. The reason is that with a linear demand the less efficient the local
firm the less it benefits from having weaker competitors when the MNE exports. Therefore,
when ¢4 > T, the gain in terms of local profits is dominated by the loss in terms of consumer
surplus. Obviously, the threshold is increasing in t.

Overall, the lower the transportation costs and the less advanced the region, the more likely
it gains from engaging in subsidy competition with respect to the case in which subsidies are
ruled out {as summarized in Table 1). More details will be provided in the following lines and
in Appendix C; however, what is really relevant is that when exports are the alternative to FDI
the more advanced region can gain from subsidy competition, while this possibility never occurs
when the MNE always invests in one of the two countries. The intuition is that in the latter
case the MNE locates in the more advanced region if subsidies are ruled out. Hence, such a
region cannot but lose from the introduction of subsidy competition. This is not obvious when
the MNE exports if subsidies are prohibited, as exports may be an undesirable alternative,
while offering subsidies serves at avoiding it and may be beneficial.

In particular, when transportation costs are sufficiently low, the fact that the MNE exports
is quite undesirable for region A and wiP > w¥ for a wide range of values of c4**. Therefore,
unless the local firm is extremely efficient, the region gains from the fact that subsidies can be
offered because this serves at avoiding its least preferred outcome. In other words, anything
is better than exports, either having to pay to obtain the MNE's location (when w/f > wf,
wiA (T4) — w§ > wld (T) —w!f > 0), or indeed losing the investment (wif — w¥ > 0).

31 what follows, the value of ¢ has been set equal to 2 to make the algebra simpler. The favour of the result
is the same for any value of ¢ but this particular value has been chosen because it allows to consider both the

case in which the more advanced region wins the auction and the case in which the regions lagged behind wins
it

ey < et (%) for & <t < {3 where ¢* (2) is the threshold which determines who wins the auction.
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Tablel: Welfare change of region A

transportation costs | Awy> 0

£ <t <% for d<ca < 3
e <t<} for&<c,4<é
% <t<L {% never

Conversely, when transportation costs are very high w/F is never higher than w¥%. Hence, the
region necessarily suffers a welfare loss when it does not obtain the FDI (wﬁB - wjff < 0) but,
in principle it might gain when it is chosen as a location by the MNE (w/# (T4 = 0) > w%).
However, since the fact that the MNE exports is quite desirable and the region ends up com-
peting fiercely to avoid that the MNE chooses the rival location, once paid the equilibrium
subsidy it achieves a welfare which is lower than the one attained banning subsidies and letting
the MNE export. Overall, the region never gains from engaging in a subsidy game.

For intermediate transportation costs wi# (T4 = 0} —w¥ can be large enough to more than
compensate the equilibrium subsidy that the region pays to obtain the FDI. This is the case
on condition that ¢4 is higher than the critical value {:\t The reason is that the less efficient the
region, the higher the absolute reduction of production costs determined by the technological
spillover, the higher the gain in terms of consumer surplus when it obtains the FDI relative to
the case in which the MNE exports. In addition, note that, given the level of transportation
costs, if ¢4 is sufficiently low, the profit of the local firm is higher when the MNE exports than
when the region obtains the FDI (7(24 - Wff <0 when cs < %) : if the local firm is already
sufficiently efficient, it does not benefit so much from the technological spillover and the loss
in terms of profits due to the ”competition effect” associated to the MNE’s arrival dominates.
Therefore, the higher ¢4, the more limited the loss in terms of profits if 7/ — 7% is negative
or the higher the gain in terms of profits, if 7/ — 7% is positive.

» The welfare effects of subsidy competition on the region lagged behind.

In the region technologically lagged behind (region B) it is more likely that wi > w% the
more efficient is the local firm of the rival region. The reason is that if the local firm of region
A is already quite efficient, region B does not benefit so much from the fact that the rival one
fails to enjoy the technological spillover when the MNE exports instead of investing there, and
the loss of consumer surplus prevails.

43Transportation costs higher than Frensure that, for any ca, the contraint (4.19) is satisfied by positive values
of the fixed set-up costs.
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Overall, as illustrated in Table 2, the lower the transportation costs and the higher the
difference of technological level between the two regions, the more likely the one lagged behind
gains from engaging in a subsidy game.

In particular, when ¢ is sufficiently low region B draws so little benefit from the fact that
the MNE exports that w is always lower than wl!. Hence, the region lagged behind always
strictly gains from subsidy competition (both when it obtains the MNE's location and when
it does not) as subsidies prevent exports, alternative which the region finds worse than the
investment in the rival location. Instead, when exports are not a feasible alternative to FDI,
the MNE invests in the more advanced region in absence of subsidies, and region B strictly
gains from subsidy competition only when it obtains the FDI.

‘Table 2: Welfare change of region B

transportation costs | Awg> 0
H<ts} always
t<t< 36— 0<eq<a
& <tg 0<eq <

As transportation costs increase the fact that the MNE exports becomes more attractive
for region B and w > wB on condition that ¢4 <¢ . This threshold is decreasing in ¢ so
that for intermediate transportation costs wif* > w for a wide range of values of c4*¢ and
region B gains from subsidy competition when it obtains the location of the MNE and in some
cases even when it does not?’. However, when ¢4 is higher than the threshold, region B loses
the auction and would have been better off if subsidies had been banned and the MNE had
exported. Hence, in this context, also the region lagged behind can lose from purticipating to the
subsidy game as losing the auction may be worse than what happens when subsidies are banned
(i.e. exports); instead, it never suffers a loss when exports are not an alternative to FDI as at
worst it does not succeed in obtaining the FDI and this is exactly what happens when subsidies
cannot be offered. For high transportation costs, the MNE’s exports are quite desirable for
region B so that it always suffers a welfare loss when the MNE invests in the more advanced
region?® but it can enjoy a welfare gain when it obtains the location of the MNE. This is the
case when the difference of technological level is sufficiently high, as the more advanced region
is not willing to offer too much for the FDI and the equilibrium subsidy is not that high; thus,

o> et () for <t < B
”See Appendxx D for a detailed explanation.

Bt () for &<t &
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once paid it, the welfare of region B is higher than the welfare associated to a ban on subsidies
and to exports.
To conclude the Section let us consider the impact of allowing to bid for firms on total

welfare.
e The effects if subsidy competition on the two regions’ joint welfare.

When transportation costs are sufficiently low (see Table 3), subsidy competition always
increases total welfare relative to the case in which subsidies are banned. In fact, it may be
that both regions gain from subsidy competition, so that total welfare obviously increases. In
this case banning subsidies is definitely inefficient because it makes the regions’ least desirable
alternative occur while allowing to offer them would prevent this and just for this reason would
make each region better off wherever the MNE locates. Alternatively, it may be that the region
lagged behind gains and the advanced one loses, but the welfare gain of the former prevails and
total welfare increases again. Note that since the fact that the MNE exports is quite undesirable
for the two regions, the beneficial effects associated to subsidy competition are much stronger
than in the case in which ezports are not an alternative to FDI9,

Conversely, for transportation costs sufficiently high totel welfare is never increased by sub-
sidy competition. In this case, either both regions lose from subsidy competition and total
welfare obviously decreases or the region lagged behind gains but not enough to dominate the
welfare loss of the advanced region. The intuition is that the fact that the MNE exports has
become very attractive for the two regions; this implies that a region does not value that much
the FDI if the alternative is that the MNE exports while it values much more the FDI if the
alternative is that the MNE locates in the rival region. Therefore, letting governments offer
subsidies gives them the incentive to strongly compete one against the other dissipating the
benefits associated to the MNE’s investment. Instead, banning subsidies would avoid this waste
of resources and would determine an outcome (exports) that is for sure better for the region
that loses the auction and that is not that bad even for the region that obtains the FDIL As
a result, once paid the equilibrium subsidy, either also this region suffers a welfare loss with
respect to the case in which subsidies are ruled out or it gains but not enough to compensate
the welfare loss of the other region.

For intermediate transportation costs total welfare increases for ¢4 belonging to a particular

set®® and as transportations costs increase the range of ¢4 for which total welfare increases

¥ Recall that, when exports are not an alternative to FDI, it is never the case that both regions enjoy a welfare
gain and total welfare increases only when the MNE locates in the region technologically lagged behind and the
local firm of region A is extremely efficient. In particular, ¢** (%) = 0.0234.

305ee Appendix E for a detailed explanation.
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restricts till the point in which subsidy competition is never welfare improving. To conclude,
the outcome of the welfare analysis is definitely different from the case in which exports are not
an alternative to FDI. In particular, the beneficial effects associated to subsidy competition are
stronger or weaker relative to the case in which the MNE is assumed to always invest in one of
the two countries, according to the level of transportation costs or, equivalently, according to
how much the fact that the MNE exports is desirable.

Table 3: Change of total welfare

transportation costs Aws+Awp> 0
517 <t< —8644;{;8660534@289 always
—8644;1;8%%415289 <t< —18634:%%%30[46441 D<ca<erand ey <cp < %;
:&—i%%%\o“@<t<% 0<ca<crandcy<cq<i
—2; <i< 4-‘[:_2?2?6 581 0<ca<qg
:—21%3@@ <t< T78' never

4.5 Conclusion

This paper investigates the welfare effects of subsidy competition for FDI. It considers two
regions and it assumes that a region enjoys higher welfare gains when it obtains the location
of the MNE, for instance because unemployment is higher in this region. Yet, the MNE finds
it more profitable to locate in the other region, subsidies being equal, for instance because this
latter region has a higﬁet per-capita income.

In such a framework, it has been shown that under some conditions the possibility to offer
subsidies allows the depressed region to overbid the other one and to "win” the location of the
MNE. This would never happen if subsidies were forbidden or standardized. For this reason,
the depressed region never loses from subsidy competition, while the more advanced one never
gains. Moreover, it has been shown that subsidy competition increases total welfare (relative to
a situation in which incentives are banned) if the depressed region obtains the investment, if the
externality associated to it is sufficiently strong and if the difference between the two regions
is sufficiently high. In such a case, subsidy competition leads the investment where otherwise
it would not have gone, namely in the region where it generates the largest welfare gain, so
large to outweigh the costs in terms of rents transferred to the MNE and of losses of the other
country.

It has also been shown that the welfare gains associated to this possibility can be higher

if an institution, concerned with total welfare, makes the two countries collude to transfer the
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MNE the lowest possible subsidy compatible with the aim of leading the investment where it is
valued the most. The conclusions obtained are consistent with the European regulation in this
sphere.

These results have been derived assuming that the MNE has ex-ante decided to invest
abroad, in the sense that it finds it more profitable to invest rather than to export, even if
subsidies are not offered. Relaxing this assumption, the welfare effects of subsidy competition
can totally change. To have some insights about this issue, a parametric examples has been
developed which helps understanding some of the elements at work. For low transportation
costs from the MNE’s home country, it may be the case that both countries gain from subsidy
competition and even that they gain when they do not obtain the investment. Thus, the
beneficial effects of subsidy competition are much stronger than in the case in which the MNE
always invests in one of the two countries. However, when transportation costs are very high the
opposite occurs so that social competition is never welfare improving. This analysis emphasizes
that the alternatives available to the MNE play an important role in determining whether
subsidy competition has negative consequences or not. .

Finally, all these results strongly depend on the implicit assumption that the MNE has less
bargaining power than the competing countries. In the opposite case, subsidy competition never
increases total welfare because the MNE captures all the gains associated to the investment.

4.6 Appendix
Appendix A: Proof of Lemma 17

The depressed region wins the auction when AWp — I' > AW 4. Equivalently, when
9(2) AW (¢) —emff >0

Define H (o, ) = g(a) AW 4 (¢) — anls.

(i) Consider H (1,8) = g (1) AW (¢) — 154,

By assumption, H (1,¢™") < 0°!, H (1,¢°) > 0, H (1, 4) is continuous over [¢™?, p¥2]
and aHé;"b) =g(1) 6‘%2"‘ > 0. For the intermediate value theorem, there exist a unique ¢* such
that H(1,¢") =0 and H(1,4) > 0 for ¢ > ¢*.

(ii) Take a ¢ € [qui“,cﬁ*] and consider H as a function of « only. By assumption and by
step (i), H(0,¢) =0, H(1,¢) < 0and H {a, ¢) is convex5? over [0, 1]. This implies that when ¢

51 Recall that AW, (¢™™) = 0.
52Gtrictly convex for ¢ > ¢™n,
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is chosen in {q&"‘i“, ¢'}, H{a,¢) <0 for any o € [0,1] and the depressed region never succeeds
in winning the auction.
(iii) Consider 2% = o (a) AW, (¢) —71f. By assumption, if ¢ = ¢™", ?f.‘i‘&l i <
=

0. Moreover, for any ¢ € (¢™°,¢"], —}-M , st be negative: since in this interval
o=!

Qz—gg(;ﬂl >0, if Q_{%gﬂlaw were positive or equal to zero, it should be strictly positive for any
a > 0; hence, H (o, ¢), which is equal to { in @ = 0, would be strictly positive for any o > 0
and this contradicts the fact that H (1,¢) <0 for ¢ < ¢".

(iv) Consider %—éz—lﬂ‘ o' By assumption, it is negative if ¢ = ¢™ and it is positive if
o=l
¢ = ¢M®, Moreover, it is continuous and strictly increasing in ¢. Therefore, there exists a

H «,
unique ¢** such that -—L—qil > 0if ¢ > ¢™, with ¢** > ¢~ for (iii).

a=0
(v) Take a ¢ € (¢*,4™) and consider H as a function of o only. By assumption and by
step (i), H{0,¢) = 0, H(1,¢) > 0, Qﬁégﬁ > 0 and —15(9—@‘ o< 0. It is straightforward
that there exists a unique a® (¢) such that H (o*,¢) = 0 and H(a ¢) > 0 for o € (a* (¢),1].

—g(a”) —5—HAW
Moreover, for the Implicit Function Theorem, ba l

‘,; 7 —Wﬁ and it is negative
because g(a*) > 0 and g-A—WA > 0 by assumption, whxle g (a*) AWa (¢) ~ 784 > 0 because
a* >(1

(vi) Finally, take a ¢ > ¢**. H (0,¢) = 0, H (1, 8) > 0, i"i,,,%ﬂL:O > 0 and ZH&d) 5 g,
Therefore, H (a,¢) > 0 for any a > 0. ®

a,

Appendix B: Proof of Proposition 20

The welfare gain of the depressed region, net of the equilibrium subsidy to be paid is
AWpg — AW, — I'. The welfare loss of the advanced region is —AW,4. Therefore, subsidy
competition increases total welfare relative to the case in which subsidies are forbidden, iff
F (o, ¢) = [g(a) ~ 1] AW, (¢) — arif is positive.

(i) By assumption, F (1,¢™") < 0, F (1,¢™) > 0 and 2508 = [g(1) - 1] 2228 > ¢
Therefore, there exists a unique ¢** € [qﬁmi",ng“] such that F (1,¢***) =0 and F(1,¢) is
positive for ¢ > ¢***. Note that ¢" is such that g (1) AW, (¢*) —71'5‘,/,‘ = 0 and hence ¢*** > ¢*.

(ii) Take a ¢ € [¢™",¢***] and consider F as a function of & only. By assumption and by
step (i), F (0,0) = —AW4 (¢) <0, F(1,¢) < 0and F (o, ) is convex™ over [0,1]. This implies
that choosing any ¢ € {é’“i“,(ﬁ"*] , F(a,¢) < 0 for any @ € [0,1] and subsidy competition
never increases total welfare.

3% is the value that makes —H(&ﬂ equal to zero. When a >&, —HM > 0.
54Strlctly convex for ¢ > ¢™".
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(iii) Takea ¢ € (qb”',qﬁ“ 2] and consider F as a function of « only. By assumption and
by step (i), F(0,¢) <0, F(l,¢) > 0, 92;%@ > 0. Regardless the sign of Qfé%ﬁ&a‘o, there
exists a unique o** (@) such that F {a**,¢) = 0 and F (o, ¢) > 0 for & € {a** {¢), 1] . Note that
a* {$) is such that g (a*) AW {¢) ~ a*7if = 0 so that o™ (¢) > a* (9).

e AW 4 {8}
Lot e PP
g () AWa ()~ F

it is negative because éé%%@ > 0 by assumption, [g(a**) — 1] > 0 because if it were less
or equal to zero it would contradict the fact that {g{a**) — 1] AW, (@) - o**rid = 0§ and

(iv) Finally, for the Implicit Function Theorem, g%gll N
o,

g (@) AW, (¢) — w14 > 0 because o** Sa.m

Appendix C: Proof of the results contained in Table 1

Let us define &= 99 + t the value of ¢4 such that country A achieves the same level of
welfare when the MNE exports and when it invests in the other country. If ¢4 >&, wif > wff .

Recall also that, according to Lemma 1 bis, country B obtains the FDI when ca < ¢* (%) = &.

1) 7 St < 1555
In this case, §< ¢*. Therefore, if 0 < ¢4 <&, the MNE locates in country B and given that

w*'B < wk A, Awg < 0. Instead, when &< ¢4 < ¢*, the MNE locates in country B but, since
wh, A > wk 4> Bwa > 0. Finally, when ¢” < e4 < ﬁ, the MNE locates in country A. Since country
A offers a subsidy lower or equal to the level for which it is indifferent between having the MNE
or not, wiA (TA** — ) > w!f > wk, and Awy4 > 0. As a whole, Awy is positive for cq > .

2) 1 St<j :
In this case, &> ¢*. Therefore, when the MNE locates in country B (0 < ¢4 < ¢}, wﬁB <
wk and Awa < 0. When the MNE locates: in country A (c* < cA < 1), Awy is positive or

negatxve according to how large is wf E I ¢t < ca <&, wh A > w F and Awg, which is equal
S(—116+1278c,4 3312c% ~2074+1782¢ 4t~ 405¢%)

o , is positive for &< ¢4 <&  where G€ (¢, &). If
G<ca < §, Awy > 0 becanse wl (TH*® ~T) > wlP > wh. As a whole, Awy is positive for-

A - A
ca >¢; - Note that when t = %, &=¢;= ¢" and when ¢ = %, azétz —é.

3) < 1< & ? 55

In this case, ca> & so that wiP is never larger or equal to w4, Therefore, when the MNE locates
in country B, Awg4 < 0. When the MNE locates in country A, QZCQZ % and, again, Awyg < 0.

As a whole, Aw, is never positive. B

55 c,\ 127841782t~ vf {1278 4-1782:2)% -x3248(: 162078440562 )
g:

55T . The other root of Awys = 0 is bigger than %; and we

disregard it.
86 g -{3 ensures that 7§ > 0 for any ca.
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Appendix D: Proof of the results contained in Table 2

Let us define ¢;= -1—?-‘« the value of ¢4 such that wé"‘ = wB Ifcp <Ce w A w’g.

1) <t<i
In this case, w BA > wg" for any value of c4. Therefore, country B gains from subsidy com-
petition both when the MNE locates in the other country (Awp = wi! — w§ > 0) and when
it obtains the FDI. In the latter case, country B offers a subsidy lower than the level for
which it is indifferent between having the MNE or the MNE locating in country A. Hence,

wiP (T4 +T) > wift > wg and Awp is positive.

2) 3 <t < 2. In this case, wi' > wf only for 0 < cp <¢; . In this interval, for the reason
just explained, Awp is positive both when the MNE locates in country B (0 < ¢4 < ¢*)% and

when the MNE locates in country A ( * <oy <c,g) . When ¢4 Za, country A obtains the

investment and since wgi < wk 5, Dwp < 0. As a whole, Awp is positive for 0 < ¢y << .

3) 52—057 <t < % Again, 'wg‘ > wg only for 0 < ¢4 <<t but now ;< ¢*. Therefore, when
0<ecy <a, country B obtains the MNE and Awp is positive.
When ¢,< ¢z < ¢*, the MNE locates again in country B but wE > 'w B and Awg, which

. 5(88-990c¢ +29a°c2 +135¢—810c 4 t~405¢
is equal to ( 4 5184 A ), is positive for &< ¢4 <c; 58 When ¢4 > ¢,

country A obtains the investment and since wi! <wk, Awp <0. Asa whole, Awg is positive
for 0< cy <ct . Note that when ¢ = 207, t—ct— ¢*, while when t = — 4= 0.

4) <t< 1 . Now ¢;< 0 and wB is never larger than wg When the MNE locates in
country B {0 < ¢4 < c*} Awpg is positive for 0 < ¢y <ct . When the MNE locates in country
A, (¢* € ea < §) Awp is negative since wi! < wi.

Appendix E: Proof of the results contained in Table 3
1) < t< -—8641603‘528

In thls case, when G< eq < %, Awa > 0 and Awg > 0, so that Awy + Awp > 0. Instead,

when 0 < ¢4 <G (< ¢*}, Awy < 0 and Awp > 0. In this interval the MNE locates in country

o S{10~132c, +492c% —27t+1620,4t—13562) . e
B and Awa + Awp which is equal to ( A A ) i positive, since the

determinant of this equation is negative®®
2) «—864;{;601528 <t<
1055

In thxs case, when §< ¢cg < é, Awy > 0 and Awg > 0 so that Awa +Awpg > 0. Instead, when
0 < ca €& (< ¢*), the MNE locates in country B, Aws < 0 and Awg > 0. Defining ¢; < ¢

57In this interval, ¢* <cy .

585 .. 9904810-4/(-090-810¢ 2 11808(884-136¢t—405¢%
A 59)04 CR ) ;we diregard the other root.

:ﬁi&ﬂ\@: is the value of transportation costs such that the determinant is equal to zero.
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the two roots of Aw, + Awg, total welfare increases when 0 < cq <ciand eg <¢cs <G . Asa
whole, in this interval, total welfare increases when 0 < ¢4 < ¢y and 2 <cpa < %.

ik <ish

In this case, when é\,< cq< é, Awy > 0 and Awg > 0 so that Awa+ Awpg > 0. Instead, when
0<cq Sa, Awy < 0 and Awg > 0. Note that é\¢> ¢* and thus, in this interval it may be either
that the MNE locates in A or in B so that further specifications are needed. Recall that, when

country B wins the subsidy game Awa + Awp is positive for 0 < cq < c; and ¢ < ca <.
5(~58+684c,,—1836¢% ~81+486c4—405¢7)

When country A obtains the investment, Awg4 + Awp = o

. . A — 18634207 /36441
We define c3 its smallest root®® and total welfare increases for cg < c4 <¢; . ¢ = 136320716441
is the value of transportation costs for which ¢ = ¢* = ¢3.

Therefore,

i) if -l-g—gg <t< 215—@3}'2%3{%0@@, when the MNE locates in country B {0 < ¢4 < ¢*)
Awa + Dwg > 0 for 0 € ¢4 < ¢; and €@ < ¢4 < ¢*; when the MNE locates in country A

¢t <ca Sé\g) Awg + Awpg > 0 because ¢3 < ¢*. As a whole, if ¢ belongs to this interval, total
welfare increases for 0 <egq <crand cp < ey < %. o

(ii) if %@I <t < %, when the MNE locates in country B 0(0 < ¢4 < ¢*) Awa +
Awpg > 0 for 0 < ¢4 < ¢ because ¢y > ¢*; when the MNE locates in country A (c* <ca Sé\t)
Awa+Awp > 0foreg <ca Sé} . As a whole, if ¢ belongs to this interval, total welfare increases
for0<csa<crandeg <cy <é‘

) f<t<E

In this case, Awy is always negative, while Awp is positive when ¢4 <¢; . When country
B obtains the FDI (0 < ¢4 < ¢*) total welfare increases if 0 < ¢4 < ¢;; when the MNE locates
in country A, either Awy < 0, Awg > 0 (when c*<cy <a) but the welfare gain of country
B is not large enough to compensate the welfare loss of country A (C3 > %)-); or both country
suffer a welfare loss (when G<ca < %) so that total welfare obviously decreases . As a whole,
in this interval, total welfare increases for 0 < ¢4 < ¢;.

5) & <t< L. ~ ~

In this case, Aw, is negative, while Awg is positive for 0 < ¢4 <¢;. Note that ¢;< "1
b= :Z’—‘E%g[@ is the value of transportation costs such that ¢; = 0. Therefore,

(i) if 5255-7- <t< :ﬂ%-%@, when 0 < ¢4 <¢§ the MNE locates in country B, Awy < 0,
Awp > 0 and total welfare increases for 0 < ¢4 < ¢;. When Eg ca < %, both countries suffer
a welfare loss from subsidy competition and total welfare obviously decreases.

(i ;“‘%%/—S_S—T- <t < '128'@ either both countries suffer a welfare loss and total welfare de-

% The other root is bigger than % so that we disregard it.

61 25

I
= C:\ for t = 505 -
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creases; or country B gains and country A loses, but the welfare gain of country B is never large
enough to compensate the welfare loss of the other country. In this interval, total welfare in

never improved by subsidy competition. %

117



Bibliography

[1] Aitken B. and A. Harrison (1994), "Do Domestic Firms Benefit form Foreign Direct Invest-
ment”, The World Bank Policy Research Working Paper No. 1248.

[2} Baldwin R., H. Braconier and R. Forslid (1999}, ”Multinationals, Endogenous Growth and
Technological Spillovers: Theory and Evidence”, paper presented at the CEPR Workshop on
FDI and the Multinational Corporation, September 1999.

(3] Barrell R. and N. Pain (1997), "Foreign Direct Investment, Technological Change and Eco-
nomic Growth within Europe”, The Economic Journal, 107, 1770-1786.

[4] Barrell R. and N. Pain (1999), "Domestic institutions, agglomerations and foreign direct
investment in Europe”, European Economic Review, 43, 925-934.

[5] Barros P. and L. Cabral (1999), ”Competing for foreign direct investment”, forthcoming in
Review of International Economics.

{6] Besley T. and P. Seabright (1999}, *The Effects and Policy Implications of State Aids to
Industry: An Economic Analysis”, Economic Policy. 28, 13-42.

{7] Black, D. and W. Hoyt, (1989), "Bidding for firms”, American Economic Review, 79, 1249-
1256.

[8] Blomstrém M. and A. Kokko (1998), " Multinational Corporations ans Spillovers”, Journal
of Economic Surveys, 12, 3, 247-177.

[9} Blomstrém M. and F. Sjéholm (1999), "Technology transfer and spillovers: Does local
participation with multinationals matter?”, European Economic Review, 43, 915-923.

[10] Bond W. and L. Samuelson (1986), "Tax holidays as Signals”, The American Economic
Review, 76, 820-826.

118



{11] Braconier H. and F. Sjcholm (1999}, ”National and International Spillovers form R&D:
Comparing a Neoclassical and an Endogenous Growth Approach”, Wellwirtschaftliches
Archiv 134.

[12] Bucovetsky S. (1991}, ” Asymmetric Tax Competition”, Journal of Urban Economics, 30,
167-181.

[13] Burstein M.L. and A.J. Rolnick (1995), "Congress should end the economic war among
the States”, The Region (1994 Annual Report Essay), March 1995, Federal Reserve Bank of
Minneapolis.

[14] Caballero R. and A. Jaffe (1993), ”How are the ”giants” shoulder?” in O. Blanchard and
S. Fisher, erd., NBER Macroeconomics Annual (NBER, Cambridge).

[15] DeBartolome C., M. Spiegel {1995), "Regional competition for domestic and foreign in-

vestment: evidence from the state development expenditures”, Journal of Urban Economics,
37, 239-59.

[16] Doyle, C. and S. van Wijnbergen, (1984), ” Taxation of foreign multinationals: a sequential
bargaining approach to tax holidays”, Institute for International Economics Studies Seminar
Paper No. 284, University of Stockholm.

{17] Eaton J. and S. Kortum (1996), " Trade in ideas: productivity and patenting in the OECD”,
Journal of International Economics, 40, 251-278.

{18] Farrell C. (1996}, "The economic war among the states: an overview”, The Region, June
1996, Federal Reserve Bank of Minneapolis.

{19] Gibson D.V. and Rogers(1994), "R&D Collaboration on Trial”, Harvard Business School
Press.

{20] Haaland J.I. and I. Wooton (1999): "International Competition for Multinational Invest-
ment”, The Scandinavian Journal of Economics, 101, 631-650..

[21] Hapaaranta, P. (1996), "Competition for foreign direct investment”, Journal of Public
Economics, 63, 141-53.

[22] Haufler A. and 1. Wooton (1999), » Country Size and Tax Competition for Foreign Direct
Investment”, Journal of Public Economies 71 (1), 121-39.

[23] Head K., J. Ries, D. Swenson (1995}, " Agglomeration benefits and location choice: evidence
from Japanese manufacturing investments in the United States”, Journal of International
Economics, 38, 223-47.

119



[24] Hobday M. (1995), "Innovation in East-Asia: the challenge to Japan”, Aldershot, London.

[25} Keller W. (1998), "Are international R&D spillovers trade-related? Analysing spillovers
among randomly matched partners”, European Economic Review, 42 (8), 1469-81.

[26] King 1., R. McAfee, L. Welling (1993), ”Industrial blackmail: dynamic tax competition
and public investment”, Canadien Journal of Fconomics, 590-608.

[27] King I and L. Welling (1991), ”Commitment, Efficiency and Footloose Firms”, Economica,
59, 63-73.

[28] Kogut B. and 8. Chang (1991}, "Technological capabilities and Japanese foreign direct
investment in the US”, Review of Economics and Statistics, 401-413.

[29] Markusen J., J. Melvin, W. Kaempfer, K. Maskus (1995}, "International Trade”, McGraw-
Hill International Editions.

[30] Markusen J., E. Morey and N. Olewiler, (1995}, " Competition in regional environmental
policies when plant locations are endogenous”, Journal of Public Economics, 56, 55-77.

[31] Markusen J. and A. J. Venables (1999}, "Foreign Direct Investment as a Catalyst for
Industrial Development”, European Economic Review, Vol. 43(2), 335-56.

[32} Martin L. (1997), ”Bidding for Firms: an Asymmetric Auction Model of Interjurisdictional
Competition”, mimeo, University of Maryland.

{33] Motta M. and J.F. Thisse, {1994), "Does environmental dumping lead to delocation?”,
European Economic Review, 38, 563-576.

[34] Neven D. and Siotis G. {1998), " Technology sourcing and FDI in the EC: an empirical
evaluation”, International Journal of Industrial Organization, 14, 543-560.

[35] Nunn, Klocik and Schoedel {(1996), ”Strategic planning behaviour and interurban compe-
tition for airport development”, Journal of the American Planning Association, 62, 427-441.

[36] Taylor L. (1992), "Infrastractural competition among jurisdictions”, Journal of public Eco-
nomics, 49, 241-59.

{37} Wildasin W. and J.D. Wilson (1991), ” Theoretical issues in local public economics”, Re-
gional Science and Urban Economies, 21, 317-331.

[38] Wilson J.D. (1991), " Tax competition with interregional differences in factor endowments”,
Regional Science and Urban Economics, 21,423-451.

120 )



[39] Wheeler D. and A. Mody (1992}, "International investment location decisions: the case of
U.S. firms”, Journal of International Economics, 33, 57-76.

121 *



