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Introduction

With the increasing number of Global Navigation Satellite System (GNSS)
applications, the knowledge of the elements that affect their radio signals
has become an important field of study. One of the most important effects
is the one caused by the ionized layer of the atmosphere, the ionosphere,
which causes a delay in the electromagnetic signals that journey through it,
in particular to the GNSS signals. In fact, the knowledge of the state of
the ionosphere is a key point in the development of navigation applications
based on GNSS. Moreover, the ionosphere monitoring is important for the
long-haul communications based on ionospheric reflections and, obviously, it
is important by itself in order to provide with a deeper comprehension of the
characteristics of this plasma and the phenomena that take place in it.

In the recent years, satellite signals, in particular those from the Global
Positioning System (GPS, the American GNSS system), have become an im-
portant source to study the ionosphere. In this context, tomographic tech-
niques similar to the ones used in medical sciences have been implemented
in this field, leading to ionospheric tomography techniques, which have been
the object of intense research.

This is the framework in which this doctoral thesis is included. Using
GPS data as the main source of information, several techniques related to
obtain a three dimensional description of ionosphere are studied.

Research objectives

The objectives of this doctoral thesis can be summarized in the main idea
of obtaining a 3 dimensional description of the ionospheric electron density.
Two different ways to achieve this goal are considered:

e The use of ionospheric data gathered by instruments placed in the earth
surface only. If satellite data gathered by ground receivers are used
alone, it appears the problem of correlations between vertical layers.
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To overcome this drawback, a combination of GPS ground data with
additional ionospheric data is proposed.

e Improvement of Abel inversion, which is a simple technique that allows
to obtain vertical profiles of electron density from GPS observables.
The second point of this thesis deals with the use of GPS data only
(from ground and satellite receivers) in order to modify the classical
Abel approach, which assumes that the electron density depends only
on height (spherical symmetry assumption) and can lead to an impor-
tant mismodelling. The main idea of this modification is the inclusion
of horizontal gradients of electron density in order to obtain an im-
provement on the classical implementation.

Methodology

The methodology used in this work consists basically in the development of
software applications (written in C, Fortran, Unix c-shell and gawk scripts)
aimed at processing different types of ionospheric data. The processed data
sets consist on data from ionosonde, ground and LEO GPS receivers. The
programs involved in this research work are:

1. A tomographic software previously developed in the gAGE/UPC group.
Modifications have been applied in order to include data from ionosonde
measurements.

2. A software implementation of the improved Abel inversion. Additional
scripts have been written to automate the data gathering and process-
ing of radio occultations as well as scripts for posterior comparisons
with external data (i.e. ionosonde).

Thesis structure

This thesis consists of 6 chapters, and it is divided in two parts. The first part
describes the background for the research work and contains the following
chapters:

e Chapter 1, The ionosphere and its monitoring. Contains a basic de-
scription of the ionosphere.

e Chapter 2, The Global Positioning System. Introduces the fundamental
concepts of the main tool used in this work to sound the ionosphere:
GPS.
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e Chapter 3, lonospheric tomography. Describes the state-of-the-art of
the most common techniques used nowadays to obtain a tomographic
description of the ionosphere using satellite data.

e Chapter 4, Abel inversion. Briefly describes the Abel transform tech-
nique used to process GPS data gathered by satellites at low orbits
(Low Earth Orbiters or LEO). This technique allows providing with
high resolutions vertical profiles of ionospheric electron density (as well
as other parameters related to neutral atmosphere).

The second part contains the research work developed in this framework
and the results obtained:

e Chapter 5, Combining ionosonde and ground GPS data. Describes how
the use of two types of ground data (from GPS receivers and ionosonde)
can provide with a vertical description of ionospheric electron content
using a data driven model.

e Chapter 6, Improvement of Abel inversion using VTEC data. Describes
a modification in the Classical Abel inversion scheme based on the
inclusion of VTEC data and the estimation of the electron content
above the LEO. Results are compared with the classical approach.

The thesis work ends with the Conclusions and guidelines for future re-
search that contains the key points reached with this research work. It tries
as well to establish a link for future guidelines based on the results obtained
in this doctorate thesis.



Introduction




Part 1

Background on Ionospheric
sounding






Chapter 1

The ionosphere and its monitoring

1.1 Structure of the ionosphere

The Earth atmosphere is divided in several layers, one of these being the
plasma called ionosphere, which is generally accepted that begins at 60km
approximately from the Earth surface, after the neutral atmosphere layer,
and ends with the start of the plasmasphere at around 1000km.

The origin of the ionosphere is the ionization of several molecular species,
being the most important the atomic oxygen (O, ionized to O%), due to the
ultraviolet (UV) and X radiation emitted by the Sun. Since the absorption
of this UV radiation increases with decreasing altitude and the density of
neutral atmosphere molecules increases towards the Earth surface, a maxi-
mum of absorption takes place, generating a maximum of ionization typically
placed between 200 and 400km height. Considering that the overall charge of
the ionosphere is 0 and since the ionization of the oxygen generates a single
electron, the number of electron can be considered approximately equal to
the ions. Therefore a maximum in the electron density takes place as well.

The ionosphere is generally considered to be divided in several stratified
layers (see Figure 1.1), so a distinction on the source of ionization is made.
From lowest to highest, the distribution is:

e D layer, from 60 to 90km, is generated basically by the hard X-radiation
of the Sun.

e E layer, from 90km to 130km, is generated by soft X-radiation. This
layer is present basically by day and decreases by night. Its shape can
be only a simple inflexion in the profile, but a valley usually appears,
thus marking a local maximum. An additional feature of this layer is
the appearance of the so called Sporadic E-layer (or F; layer), a thin
layer that sometimes shows large enhancements of electron density.

e | layer is the predominant layer in an electron density profile and
contains the bulk of electron densities. This layer is sub-divided in
two:
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Figure 1.1: Typical day /night profiles of ionospheric electron density. E,D,F1
and F2 layers are indicated as well as the maximum of electron densities
(Nm) and respective heights (hm). These profiles have been simulated with
IRI model for a mid-latitude region (Barcelona, 2°E 41.33°N), the epoch
corresponds to winter season.

— F1 layer, from 130km to 210km, which is present only during
daytime and can be distinguished as an inflexion in the profile.

— F2 layer, from 210km to 1000km which contains the maximum of
the electron density profile.

The Electron density maximum (NmF2) marks the border between the
Bottomside (lower part of the ionosphere) and the Topside (higher part of
the ionosphere).

The electron density above 1000km is mixed up in the plasmasphere,
where the majority of ions correspond to H*, therefore it is also known as
protonosphere.

Chapman profile

To describe the distribution in height of the electron density, the Chapman
function can be derived starting from the hydrostatic equilibrium assump-
tion of a mass element placed at height A with respect to the earth surface.
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Considering that this mass element has a density of particles n and mass
m, the hydrostatic law can be derived from the force equilibrium between
pressure p and gravity force (being g the gravity constant):

dp=—nm g dh (1.1)

Assuming that the atmosphere is an ideal gas, which is a very good ap-
proximation for lower parts of the atmosphere ([Brekke, 1997]), the ideal gas
expression (p = nkT, with k the Boltzmann constant and 7' temperature) is
considered in order to modify the previous equation so it becomes:

dp dh
I 1.2
2 - -G (12)
where H is the scale height and it is defined as:
kT
= (1.3)
mg

where m is the mean molecular mass and g the Earth gravity constant.
Integrating the differential equation of equation 1.2, an expression of pressure
is obtained. Moreover, since the pressure and density are proportional, a
similar relation with the densities can be obtained:

h
p=pse H nxXxp = n=nge

=

(1.4)

where the s subscript denotes the value at the sea level.

The next step is to link the density of molecules with the radiation coming
from the Sun (/). Let us name I(\, k) the intensity of photon radiation
at wavelength A\ and height h. Assuming a monochromatic beam of solar
radiation, I(A,h) becomes I(h). If this radiation travels the distance ds
through an atmospheric slab with an inclination of y with respect to the
zenith (for which x=0), it will be reduced due to absorption (among other
factors) by a quantity dI, which is expressed as:

dl = —nolds (1.5)

where the density of particles (n) is assumed to correspond to a single
species and o is the cross-section for ionizing the neutral particles. The
wavelength dependency of ¢ is not considered since a monochromatic beam
is assumed. If the radiation falls in towards the atmosphere by an angle x ,
the slant distance differential ds is related to height differential dh by:

dh

ds = —
ST s ()

= —dhsec(x) (1.6)
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therefore the differential equation 1.5 becomes:

dl
T =no sec (x) dh (1.7)

the expression of radiation intensity can be obtained using the expression
of particle density of equation 1.4 and integrating the previous differential
equation:

=

I = ]OO =0 Ms H sec(x) e

(1.8)

Since not all energy goes into ionization, the absorption will be modified
by the ionization efficiency 7, which denotes the number of (photo)electrons

produced per photon absorbed. At this point, the ionization rate ¢ can be
defined as:

Tl

_n
g=nnol=nnse # g l,e?m T sch)e (1.9)

As the altitude decreases, the intensity of radiation decreases and the
mass density increases thus defining a maximum in the ionization rate that
can be found solving dq/dh = 0. Therefore looking for the maximum of
expression 1.9, the maximum of ionization rate (g,,) and the height for this
maximum (h,,) are found:

e L0 L (1.10)
= "He sec (x) I Sec (x) '
hpm =H In(o ns H sec(x)) = hmo+ H In(sec(x)) (1.11)

where ¢, 0 and h,, ¢ are the peak of ionization rate and the height where
it takes place when the beam penetrates the ionosphere with y = 0 (zenith
direction). Arranging expression 1.9, the Chapman layer formula is obtained:

h—hpm 0 h=hm,0

q(h,X) = qmo €'~ 7 el e (1.12)

Once the ion production rate is obtained, it is possible to link this quantity
to the electron density. This relationship depends on the recombinations of
the electrons with the molecular and atomic ions present in each layer. In
the lower part of the ionosphere (i.e. in the E and F1 layers), the reactions
are fast and the rate of the recombination of electrons depends quadratically
on the electron density, that is, depends on the number of interactions per
volume unit between the particles with different charge:

dN,
dt

=q—a N? (1.13)
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where « is the mean dissociative recombination coefficient for the molecu-
lar ions. Assuming photochemical equilibrium (i.e. dN./dt ~ 0), it is possible
to obtain the expression for the electron density profile called a-Chapman
layer:

h—h

h*hm, _ m,0
No(h, x) = N ex(mtmseet 770 (1.14)

where N.g = (gmo/a)'/?. Assuming a reference height (h,,0) of 300km
and a scale height (H) of 75km, the electron density profiles assuming N, o =
10™electron/m? and different values for x are in the upper panel of Figure
1.2.

a-Chapman profiles
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x=89"
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O 1 1 1 1
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Electron density [eIectron/mS]

le+12

Figure 1.2: Set of different a-Chapman profiles corresponding to several
values of x (angle of the solar beam with respect to the zenith). The reference
height is 300km, the scale height is 75km and the N, is 10

1.2 Variability of Ionosphere

Since the Sun is the main source of ionization of the ionosphere, any variation
of the solar radiation or the relative geometry with respect to the Earth
produce large dynamics in the electron content either in time and space.
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e Diurnal variation. Due to the Earth rotation, the relative position of
the Sun and Earth changes with time, following a daily cycle. This
implies that the amount of ionization will be consequently dependent
on this cycle.

e Latitudinal vartation. The ionosphere shows certain behavior that are
latitudinal dependent. In low latitudes, near the geomagnetic equa-
tor, the occurrence of the Appleton-Hartree anomalies (also known as
Equatorial anomalies) take place. These anomalies are characterized
as a depletion of electron density in the geomagnetic equator and large
enhancements in the vicinity of £20°. This phenomena is caused by the
“fountain effect”: the presence of an eastward electric field in the geo-
magnetic equator causes an upward plasma drift, which rises until the
pressure and gravity force are high enough and the plasma come back
sideways through the magnetic field lines to higher latitudes (tropical
ionosphere). In mid-latitudes the variations are lower, but the high lat-
itudes, specially the regions comprised between 60° and 70° (i.e. auro-
ral regions) are characterized by short-term variations more important
than the lower latitudes. In the auroral regions, an interaction be-
tween the geomagnetic lines and the solar particle precipitation takes
place. When the geomagnetic field is connected with the southward
interplanetary magnetic field, geomagnetic storms are generated after
solar ejection events (Coronal Mass Ejection or CME). In the polar
caps the variation of the zenith angle of the Sun is much more smaller
than other regions, therefore the variations in the electron densities are
consequently smaller, although still detectable.

e Solar cycle variation. Several measurements of the sunspot number,
which is an indicator of the solar activity, show that there is a main
periodicity of 11 years (see Figure 1.3 for the sunspot number evolution
since year 1995). This periodicity can also be detected studying the
variability of the electron density.

Irregularities in the Ionosphere

Besides the expected variations of the electron density mentioned above,
there are other unpredictable phenomena related to the Sun activity that
depart from the usual state of the ionosphere. An important case are the
geomagnetic storms, which are generated by a coupling of the solar wind and
the Earth’s magnetic field. This type of storms last from hours to several days
and does not necessarily take place at a global scale. The typical geomagnetic
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Figure 1.3: Sunspot Number from 1995 to 2003. The Sunspot number is an
indicator of the solar activity. Note that the last maximum was bimodal with
maximums placed at mid 2000 and beginning of 2002. The plot includes the
daily measurements of the Sunspot number as well as the smoothed monthly
median.

storm starts with an abrupt change followed by a recovery period that can
last days. Several geomagnetic indices (for instance the K, A, and Dst
parameters) allow to monitor the virulence and evolution of a geomagnetic
storm (see Figure 1.4 and [Davies, 1990]).

Another type of irregularities are the Traveling Ionospheric Disturbances
(TID). These are wave-like irregularities related to perturbations of the neu-
tral atmosphere, and can be classified according to its horizontal wavelengths
(from 100km to 1000km), speeds (between 50ms~! and 1000ms~!) and pe-
riods (from minutes to hours).

1.3 Ionosphere and electromagnetic signals

The presence of the ionosphere cause an effect on the electromagnetic signals
that travel through it. Its effect will basically depend on the ionospheric free
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Figure 1.4: This plot show the Dst, A, and K, geomagnetic indices corre-
sponding to a geomagnetic storm that took place in the beginning of April
2000. K, values above 6 indicate that this is a severe storm. It can be
clearly seen the abrupt beginning of the ionosphere (initial positive phase),
the main negative phase and the recovery phase that last days, until normal
ionospheric conditions are reached again.

electron density due to its most efficient interaction with electromagnetic
signal (caused by the fact that the electron has a very high ratio charge to
mass). Another important feature of the effect of the ionosphere on radio
signals is that this effect depends as well on the frequency of the signal that
traverses it (i.e. the ionosphere is a dispersive medium). This effect modifies
the traveling speed of the signals with respect to the light speed, due to
the presence of a refractive index different from 1. Depending whether one
considers the group (where the information is carried) or the phase of the
signal, this refractive index will be different. The following expression relates
them both [Davies, 1990]:

dn
Ngr = Nipp + Tfh (1.15)

According to [Seeber, 1992] the phase refractive index can be approxi-
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mated with a series expansion truncated after the quadratic term, therefore:
Co
1

Substituting expression 1.16 into relationship 1.15, the group refractive
index is also obtained:

npn =1+ (1.16)

C2
1

The constant ¢y is a value that depends on the electron density and is
defined in [Seeber, 1992] as:

(1.17)

Ng, =1 —

co=k-N, wherek=—403m" 52 (1.18)

On the other hand the range between an emitter (Tx) and a receiver (Rx)
is expressed as:

Rz (] Rz
5= c/ — = nds (1.19)
Tz U Tz
Assuming n=1, the straight line path is obtained instead:
Rz
So = dSo (120)
Tx

The ionospheric delay is defined then as the difference between the mea-
sured range s and the geometric range sg:

Rx Rx
I=5—s5)= nds — dso (1.21)
Tx Tx

According to the definition of n, two different values of ionospheric re-
fraction will be obtained, one for phase and the other for group. Simplifying
the expression by considering the integration along the geometrical path (sq)
instead of the actual path (s), ionospheric contributions become:

40.3 [BRz 40.3 (R
]97’0up = ? - Ne dS() ]phase = —? e Ne dSO (122)
Therefore, the ionospheric effect is equal in value for phase and group but

of opposite sign, that is an advance in phase and a delay in group.
At this point, the Slant Total Electron Content or STEC is defined as the

integral of the electron density along the signal path, that is:

Rz
STEC = | N, ds, (1.23)

Tx
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The STEC is expressed in units of TEC Units (TECU), where 1TECU
is defined as 106 electron contained in a cylinder of cross section of 1 m?
aligned with the ray path. Therefore the STEC quantities are in fact units
of electrons per area unit (i.e. electron/m?). If the STEC is in the vertical
direction, one will have the Vertical TEC (VTEC, or simply TEC) instead
of STEC.

1.4 lIonospheric data

1.4.1 TIonosonde

Since the early soundings of the ionosphere, ionosonde has been one of the
most important instruments to obtain accurate description of the electron
density distribution. This device relies in the fact that the signals under
20MHz are mainly reflected by the different layers of the ionosphere. The
operation of this instrument consists in the emission and reception of signals
from 0.1MHz to 30MHz in the vertical direction. Then, it measures for each
frequency the travel time that took the signal to go upwards and downwards
again due to the reflection of the ionosphere in the different layers.

The electron density present in the ionosphere defines the maximum fre-
quency for which the signals are no longer reflected. This relationship is
stated through the following expression:

2
2 e

fe
where e is the charge of the electron, m. the mass of an electron and ¢
the permittivity of free space. The electron density (N..) is expressed in
electrons per cubic meter and the critical frequency (f.) is in units of Hertz.
If the signal has a larger frequency than the critical frequency of the layer
(f.), it will not reflect the signal and therefore it will pass to a denser layer.
When the critical frequency of the F2 layer is reached (it corresponds to the
maximum of electron density or NmF2), signals with greater frequency will
not be reflected anymore and will travel to the outer space (therefore the
travel time measured by the ionosonde will be infinite).
With the travel time it is possible to obtain the apparent height of the
ionized layer (virtual height), defined as:

—  Npuw ~80.6- Nypuw 1.24
4m2e9m, ( )

cT
h = — 1.25

i (1.25)

where 7 is the travel time and ¢ is the speed of light. This height is

not real but virtual since the pulse is mainly affected by the ionized layers,
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instrumental delays and neutral atmosphere. The plots of virtual height
against frequency are called ionograms.

With the ionogram and the relation 1.24 it is possible to obtain the elec-
tron densities of the different layers from the critical frequencies measured by
the ionosondes, whose accuracy depends on various factors (see for instance
[Piggot and Rawer, 1978] or [World Data Center-A, 2003]): (1) Inherent ac-
curacy of the equipment, (2) accuracy of calibration method and (3) reading
accuracy in the reduction of ionograms. The levels of accuracy of the iono-
sonde measurement of critical frequencies used in this work thesis are better
than 5%.

One of the limitations of this instrument is that is not possible to obtain
direct measurements of neither the valley between the maximum of the E-
layer and the F-layer nor the topside ionosphere (i.e. measurements above
the peak of the F2 layer).

Moreover, although the value of the virtual heights offers an orientation
about the distribution in height of the ionospheric layers, it is desirable to
have the profile of electron density referred to real height or, at least, the
principal parameters such as the real height of the F2 layer peak (i.e. hmF2).

M(3000)F2 and hmF2

With the parameters provided by the ionosonde it is possible to apply straight-
forward expressions to obtain an estimation of the real height of the F2
layer peak using the M(3000)F2. This parameter is the maximum usable
frequency for transmissions up to 3000km divided by the foF2 frequency
(critical frequency of the F2 layer). In [Shimazaki, 1955] it was introduced a
semi-empirical relation to compute an estimation of the hmF2, expressed in
km, based on this parameter:

1490

TP 176 [km) (1.26)

hszShimazaki =

In fact, this value is an estimation of the hmF2 based on the assump-
tion that the profile of electron density follows a parabola, but the depar-
tures to this assumption cause an important mismodelling. Further works
([Bradley and Dudeney, 1973],[Bilitza et al., 1979] and [Dudeney, 1983]) de-
veloped more accurate estimations based not only on the M(3000)F2 param-
eter, but on the ratio between the critical frequencies at the F2 and E layers.
In particular, it is possible to obtain an estimation of the hmF2 with an ac-
curacy of 4% or 5% ([Dudeney, 1983]) for good quality ionograms using the
following expression:
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1490 - F
hF2 pudeney = 176 [k 1.27
M Sbudeney = 3 r(3000)F2 + AM [em] (1.27)
where
0.0196 - M (3000)F22 + 1
F = M(3000)F2 -
(8000) J 1.2967 - M(3000)F22 — 1
and
2
AM == fOF20—53 — 0012
of2 1215

being M(3000)F2, foF2 and foE the maximum usable frequency at 3000km
divided by the foF2 (thus is an adimensional quantity) and the critical fre-
quencies at the F2 and E layers (both expressed in MHz). Since the E layer
is basically a diurnal layer and is difficult to measure during night using
ionosonde, several authors apply conditions to this expression in order to
obtain reliable values for the hmF2 parameter (see [McNamara et al., 1987]
or [Rishbeth et al., 2000]). In particular, [Rishbeth et al., 2000] imposes two
conditions:

1. M(3000)F2 > 2.5
2. foF2/foE > 1.7

This condition diminishes the number of hmF2 values, specially during
night periods. It is generally accepted (see for instance [Zhang et al., 1999])
that the expected error in the hmF2 estimation using the Dudeney formula
is between 20 and 30km.

The strength of these expressions rely in their straightforwardness. There-
fore, since the number of ionosondes, and consequently the number of mea-
sured ionospheric parameters, has been increased during the last decades,
it is possible to obtain, with a certain degree of sparsity, a high amount
and world wide distributed values for hmF2. This allows performing studies
about the morphology and temporal trends of the hmF2 parameter (see for
instance [Rishbeth et al., 2000] or [Marin et al., 2001]).

True height profiles

The knowledge of the virtual heights is interesting for the applications that
use the ionosphere for long-haul communications. Nevertheless, for the de-
scription of the ionosphere, it is more than interesting to have the whole
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vertical profile of electron density referred to real heights rather than vir-
tual heights, at least up to the hmF2. This problem requires an inversion
of the raw ionogram given by the ionosonde by applying the true height
analysis. Tools such as POLAN ([Titheridge, 1998]) or the “u’fitting” tech-
nique ([Tsai et al., 2001]) are more complex approaches than the M(3000)F2
expressions, but allow to process ionogram data, expressed in function of vir-
tual height, to obtain vertical profiles of electron density expressed in function
of true height.

The true height analysis consist in the following process: The travel
time corresponding to the lowest layers is almost unaffected by the ioniza-
tion, therefore the deduced virtual height will be almost equal to the real
height. As the frequency increases, the electromagnetic pulses will penetrate
to denser layers, therefore the amount of ionization will be larger and the dif-
ferences between the real and virtual height will increase as well. To invert
from virtual to real height is necessary to reconstruct the ray in its travel
through the ionosphere. To correctly perform this reconstruction is neces-
sary to model (1) at which altitude the electron density becomes significant
(Starting position) and (2) the valleys between layers that the ionosondes
are unable to monitor (Valley approzimation). These approximations can be
performed, for instance, based on the geographical location of the ionosonde
and epoch of measurement. An example of true height analysis performed
with POLAN can be seen in Figure 1.5.

The POLAN method is considered to offer a high degree of accuracy in
the true-height profiles, despite their high computational load. Depending
on the quality of the ionograms it is generally accepted that the inaccuracies
of those methods can be up to 20km-30km. Regarding the inter-comparison
between the Dudeney formula and POLAN method, [McNamara et al., 1987]
reported a discrepancy of 10km-20km between these two techniques in the
estimation of the hmF2 parameter.

1.4.2 Ionospheric Models

Climatological models such as the International Reference Ionosphere (IRI)
become handy to test ionospheric sounding algorithms because they provide
with a controlled environment in which ionosphere is simulated. In this
simulated environment the own difficulties of real data scenarios are not
present. These problems are basically the sparsity of data and instrumental
delays.
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Figure 1.5: Example of electron density profile obtained with POLAN from
ionogram data. The plot corresponds to the measurement from the ionosonde
of El Arenosillo (Spain, 6.73°W 37.1°N) at 2002 November 1st. In order
to correctly invert the raw ionosonde data, two assumptions regarding the
starting height and the shape of the valley have to be made.

IRI

This climatological model comprises several height profiles for a group of
plasma parameters: plasma density, plasma temperatures of electrons and
ions and ion composition. The F2 plasma parameters are obtained from
a series of coefficients given by the CCIR while the hmF2 are obtained
using a method based on M(3000)F2 similar to the ones exposed before
([Bilitza et al., 1979]).

NeQuick

The NeQuick model (see [Hochegger et al., 2000]) is an empirical model of
the ionosphere that generates profiles of electron densities based on parame-
ters extracted from ionograms, that act as anchor points to the model. One
of the particularities of this model is that it does not rely on Chapman pro-
files to construct the topside ionosphere, but uses semi-Epstein functions to



1.4. lonospheric data 23

model it. In Figure 1.6 it is given an example of profile for the same epoch
and geographical coordinates for both the IRI and NeQuick model.

IRI and NeQuick profiles for El Arenosillo, 1995 October 18th, 13hLT
1000 — T T T

IRl ——
NeQuick -

800

600

Altitude [km]

400

200

O 1 1 1 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6

Electron density [1012 electron/ms]

Figure 1.6: IRI and NeQuick profiles. This particular case corresponds to a
profile of El Arenosillo ionosonde (Spain, 6.73°W 37.1°N) at the 13hLT of
October 18th 1995.

1.4.3 Global ionospheric maps of VTEC

Since summer 1998, the International GPS Service (IGS) began to officially
distribute, on a daily basis, Global Tonospheric Maps (GIM) of Vertical To-
tal Electron Content (VTEC) computed using GPS data gathered in ground
stations (see [Feltens and Schaer, 1998] and [Hernandez-Pajares et al., 1999
for the definition and for a description of global maps computed at UPC re-
spectively). Those maps are distributed with a latency of one week. As the
techniques improve and the computer capabilities increase, the IGS global
VTEC maps are now computed as well with latencies better than 24 hours
(rapid IGS ionospheric products, [Komjathy and Hernandez-Pajares, 2004]).
The spatial resolution of these distributed global maps in the IONEX stan-
dard format is 5° x 2.5% in longitude and latitude and 2 hours in time. An
example of GIM map is shown in Figure 1.7. It can be seen the variation
introduced by the Earth Rotation as well as the latitude dependence, spe-
cially the large enhancements of VIEC of the equatorial anomalies above
and under the geomagnetic equator.

One of the applications of the GIM maps is to provide to navigation users
with VTEC information. This type of data allows to correct the most part of
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Figure 1.7: These series corresponds to the Global Ionospheric Maps in
IONEX format computed and distributed by the Technical University of
Catalonia (UPC, Spain) for the day May 16th, 2000.

the ionospheric effect on the GNSS signal and to obtain better precisions in
positioning. The typical error of these maps (compared with external data,
in this case of VTEC measurement provided by the TOPEX satellite) is
of 15% approximately at northern mid-latitudes (see [Orus et al., 2002] and
[Orus et al., 2003]).

VTEC interpolation

To obtain the VTEC in a given position from the global map in the IONEX
grid, it is necessary to perform a spatial/temporal interpolation. It can
be performed between the nearest two rotated VI'EC maps as explained in
[Schaer et al., 1998]. This rotation is related with respect to the Z-axis by
an amount related to the time difference between the interpolation and map
epochs. Essentially it consists on an interpolation in local time instead of
longitude, which implies a minimization of the interpolation error due to the
variability in longitude. This is justified by the significant stationarity of the
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electron content with respect to a Sun fixed reference frame. Therefore, the
interpolated VT'EC follows the expression:

t—"1T;
mVTECi+1(>‘;+1a Cb)
(1.28)

where T; < t < T;y; and A, = A+ (¢t — T;), which is the rotation to
be applied to each map in order to obtain the rotated TEC maps. This
expression comes from considering equal local times: LT =T + A = LT =
T;+ N.. VTEC;(N, ¢) corresponds to the nearest rotated TEC map (i.e. the
map at epoch T;). The VTEC value for a given latitude and longitude within
a map corresponds to a distance weighting of the nearest 4 grid points (see
[Schaer et al., 1998]).

T, . —
i VTEC;(X,, ¢) +

1.4.4 Internet servers offering ionospheric data

Extensive ionospheric data can be found in the Internet web or FTP servers:

e SPIDR web server (http://spidr.ngdc.noaa.gov, [O’Loughlin, 1997]) of-
fers extensive data base of ionosonde parameters (critical frequencies,
virtual heights among others).

e World Data Center A server (http://www.wdc.rl.ac.uk), offers iono-
sonde parameters as well as POLAN inverted profiles.

e CDDISA FTP server (ftp://cddisa.gsfc.nasa.gov/pub/gps/products
/ionex) provides with an extensive data base of GIM maps in IONEX
format.

e Server of the IGS Ionosphere Working Group, with a summary of the
activities and related links, including those to download final and rapid
IGS global VTEC maps at http://gagel52.upc.es/~ionex3/igs_iono
/igs_iono.html.
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Chapter 2
The Global Positioning System

2.1 Fundamentals

In the last years, Global Navigation Satellite Systems (GNSS), in particular
the NAVigation Satellite Timing and Ranging Global Positioning System
(NAVSTAR GPS), have led to an increasing number of applications such as
precise navigation and timing, tropospheric and ionospheric sounding among
others.

The GPS system consists in a set of satellites continuously transmitting
a signal that is processed by the receiver. In order to obtain its coordinates,
the receiver needs at least 4 satellites to solve for the 3 coordinates plus its
own clock bias with respect to the GPS time scale.

Descriptions of GPS system can be found at [Wells, 1987], [Seeber, 1992],
[Hoffmann-Wellenhof et al., 1994] and [Parkinson and Spilker Jr., 1996].

Satellites

The GPS constellation is constituted by a network of 24 satellites orbiting at
20200km approximately with respect to the Earth surface. They are evenly
distributed within 6 orbital planes inclined 55° with respect to the Earth’s
equator and equally spaced at 60°. The orbital period is approximately 12
sidereal hours. This configuration guarantees a global 24 hours coverage
with a visibility of at least 4 satellites, which are the ones needed to solve
the position of a receiver.

Signal

The core of a GPS satellite is its high stable atomic clocks. These clocks
oscillate at 10.23MHz and are used to generate the GPS signals, in particular
the two L-Band carrier frequencies:

f1=154-10.23 MHz = 157542 M Hz
f2=120-10.23 MHz = 1227.60 M Hz

which correspond to approximate wavelengths of 19 cm (A1) and 24 cm
(A2). The GPS signal is constructed in such a way so that a Coarse Ac-
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quisition code (C/A) is modulated in the f; frequency, and a Precision (P)
code and a navigation message are modulated in both frequencies. With
this information, the receiver can compute its position. The codes are also
known as Pseudo Random Noise (PRN) codes and there are more codes than
potential number of satellites, so each code identifies the satellite.

The resulting transmitted signal corresponds to expression 2.1, whose
schematic interpretation is shown in Figure 2.1.

Saps(t) = A.-C(t)- D(t) - sin(27 f1 + ¢ )+
+A, - P(t)- D(t) - cos(2m f1 + dp1)+ (2.1)
+A, - P(t) - D(t) - sin(27 fo + ¢p2)

—>
154 f0-L1 ®

) N:
—{ CIA code (fo/10) j =
® <

— Navigation message

10.23MHz

|
Y

@ @ Adder @ Modulo 2 adder ® Mixer

Figure 2.1: Schematic view of GPS signal structure

In order to limit the precision for which the civilian users can obtain
its position, two modifications are applied to the GPS signal by the Unites
States Department of Defense:

1. Selective availability (SA) consists in manipulating the satellite clocks.
The ephemerides contained in the navigation message are also modi-
fied. The resulting effect is an increase of the positioning error from 10
meters to more than 100 meters approximately. From May 1st 2000,
the SA was disconnected.

2. Anti/Spoofing (AS) consists in the encryption of the precision P-code
(into the Y-code) so the unauthorized receivers are unable to use it,
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forcing these users to rely in the worse C/A code in f;, and in an
indirect and noisier estimate of a code in fs.

2.2 Observables

In order to obtain the GPS observables that will be used for processing, the
GPS receivers correlate (compare) the incoming signal with an own generated
copy. They basically measure the time or phase differences between both sig-
nals. If the differences are obtained from the PRN C/A or P codes (time
differences) one will obtain the Code Pseudorange. Otherwise, by obtaining
phase differences of the carrier frequency one will obtain Phase pseudorange.
Pseudoranges are “ranges” because are an estimation of the geometric dis-
tance between the satellite and the receiver (traveling time multiplied by the
light speed gives apparent distance), and are “pseudo” because this range is
not the actual geometric range since it is affected by a set of errors and de-
lays. The Code Pseudoranges (expressed in units of length) can be modeled
for both frequencies as:

Pl = pl + c(dt; — dt’) + I + T} +rel] + K1] + Mp, ; + &y , 22)
P2} = pj + c(dt; — dt?) + I} + T] +rel] + K2 + Mpy; + €py; '

Similarly, the Phase Pseudoranges, expressed in units of length as well,
can be modeled as:

LY = pl +c(dt; —dt/) — I} + T} + rel! + B + wry +ml,; + el
L2] = pl +c(dt; — d¥) — I} + T +rel] + B2l + wps + miy,; + ly,;
(2.3)

The constant c¢ is the speed of light in the vacuum and each pseudorange
contribution are summarized in Table 2.1.

The term Bn! in the phase pseudoranges is defined as Bn? = b;+b +AN7 |
thus including both instrumental delays and integer ambiguity term. Phase
processing consists basically in measuring the accumulated difference between
the incoming GPS signal and the receiver replica. Nevertheless it is not
possible to measure the number of cycles between the GPS satellite and the
receiver at the instance of first observation (this unknown quantity is the
integer ambiguity). As a consequence, when the receiver loses visibility with
the GPS satellite (for instance due to a building or vegetation) and re-locks
afterwards, the phase observable shows discontinuities known as cycle slips
(an example of cycle slips in GPS signal is given in Figure 2.2).
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Geometric distance ol ~ 20000km
GPS sat j < receiver ¢
Receiver clock offset dt; < 300km
Satellite clock offset dt’ < 300km
Ionospheric delay I 1 to 50m
Tropospheric delay Tij 1 to 20m
Relativistic effect rel! ~ 10m
Code Multipath effect M 0Om — 3m
Phase Multipath effect m Ocm — bem
Code Noise Ep ~ 3m(C/A)
~ 30cm(P)
Phase Noise €, ~ 3mm
Wind-up effect (only phase) w ~ 200cm
per antenna rotation

Table 2.1: Main contributions of Pseudoranges. The multipath errors are
difficult to quantificate since it highly depends on the environment. Addi-
tionally, the a priori broadcasted satellite position and clocks can cause an
extra error of 2 meters approximately.
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Figure 2.2: Cycle slips in GPS signal using Ionospheric combination of ob-
servables (defined later, it contains essentially the ionospheric delay and the
instrumental delays and the additional phase ambiguity term in the case of
LI). Note that the phase observable is reinitialized whenever a cycle slip or
new signal lock takes place. It can be seen as well that, although being am-
biguous, the phase observable is much more precise than the code observable.

The terms corresponding to clock bias (with respect to the GPS time
scale) offer large errors unless they are dealt with accordingly. In the case
of the receiver, since it usually uses a simple quartz clock used to generate
the replica of the GPS signal, a large clock bias with respect to the GPS
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time scale occurs. Therefore, at least 4 GPS satellites are needed to esti-
mate this bias, simultaneously to the 3D position coordinates. In the case of
the satellite, the satellite clock bias can be mostly corrected with the data
included in the navigation message (D(t)). For more details of each pseu-
dorange contribution can be found in [Hoffmann-Wellenhof et al., 1994] or
[Parkinson and Spilker Jr., 1996].

Using these basic observables, it is possible to linearly combine them:

e Free ionospheric combination (LC and PC): Taking into account that
the ionospheric delay depends on the square frequency, it is possible to
remove its effect by constructing this combination as follows:

_ PP _ [P La—f3Lo
This combination is basically used for navigation purposes in receivers
that are able to process both GPS frequencies.

e Narrow and Wide lane combinations (Pd and L respectively): The
wide lane combination is used for cycle-slips detection since it provides
with an effective long wavelength of A\s=86.2cm, which becomes very
useful for this purpose. The Léd and the corresponding combination for
the code are constructed as follows:

Py = it L§ = fli=frle (2.5)

e [onospheric (or geometric free) combination (LI and PI): It cancels all
terms that do not depend on frequency such as geometric range, tro-
posphere and so on, leaving the ionospheric contribution, instrumental
biases and wind-up among others. This combination is constructed as
follows:

PI=P,— P, LI =L, — L, (2.6)

In order to respect the sign convention, the order of the observables are
changed since the ionosphere causes a delay in the code and an advance
in the phase in the same absolute amount (see Section 1.3).

In ionospheric sounding the information given by the ionospheric (or ge-
ometric free) observable becomes essential, therefore the next section offers
a deeper insight to this combination and the effect of ionosphere to GPS
signals.



32 Chapter 2. The Global Positioning System

2.2.1 Ionosphere and GPS: L; and P,

As seen in Section 1.3, the STEC plays a key role in determining the delay
caused by the ionosphere to electromagnetic signals. From expressions 1.22
and 1.23, a relationship between these quantities can be established:

Lyroup = 5" - STEC Iphase = =735 - STEC (2.7)

being f the frequency, expressed in Hz, the STEC in electrons/m? and
the ionospheric delay I expressed in units of meters of ionospheric delay.

According to each pseudorange observable (Definitions 2.2 and 2.3) and
the definition of the ionospheric combination (Equation 2.6), P; and L; ob-
servables can be modeled as:

P :OJI-STEC—{—K[—FMPI—F&“FI
L] :Oé[‘STEC+/€]+)\1'N1—>\2'N2+mLI+'lULI+8LI >~ (28)
ZOéI'STEC—Fb[

where

403 403
~1.05 My — 10,5 L

2 f2 T 10 electron/m? TECU

oy = Qg — O =

(2.9)

and by contains the contribution of both the instrumental delays and
phase ambiguities. As done in [Blewitt, 1989], the terms due to noise, multi-
path and higher-order ionospheric terms (whose error is less than centimeter)
are not explicitly shown in the L; expression, since being the remaining terms
orders of magnitude larger.

Ionospheric delay will depend on the state of the ionosphere and its vari-
ability (see Section 1.2). The geometry of the ray (associated to the elevation
for which the GPS satellite is viewed by the receiver) plays an additional im-
portant role in the ionospheric combination amount. The left panel of Figure
2.3 illustrates that the observations with high elevations correspond to rays
that traverse less portion of ionosphere. Therefore the delay associated to
ionosphere will be consequently lower, compared with rays with lower eleva-
tion. This can be seen with the right panel of the same figure, in which the
Ly observable is lower for higher elevations.

This elevation dependency can be modeled in either 2D or 3D. In the
case of 3D, it can be used, for instance, a voxel description as done in
[Hernandez-Pajares et al., 1998]. In the case of a 2D approach, it is taken
advantage of the fact that the electron density is mainly concentrated in a
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Figure 2.3: (Left) The contribution of the ionosphere will strongly depend
on the elevation. As elevations decreases, the portion of ray traversing the
ionosphere increases, thus the ionospheric delay increases as well. (Right)
Example of dependency of ionospheric delay with elevation. This particular
example corresponds to the IGS station of Herstmonceaux (0.4°E 51°N) that
observed the GPS satellite PRN24 from 12hUT to 16.5hUT (same local time).

maximum between 200km and 500km (following the Chapman profile, see
Section 1.1). Therefore it is assumed that the ionosphere is a thin layer that
contains the electron density, and using a mapping function (m) it is possible
to obtain the geometry factor that allows to project from the vertical to a
slant direction (see Figure 2.4),

__ STEC __ 1 _
M= VTEC = cos (a)
_ 1 _ 1
m= \/l—sin2(a) N \/1_< REarth cos(E))Z
REarththm

Figure 2.4: The STEC observation seen by a GPS receiver can be transformed
to VTEC by means of a mapping function m that depends on the elevation
(E, being £ = 0 the horizon and E = 90° the zenith) and the height to
which the thin ionospheric layer is placed (h,,) over the Earth surface (with
radius Rggrn). Tx denotes the transmitter and Rx the receiver.

The value of h,, is usually comprised between 300km and 500km depend-
ing on the authors, nevertheless the choice of this height is only sensitive for
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low elevations, as it can be seen in Figure 2.5.
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Figure 2.5: Geometric mapping function against elevation. It is depicted 3
different examples, considering h,, equal to 300km, 350km and 400km, it can
be noted that the choice of h,, mainly affects to low elevations.

Note that for high elevations, the mapping function is close to 1. Recalling
the expression of the L; observable it can be seen that this makes it difficult
to distinguish between the ionospheric contribution and the instrumental
bias. This problem can be overcome using the phase instead of the code
and estimating the bias in the process. This bias can be decorrelated as a
consequence of the variation in the geometry (which causes a variation in the
mapping function).
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lonospheric tomography

3.1 Introduction
A possible definition of tomography is the one given by [Kak and Slaney, 1988]:

“Tomography refers to the cross-sectional imaging of an object from
either transmission or reflection data collected by illuminating the
object from many different directions.”

Tomography consists essentially in reconstructing an image (in this case
the 3D distribution of free electron) from its projections (in this case the
STEC), which are the integrals of the image in a given direction. The ap-
plications of this technique are extremely broad: from medical sciences to
the mapping of underground resources. lonospheric sounding using satel-
lite data has also taken advantage of this technique to reconstruct the state
of the ionosphere (by monitoring the distribution of its electron density).
The first work that introduced the concept of ionospheric tomography is
described in [Austen et al., 1988], although further improvements and stud-
ies were performed in following works by many authors (see for instance
[Raymund et al., 1990], [Yeh and Raymund, 1991], [Fremouw et al., 1992],
[Raymund et al., 1994], [Sutton and Na, 1996] and [Howe et al., 1998]).

3.1.1 Electron density and STEC

From the definition of tomography, and in an ionospheric context, the image
would correspond to the electron density (N.), and the projections or image
integral in a given direction would correspond to the STEC, which is the
integral of the electron density in the line-of-sight, as defined in expression
1.23.

The main idea inside the ionospheric tomography with satellite is that,
once the transmitter and receiver coordinates are known, it is possible to
derive the effect that the ionosphere cause to the electromagnetic signal in
its journey from the satellite to the earth receiver. As this effect depends
essentially on the STEC, as described in previous sections, the ionospheric
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tomography consists basically in the retrieval of the electron density from
the measurements of the satellite signal delay. A scheme of the geometry
involved in the ionospheric tomography can be viewed in Figure 3.1. As the
satellite journeys through its orbit, different receivers placed on the Earth
surface gather observations affected by the ionosphere (which contain in-
formation about the STEC). Since the satellites work with sufficiently high
frequencies, it is valid to assume that the ray bending due to ionosphere is
negligible at the heights from the F layer and upwards and, in fact, the sep-
aration between the ray path of L1 and L2 is less than units of kilometers
([Hajj and Romans, 1998] and [Schreiner et al., 1999]). Therefore it is pos-
sible to assume that the ray follows a straight line between the transmitter
(satellite) and the receiver. The observations of the different receivers are
jointly processed in order to obtain a tomographic description of the iono-
sphere.

’ T AL

Earth Surface

Figure 3.1: Scheme showing the geometry involved in a ionospheric tomogra-
phy context. The STEC associated to the straight line-of-sights are processed
in order to provide with the electron density in each box.

Before GPS was thought as a potential data source for ionospheric tomog-
raphy, a previous satellite navigation system was used instead, the TRAN-
SIT (or Navy Navigational Satellite System). The TRANSIT satellite system
consisted in a set of satellites with nominal orbit of 1100km that were contin-
uously transmitting at two frequencies 150MHz and 400MHz. Several works
have been developed using these satellites (see for instance [Leitinger, 1994]
or [Leitinger et al., 1997]) to test and implement the tomographic techniques
that would be used afterwards with the GPS system.

By the end of 1996 the TRANSIT program was terminated and the GPS
system substituted it. With GPS the possibilities of ionospheric tomogra-
phy increased to a great extent. The global coverage of the GPS satellite
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constellation converted this navigation system in a planetary scanner for 3D
ionospheric sounding. In the case of GPS, the STEC information can be
retrieved from the ionospheric combinations of phase and code (LI and PI
respectively), as explained in Section 2.2.1.

3.2 Techniques

The impossibility to have the measurements of STEC evenly distributed in
180° or 360°, as in medical sciences, makes it impossible to apply methods
based on Fourier transform that offer high resolutions ([Kak and Slaney, 1988]).
In the case of ionospheric tomography the use of finite series expansion is
considered instead. This technique, as explained in [Austen et al., 1988],
consists in decomposing the STEC integral (equation 1.23) with a set of N,
basis functions that model the electron density, that is:

Np
Ne(A\ ¢, h) = > x;-bj(N, ¢, h) (3.1)
j=1

where N, is the number of basis functions considered, A\ and ¢ are the
horizontal coordinates (for which A can be either local time or longitude)
and z; are the weighting coefficients to be applied at each basis function
(b;). Substituting this expression in equation 1.23, the STEC is expressed
as the line integral of the electron density through the ray path, and can be
approximated as:

Ry Mo
STEC; ~ > xj-bj(\, p,h) ds =
Ty j=1
(3.2)
- ij/ b;(\, &, h) ds i=1,..N,
j=1 7T

with N, the number of STEC observations (or ray paths). The integral
of the basis functions (B;;) can be expressed as:

Ry
B, = /T b;(\, &, 1) ds (3.3)

the different STEC observation become:

Ny

J=0
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or its equivalent in vector notation:

STEC =B-Z+¢ (3.5)

where STEC is the vector with the STEC observations, B is the design
matrix, & is the vector with the weighting coefficients and ¢ represents the
noise, mainly due to unmodelled phenomena, discretisation error and mea-
surement noise.

Therefore, a possible characterization of the tomographic techniques may
be based in the selection of the Basis functions, which will determine the val-
ues of the B matrix, and the mathematical algorithm to solve the weighting
coefficients vector Z.

3.2.1 Basis functions

The selection of the basis functions will determine how the model considers
the ionosphere and will determine not only the values of the design matrix
B, but the interpretation of the weighting coefficients. Due to the discrete
nature of computer tomography, the final display of the ionospheric estimates
(i.e reconstruction) will have to be expressed in pizels or vozels, depending
whether a 2D or 3D tomographic scheme is performed. Pixels are rectangular
elements that divide the ionosphere in a two dimensional grid. Analogously,
voxels are the corresponding elements in a three dimensional environment.

The most simple approach is to consider pixels/voxels as the basis func-
tions (afterwards reconstruction is immediate), nevertheless more complex
approaches that consider alternative basis functions do exist as well, in this
case the reconstruction is performed as a previous step to display the esti-
mates. In fact, [Sutton and Na, 1996] classify the tomographic techniques
in two broad classes related to the reconstruction technique: (1) techniques
using pixels or (2) alternative functions other than pixels.

Pixeled ionosphere

In this case the ionosphere is divided in pixels or voxels so the basis functions
would be defined as follows:

1 if cell illuminated by ray
0 otherwise

50 0h) = { (36)
A schematic view of this voxel based approach can be seen in Figure 3.2.
Assuming straight line approximation, those cells “illuminated” by the ray

will be associated to a basis functions equal to 1 and 0 otherwise.
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Figure 3.2: Scheme of ionosphere divided in voxels. The basis function (9)
equals 1 for the darker cubes (i.e. those “illuminated” by the ray) and 0
otherwise.

Therefore, assuming a three dimensional grid, expression 3.2 can be dis-
cretised and approximated by:

Ny N¢ N,

STEC ~ Z Z Z Tijk " Ahi,j,k . 5(2,], k’) (37)

i=0 j=0 k=0

where Ah; ; , are the lengths of the ray path at each “illuminated” cell and
Ny, Ny and N}, are the number of cells in the longitude, latitude and height
dimensions respectively. With this approach, the estimates (weighting coeffi-
cients, ¥) are directly the electron densities in each cell. Since the estimated
electron density is assumed to be constant within a cell, in a tomographic
context it is important to focus in the compromise of the cell size: on the
one hand it should be small enough in order to minimize the mismodelling
due to the variations within the cell with respect the estimated value. On
the other hand, it should be large enough so that the number of variables
to solve (one for each cell in the grid) is kept reasonable and each of these
cells are properly illuminated (by several rays with different orientation) to
ensure its resolubility. This size will depend on various factors, being the
most important the geomagnetic activity, solar cycle and latitude.

This modeling offers a direct and intuitively simple approach to recon-
struct the ionosphere.
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Empirical Orthogonal Functions (EOF)

An alternative way to describe the ionosphere is based on Empirical Orthogo-
nal Functions, introduced in [Fremouw et al., 1992] and further developed in
[Howe et al., 1998]. In this case the basis functions representing the electron
density are expressed as:

Ne(¢7 h) = NeU(h> + 5Ne(¢7 h) (38)

where N (h) is a background profile (with exclusive dependence on height
h) and dN¢(¢, h) is the perturbation (with both latitude ¢ and height h de-
pendency) with respect to Neo(h). While this background profile can be
extracted from the rich data base of ionospheric observation that exist nowa-
days, the perturbation is modeled using harmonic functions analogous to
Fourier series terms for the latitude and EOFs for the height variation (H(h)).
Thus, the perturbations are described with a set of coefficients (c;j; and s;i)
that multiply these EOFs. That is:

Np Ngor

ONe(o,h) =D > ek COSjQIiTgb + sk Sinj2£r¢]7—lk(h) (3.9)

j=0 k=0

where N, and Ngor are the number of harmonic terms and EOF functions
considered to model the ionosphere respectively. The fundamental wave-
length L is conservatively set to twice the latitudinal span of the region to
be considered.

Therefore, the estimates (weighting coefficients, Z) of the tomographic
method that uses this approach are not the electron density but the spectral
description of the perturbation with respect to the background profile in the
Fourier-EOF base of functions.

3.2.2 Mathematical algorithms

The other criteria to classify the tomographic approach is the type of math-
ematical algorithm used to obtain the estimates.

Back-substitution methods

Back-substitution methods are iterative procedures that consist in row action
techniques to solve systems of the form:

j=A-7 (3.10)
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The main feature of these techniques is the low memory requirements.
The first algorithm applied in ionospheric tomography was the Algebraic
Reconstruction Technique (ART) by [Austen et al., 1988]. The algorithm

starts with a first guess (7°), and with an iterative scheme, the 7**! vector
of estimates is computed as follows:
o
—k+1 _ =k yi — Ai - 77 op

it A
where 4; is the i" row of the design matrix A and the index i is set to
k module N,, being N, the number of STEC observations (ray paths). The
relaxation parameter is usually chosen to be 0 < )\, < 2 and equal to all
k iterations. The process is carried on until the norm between the actual
observation vector, ¥, and the vector A - Z¥*! is less than a threshold value,

7. A block diagram of this algorithm can be seen in Figure 3.3.
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Figure 3.3: Block diagram of ART iterative method

An alternative implementation of the ART algorithm is the Multiplica-
tive ART (or MART). In [Raymund et al., 1990], MART was introduced in
a ionospheric context. Its main feature is that belongs to a maximum en-
tropy algorithms, thus implying that MART minimizes the tendency towards
any particular solution. The basis is exactly the same than the ART algo-
rithm, the only difference is how the discrepancies between the estimates at
k" iteration (%) are propagated to the next one. In the MART case this

propagation is follows so that each element of 7%+
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. ArAij
o = x;(ﬂyf fk) ’ (3.12)

where the notation is the same as in Equation 3.11 and xf“ is the j**
element of vector Z*™! and A;; is the element of the matrix A placed in the
i row and j* column. In this case i = (k moduleN,) + 1. The exponent is
bounded so that 0 < A\zA4;; < 1.

Further variations of these algorithms may constitute others such as the
Simultaneous Iterative Reconstruction Technique (SIRT) or an hybrid be-
tween the SIRT and the above mentioned ART (also known as Simultaneous
ART or SART). Detailed description on these techniques may be found for
instance in [Kak and Slaney, 1988].

Kalman filter

When an over-determined system of linear equations to estimate (Equation
3.10) is assumed stationary in time, it is possible to apply direct pseudo-
inverse, the well known least mean square (LMS) approach. So the estimate
of the state () is as follows:

7= (ATA) AT . (3.13)

or the corresponding version when each observation has its own weight,
the weighted least mean square (WLMS):

7= (ATWA) 'ATW . 7 (3.14)

Where W is a diagonal matrix containing the weights of each equa-
tion/measurement.

Nevertheless, when the system of linear equations shows time-dependence,
the dynamics of this system must be taken into account. In this context, the
Kalman filter is defined as a recursive filter that estimates the state (&) of
a linear time-varying system of equations driven by noise. The observations
are built from a sequence of measurement () in the presence of noise.

This section will describe the basic concepts involved in Kalman fil-
tering since it is a key point in algorithms related to GPS data process-
ing, in particular navigation algorithms and ionospheric tomography. A
deeper insight of this algorithm and improvements on the classic approach
are left to the reader, who can find further information at [Bierman, 1977]
or [Welch and Bishop, 2003].

The basic equations that drive the Kalman filter are the following:
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Ty = Oy T + Wy
Go= AT+ 7 (3.15)

where Z; is the state of the system at epoch ¢, ® is the transition matrix
(relates the state at epoch ¢ to the state at the next epoch), 7 is the vector of
predicted measurements at epoch ¢, A is the measurement or design matrix
(relating the state to the measurement). The noise of the process and mea-
surement (w and v respectively) are considered Gaussian white incorrelated
noise, moreover they are independent to each other.

Basically, the Kalman filtering consists in a two-stage process, the pre-
diction and update. Both are linked with the Kalman gain. The prediction
stage accounts for the time variation of the state and is summarized, based
on the classical formulation, with the following expressions:

T = O
z€_+1 = (I)tPt(I)%F + Qt (3.16)
where P, is the covariance matrix at time ¢ and (@) is the matrix rep-
resenting the process noise. The matrix ®; is the transition matrix and
indicates how the process evolves in time. The Kalman gain (K) is defined
as:

Kii= P Al (AP Al +Re) ™! (3.17)

Where the matrix R represents the measurement noise. The update stage
corrects the estimation using the incoming measurements in such a way that:

Ty = T F K (= A @) (3.18)
P = (I-KiAy)Pryy

An schematic view of the Kalman filter using the classical formulation can
be seen in Figure 3.4. Note than expression 3.18 resembles to the one related
to the ART algorithm (expression 3.11). In fact, the expression of the ART
algorithm, taking Ay, = 1, is analogous to the “Scalar Filter” implementation
of the Kalman filter (see [Bierman, 1977]).

Kalman filter has proven to be a very useful estimator for time-varying
systems, in particular for navigation and ionospheric applications. Never-
theless it can not converge under certain conditions. The main reasons for
divergence of the filter are due to: (1) an incorrect a priori and/or unmod-
elled parameters, (2) nonlinearities and (3) computer roundoff. In particular,
extensive research has been made in order to avoid the problems derived from
the last issue applying more robust techniques (alternative Kalman mecha-
nizations tackling this topic can be found at [Bierman, 1977]). An additional
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Figure 3.4: Block diagram of Kalman filter. This approach corresponds to
the classical formulation.

point to take into account are the a prioris and weights chosen. The incorrect
choice of both can cause dramatic effects on the estimation results.

3.3 Limitations

Although the great potentiality of tomography, the inherent geometry in-
volved in the ionospheric case (i.e. it is not possible to have observations
in all angles), the location of the receivers used and the discrete nature of
data impose certain limitations pointed out in [Austen et al., 1988] and fur-
ther developed and formulated in [Yeh and Raymund, 1991]. The different
implementations described above try to diminish these limitations.

These limitations applied to ionospheric tomography with GPS can be
summarized in three issues: (1) lack of vertical resolution, (2) sparsity of
data and (3) computer load. The following subsections offer an overview to
these limitations and solutions proposed in different works.

3.3.1 Vertical resolution

Satellite ionospheric tomography using ground receivers presents the problem
of the vertical resolution. Although good estimates of VTEC can be achieved,
it is very difficult to distribute properly the electron content in the different
layers of the vertical. This is due to the fact that satellite STEC observations
gathered by ground receivers do contain vertical info but to a very limited
extent, being not enough to decompose the integral to obtain the different
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contributions of the electron density. In this context, several solutions are
devised.

A priori

A possible solution to the vertical resolution issue is the use of some kind of a
prioris that inform about the vertical distribution of the ionospheric electron
content. In the case of implementations with ART or MART, a first guess
is needed to start the iteration. Nevertheless, this first guess can greatly
determine the final solution if the number of observations is not enough.

An alternative implementation is using the EOFs approach. In this case
the vertical resolution can be as large as required since it consists in a set
of background profiles and perturbations built from the large information of
ionospheric structures that exists nowadays. Nevertheless the drawback of
these systems are similar to that of the ART and MART implementations. If
not enough observations are obtained, these models can determine to a great
extent the final solution. Moreover, the profiles and perturbations are built
from average profiles, this may cause that local features, events or ionospheric
irregularities may not be detected.

Summarizing, the problem of the a prioris relies in the relative importance
with respect to the observations ([Sutton and Na, 1996]). If there are a large
amount of a prioris or its relative weights are too large, the observations will
be discarded by the algorithm in order to fulfill this previous information.

Combining complementary data

An alternative way to built a data driven model that improves the vertical
resolution of the tomographic approach based on ground GPS receivers is
the combination of different data sources. An illustrative scheme based on
a naive example with voxels can be found in Figure 3.5, it illustrates that
the knowledge of the sum in the vertical (equivalent to STEC measurements
of ground receivers) is not enough to determine the content of each cell
(equivalent to electron density) unless alternative information is given. The
solution may rely in the use of an additional data in order to decorrelate
the different contributions in the vertical and decompose the STEC integral
in the electron densities. That is, to include data sources that provide with
horizontal information.

With the advent of recent LEO missions that carry a GPS receiver on-
board, a complementary data type to ground data is obtained. Its STEC
observations are associated to line-of-sights that cross the ionosphere hori-
zontally (see Figure 3.6), thus providing with an extra data type that allows
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ground GPS data ground and LEO GPS data
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Figure 3.5: This simple example shows how the use of complementary data
can help to obtain vertical resolution. If only vertical integrals are used
(analogous to the information gathered by ground GPS receiver, left panel),
it is not possible to decompose uniquely the integral in its parts. When
complementary information is added to the system, it is possible to solve the
system (right panel, which symbolizes the use of both GPS and LEO data).

to apply the idea of Figure 3.5.

The first works to develop simulated studies using combination of ground
and LEO GPS data are described in [Hajj et al., 1994] and [Howe et al., 1998],
showing promising results regarding the feasibility of this technique. With
[Hernandez-Pajares et al., 1998] actual data gathered from both ground and
LEO GPS receivers were jointly processed. The resulting estimates were
compared with ionospheric parameters gathered from ionosondes, showing
good agreement using real data.

In this context, several efforts are directed in what is known as data as-
similation. Data assimilation consists in considering as much ionospheric
information as possible (for instance ground and LEO GPS STEC retrievals,
ionosonde data and Incoherent Scatter Radar (ISR) soundings) and assimi-
late them into a physical model of the ionosphere.

3.3.2 Sparsity of data

Although the number of GPS receivers has been increased in recent years,
extensive networks of GPS stations such as the IGS one are unevenly dis-
tributed in the Earth globe. For instance, there are not receivers in oceans
and seas save the ones placed in islands. In any case, the density of receivers
of these areas and other continental regions such as Africa or Asia are much
more less when compared with Europe, United States or Australia. These
unevenly distributed GPS receivers cause that those regions with high den-
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GPS orhit

Figure 3.6: The lines-of-sight associated to LEO observations are mainly
horizontal, in contrast with those gathered by ground GPS data, which are
mainly vertical.

sity of GPS receiver can image properly the ionosphere, on the other hand,
those regions with lack of receivers generate areas where the ionosphere is
difficult to be monitored.

In order to solve for this problem, interpolation techniques become es-
sential. The interpolation scheme may be aided with the use of a model as
in the case of Global VIEC maps computed at the Technical University of
Catalonia (UPC), where an interpolation aided with the IRI model was used
to deal with this issue ([Hernandez-Pajares et al., 2002]).

3.3.3 Computational load

The number of variables involved in the resolution of the tomographic algo-
rithm is a critical problem, regardless the tomographic or data assimilation
technique used. In the case of Global VTEC maps (see Section 1.4.3), the
ionosphere is divided in a horizontal grid of 5° x 2.5¢ in longitude and latitude
respectively. This corresponds to a total number of 72 x 72 = 5184 variables.
If vertical resolution is required, this number has to be multiplied by the
desired number of vertical layers. Assuming a desired vertical resolution of
50km, 20 vertical layers are required to image the ionosphere up to 1000km.
Although this resolution is poor, the number of variables (N) increases to
103680, which is associated to huge design matrixes in the implementation.
For the given example, the memory space needed for each matrix, which
needs N? variables, is more than 85Gbyte.

The mathematical algorithms used to solve the estimates can be modified
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in order to reduce the process time. For instance in [Hajj et al., 2002] it is
introduced a method that performs ionospheric tomography at a global scale
with a band-limited implementation of the Kalman filter. This approach
follows the usual steps of the Kalman filter with a slight difference in the
treatment of the covariance matrices. For a given voxel only the neighboring
voxels within a correlation scale will be considered as voxels with non-zero
covariance. With this approach the number of operations involved in the
updating the covariance matrix are reduced, thus decreasing the process time.
Nevertheless, the number of variables to solve is still an issue to keep the
computational load relatively small. The following are possible alternatives
to this problem:

1. An immediate alternative is to focus on a specific area to image (for in-
stance a country or continent) instead of considering a global coverage.
This allows to reduce the number of variables in the longitude/latitude
plane so a better resolution in the vertical can be obtained.

2. If the horizontal (longitude/latitude plane) resolution is reduced, the
number of variables reduces as well, nevertheless, care must be taken
not to take large cells since it may cause that the variations within a
cell are masked by the estimated value of electron density of the voxel
(which is assumed to be constant in the whole cell).

3. Developing of alternative techniques that allow the reduction of the
number of voxels in the longitude/latitude dimension. In this context,
the Shape Functions (or Normalized Electron density functions), which
are defined in Chapter 6, show smaller geographical variability than
the Electron density functions. Therefore, a scheme based on these
functions may be implemented to overcome this limitation.

These solutions may be combined in order to reduce in a substantial way
the computer requirements to solve for the tomographic estimates.



