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R E S U M E N C ATA L À

Les galàxies més clarament visibles a ull nu en el cel nocturn són els
Núvols de Magalhães, les galàxies més grans al voltant de la Via Làctia
(MW). Per la seva proximitat, el Gran i el Petit Núvol de Magalhães
(LMC i SMC, respectivament) proporcionen als astrònoms una finestra
única sobre les complexitats dels sistemes galàctics, essent un cas
ideal per estudiar les interaccions galàctiques, l’evolució estel·lar i
els principis fonamentals que regeixen la formació i dinàmica de les
galàxies.

El LMC és tan peculiar que dona nom a un tipus de galàxia, les
espirals barrades magallàniques. Aquesta galàxia nana presenta un
disc sense bulb, amb un sol braç espiral i una barra estel·lar asimètrica
i descentrada. És una galàxia rica en gas caracteritzada per un disc
inclinat i deformat que es troba a uns 50 kpc de la nostra galàxia.
Durant molt de temps, s’ha considerat que el SMC és un satèl·lit del
LMC degut a la seva proximitat. Aquesta es troba a uns 62 kpc de la
MW i a una distància de 20-25 kpc del LMC. El SMC és una galàxia
nana irregular rica en gas.

El satèl·lit Gaia es va llançar el 19 de desembre de 2013 i es troba ac-
tualment en funcionament (a gener del 2024). Aquesta missió espacial
mesura amb precisió les posicions, moviments i distàncies (mitjançant
la seva paral·laxi) de les estrelles, observant-les repetidament al llarg
del temps. Gaia és l’empresa científica principal de l’Agència Espacial
Europea (ESA) per mapejar i estudiar les estrelles de la nostra galàxia.
Tot i això, Gaia recull llum de totes les fonts: asteroides, binàries no
resoltes, quàsars i altres fonts que entren al pla focal. Entre els objectes
que travessen el pla focal de Gaia, es troben les estrelles dels Núvols
de Magalhães. Aquestes galàxies estan prou a prop perquè Gaia sigui
capaç de resoldre individualment moltes de les seves estrelles.

Aquesta tesi es centra en l’anàlisi cinemàtica del disc del LMC.
Per fer-ho, vam aplicar una estratègia de selecció basada en xarxes
neuronals per distingir les estrelles del LMC del fons de la MW fent
servir la major part de la informació disponible de Gaia. Amb les
mostres netes del LMC, vam generar mapes i perfils de velocitat 3D
obtinguts a partir dels moviments propis i les velocitats en la línia de
visió de Gaia DR3. Aquesta va ser la primera vegada que es generava
un conjunt homogeni de dades (d’una galàxia que no és la MW) amb
informació de velocitats 3D, resultant en un catàleg de més de vint
mil estrelles. Vam fer servir aquests mapes cinemàtics per definir
noves restriccions sobre la corrotació i la velocitat de rotació de la
barra estel·lar del LMC. Seguint l’èxit del classificador LMC/MW,
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vam entrenar i usar una xarxa neuronal per separar també les estrelles
del SMC del fons de la MW.

No obstant això, l’estudi de la formació i evolució del sistema LMC-
SMC no es pot dur a terme únicament amb dades observacionals.
Les observacions només ens donen una imatge estàtica de tot el
procés, i per això la majoria dels investigadors les complementen amb
simulacions numèriques. En els darrers anys, aquests estudis s’han
centrat a intentar recrear la distribució de gas neutre i la posició i
propietats dels corrents fent servir simulacions hidrodinàmiques, i no
en la cinemàtica interna dels Núvols. En aquest context presentem
KRATOS, una suite d’accés lliure de 28 simulacions de tipus N-cossos
de galàxies semblants al LMC i a galàxies amb massa similar al SMC,
tant de manera aïllada com interaccionant. Amb aquests models és
possible estudiar la formació de subestructures en un disc semblant al
LMC després de la interacció amb un sistema de massa similar al SMC
i comparar-les amb les observacions (com ara els mapes cinemàtics i
la velocitat de rotació de la barra del LMC usant dades de Gaia DR3).
Aquest és el primer estudi d’una sèrie que es dedicarà a una anàlisi
més específica de la interacció LMC-SMC.

En conclusió, aquesta tesi proporciona a la comunitat científica un
catàleg que separa les estrelles del LMC i el SMC del fons estel·lar de la
MW. Amb aquestes mostres netes, hem aprofundit en el coneixement
de la cinemàtica interna del disc del LMC mitjançant mapes de cin-
emàtica 3D i l’anàlisi de la velocitat de rotació de la barra. Finalment,
hem començat a avaluar l’impacte del SMC en la subestructura del
disc del LMC mitjançant l’ús de les simulacions KRATOS, les quals
continuarem explotant i completant en treballs futurs.
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A B S T R A C T

The more clearly visible galaxies to the naked eye in the night sky
are the Magellanic Clouds, the biggest galaxies in the Milky Way
(MW) neighbourhood. Because they are so close, the Large and Small
Magellanic Cloud (LMC and SMC, respectively) provide astronomers
with a unique window into the complexities of galactic systems, which
make them the ideal case for studying galactic interactions, stellar
evolution, and the fundamental principles underlying the formation
and dynamics of galaxies.

The LMC is so peculiar that it gives name to a type of galaxy, the
Barred Magellanic Spirals. This galaxy is a dwarf bulgeless disc with a
single spiral arm, and an off-centred and asymmetric stellar bar. It lies
at a distance of around 50 kpc and is a gas-rich galaxy characterised
by an inclined disc, with a warp. The SMC has long been thought to
be a satellite of the LMC due to its proximity. It is at around 62 kpc
from the MW and 20-25 kpc away from the LMC. The SMC is a gas
rich dwarf irregular galaxy.

The Gaia satellite was launched on the 19th of December of 2013,
and it is currently operational (as of January 2024). The spacecraft
precisely measures the positions, movements and distances (through
their parallax) of stars by repeatedly observing them over time. Gaia
is the main scientific endeavour undertaken by the European Space
Agency (ESA) to map and study the stars in our Galaxy. However, Gaia
collects light from all sources: asteroids, unresolved binaries, quasars,
and other sources that enter the focal plane. Among the light sources
that cross the Gaia focal plane, we have the stars of the MCs. These
galaxies are close enough that Gaia is able to individually resolve
many of their stars.

This thesis is focused on the kinematic analysis of the LMC disc.
To do so, we applied a selection strategy based on neural networks
to distinguish the LMC stars from the MW foreground using most
of the available information from Gaia. With the LMC clean samples,
we generated 3D velocity maps and profiles of the LMC measured
using Gaia DR3 proper motions and line-of-sight velocities. It was the
first time that a homogeneous data set of a galaxy that is not the MW
is generated with 3D velocity information, resulting in an ensemble
containing more than 20 thousand stars. We used these kinematics
maps to provide novel constraints on the corotation and pattern speed
of the stellar bar of the LMC. Following the LMC/MW classifier’s
success, we trained and used a neural network to also separate the
SMC stars from the MW foreground.
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However, the study of the formation and evolution of the LMC-
SMC system cannot be fully carried out only by using observational
data. Observations give us only a static picture of the whole process,
and that is why most researchers complement them with numerical
simulations. In the last years, these studies have been focused on
trying to recreate the distribution of neutral gas and the position and
properties of the streams using hydrodynamical simulations, and not
the internal kinematics of the MCs. In this context, in this thesis we
present KRATOS, a comprehensive suite of 28 open access pure N-
body simulations of isolated and interacting LMC-like and SMC-mass
galaxies. With these models it is possible to study the formation of
substructures in an LMC-like disc after the interaction with an SMC-
mass system and to compare them with the observations (e.g. the
kinematic maps and the bar pattern speed of the LMC using Gaia DR3

data). This is the first study of a series of papers that will be dedicated
to a more specific analysis of the LMC-SMC interaction.

In conclusion, this thesis provides the scientific community with a
catalogue that disentangles LMC and SMC stars from foreground MW
stars. With these clean samples, we have deepened the knowledge of
the internal kinematics of the LMC disc through 3D kinematic maps
and the analysis of the bar pattern speed. Finally, we started assessing
the impact of the SMC on the LMC disc substructure through the use
of the KRATOS simulations, which we will continue updating and
exploiting in future works.
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1
I N T R O D U C T I O N

The more clearly visible galaxies to the naked eye in the night sky
are the Magellanic Clouds (MCs), the biggest galaxies in the Milky
Way (MW) neighbourhood. They can be observed from the southern
hemisphere, in the Dorado and Tucana constellations.

The MCs (see Fig. 1.1), named after the renowned Portuguese ex-
plorer Fernão de Magalhães who observed them on his expedition
in 1519–1522, offer an invaluable opportunity to study galaxies in
detail due to their proximity. Located at distances of approximately
160,000 and 200,000 light-years from the MW, the Large Magellanic
Cloud (LMC) and the Small Magellanic Cloud (SMC) provide as-
tronomers with an accessible window into the complexities of galactic
systems. Their close distance and the high abundance of observable
features in these galaxies make them ideal cases for studying galactic
interactions, stellar evolution, and the fundamental principles under-
lying the formation and dynamics of galaxies.

1.1 large magellanic cloud

At a distance of around 50 kpc (Pietrzyński et al. 2019), the LMC
represents the prototype Barred Magellanic Spiral, a type of galaxies
with unusual structural characteristics.

The LMC (see Fig. 1.1 left panel) is a dwarf, bulgeless spiral galaxy,
with an asymmetric stellar bar, many star forming regions and a promi-
nent spiral arm (e.g. Elmegreen and Elmegreen 1980; Gallagher and
Hunter 1984; Zaritsky 2004; Yozin and Bekki 2014; Gaia Collaboration
et al. 2021). The LMC is a gas-rich galaxy (e.g. Luks and Rohlfs 1992;
Kim et al. 1998) characterised by an inclined disc (e.g. van der Marel
and Cioni 2001; van der Marel 2001) with a warp (e.g. Olsen and Salyk
2002; Nikolaev et al. 2004; Ripepi et al. 2022).

The luminosity of the LMC is one-tenth of that the MW (e.g. Sparke
and Gallagher 2000), and its stars are concentrated on a flat disk tilted
at an inclination of around i ∼ 30◦ with respect to the line-of-sight,
though there remains a large uncertainty in the literature on what
the inclination angle is (e.g. Haschke et al. 2012; van der Marel and
Kallivayalil 2014; Gaia Collaboration et al. 2021; Ripepi et al. 2022).

The total mass of the LMC is currently estimated to be around
1.8 × 1011M� (e.g. Peñarrubia et al. 2016; Erkal et al. 2019), an order
of magnitude larger than in earlier estimations (e.g. Avner and King
1967; van der Marel and Kallivayalil 2014). The large mass of the
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Figure 1.1: The Large (left) and Small (right) Magellanic Cloud as viewed by
European Space Agency (ESA)’s Gaia satellite using information
from the mission’s Data Release 2 (DR2). Credit: ESA/Gaia/D-
PAC, CC BY-SA 3.0 IGO.

LMC naturally explains a variety of newly discovered independent
dynamical effects, which are discussed in Section 1.3.

The LMC line-of-sight velocity with respect to the Sun is ∼ 262.2 ±
3.4 km s−1, moving away from it. Regarding the LMC centre, there
is some ambiguity (e.g. van der Marel and Kallivayalil 2014; Gaia
Collaboration et al. 2021; Vasiliev 2023b, for a review). The rotational
centre of the LMC has been a matter of debate, most notably with the
photometric centre and the centre of rotation for the HI gas lying at
different positions. Due to perspective effects and internal motion in
the LMC, different centre locations lead to different values of mean
proper motions (e.g. Wan et al. 2020; Gaia Collaboration et al. 2021).
The LMC moves away from the MW with a galactocentric radial
velocity of about 70 km s−1, and with a tangential velocity of about
310 km s−1, which is significantly faster than the circular velocity at
that distance (e.g. Vasiliev 2023b). These values suggest that it recently
passed the pericentre of its orbit; however, the reconstruction of its
orbit further in the past depends on a number of variables (more in
Section 1.3).

1.2 small magellanic cloud

The SMC (see Fig. 1.1 right panel) has long been thought to be a
satellite of the LMC due to its close proximity. It is at around 62 kpc
from the MW (e.g. Cioni et al. 2000b; Hilditch et al. 2005; Graczyk
et al. 2014) and 20-25 kpc away from the LMC. Being only a few times
less luminous than the LMC, the SMC is a dwarf irregular galaxy
characterised by a gas rich (e.g. Rubio et al. 1993; Staveley-Smith et al.
1998), and low metallicity environment (e.g. Choudhury et al. 2018;
Grady et al. 2021). Red clump (RC) stars and other standard candles
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were used to reconstruct its 3D shape, and this revealed that it is fairly
extended along the line of sight (e.g. Subramanian and Subramaniam
2012; Ripepi et al. 2017).

The galaxy is characterised by a distorted shape with an elongated
bar-like structure along the North East–South West axis (e.g., de Vau-
couleurs and Freeman 1972; Subramanian and Subramaniam 2012;
Scowcroft et al. 2016; Jacyszyn-Dobrzeniecka et al. 2016; Ripepi et al.
2017) and an eastern Wing towards the Magellanic Bridge (e.g. Shapley
1940). The SMC has a complex morphology and dynamics as a result
of its high gravitational interaction with the LMC, with the gas behav-
ing differently from the star populations. Young stellar populations
follow the irregular and asymmetric distribution typical of the HI gas
(e.g. Zaritsky et al. 2000; Stanimirović et al. 2004; Di Teodoro et al.
2019) while older stellar populations depict an elliptical/spheroidal
distribution (e.g. Cioni et al. 2000a; Zaritsky et al. 2000; Rubele et al.
2015; El Youssoufi et al. 2019).

Given that it has lost a significant portion of its gas and the majority
of its dark matter (DM) halo (e.g., Bekki and Stanimirović 2009), it
is very likely that the SMC was once much more massive than it is
currently. Its estimated current mass is 1.9 × 1010M� (e.g. Pardy et al.
2018; Lucchini et al. 2020), thus it has little impact on the MW but a
noticeable effect on the LMC. As for the LMC, the current accepted
value for the SMC total mass is an order of magnitude larger than
previously though in the past (e.g. Stanimirović et al. 2004).

1.3 the magellanic clouds as an interacting system

The long-held belief that the MCs have been orbiting our Galaxy for a
significant number of orbits (e.g. Tremaine 1976; Murai and Fujimoto
1980; Lin and Lynden-Bell 1982; Gardiner et al. 1994) gradually gave
way to the now-accepted theory that their orbits were highly eccentric,
with apocentres well beyond 200 kpc and orbital periods exceeding
5 Gyr, or even unbound (e.g. Besla et al. 2007). The current preferred
scenario (proposed by Besla et al. 2007) is that the MCs are just after
the first approach of the MW, with no prior pericentre passages within
the previous 10 Gyr (although see Vasiliev 2023a). This conclusion is
largely supported by the high measured tangential velocity component
of the LMC (see Section 1.1), but it would also naturally account for
the current existence of the SMC and other more recently discovered
satellites of the LMC, which would have been stripped by the MW
tidal field if the MCs were in a much closer orbit to the Galaxy. Another
argument supporting this scenario is that up until a recent burst that
began about 3–4 Gyr ago (e.g. Harris and Zaritsky 2009; Meschin
et al. 2014; Hasselquist et al. 2021; Massana et al. 2022), the LMC’s
star formation rate had been unusually low. This burst may have
been caused by gas being compressed as it underwent a bow shock
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upon entering the MW’s gas corona, though interaction with the SMC
is another explanation. The argument against a previous pericentre
passage may be seen in the absence of evidence for an earlier episode
of increased star formation rate. Moreover, there is not a large-scale
stellar tidal stream like the one in the Sagittarius galaxy, which has
orbited the MW several times (e.g. Ibata et al. 1994; Gómez et al. 2012;
Antoja et al. 2020; Ramos et al. 2022). It is worth mentioning that very
recently Vasiliev (2023a) proposed an alternative scenario in which
the LMC is on its second passage around the MW, where the LMC’s
previous pericentre passage may have happened 5–10 Gyr ago at a
distance larger than 100 kpc, which would be large enough to preserve
its current population of satellites. In this second-passage model, the
distribution of LMC debris is much wider, but the perturbations of the
MW halo caused by the LMC appear to be almost identical to those in
the first-passage scenario.

We can observe in our surroundings some consequences of the
recent interaction of the MCs with the MW. The most well-known
manifestation of this interaction is the accumulation of stars behind the
moving object (the LMC) and the associated dynamical friction force
created by this density wake. The so-called Pisces plume, observed by
Belokurov et al. (2019) as an overdensity in the 3D distribution of RR
Lyrae stars and as a kinematical offset in the co-spatial population of
blue horizontal branch (BHB) stars, is an observational evidence for
such a wake created by the LMC and is qualitatively consistent with
the wake signatures predicted by Garavito-Camargo et al. (2019) from
N-body simulations. Again, any such wake would be blurred away
if the MCs had looped around our Galaxy twice or three times; the
fact that we can see it indicates that the dwarfs are making their initial
pass around the MW.

More recently, Conroy et al. (2021) selected a sample of 1,301 red
giant (RG) stars beyond 60 kpc using photometry of the optical and
infrared satellites Gaia from the ESA and Wide-field Infrared Survey
Explorer (WISE) from the National Aeronautics and Space Adminis-
tration (NASA), respectively. The overdensity of MW halo stars stood
out in two areas of the sky, one above and one below the galactic plane
(see Fig. 1.2). As explained above, the latter was previously observed
by Belokurov et al. (2019) and extends towards the LMC in the south.
The former was interpreted by the authors as an offset of the outer
halo creating an overdensity in the north, which they call it “collective
response”. However, even the heaviest-LMC model underestimated
the amplitude of the observed asymmetries by a factor of 2. Later
studies (Chandra et al. 2022) hypothesised that these asymmetries
could be caused by leftovers from an early massive merger of the MW.

Regarding the interaction between the MCs, the pair has been heav-
ily influenced by dynamical interactions of tidal and/or ram pressure
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Figure 1.2: Images of the MW disk and the LMC superimposed on a blue-
hued map of the MW halo. The light-blue blob below the galactic
plane is a region densely populated with MW halo stars that the
LMC provoked when passing through, the LMC’s wake. Credit:
NASA / ESA / JPL-Caltech / Conroy et. al. 2021.

nature. The requirement that the MCs form a bound pair imposes a
lower limit on their total mass of the order of 1011M� .

The two Clouds’ most recent near encounter took place between
150 and 200 Myr ago at a distance of less than 10 kpc, leading to the
formation of the Magellanic Bridge (see Fig. 1.3), a stellar structure
in the region between the two MCs. First, Hindman et al. (1963)
identified the Bridge of gas connecting the MCs in neutral hydrogen
emission. In earlier studies, Kerr et al. (1954) observed that the HI in
the MCs were shown to be more stretched than their stars, but the
hazy bridge connecting the two galaxies was not discovered. More
recently, Misawa et al. (2009) discovered that the metallicity of the
Bridge is similar to the current-day SMC’s metallicity rather than the
LMC’s. This discovery suggested that materials that were once in
the SMC were used to create the Bridge. Moreover, there is a stellar
population in the Bridge, which was first noticed by Irwin et al. (1985),
and has been studied using both simulations (e.g. Besla et al. 2012;
Diaz and Bekki 2012) and observations (e.g. Irwin et al. 1985, 1990;
Demers and Irwin 1991; Yoshizawa and Noguchi 2003; Harris 2007;
Kallivayalil et al. 2013; Bagheri et al. 2013; Noël et al. 2013; Skowron
et al. 2014; Carrera et al. 2017; Zivick et al. 2019; Schmidt et al. 2020;
Gaia Collaboration et al. 2021).

The second close-in-time encounter between the MCs occurred ∼2

Gyr ago leading to the formation of the Magellanic Stream (see Fig.
1.4), a massive network of gaseous filaments trailing behind the Clouds
(e.g. Bajaja et al. 1985; Putman 2000; Putman et al. 2003; Nidever et al.
2008; D’Onghia and Fox 2016; Lucchini et al. 2021). The Stream was
discovered by Mathewson et al. (1974) characterising the HI 21 cm
emission and the length of the known Stream has grown with time
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Figure 1.3: The Large (left) and Small (right) Magellanic Cloud as viewed
by ESA’s Gaia satellite. Colour coded by the different stellar pop-
ulations being the bluer (redder) the younger (older) stars. On
the left part of the SMC we can observe the Magellanic Bridge
(in blue), a structure joining the MCs that formed as a result of
tidal forces that stripped gas and stars from the SMC towards the
LMC. Credit: ESA/Gaia/DPAC, CC BY-SA 3.0 IGO.

as more diffuse gas clouds have been discovered (e.g. Nidever et al.
2010). In contrast to the Magellanic Bridge, a stellar population has
not been found in the Stream (e.g. Recillas-Cruz 1982; Brueck and
Hawkins 1983; Guhathakurta and Reitzel 1998).

1.4 ground-based surveys dedicated to the clouds

As mentioned above, the observation of the MCs is exclusive to the
Southern Hemisphere. Thus, most observational endeavours aimed at
studying these galaxies are conducted from strategic points in South
America, with Chile serving as a primary hub for these scientific
explorations.

Back in the past, surveys like the Magellanic Clouds Photometric
Survey (MCPS) led by Zaritsky et al. (1997) and conducted at La Silla
Observatory, and spectroscopic investigations undertaken by the Mag-
ellanic Cloud Emission Line Survey (MCELS) led by Smith et al. (2005)
and conducted at Cerro Tololo Inter-American Observatory, signifi-
cantly contributed to our understanding of these galaxies. By the end
of the 1990s, the MCPS survey performed a UBVI photometric survey
of over one million stars. Years later, the MCELS survey studied the
bright emission of hydrogen, sulphur and oxygen from the interstellar
gas of these two galaxies to study the properties, kinematics, and
dynamics of the interstellar medium.

At present, institutions such as the European Southern Observa-
tory (ESO), perched atop the arid plateaus of the Atacama Desert, have
housed telescopes and instruments pivotal in conducting comprehen-
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Figure 1.4: The Magellanic Stream (pink) displayed in Galactic coordinates
using an all-sky Hammer-Aitoff projection centred on the Galactic
Centre. Credit: Nidever et al. 2010, NRAO/AUI/NSF, Mellinger
2009, Leiden-Argentine-Bonn Survey, Parkes Observatory, Wester-
bork Observatory, Arecibo Observatory.

Figure 1.5: The Magellanic Clouds seen above the Auxiliary Telescopes of
ESO’s Very Large Telescope (VLT) in Paranal, Chile. Credit: J. C.
Muñoz/ESO.
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sive surveys of the MCs (see Fig. 1.5). Specifically, in the 4-m Visible
and Infrared Survey Telescope for Astronomy (VISTA) telescope, the
VISTA Magellanic Survey YJKs Catalogue (VMC) aimed the MCs as
a benchmark for the study of stellar populations and galaxy interac-
tions (Cioni et al. 2011). Among the notable achievements of the VMC
collaboration is the determination of proper motions (e.g., Cioni et al.
2016; Niederhofer et al. 2022; Schmidt et al. 2022) using ground-based
telescopes to study considerably larger samples of stars surpassing
the targets specifically aimed (at that time) by space telescopes. It is
also remarkable the discovery and characterisation of many variable
stars within the MCs (e.g. Ripepi et al. 2012, 2014, 2015, 2016). These
studies allowed to investigate the internal kinematics of galaxies as a
function of stellar population age and to relate their geometry to their
dynamical history (e.g. Cioni et al. 2016; Mazzi et al. 2021; Tatton et al.
2021; Schmidt et al. 2022).

The Survey of the Magellanic Stellar History (SMASH) stands as a
pioneering effort aimed at unravelling the intricate stellar history and
evolution of the MCs (Nidever et al. 2017). Conducted primarily using
the Dark Energy Camera (DECam) mounted on the Blanco 4-meter
telescope at Cerro Tololo Inter-American Observatory in Chile, the
multi-band photometry of the SMASH survey provides an unprece-
dented panoramic view, enabling the detection and characterisation
of a diverse array of stellar populations. By meticulously charting the
stellar content and distribution across the MCs, the SMASH survey
has significantly contributed to the understanding of their formation,
interactions, and evolution, shedding light on their complex dynamical
histories (e.g. Choi et al. 2018a,b; Massana et al. 2022).

Looking at the future, the 4-meter Multi-Object Spectroscopic Tele-
scope (4MOST) represents a cutting-edge instrument poised to rev-
olutionise our comprehension of the MCs in the upcoming era of
astronomical research (de Jong et al. 2019). Equipped with a state-of-
the-art spectrograph and located at the ESO’s Paranal Observatory
in Chile, 4MOST is set to undertake a comprehensive spectroscopic
survey of millions of celestial objects, including stars within the MCs.
This ambitious endeavour aims to unravel the chemical compositions,
kinematics (i.e. line-of-sight velocities, Vlos), and stellar populations
across these galaxies with unprecedented precision.

Nevertheless, the limitations inherent in ground-based observations,
such as atmospheric interference and observational constraints from
Earth’s surface, beckon us towards the next frontier: space missions
dedicated to studying the MCs. With Hubble Space Telescope (HST)
playing a key role in determining accurate proper motions within
these galaxies (e.g. Kallivayalil et al. 2013), the launch of Gaia in 2013

signalled the beginning of a new chapter in the dynamics studies of
these nearby galaxies.
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Figure 1.6: Artist’s impression of Gaia mapping the stars of the MW. Copy-
right: ESA/ATG medialab; background: ESO/S. Brunier.

1.5 gaia mission

The Gaia mission (see Fig. 1.6) is a scientific endeavour undertaken by
the ESA to map and study the stars in our Galaxy, the MW. The mis-
sion’s primary goal is to create the most precise and detailed 3D map
of our Galaxy ever made. It has catalogued and determined astromet-
ric and photometric data of more than one billion stars, representing
around 1% of the total stars of our own Galaxy.

The Gaia satellite was launched on the 19th of December of 2013,
and it is currently operational (at date 12 January 2024). By repeatedly
observing the stars over time, the spacecraft precisely measures their
positions, movements and distances (throughout their parallax, e.g.
Gaia Collaboration et al. 2016; Lindegren et al. 2016). However, Gaia
does not only observe stars, but collects light from all sources: asteroids
(e.g. Gaia Collaboration et al. 2022a; Tanga et al. 2022), unresolved
binaries (e.g. Halbwachs et al. 2022), quasars (e.g. Gaia Collaboration
et al. 2022b), and others point-like objects that enter the focal plane.
Among the objects that cross the Gaia focal plane, we also have the
stars that conform the MCs. These galaxies are at such close distance
(50 kpc and 62 kpc for the LMC and SMC, respectively) that Gaia is
able to individually resolve many of their stars.

With every Gaia Data Release, the Gaia Collaboration publishes a
set of papers to give an overview of its scientific potential, the Gaia
performance verification papers (PVPs). The purpose of these papers
is to demonstrate the scientific quality of the data through examples
without going into in-depth analysis, giving a short introduction to
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the selected science topics that can be addressed with the new data
release.

For Early Data Release 3 (eDR3), the Gaia Collaboration published
a PVP (Gaia Collaboration et al. 2021) using the first 34 months of
data of the mission to study the structure and kinematics of the MCs.
The galaxies were chosen by the Collaboration as an excellent case
for evaluating the characteristics and quality of the Gaia data. This
is because the tens of millions of MCs stars in the Gaia catalogue are
very far away when compared to the MW stars, which puts them on
the very edge of the data’s usability. In this work the authors demon-
strated that the systematics present in the data made it challenging to
determine the 3D geometry of the LMC just using the stars’ position
and parallax, which is the absolute limit of the utility of the Gaia
eDR3 astrometry. Also, it was the first time that the two planar (radial
and tangential) velocity components were derived for multiple stellar
evolutionary phases in a galactic disc outside the MW, showing the
differences between younger and older phases. Finally, by tracing the
density and velocity flow of the stars from the SMC towards the LMC,
the authors demonstrated that the Gaia eDR3 data clearly resolved the
Magellanic Bridge (see Section 1.3). This was achieved not only using
all MCs stars but also separating the young and evolved populations.

On the 13th June 2022, with the Gaia Data Release 3 (DR3), the
analysis and study of the MCs made a step forward thanks to the
publication of mean line-of-sight velocity (Vlos) for 33 million stars
(Katz et al. 2022), where tens of thousands of them belong to LMC
and SMC stars. Forthcoming releases from the Gaia mission will offer
improved data quality, with enhanced angular resolution, more precise
proper motion measurements, and increased access to line-of-sight
velocities, expecting less crowding of stars at low radius.

1.6 simulating the magellanic clouds with the milky

way

An important goal for the study of the MW is to understand the history
of our Galaxy and the interaction with its neighbours. However, for
human scales, the timescales of the Universe are immense and we
cannot perform experiments, making astronomy an observational
science. Unfortunately, observations give us only a static picture of the
whole process. It is in here were simulations play a crucial role in this
endeavour by allowing us to create virtual representations of the MW
and its surrounding environment. These simulations incorporate a
multitude of parameters and by compare each simulation’s prediction
with the observables we can try to infer the MW’s past history.Thus,
we can try to infer the MW and MCs common history by simulating
this three-body system since their complex evolutionary history is
encoded in the MCs present structure and dynamics.
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However, reconstructing the MCs’ orbits is a difficult task. If the
LMC mass was negligible in comparison to the MW, it would be easy
to integrate the equations of motion backward in time for any assumed
MW potential. However, the orbit parameters, even in this simplistic
example, are surprisingly sensitive to small changes in the assumed
present-day position and velocities (Vasiliev 2023b, Fig. 2). A variation
of ∼ 10 km s−1 in today’s velocity can change the orbital periods by
a factor of two, since the current velocity is quite close to the local
escape velocity. Also, the orbits are drastically altered by changing in
1% the assumed distance; this alteration is caused by an increase in
tangential velocity of ∼ 5 km s−1 rather than the change in position by
itself. On the other hand, the assumed MW potential has a significant
impact on the LMC orbit (Vasiliev 2023b, Fig. 3). The orbital period
changes to 30 Gyr or 6 Gyr with just a 10% shift in the MW mass,
which lies within current uncertainties. Furthermore, although little is
known about the MW halo’s shape, it also has a considerable impact
on the LMC’s past orbit (Vasiliev 2023b, Fig. 4). The LMC past orbits
also depends on its mass (e.g. Besla et al. 2007; Besla et al. 2010; Besla
et al. 2012; Erkal et al. 2019). Lastly, to complicate it more, even the
slightest change in the SMC can significantly alter the LMC’s position
and velocity with respect to their shared centre of mass.

We can find some works in the literature with modern high-resolution
simulations for both the LMC and the SMC. When the focus of study
is on the past orbits and the effect of the interaction of the three
galaxies, pure N-body simulations are used because they are com-
putationally less expensive. In this case, ignoring the gas does not
affect the results since the orbits of the galaxies are determined by
the total gravitational potential, which is primarily made up of dark
matter with minor contributions from stars and gas. Some examples
are Garavito-Camargo et al. (2019), Petersen and Peñarrubia (2021),
and Vasiliev (2023b,a).

Until today, the main focus of simulations related to the MCs and
the MW is directed towards understanding their gas components (e.g.
Besla et al. 2007, 2012; Hammer et al. 2015; Pardy et al. 2018; Tepper-
García et al. 2019; Lucchini et al. 2020; Lucchini et al. 2021). Hence,
hydrodynamical simulations are employed for this purpose (see, for
example, Fig. 1.7). However, the study of the effect of interactions on
the internal structures of a LMC-like disc, such as the bar and the
spiral arm, has only been carried out by a few authors. In particular,
only the work by Besla et al. (2012) extensively explored these features.
Understanding the formation process of these LMC morphological
attributes can potentially unveil the details on the interaction occurred
between these two satellite galaxies, and also with the MW.
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Figure 1.7: Hydrodynamical simulation of the orbital story of the Magellanic
Clouds. It shows the Magellanic Stream at three different times
during the MCs infall, with the present-day distribution shown
in color. The solid and dashed lines represent the past orbital
trajectories of the LMC and SMC, respectively. Credit: S. Lucchini.

1.7 overview of this thesis

The main purpose of this thesis is to deepen in our understanding
of the interaction of the MCs between them and with the MW using
both Gaia data and the KRATOS simulations.

Part i focuses on the observational analysis of the MCs using Gaia
DR3 data. In Chapter 2, we define and validate a new supervised
classification strategy based on neural networks (NNs) to distinguish
the LMC stars from the MW foreground and we present, for the first
time, the 3D velocity maps and profiles in the plane of the LMC. In
Chapter 3, similarly to what we did for the LMC, we train and validate
a NN classifier to distinguish the SMC stars from the MW foreground.
In Chapter 4 we make use of the LMC in-plane velocity maps to
determine the LMC bar pattern speed.

Part ii of this thesis, consisting of a single chapter, is focused on
the description and the preliminary analysis of KRATOS, a suite of 28

open access and pure N-body simulations of isolated and interacting
LMC-like galaxies, to study the formation of substructures in their
disc after the interaction with an SMC-mass galaxy.

In Part iii, a summary of all the work done is presented, together
with the main conclusions and future work that can be extracted from
each chapter.



Part I

T H E M A G E L L A N I C C L O U D S I N T H E G A I A D R 3

E R A





2
K I N E M AT I C A N A LY S I S O F T H E L A R G E
M A G E L L A N I C C L O U D

This Chapter contains the published version of Jiménez-Arranz et al.
(2023b, A&A, 669, A91).

We define and validate a new supervised classification method
based on neural networks (NNs) to distinguish the Large Magellanic
Cloud (LMC) stars from the Milky Way (MW) foreground. We use as
much as of the Gaia DR3 data as possible (astrometry and photometry).
As a result of the application of our method, we are able to define
three samples, with different levels of purity and, complementarily,
completeness. We validated these classification results using different
test samples with known contents or independently classified (LMC
RR Lyrae, LMC Cepheids and LMC-MW StarHorse (SH) samples).

By using Gaia DR3 proper motions and line-of-sight velocities (Vlos),
we present the first 3D velocity maps and profiles in the plane of the
LMC. For the first time, an homogeneous data set of this type for a
galaxy that is not the MW is presented with 3D velocity information,
using more than 20 thousand stars.

We show that the contamination of MW stars in the samples only
has a significant impact on the LMC’s outskirts. We also demonstrate
that the results for the kinematics of the inner disc, which is is mainly
bar dominated, are not biased when Vlos is not available. The spiral
arm’s kinematics appear to be dominated by an inward motion and a
faster rotation than the disc in the portion of the arm that is attached to
the bar. Finally, uncertainties regarding the LMC’s systemic motions
and assumed disc morphological parameters may, in some cases,
significantly affect the analysis’s results.

The article received recognition from Gaia as Image of the Week for
contributing to the kinematic analysis of the LMC.
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ABSTRACT

Context. The high quality of the Gaia mission data has allowed for studies of the internal kinematics of the Large Magellanic Cloud
(LMC) to be undertaken in unprecedented detail, providing insights into the non-axisymmetric structure of its disc. Recent works by
the Gaia Collaboration have already made use of the excellent proper motions of Gaia DR2 and Gaia EDR3 for a first analysis of
this sort, but these were based on limited strategies aimed at distinguishing the LMC stars from the Milky Way foreground that did
not use all the available information. In addition, these studies could not access the third component of the stellar motion, namely, the
line-of-sight velocity – which has now become available via Gaia DR3 for a significant number of stars.
Aims. Our aim is twofold: 1) to define and validate an improved, more efficient and adjustable selection strategy to distinguish the
LMC stars from the Milky Way foreground; 2) to check the possible biases that assumed parameters or sample contamination from
the Milky Way can introduce in analyses of the internal kinematics of the LMC based on Gaia data.
Methods. Our selection was based on a supervised neural network classifier, using as much as of the Gaia DR3 data as possible.
Based on this classifier, we selected three samples of candidate LMC stars with different degrees of completeness and purity. We
validated these classification results using different test samples and we compared them with the results from the selection strategy
used in the Gaia Collaboration papers, based only on the proper motions. We analysed the resulting velocity profiles and maps for
the different LMC samples and we checked how these results change when we use the line-of-sight velocities that are available for a
subset of stars.
Results. We show that the contamination in the samples from Milky Way stars basically affects the results for the outskirts of the
LMC. We also show that the analysis formalism used in absence of line-of-sight velocities does not bias the results for the kinematics
in the inner disc. Here, for the first time, we performed a kinematic analysis of the LMC using samples with the full three dimensional
(3D) velocity information from Gaia DR3.
Conclusions. The detailed 2D and 3D kinematic analysis of the LMC internal dynamics demonstrate that: 1) the dynamics in the
inner disc is mainly bar dominated; 2) the kinematics on the spiral arm overdensity seems to be dominated by an inward motion and
a rotation that is faster than that of the disc in the part of the arm attached to the bar; 3) the contamination of Milky Way stars seem to
dominate the outer parts of the disc and mainly affects old evolutionary phases; and 4) uncertainties on the assumed disc morphological
parameters and line-of-sight velocity of the LMC can (in some cases) have significant effects on the results of the analysis.

Key words. galaxies: kinematics and dynamics – Magellanic Clouds – astrometry

1. Introduction

The Large Magellanic Cloud (LMC) is one of the Milky Way
(MW) satellite galaxies and a member of the Local Group.

The LMC is the prototype of dwarf, bulgeless spiral galaxy
(the so-called Magellanic type: Sm), with an asymmetric stel-
lar bar, many star forming regions, including the Tarentula Neb-
ula, and prominent spiral arms (e.g., Elmegreen & Elmegreen
1980; Gallagher & Hunter 1984; Yozin & Bekki 2014; Gaia

? The LMC/MW classification probability of each object is
available at the CDS via anonymous ftp to cdsarc.cds.unistra.fr
(130.79.128.5) or via https://cdsarc.cds.unistra.fr/
viz-bin/cat/J/A+A/669/A91
?? Movies are available at https://www.aanda.org

Collaboration 2021b). The LMC is a gas-rich galaxy charac-
terised by an inclined disc (e.g., van der Marel & Cioni 2001;
van der Marel 2001), with several warps (e.g., Olsen & Salyk
2002; Choi et al. 2018; Ripepi et al. 2022) and an offset bar
whose origin is not well understood (e.g., Zaritsky 2004).
Due to its proximity, the LMC is a perfect target for many
studies and focused photometric surveys, such as VMC-
VISTA Survey of the Magellanic Clouds system (Cioni et al.
2011) or SMASH-Survey of the Magellanic Stellar History
(Nidever et al. 2017), as well as the astrometric mission Gaia
(ESA). Already in Gaia Collaboration (2018; 2021b, hereafter,
MC21), the authors show the capabilities of Gaia to charac-
terise the structure and kinematics of this nearby galaxy. The
recovery of its three-dimensional (3D) structure using Gaia
data only has been shown to be complex due to the zero
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This article is published in open access under the Subscribe-to-Open model. Subscribe to A&A to support open access publication.

A91, page 1 of 21



A&A 669, A91 (2023)

point in parallax and limit in parallax uncertainties (MC21,
Lindegren et al. 2021a,b). Recent attempts using specific pop-
ulations for which individual distances can be anchored, such
as in the populations of Cepheids (Ripepi et al. 2022) or
RR Lyrae (Cusano et al. 2021), have been more effective.
Three-dimensional structure analysis is not the only tool for
inferring the characteristics and morphologies of the galaxy
under study. Kinematic profiles and kinematic maps provide
additional information on the characteristics and dynamical evo-
lution of the galaxy (Gaia Collaboration 2018; Vasiliev 2018,
MC21).

The presence of non-axisymmetric features, such as
a bar or spiral arms, modifies the velocity map of a
simply rotating disc. The nature of the spiral arms –
whether it is a density wave (Lindblad 1960; Lin & Shu
1964), a tidally induced arm (e.g., Toomre & Toomre 1972),
transient co-rotating arms (Goldreich & Lynden-Bell 1965;
Julian & Toomre 1966; Toomre 1981), or bar induced (e.g.,
Athanassoula 1980; Romero-Gómez et al. 2007; Salo et al.
2010; Garma-Oehmichen et al. 2021) – can be disentangled
from its signature in the velocity field (e.g., Roca-Fàbrega et al.
2013, 2014). The question of how the LMC became so asym-
metric, particularly with regard to the ultimate origin of its spiral
arm in contrast to more massive spiral galaxies, remains unclear.
Thus, detailed kinematic profiles and maps are necessary to sup-
plement its investigation.

Kinematics of stars in the outskirts of the LMC have shed
some light on the characteristics of the stellar bridge gen-
erated by the tidal interaction between the Large and Small
Magellanic Clouds (Zivick et al. 2019; Schmidt et al. 2020), the
formation of the LMC’s northern arm (Cullinane et al. 2022a), or
the dynamical equilibrium of the disc (Cullinane et al. 2022b).
Pre-Gaia proper motions and line-of-sight velocities of less
than a thousand stars where used by Kallivayalil et al. (2013),
van der Marel & Kallivayalil (2014) to show the detailed large-
scale rotation of the LMC disc. The number of sources increased
by orders of magnitude when using Gaia DR2 proper motions
to study the internal motion of the LMC (Gaia Collaboration
2018; Vasiliev 2018). Wan et al. (2020) used Carbon Stars and
Gaia DR2 proper motions to infer the LMC centre, systemic
motion, and morphological parameters to compare them with
other stellar populations. Similarly, the improved accuracy of
Gaia EDR3 (MC21, Niederhofer et al. 2022) allowed for a
detailed study of the LMC disc kinematics with the aim of sepa-
rating the analysis based on different stellar evolutionary phases,
in addition to extending the study to the LMC outskirts and
bridge between the LMC and SMC.

In this work, we focus on the general kinematic analysis of
the LMC disc and we present the first 3D velocity maps and pro-
files of the LMC measured using Gaia DR3 proper motions and
line-of-sight velocities. It is the first time that a homogeneous
data set of a galaxy that is not the Milky Way is presented with
3D velocity information, for more than 20 thousand stars. We
compare the maps with the ones obtained from previous Gaia
releases where only astrometric motions were considered. With
the new maps, we want to assess where, and to what extent, the
kinematics have benefitted from the line-of-sight velocities.

This paper is organised as follows. In Sect. 2, we describe the
LMC samples used throughout this work. We use a new super-
vised classification strategy based on neural networks to separate
the LMC stars from the MW foreground stars. In this section,
we also describe the training sample, along with how we applied

the classifier to Gaia data and how we validated the classifica-
tion. In Sect. 3, we describe the formalism adopted to transform
from Gaia observables to the LMC reference frame and demon-
strate its validation using an N-body simulation. In Sect. 4, we
show the detailed kinematic analysis of the LMC samples, show-
ing the velocity profiles and the velocity maps of the different
LMC samples. In Sect. 5, we study possible biases on the veloc-
ity maps caused by the unknown LMC 3D geometry, as well as
uncertainties in the systemic motion. Finally, in Sect. 6, we sum-
marise the main conclusions of this work.

2. Data selection

In this section, we describe the method to select the samples
of stars used in this paper. Our starting point is the base sam-
ple obtained by selecting Gaia DR3 (Gaia Collaboration 2021a)
stars around the center of the LMC. This base sample is a mix-
ture of MW foreground stars and LMC stars. Ideally, it is possi-
ble to distinguish both types of objects through their distances,
but due to the high uncertainties on the parallax-based distances
at LMC (MC21, Lindegren et al. 2021b), a selection of LMC
sources exclusively based on parallaxes is not possible and would
be efficient only in the process of removing bright MW stars.

Therefore, in order to build a sample of LMC stars for the
kinematic analysis in this paper, we need to define a selection
criteria to separate them from the MW foreground. A first option
is to use a proper motion based selection (Sect. 2.2) as done in
MC21; we have kept this methodology to provide a common
reference with the results in that paper. We also implemented an
alternative selection method based on machine learning classi-
fiers (neural networks, see Sect. 2.3) because, firstly, a selection
purely based on proper motions might have some effect on the
kinematic analysis and, secondly, we wanted to use the full data
available in the Gaia catalogue to improve the classification.

We created the following working samples:

Based on Gaia data
Gaia base sample: initial Gaia DR3 sample selected around
the LMC center, before applying any further cut or classifi-
cation (described in Sect. 2.1)
Gaia LMC Proper Motion (PM) sample: application of a
proper motion cut to the Gaia base sample (described in
Sect. 2.2)
LMC complete, optimal, and truncated-optimal samples:
resulting from the NN classification (described in Sect. 2.3.3)
LMC complete, optimal, and truncated-optimal samples:
resulting from the NN classification (described in Sect. 2.3.3)
Validation samples (described in Sect. 2.3.5):

– LMC Cepheids
– LMC RR-Lyrae
– LMC+MW StarHorse

Based on simulations
Gaia (MW+LMC) training sample: simulation based on
the Gaia Object Generator (GOG, described in Sect. 2.3.1).

2.1. Gaia base sample

The Gaia base sample was obtained using a selection from
the gaia_source table in Gaia DR3 with a 15◦ radius
around the LMC centre defined as (α, δ) = (81.28◦, −69.78◦)
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(van der Marel 2001) and a limiting G magnitude of 20.5. We
only kept the stars with parallax and integrated photometry infor-
mation, since they are used in the LMC/MW classification. This
selection can be reproduced using the following ADQL query in
the Gaia archive:

SELECT * FROM gaiadr3.gaia_source as g
WHERE 1=CONTAINS(POINT(’ICRS’,g.ra,g.dec),
CIRCLE(’ICRS’,81.28,-69.78,15))
AND g.parallax IS NOT NULL
AND g.phot_g_mean_mag IS NOT NULL
AND g.phot_bp_mean_mag IS NOT NULL
AND g.phot_rp_mean_mag IS NOT NULL
AND g.phot_g_mean_mag < 20.5.

The resulting base sample contains a total of 18 783 272
objects.

2.2. Proper motions-based classification

We use the same selection based on the proper motions of the
stars as in MC21 to provide a baseline comparison with these
previous results. In short, the median proper motions of the LMC
are determined from a sample restricted to its very centre, min-
imising the foreground contamination by a cut in magnitude and
parallax. We kept only stars those whose proper motions obey
the constraint of χ2 < 9.21, that is, an estimated 99% confidence
region (see details in Sect. 2.2 of MC21). The resulting sample
(hereafter, PM selection) contains 10 569 260 objects1.

2.3. Neural network classifier

In order to improve the separation of the MW foreground from
the LMC stars, we used classifiers exploiting all the informa-
tion available in the Gaia DR3 catalogue. Starting from a ref-
erence sample where both types of objects are labelled, we
trained a classifier that uses the DR3 data to optimize the sepa-
ration. Then, we applied the trained classifier to our base dataset
and checked its performance with several validation subsets.
This is an approach already used in other works; for instance,
Schmidt et al. (2022) applied a support vector machine classifier
trained on a sample where the MW-LMC distinction is based
on StarHorse (Anders et al. 2022) distances. However, these
authors applied it to data from both Gaia EDR3 and the Visible
and Infrared Survey Telescope for Astronomy (VISTA) survey
of the Magellanic Clouds system (VMC; Cioni et al. 2011), lim-
iting the number of objects available. Here, we use only Gaia
data which allow us to obtain larger samples.

2.3.1. Description of the Gaia training sample

The training sample is a crucial element for the performance of
a classifier. It needs to: have the same observational data we
use (Gaia DR3) and be as representative of the problem sam-
ple as possible, while, at the same time, the classification of its
elements should be very reliable. Otherwise, the trained classi-
fier will inherit the problems of the training sample, from biases
in the selection to errors in the classification. A first possible
approach for building a training sample is to use real data, that

1 Note that the difference in the number of sources with the ones in
MC21 comes from the different cut in radius, now being of 15◦ instead
of 20◦.

is, to use a sub-sample of our base dataset which has an (exter-
nal) accurate classification of its objects into MW and LMC.
We identified two possible options for this approach; on the one
hand, we can use samples of RR-Lyrae and Cepheid stars. Since
distances for these objects can be accurately determined using
period-luminosity relations, they can be located with precision in
the LMC and thus distinguished from foreground objects. How-
ever, the samples available in this case are rather small and are
composed of very specific types of stars. They are not represen-
tative of our global samples, which contains stars of all types.
On the other hand, we can use the distances in StarHorse EDR3
(Anders et al. 2022) to distinguish MW from LMC objects; how-
ever, these distances are based on specific priors for MW/LMC
and thus impose some preconditions on the objects, with the risk
of propagating these preconditions to our classification. Further-
more, StarHorse only reaches a bright limit G ≤ 18.5 and it
therefore does not cover our faint limit of G = 20.5, demon-
strating that it is not representative of our problem. For these
reasons, we preferred not to use these samples for the training of
the classifiers, but we did use them later on as validation samples
to check our results, as described in Sect. 2.3.5.

A second possible approach, namely, the one we adopted in
this work, is to use representative simulations. A suitable train-
ing sample for the classifier would be a simulation based on
stellar populations similar to the problem ones and with simu-
lated observations mimicking the Gaia data. As part of the mis-
sion preparation, the Gaia Object Generator (GOG; Luri et al.
2014) was developed and has been regularly updated. It pro-
duces realistic simulations of the Gaia data and it specifically
contains separate modules for the simulation of the MW and
the LMC stellar content. We used GOG to produce a train-
ing dataset that, like our base sample, corresponds to a simu-
lation of a 15◦ radius area around the LMC centre, defined as
(α, δ) = (81.28◦,−69.78◦), and the LMC simulation has been tai-
lored to make it compatible with recent estimations of the mean
distance and systemic motion obtained from EDR3 data: a dis-
tance of 49.5 kpc (Pietrzyński et al. 2019) and a systemic motion
of µα∗ = 1.858 mas yr−1, µδ = 0.385 mas yr−1 as in MC21.

This Gaia training dataset is divided in two parts, one for the
MW and the other for the LMC. The LMC simulation contains
only 277 178 stars, a number that is too small when compared
with real data. This is due to the design of the GOG simulator;
to provide a realistic spatial distribution of the LMC simulation,
it is based on a pre-defined catalogue of OGLE stars, providing
real positions (see details in Luri et al. 2014). The MW simula-
tion, on the contrary, is based on a realistic galactic model, and
generates a number of stars that matches the observations. This
difference would give a too small LMC/MW ratio of objects,
and we corrected it by retaining only a random 20% fraction
of the MW simulation, resulting in a total of 1 269 705 stars.
Furthermore, during the trial-and-error phase of our selection
of the configuration for the NN, we found that the classifica-
tion results for the test samples (taken from the simulation data)
were rather insensitive to changes in this ratio, with almost per-
fect ROC curves. The characteristics of the resulting simulations
are summarised in Fig. 1.

The merging of these two simulations constitute our training
sample, and in Fig. 2, we compare it with the Gaia base sample.
These plots show that the Gaia training sample approximately
matches the main characteristics of the Gaia base sample, but its
limitations are also apparent; the distribution of the LMC stars
in the sky forms a kind of square, owing to its origin based on
an extraction of the OGLE catalogue; the colour-magnitude dia-
gram (CMD) for the LMC simulation is not fully representative
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Fig. 1. Characteristics of the GOG simulated samples. Top left and middle: distribution of proper motions in right ascension and declination,
respectively. In orange and blue: LMC and the MW training samples. Top right: parallax distribution. Bottom left: magnitude G distribution of
the simulated samples. Bottom middle and right: colour-magnitude diagram of the LMC and MW, respectively. Colors represent relative stellar
density, with darker colors meaning higher densities.

at the faintest magnitudes, with a lack of stars and an artificial
cut line; and the distributions of parallaxes and proper motions
do not completely match. In spite of these drawbacks, we con-
sider these samples to be sufficiently representative and we go
on to check its performance with several validation samples to
confirm its suitability.

2.3.2. Training the classifier

To implement a classifier, we used the sklearn Python module
(Pedregosa et al. 2011). This module contains a variety of clas-
sifiers that can be applied to our problem, given the available
Gaia data: position (α, δ), parallax and its uncertainty ($, σ$),
along with the proper motions and their uncertainties (µα∗, µδ,
σµα∗ , σµδ ), and Gaia photometry (G, GBP, GRP). Using the train-
ing sample described in the previous section, we trained a clas-
sifier to distinguish the MW foreground objects from the LMC
objects in our base sample.

In the first stage, we tried a variety of algorithms and evalu-
ated them internally using our simulated dataset: we split it into
two parts: 60% for training the algorithm and 40% to test its
results. We evaluated its performance by generating the corre-
sponding receiver operating characteristic (ROC) curve and cal-
culating the area under the curve (AUC). The ROC curve is one
of the most important evaluation metrics for checking the perfor-
mance of any classification model. It summarizes the trade-off
between the true positive rate and false positive rate using differ-
ent probability thresholds. The AUC of the ROC curve is another
good classifier evaluator. The larger the AUC, the better the clas-
sifier works. An excellent model has AUC near to 1 which means

it has a good measure of separability. When AUC = 0.5, it means
the model has no class separation capacity. From these results,
we selected three algorithms that were providing the best results:
random forest (RF), K nearest-neighbors (KNN), and a neural
network (NN). In all three cases, the ROC curve was almost per-
fect, similar to that of Fig. 3 corresponding to the NN case.

After testing these three algorithms with the validation
datasets described above (RR-Lyrae, Cepheids, and StarHorse)
and checking that they retained most of the RR-Lyrae and
Cepheids when completeness was prioritised (low probability
threshold) we finally selected the NN algorithm. We discarded
the KNN because this type of algorithm may be too sensitive
to the particularities and representativeness of the training sam-
ple (which, as we have seen, is limited). This was indeed the
case with our samples, where for instance the square-like shape
of the training sample was clearly showing in the classification
results for the base sample. We also discarded the RF algorithm
because it produced a less sharp MW/LMC distinction. Thus, we
ultimately retained the NN classifier.

Focusing on the NN classifier, we tested a few configura-
tions and settled on a NN with 11 input neurons, correspond-
ing to the 11 Gaia parameters listed above; three-hidden-layers
with six, three, and two nodes, respectively; and a single output
which gives for each object the probability P of being a LMC
star (or, conversely, the probability of not being a MW star). A
P value close to 1 (0) means that the object is highly likely to
be of the LMC (MW). We notice that a wider exploration of NN
configurations is possible and we could test selection priorities
other than “purity” or “completeness” (see below) in the classi-
fication, but we leave this exploration to a future work. We used

A91, page 4 of 21



Ó. Jiménez-Arranz et al.: Kinematic analysis of the Large Magellanic Cloud using Gaia DR3

Fig. 2. Comparison between the Gaia base and training samples. Top from left to right: density distribution in equatorial coordinates of the Gaia
base and Gaia training samples in logarithmic scale, parallax, and G magnitude distributions. Bottom from left to right: proper motion distributions
in right ascension and declination and colour-magnitude diagrams for the Gaia base and training samples. In the histograms, in gray we show the
Gaia base sample, while in dotted purple we show the Gaia training sample. In the color-magnitude diagrams, colors represent relative stellar
density with darker colors meaning higher densities.

the rectified linear unit (ReLU) as the activation function. Our
model optimizes the log-loss function using stochastic gradient
descent with a constant learning rate. The L2 regularization term
strength is 1e-52.

In the left panel of Fig. 3, we show the ROC curve of our
NN classifier. We obtained an AUC equal to 0.999, which means
that our classifier separates with high-precision the LMC and
MW stars in the (simulated) test sample. In the right panel of
Fig. 3, we show the precision-recall curve. It is another metric
that is useful for evaluating the classifier output quality when the
classes are very imbalanced. The precision (ratio of true positive
vs. total of stars classified as LMC) is a measure of result rele-
vancy, while recall (ratio of true positives vs. total LMC stars)
is a measure of how many truly relevant results are returned. As
for the ROC curve, it shows the trade-off between precision and
recall for different probability thresholds.

A final warning regarding the performance of our NN: both
the ROC (AUC) and the precision-recall curve show an almost
perfect classifier, but these results correspond to its application
to the fraction of our simulated sample used for testing. In the
next section, and with the aim to evaluate the performance with
real data, we go on to check the NN results when applied to real
samples with independent classifications.

2.3.3. Applying the classifier to the Gaia base data

Once the NN is trained, we apply it to the Gaia base sample and
obtain probabilities for each of its objects. The resulting prob-
ability distribution is shown in Fig. 4. We can notice two clear
peaks, one with a probability value near 0 and another with prob-
ability value near 1. These peaks correspond to stars that the

2 Readers interested in using the Neural Network developed in the
paper can contact the corresponding author.

Fig. 3. Evaluation metrics for the Neural Network classifier perfor-
mance. Left: ROC curve. Black dot is in the “elbow” of the ROC
curve and it shows the best balance between completeness and purity.
The purple star shows the completeness threshold. Right: precision-
recall curve. In both cases, we compare our model (orange solid curve)
with a classifier that has no class separation capacity (blue dashed
curve).

classifier has clearly identified as MW and LMC, respectively;
in between, there is a flat tail of intermediate probabilities.

To obtain a classification using the probabilities generated by
the classifier for each star, we need to fix a probability threshold
Pcut. If P > Pcut, the star is considered to belong to the LMC;
if P < Pcut, the star is considered to belong to the MW (alter-
natively, we could leave stars with intermediate probabilities as
unclassified). By fixing a low probability threshold we seek not
to miss any LMC object, and the resulting LMC-classified sam-
ple to be more complete at the price of including more “mis-
taken” MW stars. On the contrary, by fixing a high probability
threshold, we can make the resulting LMC-classified sample to
be purer (less mistakes), at the price of missing some LMC stars
and thus obtaining a less complete sample.
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Fig. 4. Probability distribution of the Gaia base sample for the NN clas-
sifier. A probability value close to 1 (0) means a high probability of
being a LMC (MW) star.

The purity-completeness trade-off is a decision that will
define the properties of the resulting sample and therefore can
have an effect on the results obtained from it. In this work ,
we define three different samples to explore the effects of this
trade-off:

1. Complete sample (Pcut = 0.01). In this case a cut at small
probabilities prioritizes completeness, making sure that no LMC
objects are missed at the prize of an increased MW contami-
nation. The cut value was chosen by inspecting the probability
histogram of the classification (Fig. 4) and selecting the limit of
the main peak of small probability values.

2. Optimal sample (Pcut = 0.52). In this case the probability
cut was chosen to be optimal in a classification sense; the value
corresponds to the “elbow” of the ROC curve (Fig. 3), which is
in principle the best balance between completeness and purity.

3. Truncated-optimal sample (Pcut = 0.52), plus an addi-
tional cut for G > 19.5 mag.

We introduced the third case because, after examining the
results for the optimal sample, we noticed that the faint tail of
its magnitude distribution most likely corresponds to MW stars;
MW stars exponentially increase at fainter magnitudes, while
LMC stars quickly decrease after G ' 19.5 (see discussion in the
next section). Furthermore, with this cut we manage to avoid a
region in the faint end where the LMC training sample is not rep-
resentative, as discussed above; removing these stars can reduce
the MW contamination (see Sect. 2.3.5) and also discards the
stars with larger uncertainties and, therefore, less useful for our
kinematic analysis. A further selection could be made by exclud-
ing regions of the CMD diagram where contamination is more
likely, but given the cleanliness of the LMC diagrams in Fig. 6
we deemed this not necessary.

Finally, for each of the four samples we consider two
datasets. First, the full sample where we assume that all the stars
have no line-of-sight velocity information. Second, a sub-sample
of the first one where we only keep stars with Gaia DR3 line-
of-sight velocities. We refer to these sub-samples as the corre-
sponding Vlos sub-samples. The number of stars per dataset is in
the second and third column of Table 1, respectively, together
with the mean astrometric information.

2.3.4. Comparison of classifications

The sky density distributions for the classified LMC/MW mem-
bers in our different samples are shown in Fig. 5. In the left

column, we show the LMC selection in each of the samples,
while in the right column, we show the sources classified as MW.
Each row corresponds to one selection strategy: proper motion
selection (first row) followed by the three NN based ones. As
expected, the results of the proper motion based selection are
very similar to that described in MC21.

We note here that the limited spatial distribution of the LMC
training sample (square region in top-left panel of Fig. 2) does
not pose a problem for extrapolating the membership beyond this
region, since an anomalous classification in the LMC outskirts is
not observed in these figures. In order to evaluate the extrapo-
lation performance, we also tested the NN classifier when not
taking into account the positional information; the results show
that even in this extreme case the classifier does not have prob-
lems with the spatial distribution of the resulting samples.

We also note that sources classified as belonging to the MW
by all four samples show an overdensity in the most crowded
region of the LMC, that is, the bar, indicating misclassifications
of LMC stars. We also see that, as expected by the definition
of the probability cut, the more complete the LMC sample, the
less stars are classified as belonging to the MW. In this respect,
a cross-matching of the proper motion selection sample and the
complete sample shows that the second almost completely con-
tains the former: of the 10 569 260 stars of the Proper motion
sample, 10 432 704 of them are included in the complete sample
and the complete sample contains almost two million additional
stars.

In Table 1 we also see that the dispersion of the astrometric
parameters diminish from the NN complete to the NN truncated-
optimal samples. This is expected, since the stricter sequence
of selection criteria lead to a higher similarity in distance and
velocity inside the samples.

In Fig. 6, we compare the astrometry and photometry dis-
tribution of the different LMC samples. In the proper motion
selection sample, we see that the sharp cut in proper motion
imposed makes the distribution of proper motion to be narrow
around the bulk motion of the LMC, while in the MW classi-
fication, two small peaks are present, following a continuation
of the LMC peak. Clearly, some LMC stars are misclassified
as MW using the sharp cut in proper motion. This misclassifi-
cation is not visible in the NN complete sample and is present
again in the more restrictive optimal and truncated-optimal sam-
ples. The parallax distribution in the four LMC samples are very
similar, with the truncated optimal sample being the most nar-
row. The G magnitude distributions are quite different in the four
LMC selections. Both the PM and the NN samples show a peak
in G magnitude around G ∼ 19 mag, which corresponds to the
LMC sample, and a secondary peak at the limiting magnitude of
G = 20.5, corresponding to MW contamination. For this reason,
as described above, we define the truncated-optimal sample by
removing the secondary peak in the optimal sample. Conversely,
the MW selection in all cases should show an exponential dis-
tribution in G, though the PM, the complete and the optimal
samples show a secondary peak of varying significance amongst
them around G ∼ 19 mag. The CMD of all LMC samples is
very similar. Small differences only appear in the MW selection
of the optimal and truncated optimal sample which contain, as
expected, sources of the red giant branch of the LMC, which the
NN classifier misclassifies as MW.

2.3.5. External validation of the classification

As indicated in previous sections, to validate the results of our
selection criteria we compare them with external independent

A91, page 6 of 21



Ó. Jiménez-Arranz et al.: Kinematic analysis of the Large Magellanic Cloud using Gaia DR3

Table 1. Comparison of the LMC samples number of sources and mean astrometry between the proper motion selection (MC21) and the neural
networks.

LMC sample N Nvlos $ σ$ µα∗ σµα∗ µδ σµδ

Proper motion selection 10 569 260 29 678 −0.006 0.333 1.800 0.408 0.369 0.541
NN complete 12 116 762 30 749 −0.008 0.382 1.808 0.563 0.348 0.653
NN optimal 9 810 031 22 686 −0.016 0.346 1.819 0.446 0.364 0.488
NN truncated-optimal 6 110 232 22 686 −0.008 0.211 1.820 0.353 0.357 0.423

Notes. Parallax is in mas and proper motions in mas yr−1.

Fig. 5. Sky density distribution in equatorial coordinates of both the
LMC (left) and MW (right) sample obtained from the different clas-
sifiers. First row: proper motion selection classification. Second row:
Complete NN classification. Third row: optimal NN classification.
Fourth row: truncated-optimal NN classification. Note: in the fourth
row, we display a cut in magnitude G > 19.5 for both the LMC and
MW samples and, therefore, the total number of stars is reduced.

classifications. To do so, we cross-matched our base sample with
three external samples:

– LMC Cepheids (Ripepi et al. 2022): we used the paper’s
sample of 4500 Cepheids as a set of high-reliability LMC

objects. To obtain the Gaia DR3 data we cross-matched the posi-
tions given in the paper with the Gaia DR3 catalogue, using
a 0.3′′ search radius to obtain high confidence matches, thus
retaining 4485 stars. Finally, we introduced a cut of 15◦ radius
around the LMC center (mimicking our base sample), leading to
a final selection of 4467 LMC Cepheids.

– LMC RR-Lyrae (Cusano et al. 2021): similarly to the pro-
cess above, we used the paper’s sample of 22 088 RR-Lyrae
as high-reliability LMC objects. After the cross-match with the
Gaia DR3 catalogue, the sample is reduced down to 22 006 stars
and after the in 15◦ radius cut around the LMC center we obtain
a final sample of 21 271 LMC RR-Lyrae.

– StarHorse (Anders et al. 2022): we cross-matched this cat-
alogue with the Gaia DR3 data using a cut of 15◦ radius around
the LMC center and obtained a sample of 3 925 455 stars. Fol-
lowing a similar criteria to the one proposed in Schmidt et al.
(2020, 2022), we separated MW and LMC stars through the
StarHorse distances, but making a cut at d = 40 kpc. This deci-
sion is motivated by the distance distribution of the StarHorse
sample, which is shown in Fig. 7. A cut in d = 40 kpc gives a
very restrictive classification, minimizing the contamination of
MW stars (see discussion below). We thus obtain a StarHorse
LMC sample with 985 173 stars and a StarHorse MW sample
with 2 940 282 stars. Notice that being based on StarHorse, this
sample contains stars only up to G = 18.5.

The Cepheids and RR-Lyrae samples contain objects classi-
fied with high reliability as LMC stars, so they serve as a check
of the completeness of our classification for LMC objects (“how
many we lose”). On the other hand, the StarHorse sample is
helpful to estimate the contamination caused by wrongly classi-
fied MW stars, although this can only be taken as an indication,
since the StarHorse classification itself is not perfect. Further-
more, given the very stringent criteria used for the separation in
StarHorse (the cut in d = 40 kpc), the resulting estimation of
MW contamination in the classification will be a “worst case”.

In Table 2, we summarize the comparison of the results of
our four classification criteria applied to stars contained in the
three validation samples. It can be seen that the completeness of
the resulting LMC classifications is quite good, usually above
85%, as shown for the results with the Cepheids, RR-Lyrae
and StarHorse LMC validation samples. The exception is the
truncated-optimal sample, where the completeness is reduced for
the RR-Lyrae, due to the cut in faint stars.

On the other hand, the relative contamination by MW stars
in the samples is more difficult to assess. We have to rely on the
StarHorse distance-based classification as an external compari-
son, with the caveat that this classification contains its own clas-
sification errors. To do so, we re-calculate the precision-recall
curve, but this time taking the StarHorse classification as a ref-
erence; the result is shown in Fig. 8. We can see that the pre-
cision remains quite flat for almost all the range of the plot,
that is, for all the range of probability threshold values. This
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Fig. 6. Astrometric and photometric characteristics of the LMC and MW samples. From left to right: PM sample, NN complete, NN optimal and
NN truncated-optimal samples. In the first four rows, we show distributions of proper motion in right ascension and declination, parallax, and
G magnitude, respectively, of the LMC (orange) and MW (blue) samples. In the last two rows, we show the colour-magnitude diagram of the
samples classified as LMC and MW, respectively. Color represents the relative stellar density, with darker colors meaning higher densities.
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Fig. 7. Distance distribution of the StarHorse validation sample. In blue
(orange), the StarHorse stars classified as MW (LMC) according to the
d = 40 kpc criteria.

indicates that the relative contamination (percentage of stars in
the samples that are MW stars wrongly classified as LMC stars)
is similar in the complete and optimal samples (the more restric-
tive we are, the more MW stars we remove, but also we lose
more LMC stars). Taking the precision values in Fig. 8 indi-
cates that in using the classification based on SH distances as
a reference, the relative contamination of our samples could be
around 40%; this is a worst case, since we used a very restric-
tive distance cut (40 kpc) and when using less restrictive cuts
(down to 10 kpc), the estimation of the contamination can be
lowered to ∼30%. These numbers have to be taken with care,
since the MW-LMC separation based on the SH distances is
not perfect, just another possible classification criteria that in
fact is using less information than our criteria. As pointed in
the SH paper (Anders et al. 2022), these populations are clearly
visible as overdensities in the maps, although a considerable
amount of stars still has median distances that fall in between the
Magellanic Clouds and the MW – a result of the multimodal
posterior distance distributions.

These results point out to a possible contamination by MW
stars in our samples around some tens of percentage but we
can do an additional check using the line-of-sight velocities in
Gaia DR3, which are available only for a (small) subset of the
total sample. These line-of-sight velocities are not used by any
of our classification criteria and have different mean values for
the MW and LMC (therefore providing an independent check).
In Fig. 9, we plot the histograms of line-of-sight velocities sep-
arately for stars classified as MW and LMC, and it is clear from
these that the contamination of the LMC sample is reduced,
likely to be significantly below the levels suggested above. For
instance, if we consider the LMC NN complete sample and
(roughly) separate the MW stars with a cut at Vlos < 125km s−1,
we estimate the MW contamination to be around 5%. However,
since the subset of Gaia DR3 stars with measured line-of-sight
velocities contains only stars at the bright end of the sample
(G . 16), this check is not fully representative either.

Finally, we made a new query to the Gaia archive that was
similar to that defined in Sect. 2.1. This time, we made a selec-
tion from the gaia_source table in Gaia DR3 with a 15◦ radius
in a nearby region with homogeneous sky density. This way we
can make an estimation of the MW stars expected in a regions
similar to that covered by our Gaia base sample. From this new

query, we obtained 4 240 771 stars, so we would expect a similar
number of MW stars in the region we selected around the LMC.
Given that the Gaia base sample contains 18 783 272 objects and
the number of objects classified as LMC (Table 1) is around
6−12 million, the number of stars classified as MW is around
12−6 million; therefore, we can conclude that our NN LMC
samples prioritise purity over completeness since there are too
many stars classified as MW (an excess of 2–8 million). This
is also evident from the right panels of Fig. 5, where the dis-
tribution of stars classified as MW shows the pattern of LMC
contamination.

3. Coordinate transformations and validation

3.1. Coordinate transformations

Since the main goal of this work is to look at the internal kine-
matics of the LMC, we review the coordinate transformations
used to compute the LMC-centric velocities. To do so, we revisit
the formalism introduced in van der Marel & Cioni (2001) and
van der Marel et al. (2002) and describe the two-step process
used to transform the Gaia heliocentric measurements to the
LMC reference frame (full details are given in Appendix A).

First, we introduce a Cartesian coordinate system (x, y, z),
whose origin, O, is placed at (α0, δ0,D0), the LMC centre. The
orientation of the x-axis is anti-parallel to the right ascension
axis, the y-axis parallel to the declination axis, and the z-axis
towards the observer. This is somehow similar to considering the
orthographic projection – a method of representing 3D objects
where the object is viewed along parallel lines that are perpen-
dicular to the plane of the drawing – of the usual celestial coor-
dinates and proper motions (see Fig. 10 for a schematic view of
the observer-galaxy system). We refer to this reference frame as
the orthographic projection centred at the LMC.

Second, we transform from the (x, y, z) frame to the final
Cartesian coordinate system whose reference plane is the LMC
plane, (x′, y′, z′). It consists of the superposition of a counter-
clockwise rotation around the z-axis by an angle θ, followed by
a clockwise rotation around the new x′-axis by an angle i. With
this definition, the (x′, y′) plane is inclined with respect to the
sky tangent plane by an angle i. Face-on (face-off) viewing cor-
responds to i = 0◦ (i = 90◦). The angle θ is the position angle
of the line-of-nodes or, in other words, the intersection of the
(x′, y′)-plane and the (x, y)-plane of the sky. By definition, it is
measured counterclockwise from the x-axis. In practice, i and
θ will be chosen such that the (x′, y′)-plane coincides with the
plane of the LMC disk. Therefore, we refer to this final refer-
ence frame as the LMC in-plane reference system.

Since we do not have reliable information for individual dis-
tances because the parallaxes are very small and close to the
noise (MC21, Lindegren et al. 2021b), we assume that all the
stars lie on the LMC disc plane, as an approximation. Thus, we
impose z′ to be zero, which leads to a distance of Dz′=0 (different
to the real one) for each star. In Fig. 11, we show a schematic
representation of what this assumption implies. We represent the
position of a real star in dark gray, while the white star in red
solid line is the projection of the real star on the LMC plane.
With this strategy all LMC stars are assumed to lie on its plane.

When these two rotations are applied and the stars are made
to lie in the LMC plane; for each star, we have LMC-centric
positions (x′, y′, 0) and velocities (vx′ , vy′ , vz′ ). The last step is
to make these velocities internal by removing the LMC sys-
temic motion (see details in Appendix A.2.1). In this work (as
in MC21), we consider the following LMC parameters: i = 34◦,
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Table 2. Matches of the classified LMC members in our four considered samples against the validation samples.

Stars classified as LMC LMC Cepheids LMC RR-Lyrae LMC StarHorse MW StarHorse
(4467) (21 271) (985 173) (2 940 282)

Proper motion selection 4 366 (97.7%) 18 673 (87.8%) 970 173 (98.5%) 704 932 (24.0%)
NN complete 4 407 (98.7%) 20 223 (95.1%) 970 719 (98.5%) 722 750 (24.6%)
NN optimal 4 160 (93.1%) 17 860 (84.0%) 832 733 (84.5%) 627 619 (21.3%)
NN truncated-optimal 4 160 (93.1%) 14 750 (69.3%) 832 733 (84.5%) 627 619 (21.3%)

Notes. Percentages are calculated with respect to the total number of stars given below the sample name.

Fig. 8. Evaluation metrics for the Neural Network classifier perfor-
mance using the StarHorse sample. Left: ROC curve. Black dot is in
the “elbow” of the ROC curve and it shows the best balance between
completeness and purity. Right: precision-recall curve. In both cases,
we compare our model (orange solid curve) with a classifier that has no
class separation capacity (blue dashed curve).

θ = 220◦, (α0, δ0) = (81.28◦,−69.78◦), and (µx,0, µy,0, µz,0) =

(−1.858, 0.385,−1.115) mas yr−1, where we take into account
that our x and z-axes have the opposite sense from the one con-
sidered in MC21. These values are derived assuming a specific
centre, the same one as we use in this work. The distance to the
LMC centre is assumed to be D0 = 49.5 kpc (Pietrzyński et al.
2019).

As shown in Eq. (A.8), the formalism presented in
van der Marel & Cioni (2001) and van der Marel et al. (2002)
allows taking into account line-of-sight velocities, which is
something that could not be done when using MC21 transforma-
tions. As detailed in Sect. 2.3.3, in this work we deal with two
different datasets: the full samples, without line-of-sight velocity
information and the sub-samples of stars with individual line-
of-sight velocities. For the former, we estimate each star line-
of-sight velocity by taking into account its position and proper
motion and the global parameters of the LMC plane (full details
in Appendix A.3).

In the top panel of Fig. 12, we show the LMC density map
for the NN complete sample in the LMC cartesian coordinate
system. The density maps for the rest of the three samples are
analogous and show the same morphological features as in the
corresponding sample of the left column of Fig. 5. Here, we want
to point out that the coordinate transformation from the helio-
centric equatorial system to the LMC cartesian system inverts
the vertical axis, so now the spiral arm starts at negative x′ and
y′, and the deprojection of the inclination angle in the sky makes
the galaxy elongated along the vertical axis.

3.2. Validation of the formalism with a N-body simulation

In this section, we use N-body simulations to test the new
formalism introduced above. We use the “B5” isolated barred

galaxy simulation of Roca-Fàbrega et al. (2013), which consists
of a live disc of 5 million particles and a Toomre parameter of
Q = 1.2, and a live NFW halo. The disc to halo mass ratio is
the appropriate so that the simulation develops a strong bar and
two spiral arms which are transient in time. The snapshot used in
this analysis corresponds to an evolution time of T ' 500 Myr,
and the density distribution is shown in the top left panel of
Fig. 13. Using the 6D information of positions and velocities
at this given time, we carry out the following exercise. First, we
convert the galactocentric cartesian coordinates to heliocentric
equatorial (α, δ, d, µα∗ , µδ,Vlos) at the line of sight, spatial ori-
entation, distance, and systemic motion of the LMC. Then, we
consider these particles as a data set and we apply the same for-
malism described in Sect. 3 to compute the coordinates in the
LMC frame and the velocities in cylindrical coordinates. The
radial component (left panels) indicates the motion towards as
well as away from the galactic centre, while the residual tan-
gential velocity (middle panels) is obtained by subtracting the
tangential velocity curve to the tangential velocity component,
indicating the motion with respect to the tangential curve. The
vertical component (right panels) indicates the motion across the
galactic plane.

We applied the coordinate transformations twice. In the first
case, we imposed, as in the LMC full samples, that Vlos is not
available and use the internally derived from Eq. (A.15). Sec-
ondly, we used the available Vlos, as in the sub-samples, from the
3D velocity data. We computed the velocity profiles and velocity
maps with the simulation data as follows. The same procedure
is performed when applying it to the LMC samples in Sect. 4.
Each curve is obtained by computing the median value of all
stars located in radial bins of 0.5 kpc-width in the (x′, y′)-plane.
The error in each bin is computed as the division between the
median absolute deviation and the square root of the number of
stars. The resulting velocity profiles are shown in the top right
panel of Fig. 13. The velocity maps are obtained by plotting the
median in 100 × 100 bins in the (x′, y′)-plane from −8 kpc to
8 kpc. The resulting velocity maps are shown in the second to
fourth row panels of Fig. 13. In the second row, we show the
radial, residual tangential, and vertical velocity maps obtained
directly from the N-body simulation. In the third and fourth rows,
we show the velocity maps when Vlos is not available and when
it is, respectively.

From the velocity profiles and maps, we note that the approx-
imation used, when Vlos is not available, does not modify the
velocity profiles as seen in the top right panel of Fig. 13, nor the
radial and residual tangential velocity maps (see left and mid-
dle panels of Fig. 13). The only effect is in the vertical compo-
nent in the case where Vlos is not available; so, in this case, we
obtain V ′z = 0 km s−1, which is a consequence of the fact that
the internal line-of-sight velocity is estimated by computing the
derivative of the distance as function of time (see Eq. (A.15)),
which makes V ′z become null when substituting into the
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Fig. 9. Line-of-sight velocity distribution for the stars classified as LMC (top) and MW (bottom). We show the three Vlos sub-samples of the PM
selection (left), NN complete (middle) and NN optimal (right) samples.

analogous Eq. (A.8) for the internal motion. In the other two
cases, namely, when we use the input data or the derived V ′z
from the Vlos, we obtain a median profile and median velocity
map centered at zero within the Poisson noise. In the radial and
residual tangential velocity component (left and middle panels),
we clearly see the quadrupole effect due to the presence of a
rotating bar. As expected, the change in sign in VR occurs along
the major and minor axes of the bar and the residual tangential
velocity is minimum along the bar major axis. Also, we suc-
cessfully validated the coordinate transformation formalism by
artificially inflating the vertical component ten times larger than
that of the original B5 simulation to make the radial, tangential,
and vertical velocity components comparable in range.

In conclusion, the formalism used to derive the velocities in
the LMC frame, when the line-of-sight velocity is not available,
does not introduce any bias in the velocity profiles or maps. The
most important assumption in the formalism is that all stars lie
on a plane.

4. Analysis of the velocity profile and maps

In this section, we analyse the velocity profiles (Sect. 4.1) and
velocity maps (Sect. 4.3) for the four samples, and their cor-
responding Vlos sub-samples (described in Sect. 2). To allow
for a comparison between density and kinematics, we overplot
the overdensity contour in the velocity maps, as described in
Sect. 4.2.

4.1. LMC velocity profiles

Here, we analyse the velocity profiles in the LMC coordinate
system. We computed the LMC velocity profiles by using a sim-
ilar methodology to that used in MC21 (as specified in Sect. 3.2).

In the left panels of Fig. 14, we show the velocity profiles
(radial, tangential, and vertical – from top to bottom) for each
of the four full LMC samples. In all samples, the radial veloc-
ity profile slightly decreases with radius up to 2.5 kpc, where it

increases again. The tangential velocity profile shows the rota-
tion curve of the galaxy, having a linear growth until R ∼ 4 kpc
in all samples and becoming flat in the outer disc. The maximum
tangential velocity varies between LMC samples, with a maxi-
mum difference of ∼15 km s−1 at R = 4.7 kpc between the NN
complete and NN optimal samples. We use these rotation curves
to derive residual tangential velocity maps in Sect. 4.3. The ver-
tical velocity profile for the four samples is completely flat and
centered at 0 km s−1, which is a consequence of not using the
observational Vlos in these samples, as mentioned in Sect. 3.2.
As noted above, the internal line-of-sight velocity is estimated
by computing the derivative of the distance as function of time
(see Eq. (A.15)), which makes V ′z become null when substituting
into the analogous Eq. (A.8) for the internal motion, so we will
not use it in the following analysis.

We can summarise the comparison between the samples in
the following points:

– The PM sample profiles are almost the same as the MC21
for the radial and tangential velocity curves.

– The NN complete sample profiles are very similar to the
ones of the PM selection, as also seen in the density maps (see
Sect. 2.3.4), with a maximum difference of ∼2 km s−1 at R &
4.5 kpc in the radial component.

– The NN optimal and NN truncated-optimal samples, while
they are indeed purer, also have larger inward-streaming motion
and rotate about ∼10−15 km s−1 more slowly than the more com-
plete samples in the outer disc.

In the right panels of Fig. 14, we show the same velocity
profiles, this time with the sub-samples that have full 3D velocity
components, this is, with Vlos. The trends observed in the left
panels for the radial and tangential profiles are reproduced in the
right panels. We note that the radial velocity profile of the Vlos
sub-samples has a larger negative amplitude at R = 2 − 3 kpc,
of around VR = −10 km s−1, compared to the VR = −5 km s−1 of
the full samples. Also, the tangential velocity for the NN sub-
samples is now a bit larger and they are all centered around Vφ ∼
80 km s−1. The largest difference between the main samples and
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Fig. 10. Schematic view of the observer-galaxy system. The LMC cen-
ter O(α0, δ0,D0) is chosen to be the origin O of the (x, y, z) coordinate
system. Top: projected view of the sky. All vectors and angles lie in
the plane of the paper. The angles ρ and φ define the projected position
on the sky of a given point with coordinates (α, δ). Bottom: side view
of the observer-galaxy system. The distance from the observer to the
LMC center is D0 and the distance from the observer to an object is D.
The component v1 lies along the line-of-sight and points away from the
observer.

the Vlos sub-samples arises in the vertical velocity component,
where we observe different trends between sub-samples:

– The NN truncated optimal sample provides the same pro-
file as the NN optimal sample. This is expected since, in this
case, both sub-samples are the same because line-of-sight veloc-
ities are available up to G magnitude < 16, and the truncation is
performed at G = 19.5.

– All sub-samples have a slightly negative vertical velocity
profile. The PM sample is the one that has a flatter profile, cen-
tered around −3 km s−1 up to ∼5 kpc. The NN complete sam-
ple has an increasing trend from −4 km s−1 to positive values at
R = 6 kpc and NN optimal presents a wave-like pattern having
a change of sign at R ∼ 4 kpc. These trends are very sensitive
to the imposed µz,0. A small shift to the vertical component of
the systemic motion will translate into a shift in the V ′z profile,
while differences between sub-samples arise from contamination
from the MW, mostly present in the outer disc (see discussion in
Sect. 5).

4.2. Determination of the LMC overdensity maps

In this section, we introduce and describe the mask used to high-
light the LMC overdensities, such as the bar and the spiral arm.

To analyse the data, we considered 100 × 100 bins in the
(x′, y′)-plane of range −8 kpc to 8 kpc, as when constructing
the velocity maps. Then, a Gaussian kernel density estimation
(KDE) of 0.4 kpc-bandwidth is applied. To highlight the star
overdensities, we compute for each bin N/NKDE − 1, where N

Fig. 11. Schematic representation of the reference frames used, all of
them centred on the LMC centre (α0, δ0). In blue, we show the ortho-
graphic reference frame, (x, y, z), whereas in red, we show the Cartesian
LMC frame, (x′, y′, z′). We also show the position of a real star (solid
dark gray), its projection in the LMC cartesian frame under the imposi-
tion of z′ = 0 (red frame).

and NKDE are the number of stars corresponding to the data his-
togram and the KDE, respectively. The mask N/NKDE − 1 has
positive (negative) values for overdensities (underdensities). The
value of NKDE is computed by integrating the KDE for the bin
area. The choice of the KDE bandwidth was empirical. We built
overdensity maps for bandwidths ranging from 0.2−1 kpc and
we considered that a 0.4 kpc-bandwidth fulfills our objective of
highlighting both the LMC bar and arm.

In the bottom panel of Fig. 12, we show the LMC overdensity
map in the (x′, y′) Cartesian coordinate system. We can clearly
see how both the LMC bar and spiral arm stand out as overdensi-
ties, as shown by the black contour of overdensity equal to zero.
We first observe how the LMC spiral arm starts at the end of the
bar around (−3, 0) kpc. Then, if we analyse the spiral arm follow-
ing a counter-clockwise direction, the spiral arm breaks into two
parts: an inner and an outer arm. Finally, both parts join further
on and continue together until the spiral arm ends, performing
close to a full rotation around the LMC centre.

4.3. LMC velocity maps

In this section, we analyse the velocity maps in the LMC coordi-
nate system for the four LMC samples. The results are shown
in Figs. 15–17 for the radial, tangential, and vertical compo-
nents, respectively. Results are shown from top to bottom for PM
selection, NN complete, NN optimal and NN truncated optimal
samples, respectively, while left (right) panels show the veloc-
ity maps for the full (Vlos sub-) samples. The black line shows
the overdensity contour corresponding the overdensity equals to
zero (as in the bottom panel of Fig. 12), which helps in making
the comparison between density and kinematics.

Regarding the radial velocity maps (Fig. 15), the quadrupole
pattern already reported in MC21 related to the motion of stars in
the bar is present for all samples; however, for Vlos sub-samples,
an asymmetry clearly becomes apparent along the semi-major
axis of the bar, shown by the change in sign of the radial veloc-
ity. We estimate the bar major axis is inclined with respect to the
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Fig. 12. Comparison between density and overdensity maps. Top: LMC
density map for the NN complete sample. Bottom: LMC overdensity
map for a 0.4 kpc-bandwidth KDE. A black line splitting the overden-
sities from the underdensities is plotted. Both maps are shown in the
(x′, y′) Cartesian coordinate system.

x′-axis about ∼−10◦. The radial velocities in the upper half of
the semi-major axis have larger values (in absolute value) than
those on the bottom half. Further research is required to analyse
whether this asymmetry is an effect of the inclination of the bar
with respect to the galactic plane or whether it is an artifact of
the assumption that all stars lie in the plane; although this latter
assumption is also present in the full sample, where the asym-
metry is also present but less clear. The trend in the outer disc
is similar in all full samples, though a strong inward or outward
motion in the outskirts of the sample is present in the NN opti-
mal and NN truncated-optimal samples. In particular, the strong
inward motion detected in the upper periphery of the NN opti-
mal and NN truncated samples is coherent with the region where
the Magellanic Bridge connects to the LMC, and this could rep-
resent in-falling stellar content from the SMC. Along the LMC
spiral arm, there is a negative (inward) motion along the spiral
arm overdensity when this is still attached to the bar, regardless
of the sample and the number of velocity components used (left
panels of Fig. 15). After the break, there is no a clear trend. In the
right panels, the Vlos sub-samples do not have enough number of
stars on the spiral arms to provide a clear conclusion.

Regarding the residual tangential velocity maps (Fig. 16), the
conclusions with regard to the bar region are analogous to those

related to the radial velocity maps, namely, the quadrupole pat-
tern expected for the motion of the stars in elliptical bar orbits
is present. The asymmetry in terms of larger velocity in absolute
value above the bar major axis is clear in both the full samples
and the Vlos sub-samples. This asymmetry in the velocity seems
slightly larger in the NN optimal and NN truncated-optimal sam-
ples, with a maximum difference of 10 km s−1. Along the spiral
arm the residual tangential velocity is in general positive in all
samples, that is, stars on the spiral arm move faster than the mean
motion at the same radius, except for the part of the arm with a
density break. When making comparisons among samples, this
aspect represents the effect of the contamination of MW stars in
the velocity maps and we can see the decrease of the residual
tangential velocity in the edges of the sample in the NN opti-
mal and truncated-optimal samples, which could be a bias of the
sample. Regarding the Vlos sub-samples (right panels of Fig. 16),
there is no clear sign of the residual tangential velocity along the
part of the spiral arm attached to the bar.

Finally, we show in Fig. 17 the vertical velocity component
for the Vlos sub-samples. We see, as in the vertical velocity pro-
file, that the vertical velocity map has second order differences
between the different samples. More complete samples, such as
PM and NN complete samples show a bimodal trend, where half
of the galaxy (x′ < 0) is moving upwards, while the other half
(x′ > 0) is moving downwards. There also seems to be a posi-
tive gradient (in absolute value) of increasing vertical velocities
from the inner to the outer disc. This could be associated with
an overestimation of the disc inclination angle or to the presence
of a galactic warp (e.g., Choi et al. 2018), or to the contamina-
tion of MW stars. Purer samples, such as the NN optimal or NN
truncated-optimal still show a similar wave-like motion that can
be associated to the warp or to the fact that the LMC is still not in
dynamical equilibrium (e.g., Choi et al. 2022). Also, there seems
to be a clear negative motion of stars located at the end of the bar
with x′ > 0, which could be an evidence of the inclination of the
bar with respect to the galactic plane.

5. Biases and different evolutionary phases

Velocity maps may be affected by the choice of the galaxy
parameters, namely, the inclination, i, and position angle, θ,
or the systemic motion, (µx,0, µy,0, µz,0). There remains a large
uncertainty in the literature on what the inclination angle of the
galactic plane with respect to the line-of-sight and the line-of-
nodes of the position angle are, with differences as large as 10◦
(e.g., van der Marel & Kallivayalil 2014; Haschke et al. 2012;
Ripepi et al. 2022). In this work, we use i = 34◦ and θ = 220◦,
as nominal values, as in MC21 work. In order to study the possi-
ble systematic that a different inclination angle or position angle
can induce in the velocity maps, we reproduce the velocity maps
for the NN complete sample and corresponding Vlos sub-sample,
by varying the nominal values by ±10◦, only one at a time. In
general, the effect of having a larger (smaller) inclination angle,
elongates (stretches) the velocity map, in either of the velocity
components, and a different position angle, rotates the velocity
maps. In detail, they also introduce the following trends:

Regarding the inclination angle: i) The variation of the incli-
nation angle from i−10◦ to i+10◦, can reverse the radial motion
in the outer disc from being positive to negative along the y′-axis.
ii) The median vertical component can even change sign and
become negative if using a smaller inclination angle; whereas
when this is 10◦ larger, a clear bi-symmetry is introduced. iii)
The inner disc is not affected, nor the residual tangential com-
ponent. Regarding the position angle, systematics are of second
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Fig. 13. Simulation B5. First row left panel: density distribution in logarithmic scale. First row, right panel: velocity profiles of the B5 simulation.
In blue, orange and green, for the radial, tangential, and vertical components, respectively, when taking into account the full velocity informa-
tion (dashed lines), or when Vlos is not available (solid lines). Differences are negligible and both curves overlap. Scatter points show the real
velocity profiles. Second row: N-body simulation maps (left, radial; middle, residual tangential; right, vertical), without applying any coordinate
transformation. Third row: same as above computed applying the (Sect. 3) coordinate transformations without line-of-sight information. Fourth
row: same as above computed applying the (Sect. 3) coordinate transformations with line-of-sight information. The black line shows the contour
corresponding to overdensity equal to zero for a 0.4 kpc-bandwidth KDE (see details in Sect. 4.2).

order and mainly affect the azimuthal angle in the disc where the
motion is inwards or outwards and upwards or downwards.

The choice of the systemic motion (µx,0, µy,0, µz,0) used to
compute the internal velocities in the LMC reference frame may
also introduce systematics in the velocity profile and maps. In
this work, we adopted the same systemic motion as in MC21

to allow a direct comparison. The availability of line-of-sight
velocities in Gaia DR3 allows a better estimation of µz,0. For
each Vlos sub-sample, we fit a Kernel density estimation of
2 km s−1 bandwidth to the distribution of line-of-sight velocities
(see top panels of Fig. 9) and obtain at which line-of-sight veloc-
ity this distribution is maximum Vlos,0. We assume, then, that the
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Fig. 14. Velocity profiles for the four LMC
samples in the case Vlos is not available (left)
and when it is available (right). From top to
bottom: radial, tangential, and vertical veloc-
ity profiles. Each curve corresponds to one
LMC sample: PM selection (blue), NN com-
plete (orange), NN optimal (green) and NN
truncated-optimal (red). In black, the radial
and rotation curve published in MC21 (their
Fig. 14) is shown. For most of the bins, the
error bar is small and cannot be seen. Only
bins with more than 300 sources are plotted.

line-of-sight systemic motion, µz,0 of the LMC is given by µz,0 =
Vlos,0/D0. Results are shown in Table 3, where we show for each
sub-sample Vlos,0 and the corresponding µz,0. We note that for the
PM and NN complete samples µz,0 = −1.112 mas yr−1 and simi-
lar to the value adopted in this work, which is −1.115 mas yr−1.
As discussed previously, NN complete sample and PM sample
have a very similar LMC classification and thus provide simi-
lar density and kinematic distributions. On the other hand, the
line-of-sight systemic motion for the NN optimal sample gives
µz,0 = −1.132 mas yr−1, which can provide a different velocity
profile in the vertical in-plane component, while it barely has no
effect on the planar components. In Fig. 18, we show the verti-
cal velocity profile for each of the three sub-samples when we
use either the MC21 adopted value for µz,0 (dashed lines) or the
derived using the Gaia DR3 line-of-sight velocities (solid lines).
We note that a bias in the µz,0 translates in a shift in the V ′z profile.
The small difference between the PM and NN complete samples
with respect to the MC21 value falls within the error bars. For
the NN optimal sample, the currently derived value shifts the
median vertical velocity to be centered at zero in the inner 3 kpc,
while it is slightly oscillating towards positive values in the outer
disc.

Regarding the tangential systemic motion, (µx,0, µy,0), van
der Marel et al. (2002) determined (µx,0, µy,0) = (−1.68,
0.34) mas yr−1 using Carbon stars, while Schmidt et al. (2022)
found (µx,0, µy,0) = (−1.95, 0.43) mas yr−1. In this work, we
use the values derived in MC21, namely (µx,0, µy,0) = (−1.858,
0.385) mas yr−1. The choice of values for (µx,0, µy,0) affects the
three components of the internal velocities (see Eqs. (A.15)
and (A.13)). We test how a possible change of the systemic motion

within values given by different models in MC21 (their Table 5)
and in the literature affects the velocity profile and maps. Regard-
ing the MC21 values, the velocity maps do not change qualita-
tively, and the largest change is in the vertical velocity profile
with a shift of the order of 2 km s−1 within the uncertainty range
of 0.02 mas yr−1 in either of the tangential systemic components,
similar to what we see for the vertical component of the systemic
motion (see Fig. 18)3. When considering literature values, and
due to the strong correlation between the systemic motion and
the position of the kinematic centre, we had to build the velocity
maps fixing the kinematic centre to the coordinates given in the
respectively works. Regarding the radial and residual tangential
components, we observe strong systematic effects such as gra-
dients across the LMC plane. The vertical velocity is systemat-
ically negative (using van der Marel et al. 2002 values), or pos-
itive (using Schmidt et al. 2022 values), indicating that the val-
ues of centre coordinates and systemic transverse motions from
the literature cannot apply to our samples. We conclude that the
systematic gradients are very sensitive to small variations in the
kinematic parameters. Only a narrow range of values can match
the data, namely, they do not create such systematic effects and
these values are the best-fit solutions given in MC21.

Finally, in Fig. 19, we show the radial and tangential velocity
profiles for the NN complete (left) and NN optimal (right) full
samples separated by the same evolutionary phases selection as
in MC21. We impose an additional constraint on the minimum

3 Animations of the variation of the morphological parameters and sys-
temic motion in the velocity profile and maps are made available online.
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Fig. 15. LMC median radial velocity maps. All
maps are shown in the (x′, y′) Cartesian coordi-
nate system. From top to bottom: PM sample, NN
complete, NN optimal, and NN truncated-optimal
sample. Left: line-of-sight velocity not included.
Right: line of sight velocity included. NN truncated-
optimal Vlos sub-sample map is not shown because
it is the same as the NN optimal Vlos sub-sample
(see text for details). For each colormap, a black line
splitting the overdensities from the underdensities
for a 0.4 kpc-bandwidth KDE is plotted and a mini-
mum number of 3 (20) stars per bin is imposed when
the line-of-sight is (not) considered.

number of 500 sources per bin. The radial velocity profiles for
the young (Young1, Young2, and Young3) samples are almost
identical among the NN complete and NN optimal samples, so
they are mostly unaffected by MW contamination. We can see
how for older samples, for example, in the case of RR Lyrae sam-
ples, the sharp minimum of velocity at R = 3 kpc smooths out
in the outer disc and becomes more planar and even centered at
zero. Differences arise in the AGB sample between the NN com-
plete and NN optimal samples, oscillating as the Young1 popula-
tion in the NN complete sample, while remaining negative as the
Young2 and Blue Loop evolutionary phases in the NN optimal
sample. The Young1 population highly oscillates from negative

values in the inner disc to positive values at the ends of the bar.
This trend might be due to a limitation in the training sample,
which due to its characteristics, lacks AGB and Young1 stars.
Despite this limitation, the NN classifier does an excellent job
in these areas of the colour-magnitude diagram (see the two bot-
tom rows of Fig. 6, where both the AGB and Young1 areas for all
LMC samples are well defined). The gradient in age observed in
the tangential velocity profile in the MC21 sample is conserved
in both the NN complete and NN optimal samples. There seems
to appear a bimodality in the NN optimal sample separating the
young and old evolutionary phases, which is not present in the
NN complete sample, indicating that it might be an artifact of the
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Fig. 16. LMC median residual tangential velocity
maps. All maps are shown in the (x′, y′) Cartesian
coordinate system. From top to bottom: PM sam-
ple, NN complete, NN optimal, and NN truncated-
optimal sample. Left: line-of-sight velocity not
included. Right: line-of-sight velocity included. NN
truncated-optimal Vlos sub-sample map is not shown
because it is the same as the NN optimal Vlos sub-
sample (see text for details). For each colormap, a
black line splitting the overdensities from the under-
densities for a 0.4kpc-bandwidth KDE is plotted and
a minimum number of 3 (20) stars per bin is imposed
when the line-of-sight is (not) considered.

imbalance between completeness and purity. Therefore, further
investigation is required in the analysis of stellar populations of
the different samples.

6. Conclusions

In this work, we analyse the velocity maps of four LMC samples,
defined using different selection strategies, namely, the proper
motion selection, as in MC21, and three samples based on a neu-
ral network classification, trained using a MW+LMC simulation
created by GOG. Using different probability cuts, Pcut, we defined
two LMC samples: NN complete, with Pcut = 0.01, and NN opti-

mal, with Pcut = 0.52, corresponding to the optimal value based
on the receiver operating characteristics (ROC) curve. We applied
to this last sample an extra cut on the apparent G magnitude of
G < 19.5 mag, in order to remove further contamination of mis-
classified faint stars. Taking advantage of the recently released
spectroscopic line-of-sight velocities published in Gaia DR3,
we generated sub-samples that include both proper motions and
line-of-sight velocities. We also adopt a new formalism in order
to transform from the observable space (α, δ, µα∗, µδ,Vlos)
to the LMC frame (x′, y′, z′, vx′ , vy′ , vz′ ). The advantage
of this formalism based on that of van der Marel & Cioni
(2001) and van der Marel et al. (2002) is the possibility to
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Fig. 17. Same as Fig. 15 for the median vertical velocity of the Vlos
sub-samples.

include the Vlos component when deriving internal LMC
velocities.

We analysed the velocity profile and maps in the LMC coor-
dinate system for the full samples and the Vlos sub-samples. The
velocity maps corresponding to the radial and tangential compo-
nent of the velocity for the PM sample are analogous to those
presented in the MC21 paper, while in Sect. 4.3, we analysed the
differences between the samples based on a NN classification.
As shown, differences are of second order and mainly located
in the outer disc, where differences in density also arise. As a
novelty, we also include the Vlos sub-samples with line-of-sight
velocities from Gaia DR3 (Katz et al. 2022), which allows for
the analysis of the vertical velocity component.

The main conclusions of this work are as follow:
– In all samples and sub-samples, the dynamics in the inner

disc are mainly dominated by the bar, and this is a confirma-

Table 3. Determination of the line-of-sight systemic motion.

Vlos sub-sample Vlos,0 [km s−1] µz,0 [mas yr−1]

PM 260.86 −1.112
NN complete 260.86 −1.112
NN optimal 265.66 −1.132

Notes. Second column gives the Vlos for which the KDE (see text for
details) is maximum. Third column provides the corresponding value
of µz,0.

Fig. 18. Stellar vertical velocity profiles of the LMC Vlos sub-samples
(blue, orange and green for the PM, NN complete, and NN optimal
samples, respectively) for different input values of µz,0: the Gaia DR3
derived in solid lines and the MC21 adopted value in dashed lines (val-
ues given in the legend).

tion of what was first found in MC21. An asymmetry along
the bar-major axis is emphasised , especially when mapping
the kinematics with the Vlos sub-samples.

– The kinematics on the spiral arm overdensity seem to be
dominated by an inward (VR < 0) motion and a rotation
faster than that of the disc (Vφ − V̄φ > 0) in the part of the
arm attached to the bar, although Vlos sub-samples are not
conclusive in this region.

– The dynamics seems to change in the part of the arm with
lower density or even detached from the main arm after the
density break, in the sense that the radial velocity and resid-
ual tangential velocity can reverse signs.

– The contamination of MW stars seems to dominate the outer
parts of the disc, mainly affecting older and later evolution-
ary phases (e.g.„ RRL or AGB stars).

– Uncertainties in the LMC systemic motion largely affect the
vertical component of the velocity, even causing a change in
sign. Uncertainties in the morphological parameters of the
LMC (inclination and position angle) can modify the radial
and vertical velocity maps, apart from inducing a stretch or
rotation of them.

– The lack of a Vlos value for all stars does not substantially
impact the kinematic profiles or maps. The approximation
used to derive the internal kinematics is accurate.

The available Gaia DR3 dataset and the new strategy to select
LMC clean samples have proven to be suitable to performing
kinematic studies and allowing for a deep analysis of the nature
of the LMC morphology. Comparisons with realistic LMC mock
catalogues are crucial and this will be the focus of further work.
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Fig. 19. Stellar velocity curves of the LMC
evolutionary phases. Top and bottom panels
show the radial motions and rotation curves,
respectively, for both NN complete (left) and
NN optimal samples (right). Coloured lines
are for the eight evolutionary phases. Only
bins with more than 500 sources are plotted.
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Appendix A: Coordinate changes

In this appendix, we detail the steps performed to transform from
heliocentric equatorial coordinates to LMC internal coordinates.
This formalism is based on van der Marel & Cioni (2001) and
van der Marel et al. (2002).

A.1. Positions

The position of any point in space is uniquely determined by
its right ascension and declination on the sky, (α, δ), and its dis-
tance, D, which can be referenced to a particular point, O, with
coordinates (α0, δ0,D0). We chose the LMC centre to be the ref-
erence centre.

We introduce the angular coordinates (φ, ρ) (Figure 10)
which are defined in the celestial sphere:

– ρ is the angular distance between the points (α, δ) and
(α0, δ0).

– φ is the position angle of the point (α, δ) with respect to
(α0, δ0). In particular, φ is the angle at (α0, δ0) between the
tangent to the great circle on the celestial sphere through
(α, δ) and (α0, δ0), and the circle of constant declination
δ0. By convention, φ is measured counterclockwise starting
from the axis that runs in the direction of decreasing right
ascension at constant declination δ0.
We can uniquely define (ρ, φ) as function of (α, δ), for a

choice of the origin O, by using:

ρ = arccos [cos δ cos δ0 cos(α − α0) + sin δ sin δ0] ,

φ = arctan
[
sin δ cos δ0 − cos δ sin δ0 cos(α − α0)

− cos δ sin(α − α0)

]
. (A.1)

These previous equations have been obtained by using the
cosine, sine rule of spherical trigonometry and the so-called ana-
logue formula:

cos ρ = cos δ cos δ0 cos(α − α0) + sin δ sin δ0,

sin ρ cos φ = − cos δ sin(α − α0),
sin ρ sin φ = sin δ cos δ0 − cos δ sin δ0 cos(α − α0)

. (A.2)

Then, we can introduce a Cartesian coordinate system
(x, y, z) that has its origin at O, with the x-axis anti-parallel to the
right ascension axis, the y-axis parallel to the declination axis,
and the z-axis towards the observer. This is somehow similar to
considering the orthographic projection -a method of represent-
ing 3D objects where the object is viewed along parallel lines
that are perpendicular to the plane of the drawing of the usual
celestial coordinates and proper motions. This yields the follow-
ing transformations:

x = D sin ρ cos φ,
y = D sin ρ sin φ,
z = D0 − D cos ρ.

(A.3)

A second Cartesian coordinate system (x′, y′, z′) is then
introduced. It is obtained from the system (x, y, z) by counter-
clockwise rotation around the z-axis by an angle θ, followed
by a clockwise rotation around the new x′-axis by an angle i.
With this definition, the (x′, y′) plane is inclined with respect to
the sky by an angle, i, (with face-on viewing corresponding to
i = 0◦). The angle, θ, is the position angle of the line-of-nodes
- the intersection of the (x′, y′)-plane, and the (x, y)-plane of the
sky, measured counterclockwise from the x-axis. In practice, i
and θ ought to be chosen such that the (x′, y′)-plane coincides

with the plane of the LMC disk. The transformations between
the (x′, y′, z′) and the (x, y, z) coordinates are represented by:


x′
y′
z′

 =


cos θ sin θ 0

− sin θ cos i cos θ cos i − sin i
− sin θ sin i cos θ sin i cos i




x
y
z

 , (A.4)

The distance, D, of points in the (x′, y′) plane is of interest
here, as a function of the position (ρ, φ) on the sky. The points in
this plane fulfil z′ = 0, which yields:

D = Dz′=0 ≡ D0 cos i
cos i cos ρ − sin i sin ρ sin(φ − θ) . (A.5)

A.2. Velocities

At any given position (D, ρ, φ) a velocity vector can be decom-
posed into a sum of three orthogonal components:

v1 ≡ dD
dt
, v2 ≡ D

dρ
dt
, v3 ≡ D sin ρ

dφ
dt
. (A.6)

Here, v1 is the line-of-sight velocity and v2 and v3 are the
velocity components in the plane of the sky. Computing the time
derivative of Eq. (A.3) yields:


vx
vy
vz

 =


sin ρ cos φ cos ρ cos φ − sin φ
sin ρ sin φ cos ρ sin φ cos φ
− cos ρ sin ρ 0




v1
v2
v3

 , (A.7)

where (vx, vy, vz) is the three-dimensional velocity in the (x, y, z)
coordinate system. Again, to describe the internal kinematic of
the galaxy it is useful to adopt the second Cartesian coordinate
system (x′, y′, z′). We recall that the (x′, y′)-plane coincides with
the plane of the LMC disk. Upon taking the time derivative on
both sides on Eq. (A.4) yields the transformation equations from
(vx, vy, vz) to (v′x, v

′
y, v
′
z). This result can be used with Eq. (A.7) to

obtain:

v′x
v′y
v′z

 =


cos θ sin θ 0

− sin θ cos i cos θ cos i − sin i
− sin θ sin i cos θ sin i cos i

×

×

sin ρ cos φ cos ρ cos φ − sin φ
sin ρ sin φ cos ρ sin φ cos φ
− cos ρ sin ρ 0




v1
v2
v3

. (A.8)

We know that v1 is the line-of-sight velocity. Now, we need
to relate the velocities v2 and v3 with the proper motions µα∗
and µδ. In these directions, the proper motions are defined
as:

µα∗ ≡ cos δ
dα
dt

, µδ ≡ dδ
dt
. (A.9)

Upon taking time derivative of Eq. (A.2) we obtain relations
between dρ/dt and dφ/dt on the one hand, and dα/dt and dδ/dt
on the other. This system can be solved to obtain:

(
v2
v3

)
= D

(
sin Γ cos Γ
cos Γ − sin Γ

) (
µα∗
µδ

)
, (A.10)
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where the angle Γ determines the rotation angle of the (v2, v3)
frame on the sky. It is given by:

cos Γ = [sin δ cos δ0 cos(α − α0) − cos δ sin δ0]/ sin ρ,
sin Γ = [cos δ0 sin(α − α0)]/ sin ρ.

(A.11)

A.2.1. Correcting from the systemic motion

For a planar system, the velocity of a tracer can be written as
a sum of three components: the velocity corresponding to the
systemic motion, the velocity corresponding to precession and
nutation of the disk plane, and the velocity corresponding to the
internal motion of the tracer:

v1
v2
v3

 =


v1
v2
v3


sys

+


v1
v2
v3


pn

+


v1
v2
v3


int

. (A.12)

Then, if we neglect the effect of precession and nutation, we
can determine the internal motion by using:

v1
v2
v3


int

=


v1
v2
v3

 −

v1
v2
v3


sys

, (A.13)

where we explain how to compute the first term in Section A.2.
On the other hand, we can determine the systemic motion using
the inverse relation of Eq. (A.7):


v1
v2
v3


sys

=


sin ρ cos φ sin ρ sin φ − cos ρ
cos ρ cos φ cos ρ sin φ sin ρ
− sin φ cos φ 0




vx
vy
vz


sys

=

=D0


sin ρ cos φ sin ρ sin φ − cos ρ
cos ρ cos φ cos ρ sin φ sin ρ
− sin φ cos φ 0




µx,0
µy,0
µz,0



, (A.14)

where µx,0 and µy,0 are the associated proper motions in the x
and y directions at the centre of the disc, and µz,0 = vz,0/D0, the
associated line-of-sight velocity, expressed on the same scale as
the proper motions by dividing by D0.

A.3. Estimating the observational line-of-sight velocity

In a case where we do not have observational information on the
line-of-sight velocity, we can estimate v1,int by computing the
derivative of the distance as function of time:

v1,int ≡dD
dt

=
d
dt

[
D0 cos i

cos i cos ρ − sin i sin ρ sin(φ − θ)
]

=
v2,int[cos i sin ρ + sin i cos ρ sin(φ − θ)] + v3,int sin i cos(φ − θ)

cos i cos ρ − sin i sin ρ sin(φ − θ)
.

(A.15)

To compute v2,int and v3,int when observational information on
the line-of-sight velocity is lacking, we proceed the way that is
described in Section A.2, since v2,int and v3,int only depend on the
proper motions.
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A S M A L L M A G E L L A N I C C L O U D S T E L L A R
C L A S S I F I E R

This Chapter contains the published version of Jiménez-Arranz et al.
(2023a, A&A, 672, A65).

Based on Jiménez-Arranz et al. 2023b, we define and validate a new
supervised classification strategy based on neural networks (NNs) to
distinguish the Small Magellanic Cloud (SMC) stars from the Milky
Way (MW) foreground stars. We use as much as of the Gaia DR3 data
as possible (astrometry and photometry). As a result of the application
of our method, we are able to define three samples, with different
levels of purity and, complementarily, completeness. We validated
these classification results using different test samples (SMC RR Lyrae,
SMC Cepheids and SMC-MW StarHorse (SH) samples).

The estimated MW contamination in each of the three SMC samples
is in the 10-40% range; the “best case” is obtained for bright stars
(G < 16), which are part of the line-of-sight velocity (Vlos) sub-samples,
and the "worst case" corresponds to the entire SMC sample determined
by applying a strict criteria based on SH distances. A further check
based on the comparison with a nearby area with uniform sky density
indicates that the global contamination in our samples is probably
close to the low end of the range, around 10%.
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ABSTRACT

Context. Previous attempts to separate Small Magellanic Cloud (SMC) stars from the Milky Way (MW) foreground stars are based
only on the proper motions of the stars.
Aims. In this paper, we aim to develop a statistical classification technique to effectively separate the SMC stars from the MW stars
using a wider set of Gaia data. We aim to reduce the possible contamination from MW stars compared to previous strategies.
Methods. The new strategy is based on a neural network classifier, applied to the bulk of the Gaia DR3 data. We produce three
samples of stars flagged as SMC members, with varying levels of completeness and purity, obtained by application of this classifier.
Using different test samples, we validated these classification results and compared them with the results of the selection technique
employed in the Gaia Collaboration papers, which was based solely on the proper motions.
Results. The contamination of the MW in each of the three SMC samples is estimated to be in the 10–40% range; the “best case” in
this range is obtained for bright stars (G < 16), which belong to the Vlos sub-samples, and the “worst case” for the full SMC sample
determined by using very stringent criteria based on StarHorse distances. A further check based on the comparison with a nearby
area with uniform sky density indicates that the global contamination in our samples is probably close to the low end of the range,
around 10%.
Conclusions. We provide three selections of SMC star samples with different degrees of purity and completeness, for which we
estimate a low contamination level and which we have successfully validated using SMC RR Lyrae, SMC Cepheids, and SMC-MW
StarHorse samples.

Key words. Magellanic Clouds – astrometry – methods: data analysis

1. Introduction

This paper is a follow-up of (Jiménez-Arranz et al. 2023, here-
after J23). In that paper, the authors analyzed the kinematics of
the Large Magellanic Cloud (LMC) using the Gaia DR3 data;
the analysis required a reliable separation of LMC and fore-
ground (Milky Way) stars in the dataset; for this purpose, a
classification method based on a neural network (NN) was devel-
oped, tested, and applied. The result was a series of datasets
providing a reliable selection of LMC objects, published through
the Centre de Données de Strasbourg for public use.

In this work, we extended the application of this methodol-
ogy to the Small Magellanic Cloud (SMC) in order to obtain
similarly reliable datasets for the study of this object. We made
them public for general use.

The paper is organized as follows. In Sect. 2, we describe
the Gaia base sample and the training sample. In Sect. 3, we
explain how we trained the classifier and applied it to the Gaia
base sample. We also compared the different datasets obtained.
In Sect. 4, we validate the datasets with external data such
as Cepheids (Ripepi et al. 2017), RRLyrae (Muraveva et al.

⋆ The SMC/MW classification probability of each object is only
available at the CDS via anonymous ftp to cdsarc.cds.unistra.fr
(130.79.128.5) or via https://cdsarc.cds.unistra.fr/
viz-bin/cat/J/A+A/672/A65

2018), and StarHorse (Anders et al. 2022). Finally, we give our
conclusions in Sect. 5.

2. Data selection

In this section, we introduce the samples used in this paper. First,
we characterize the Gaia DR3 base sample (Gaia Collaboration
2021a) with stars selected around the SMC center. The contam-
ination of foreground MW stars in this sample is nonnegligible.
One may consider distinguishing the SMC and MW through
their distances; however, due to the large uncertainties in the
parallax-based distances at the SMC (Lindegren et al. 2021)
it is not possible and would only be effective when subtract-
ing bright MW stars. Second, we characterize the Gaia training
sample we used to train the machine learning classifier (NN) to
distinguish SMC stars from MW foreground stars. This train-
ing sample intends to mimic the full dataset available in the
Gaia catalog.

2.1. Gaia base sample

The Gaia base sample was obtained using a selection from the
gaia_source table in Gaia DR3 with a 10◦ radius around the
SMC center defined as (α, δ) = (12.80◦, −73.15◦) (Cioni et al.
2000a) and a limiting G-magnitude of 20.5. We only kept the
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Fig. 1. Characteristics of GOG simulated samples in orange and blue: SMC and the MW training samples, respectively. Top left and middle:
distribution of proper motions in right ascension and declination, respectively. Top right: parallax distribution. Bottom left: magnitude G distribution
of the simulated samples. Bottom middle and right: color-magnitude diagram of the SMC and MW, respectively. Colors represent relative stellar
density, with darker colors meaning higher densities.

stars with parallax and integrated photometry information, since
they are used in the SMC/MW classification. This selection can
be reproduced using the following ADQL query in the Gaia
archive:

SELECT * FROM gaiadr3.gaia_source as g
WHERE 1=CONTAINS(POINT(‘ICRS’,g.ra,g.dec),
CIRCLE(‘ICRS’,12.80,-73.15,10))
AND g.parallax IS NOT NULL
AND g.phot_g_mean_mag IS NOT NULL
AND g.phot_bp_mean_mag IS NOT NULL
AND g.phot_rp_mean_mag IS NOT NULL
AND g.phot_g_mean_mag < 20.5

The resulting base sample contains a total of 4 047 225
objects.

2.2. Gaia training sample

As in J23, we used GOG (Luri et al. 2014) to produce a train-
ing dataset with similar characteristics to the base sample. We
selected particles within 10◦ of the SMC center. We made it com-
patible with recent estimations of the mean distance and systemic
motion obtained from EDR3 data: a distance of 62.8 kpc (Cioni
et al. 2000b) and a systemic motion of µα∗ = 1.858 mas yr−1,
µδ = 0.385 mas yr−1 as inferred in the linear fit (Table 4) to the
proper motions in Gaia Collaboration (2021b, hereafter MC21).

The Gaia training sample is split into two labelled subsets,
one containing SMC stars and the other MW stars. The SMC
simulation includes 54 109 sources, a smaller number of stars in
comparison to what was expected for the data. That is because

the GOG simulator is based on a pre-defined catalog of OGLE
stars to provide real positions for the SMC stars (see details in
Luri et al. 2014). On the other hand, the MW simulation is based
on a realistic Galactic model that generates a number of stars that
matches the observations. Similarly to the strategy used in J23,
we compensated this unbalanced and unrealistic ratio between
SMC and MW stars by retaining a random 20% fraction of the
MW simulation, obtaining 285 258 sources. In Fig. 1, both SMC
and MW training subsets are characterised.

Our training sample is the result of combining these two
simulations, which we contrast with the Gaia base sample in
Fig. 2. These plots demonstrate that the Gaia training sample
roughly matches the major characteristics of the Gaia base sam-
ple, but they also highlight some of its limitations. For example,
the color–magnitude diagram (CMD) for the SMC simulation is
not fully representative at the faintest magnitudes – with a lack
of stars and an artificial cut line- and the distribution of the SMC
stars in the sky forms a kind of square due to its origin based on
an extraction from the OGLE catalog. We tested their effective-
ness using a number of validation samples to ensure that they are
appropriate.

2.3. Proper motions-based classification

To establish a baseline comparison with previous methods, we
used the same selection based on the proper motions as in MC21.
In short, the MW foreground contamination is minimized by
computing the median proper motions of the SMC from a sam-
ple constrained to its very center and cutting the magnitude and
parallax. We only kept stars whose proper motions obey the
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Fig. 2. Gaia base and training samples comparison. Top from left to right: density distribution in equatorial coordinates of the Gaia base and
Gaia training samples in logarithmic scale, parallax, and G-magnitude distributions. Bottom from left to right: proper motion distributions in right
ascension and declination and color–magnitude diagrams for the Gaia base and training samples. In the histograms, we show the Gaia base sample,
while in dotted purple we show the Gaia training sample. In the color–magnitude diagrams, colors represent relative stellar density with darker
colors meaning higher densities.

constraint of χ2 < 9.21, that is, an estimated 99% confidence
region (see details in Sect. 2.2 of MC21). The resulting sample
(hereafter PM selection) contains 1 720 856 objects1.

3. SMC/MW classification

In this section, we define an improved, more efficient, and
adjustable selection strategy to distinguish the SMC stars from
the MW foreground. Based on this classifier, we selected three
samples of candidate SMC stars with different degrees of com-
pleteness and purity.

3.1. Training the classifier

The sklearn Python package (Pedregosa et al. 2011) was used to
create a classifier. Using the Gaia data, this module includes a
number of classifiers that can be used to differentiate the MW
foreground objects from the SMC objects in our base sample
using the training sample mentioned in the preceding section.
We used the position (α, δ), parallax, and its uncertainty (ϖ,
σϖ), along with the proper motions and their uncertainties (µα∗,
µδ, σµα∗ , σµδ ), and Gaia photometry (G, GBP, GRP).

As in J23, we select as classifier the NN. The NN has 11 input
neurons, corresponding to the 11 Gaia parameters listed above;
three-hidden-layers with six, three, and two nodes, respectively;
and a single output that gives the probability P of being a SMC
star for each object (or, conversely, the probability of not being
a MW star). The object is very likely to belong to the SMC
(MW) if the P value is close to 1 (0). The activation function
that we employed was the rectified linear unit (ReLU). With a

1 We note that the difference in the number of sources with the ones in
MC21 comes from the different cut in radius, now being of 10◦ instead
of 11◦.

constant learning rate, stochastic gradient descent is used in our
model to optimize the log-loss function. The strength of the L2
regularization term is 1e-52.

To train the algorithm, we used 60% of the training sam-
ple, and the remaining 40% was used for testing purposes. By
creating the receiver operating characteristic (ROC) curve and
computing the area under the curve (AUC), we assessed the clas-
sifier performance. One of the most crucial evaluation criteria for
determining the effectiveness of any classification model is the
ROC curve. Using various probability thresholds, it summarizes
the trade-off between the true positive rate and false positive rate.
Another useful tool for classifier evaluation is the AUC of the
ROC curve. The larger the AUC, the better the classifier works.
An excellent model has an AUC that is close to 1, indicating that
it has a high level of separability. Having an AUC equal to 0.5
indicates that the model is incapable of classifying the data.

We provide the ROC curve of our NN classifier in the left
panel of Fig. 3. We achieve an AUC of 0.998, indicating that our
classifier accurately distinguishes between SMC and MW stars
in the test sample. We show the precision-recall curve in the right
panel of Fig. 3. When the classes are severely unbalanced, it is
another helpful indicator to assess the output quality of the clas-
sifier. Both evaluation criteria display a nearly flawless classifier
when applied to the training (simulated) data; however, the same
warnings regarding the classifier described in J23 apply here.

3.2. Applying the classifier to the Gaia base data

After the NN has been trained, we use it to extract probabili-
ties for each object in the Gaia base sample. Figure 4 displays

2 The corresponding author can be contacted if readers are interested
in using the NN developed in the paper.
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Fig. 3. Evaluation metrics for NN classifier performance. Left: ROC
curve. Black dot is in the “elbow” of the ROC curve and shows the
best balance between completeness and purity. The purple star shows
the completeness threshold. Right: precision–recall curve. In both cases,
we compare our model (orange solid curve) with a classifier that has no
class separation capacity (blue dashed curve).

Fig. 4. Gaia base sample’s probability distribution for the NN classifier.
A high likelihood of being an SMC (MW) star is indicated by a proba-
bility value close to 1 (0).

the resulting probability distribution. Two distinct peaks can be
seen, one with probability near 0 and the other with probability
near 1. These peaks match stars that the classifier can definitely
identify as being MW and SMC sources, respectively. There is
a flat tail with intermediate probability in between, which repre-
sents sources for which the NN has more difficulties classifying.
Only 537 137 stars have a probability P between 0.01 and 0.9,
corresponding to 13% of the SMC base sample.

We must establish a probability threshold Pcut in order to
acquire a classification using the probabilities that the classi-
fier generated for each star. The star is thought to belong to the
SMC if P > Pcut and the MW if P < Pcut (alternatively, we could
deem stars with intermediate probabilities as unclassified). Fix-
ing a low probability threshold allows us to ensure that no SMC
objects are missed, but at the cost of having more “mistaken”
MW stars in the SMC-classified sample. Conversely, by setting
a high probability threshold, we can reduce contamination in the
resultant SMC-classified sample, but at the cost of omitting some
SMC stars and producing a less complete sample.

As seen in J23, a choice regarding the purity-completeness
trade-off will determine the characteristics of the final sample
and may, therefore, have an impact on the results. To examine

the impact of this trade-off, we defined two different samples in
this work:
1. Complete sample (Pcut = 0.01). In this case, a cut at low

probability prioritizes completeness at the cost of larger
MW contamination. We determined the cut value by look-
ing at the classification’s probability histogram (Fig. 4) and
selecting the upper limit of the peak of small probability
values.

2. Optimal sample (Pcut = 0.31). The probability cut in this
instance was determined to be the best possible in terms
of classification; the value corresponds to the “elbow” of
the ROC curve (Fig. 3), which is in principle the ideal
compromise between completeness and purity.

Additionally, and because MW stars exponentially rise at fainter
magnitudes whereas SMC stars rapidly decrease beyond G ≃
19.5 (see discussion in the next section), we introduced the third
case after carefully studying the results for the optimal sample.
We refer to it as the truncated-optimal sample (Pcut = 0.31) with
G < 19.5 mag. As mentioned above, this cut avoids a region
in the faint end, where the SMC training sample is not repre-
sentative; by removing these stars, the MW contamination can
be reduced and the stars with larger uncertainties are also dis-
carded. Given the purity of the SMC diagrams in Fig. 5, we
decided against making a second selection by excluding areas
of the CMD diagram where contamination is more likely.

Finally, we take into account two datasets for each of the four
samples: firstly, the full sample, where we assume that there is
no information on the line-of-sight velocities for any of the stars;
secondly, a subset of the first sample that only contains stars
with Gaia DR3 line-of-sight velocities is kept. These samples
are referred to as the corresponding Vlos samples. In Table 1, the
second and third columns show the number of stars for each data
set together with the mean astrometric information.

3.3. Comparison of classifications

Figure 6 displays the sky density distributions for the classi-
fied SMC/MW members in our various samples. We provide
the SMC selection for each sample in the left column, and the
sources designated as MW are displayed in the right column.
Proper-motion selection is the first row, followed by the three
NN-based selection strategies, and each row corresponds to one
selection technique. As may be expected, the outcomes of the
proper-motion-based selection closely resemble those of MC21.

Since an anomalous classification in the SMC outskirts is not
seen in these figures, we notice that the restricted spatial distribu-
tion of the SMC training sample (square region in top left panel
of Fig. 2) does not pose an issue for extrapolating the member-
ship outside this region. Additionally, we observe that sources
identified as MW by all four samples exhibit an overdensity in
the SMC central part, the most populated region, indicating that
SMC stars were misidentified. Two globular clusters, Tuc 47 and
NGC362, were successfully removed from the SMC samples
(see the concentration of stars around (α, δ) ≃ (5◦,−72◦) and
(16◦,−71◦), respectively). Moreover, we observe that, in accor-
dance with the concept of the probability cut, fewer stars are
categorized as belonging to the MW the more complete the SMC
sample is. In this regard, a cross-match between the complete
sample and the proper motion selection sample reveals that the
latter almost entirely contains the former: of the 1 720 856 stars
in the proper motion sample, 1 697 614 of them are included
in the complete sample, and the complete sample also contains
nearly 400 000 additional stars. Regarding the MW samples, we
can estimate their SMC contamination by comparing its density
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Fig. 5. Astrometric and photometric characteristics of the SMC and MW samples. From left to right: PM sample, NN complete, NN optimal,
and NN truncated-optimal samples. In the first four rows, we show distributions of proper motion in right ascension and declination, parallax, and
G-magnitude, respectively, of the SMC (orange) and MW (blue) samples. In the last two rows, we show the color–magnitude diagram of the
samples classified as SMC and MW, respectively. Color represents the relative stellar density, with darker colors meaning higher densities.
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Table 1. Comparison of the SMC samples’ number of sources and mean astrometry between the proper motion selection (MC21) and the NNs.

SMC sample N Nvlos ϖ σϖ µα∗ σµα∗ µδ σµδ

Proper motion selection 1 720 856 4014 −0.0029 0.323 0.731 0.370 –1.226 0.297
NN complete 2 172 427 4195 –0.0013 0.417 0.706 0.580 –1.221 0.558
NN optimal 1 979 603 3335 –0.0083 0.381 0.696 0.485 –1.218 0.463
NN truncated-optimal 1 265 824 3335 –0.0018 0.254 0.700 0.383 –1.225 0.349

Notes. Parallax is in mas and proper motions in mas yr−1.

Fig. 6. Sky density distribution in equatorial coordinates of both
the SMC (left) and MW (right) sample obtained from the different
classifiers. First row: proper motion selection classification. Second
row: complete NN classification. Third row: optimal NN classification.
Fourth row: truncated-optimal NN classification. We note that in the
fourth row, we display a cut in magnitude G > 19.5 for both the SMC
and MW samples and, therefore, the total number of stars is reduced.

with the one of a uniform sky field observed nearby, but away
from the SMC center; the observed overdensity gives an esti-
mation of the “excess” of SMC stars. From this comparison,
the percentage of SMC stars in the MW sample is estimated

to be around 5–10%, the MW optimal sample being the less
contaminated one.

We also notice that the astrometric parameter dispersion
decreases from the NN complete to the NN truncated-optimal
samples. This is to be expected given that the samples’ distance
and velocities are more similar due to the stricter sequence of
selection criteria.

In Fig. 5, we compare the astrometry and photometry dis-
tribution of the different SMC samples. In the proper motion
selection sample, the distribution of proper motion is observed to
be narrow around the bulk motion of the SMC due to the severe
cut in proper motion enforced; however, in the MW classifica-
tion, two minor peaks are evident after the SMC. The NN sam-
ples do not reveal this misclassification. We observe a secondary
peak in the right ascension proper motion around 5.2 mas yr−1,
which corresponds to the systemic motion of Tuc 47
(Gaia Collaboration 2018). The truncated-optimal sample has the
narrowest parallax distribution among the four LMC samples,
which are all quite similar to one another. The G-magnitude dis-
tributions in the four SMC selections vary significantly from one
another. Both the PM and the NN samples have a G-magnitude
peak at G ∼ 19 mag, which is related to the SMC stars, and a
secondary peak at the limiting magnitude G = 20.5 mag, which
corresponds to the MW contamination. Due to this, we define
the truncated-optimal sample by subtracting the secondary peak
from the optimal sample, as mentioned above. This secondary
peak is caused by the exponential distribution in G of the
MW stars, arising from the logarithmic relation between the
stellar flux and the apparent magnitude combined with the mag-
nitude cut and the spatial distribution of the stars in the disk.
The SMC stars, on the other hand, exhibit a significant peak at
G ≃ 19 mag, slightly differing between samples depending on
the amount of MW misclassified sources.

All SMC samples have a fairly similar CMD. Only minor
variations are visible in the MW selection of the optimal
and truncated-optimal samples, which comprise, as expected,
sources of the red giant branch of the SMC that the NN classifier
misidentifies as MW.

4. External validation of the classification

In order to validate the results of our selection criteria we com-
pare each of the generated samples with external independent
classifications. To do so, we cross-matched our samples with
dedicated catalogues of the SMC chosen to have a high degree
of purity in the visible band. For this reason, we exclude from
this exercise the VMC survey (Cioni et al. 2011) for being in the
near-infrared and the SMASH survey (Nidever et al. 2017) for not
performing any contamination study, and we use the following:

– SMC Cepheids (Ripepi et al. 2017): we used the 4793
Cepheids from the paper’s sample as a set of highly reli-
able SMC objects. Using a 0.3′′ search radius to find high
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Table 2. Matches of the classified SMC members in our four considered samples against the validation samples.

Stars classified as SMC SMC Cepheids
(4765)

SMC RR-Lyrae
(2922)

SMC StarHorse
(193 402)

MW StarHorse
(806 664)

Proper motion selection 4578 (96.1%) 2447 (83.7%) 190 166 (98.3%) 114 354 (14.2%)
NN complete 4688 (98.4%) 2814 (96.3%) 191 692 (99.1%) 125 200 (15.5%)
NN optimal 4599 (96.5%) 2694 (92.2%) 186 063 (96.2%) 110 704 (13.7%)
NN truncated-optimal 4598 (96.5%) 821 (28.1%) 186 063 (96.2%) 110 704 (13.7%)

Notes. The total number of stars, which is listed beneath the sample name, is used to determine percentages.

Fig. 7. StarHorse validation sample distance distribution. In blue
(orange), the StarHorse stars classified as MW (SMC) according to the
d = 55 kpc criteria.

confidence matches and keeping 4788 stars, we cross-
matched the positions supplied in the study with the Gaia
DR3 catalogue to obtain the Gaia DR3 data. To make a final
selection of 4765 SMC Cepheids, we introduced a cut with
a 10◦ radius around the SMC center (replicating our base
sample).

– SMC RR-Lyrae (Muraveva et al. 2018): we employed the
2997 RR-Lyrae sample from the paper as high-reliability
SMC objects in a manner similar to the foregoing. After the
sample is cross-matched with the Gaia DR3 catalog, it is
downsized to 2982 stars, and then we cut a final sample of
2922 SMC RR-Lyrae in a 10◦ radius around the SMC center.

– StarHorse (Anders et al. 2022): using a cut of 10◦ around the
SMC center, we cross-matched this catalog with the Gaia
DR3 data and obtained a sample of 1 000 066 stars. We
distinguished MW and SMC stars using the StarHorse dis-
tances, but with a cutoff of d = 55 kpc, using criteria similar
to those put forward in Schmidt et al. (2020, 2022) for the
LMC. This choice is supported by the StarHorse sample’s
distance distribution, which is depicted in Fig. 7. A very
stringent categorization is produced by a cut in d = 55 kpc,
reducing the pollution of MW stars (see discussion below).
As a result, we are left with a StarHorse SMC sample of
193 402 stars and a StarHorse MW sample of 806 660 stars.
We note that this sample only has stars up to G = 18.5.

The Cepheids and RR-Lyrae datasets contain objects that are
highly reliably identified as SMC stars; therefore, they are used
to assess how complete our classification of SMC objects is (i.e.,
how many we lose). On the other hand, because the StarHorse
classification is imperfect, this sample can be used to estimate

Fig. 8. Evaluation metrics for NN classifier performance using the
StarHorse sample. Left: ROC curve. Black dot is in the “elbow” of the
ROC curve and it shows the best balance between completeness and
purity. Right: precision–recall curve. In both cases, we compare our
model (orange solid curve) with a classifier that has no class separa-
tion capacity (blue dashed curve).

the contamination brought on by incorrectly identified MW stars.
Furthermore, the estimated amount of MW contamination in
the classification will be a “worst case” scenario because of the
extremely strict criteria utilized in StarHorse for the separation
(cut in d = 55 kpc).

Table 2 compares the outcomes of our four classification
criteria as they were applied to the stars in the three valida-
tion samples. The results using the Cepheids, RR-Lyrae, and
StarHorse SMC validation samples reveal that the complete-
ness of the resulting SMC classifications is excellent, typically
exceeding 95%. The truncated-optimal sample is the exception,
where the cut in faint stars reduces the RR-Lyrae’s completeness.

On the other hand, the relative contamination by MW stars
is more challenging to evaluate in the samples. We rely on
an external comparison, the StarHorse distance-based classifi-
cation, with the caveat that this classification also includes its
own classification errors. In order to do this, we recalculate the
precision-recall curve using the StarHorse classification as a ref-
erence this time; the outcome is depicted in Fig. 8. We can
observe that the precision essentially stays flat across the plot’s
entire range, or across the entire range of probability threshold
values. This suggests that the complete and optimal samples both
have identical relative contamination since the more restrictive
we are, the more MW stars we remove, but we also lose more
SMC stars. According to the precision values in Fig. 8, using
the classification based on StarHorse distances as a reference,
the relative contamination of our samples could be around 40%;
this is a worst-case scenario, because we used a very restric-
tive distance cut. These statistics need to be interpreted carefully
because the MW-SMC separation based on StarHorse distances
is not a perfect classification criterion and actually uses less data
than our criterion. Although many stars still have intermediate
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Fig. 9. Line-of-sight velocity distribution for stars classified as SMC (top) and MW (bottom). We show the three Vlos subsamples of the PM
selection (left), NN complete (middle), and NN optimal (right) samples.

distances that fall between the Magellanic Clouds and the MW as
a result of the multimodal posterior distance distributions, these
populations are plainly evident as overdensities in the maps as
mentioned in the StarHorse publication (Anders et al. 2022).

These findings indicate that there may be a few tens of per-
cent of MW stars in our samples, but we can further investigate
using the line-of-sight velocities in Gaia DR3, which are only
available for a (small) subset of the full sample. These line-of-
sight velocities have distinct mean values for the MW and SMC,
are not used by any of our classification criteria, and, therefore,
provide an independent check. The contamination of the SMC
sample is evident from the histograms of line-of-sight velocities
plotted separately for MW and SMC stars in Fig. 9. This contam-
ination is most likely far lower than the values mentioned above.
For instance, we estimate the MW contamination to be around
10% if we take into account the SMC NN complete sample and
(roughly) separate the MW stars with a cut at Vlos < 75 km s−1.
Also, this check is not entirely representative since only stars at
the bright end of the sample (G ≲ 16) are included in the subset
of Gaia DR3 stars with observed line-of-sight velocities.

Finally, we made a new query to the Gaia archive similar to
the one described in Sect. 2.1. This time, we select all the sources
within a 10◦ radius in a nearby area with uniform sky density
from the Gaia DR3 database. By doing so, we may estimate the
number of MW stars that should be present in locations that our
Gaia base sample covers. We found 932 332 stars from this new
query, so we may anticipate a comparable number of MW stars in
the area we chose to surround the SMC. Given that the Gaia base
sample contains 4 047 225 objects and the number of objects
classified as SMC (Table 1) is around 1–2 million, the number
of stars classified as MW is around 3–2 million; therefore, we
can conclude that our NN SMC samples prioritise purity over
completeness since there are too many stars classified as MW (an
excess of 1–2 million). This is also clear from the right panels of
Fig. 6, where the pattern of SMC contamination is displayed in
the distribution of stars classified as MW.

5. Conclusions

In this work, we present a new SMC/MW classification method
that is compared with previous selection strategies based on the
proper motion. It is based on NNs and trained using a MW+SMC
simulation created by GOG. We created two SMC samples using
various probability cuts, Pcut, the NN complete, with Pcut = 0.01,
and the NN optimal sample, with Pcut = 0.31, which corre-
sponds to the best value according to the ROC curve. In order
to remove any remaining contamination from incorrectly cate-
gorised faint stars, we added an additional cut to this final sample
at the apparent G-magnitude of G < 19.5 mag, creating the NN
truncated-optimal sample. Moreover, we created sub-samples
that contain both proper motions and line-of-sight velocities by
using the recently released spectroscopic line-of-sight velocities
provided in Gaia DR3. Finally, we successfully validated our
classifier using external and independent classifications: SMC
Cepheids, SMC RR Lyrae, and SMC/MW StarHorse stars. In
general, the estimated contamination of MW stars in each of the
SMC samples is about 10–40%, the “best case” being for the
bright stars (G < 16), which belong to the Vlos subsamples, and
the “worst case” being for the full SMC sample determined by
the very stringent criteria used for the separation in the StarHorse
validation sample. A further check based on the comparison with
a nearby area with uniform sky density indicates that the global
contamination in our samples is probably close to the low end of
the range, around 10%.
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4
T H E B A R PAT T E R N S P E E D O F T H E L A R G E
M A G E L L A N I C C L O U D

This Chapter contains the accepted version (on 22 December 2023) of
Jiménez-Arranz et al. (2023c). DOI: 10.1051/0004-6361/202347266.

The work presented here makes use of the Large Magellanic Cloud
(LMC) in-plane velocity maps obtained in Chapter 2. We aim to deter-
mine the LMC bar pattern speed using the astrometric and spectro-
scopic data from the Gaia mission.

The LMC bar pattern speed is determined using three different
methods: i) the Tremaine-Weinberg (TW) method, which is applied to
both line-of-sight and in-plane velocities, ii) the Dehnen method, which
is applied to in-plane velocities, and iii) the bisymmetric velocity (BV)
model of the tangential velocity that determines the bar pattern speed
by inferring the corotation radius.

Due to a significant dependence on the orientation of the galaxy
frame and the viewing angle of the bar perturbation, the TW method
infers a wide diversity of pattern speed values in both the line-of-sight
and planar versions. The Dehnen method works well with numerical
simulations and is invariant to the frame orientation. It is able to re-
cover pattern speeds from isolated and interacting galaxy simulations
with little uncertainty. When applied to the LMC data, it results in a
bar pattern speed of Ωp= −1.0 ± 0.5 km s−1 kpc−1, which translates
to a bar that barely rotates, possibly slightly counter-rotating with
respect to the LMC disc. The LMC bar corotation radius is recovered
by the BV method to be Rc = 4.20 ± 0.25 kpc, which corresponds to a
pattern speed of Ωp= 18.5+1.2

−1.1 km s−1 kpc−1.
We discard the pattern speeds found with the TW method, because

no obvious privileged value is obtained, owing to strong variations
with the frame orientation. The pattern speed obtained using the
Dehnen method has implications that are difficult to reconcile with
the kinematics and structure of the LMC disc because it corresponds
to a non-rotating bar. The BV method result is consistent with previ-
ous estimates and gives a bar corotation-to-length ratio of 1.8 ± 0.1,
suggesting that the LMC is hosting a slow bar.
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ABSTRACT

Context. The Large Magellanic Cloud (LMC) internal kinematics have been studied in unprecedented depth thanks to the excellent
quality of the Gaia mission data, revealing the disc’s non-axisymmetric structure.
Aims. We want to constrain the LMC bar pattern speed using the astrometric and spectroscopic data from the Gaia mission.
Methods. We apply three methods to evaluate the bar pattern speed: it is measured through the Tremaine-Weinberg (TW) method,
the Dehnen method and a bisymmetric velocity (BV) model. The methods provide additional information on the bar properties such
as the corotation radius and the bar length and strength. The validity of the methods is tested with numerical simulations.
Results. A wide range of pattern speeds are inferred by the TW method, owing to a strong dependency on the orientation of the
galaxy frame and the viewing angle of the bar perturbation. The simulated bar pattern speeds (corotation radii, respectively) are well
recovered by the Dehnen method (BV model). Applied to the LMC data, the Dehnen method finds a pattern speed Ω𝑝 = −1.0±0.5 km
s−1 kpc−1, thus corresponding to a bar which barely rotates, slightly counter-rotating with respect to the LMC disc. The BV method
finds a LMC bar corotation radius of 𝑅𝑐 = 4.20 ± 0.25 kpc, corresponding to a pattern speed Ω𝑝 = 18.5+1.2

−1.1 km s−1 kpc−1.
Conclusions. It is not possible to decide which global value best represents an LMC bar pattern speed with the TW method, due
to the strong variation with the orientation of the reference frame. The non-rotating bar from the Dehnen method would be at odds
with the structure and kinematics of the LMC disc. The BV method result is consistent with previous estimates and gives a bar
corotation-to-length ratio of 1.8 ± 0.1, which makes the LMC hosting a slow bar.

Key words. Galaxies: kinematics and dynamics - Magellanic Clouds - Astrometry

1. Introduction

The angular speed of stellar bars is a fundamental parameter
in dynamics of galaxies from which the principal bar-disc res-
onances can be identified, and the structure of stellar orbits can
be studied in a given gravitational potential (e.g. Contopoulos
& Grosbol 1989; Binney & Tremaine 2008). Furthermore, the
bar pattern speed is thought to reflect certain properties of the
halo density at low radius because bars and haloes of stars and/or
dark matter are believed to continuously interact during galaxy
evolution through dynamical friction. Numerical models and ob-
servations suggest that the bar speed is slower when the inner
halo is denser (Debattista & Sellwood 2000; Buttitta et al. 2023).
The pattern speed of simulated bars is also seen to slow down
with the secular evolution, as opposed to its growing length and
strength (Sellwood 2014).

The importance of measuring bar pattern speeds in the dy-
namics and evolution of galaxies has thus grown significantly
with the emergence of large-scale long-slit and 3D spectroscopic
surveys, which have enabled the estimations of a few hundreds

of pattern speeds (Cuomo et al. 2019; Guo et al. 2019; Géron
et al. 2023, and references therein). These works found that most
stellar bars are fast, i.e. bars show a ratio of corotation-to-bar
radius smaller than 1.4 (following Athanassoula 1992), and that
high angular speeds are for small and weak bars, and within faint
galaxies (Cuomo et al. 2020). However, the large occurrence of
fast bars is a critical issue for the simulations made in a cosmolog-
ical context, as the inner density of simulated dark matter halos
is so cuspy that the parent discs should host mostly slow bars.
This discrepancy suggests a failure in cosmological simulations
(Roshan et al. 2021), or, perhaps, a bias in estimating pattern
speeds of bars from observations (Fragkoudi et al. 2021). This
highlights the difficult part of measuring pattern speeds from
observation since it represents a single time instant in the entire
evolution of galaxies.

Bar pattern speeds from these studies have been inferred ex-
clusively by means of the Tremaine-Weinberg method (Tremaine
& Weinberg 1984, hereafter TW). Its direct application makes use
of integrals of kinematics and positions of a tracer that should
obey the continuity equation, like stars. Alternatively, Dehnen
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et al. (2023) proposed a new method for determining bar pattern
speeds in numerical simulations using a single time snapshot.
This involves measuring the Fourier amplitudes of particle posi-
tions and velocities within the bar region. In another work, Gaia
Collaboration et al. (2023) proposed an indirect measurement of
the bar angular speed by fitting a bisymmetric model to the tan-
gential velocities to get the bar phase angle and corotation radius.
Unfortunately, these last two methods have limited applicability
due to their reliance on the availability of objects with individu-
ally measured planar (tangential and radial) velocities, which are
rare. Only the Milky Way (MW) and the Large Magellanic Cloud
(LMC) offer this possibility. To our knowledge, the Dehnen et al.
(2023) formalism has never been applied to observations, while
the method in Gaia Collaboration et al. (2023) estimated the bar
corotation, orientation and pattern speed for the MW, using data
from the Gaia mission (Gaia Collaboration et al. 2016, 2021a).
Interestingly, they found a Galactic bar speed consistent with the
value inferred with the TW method (Bovy et al. 2019).

Our objective in this study is to determine the pattern speed
and corotation region of the stellar bar in the LMC. The LMC
is a dwarf spiral (or irregular) galaxy and one of the closest
and brightest satellites of the MW, in interaction with the Small
Magellanic Cloud (SMC) and the MW. It could thus be a chal-
lenge to study the properties of a system like the LMC, because
of its structure and velocity field impacted by the interaction,
at least in the outermost regions (e.g. Belokurov & Erkal 2019;
Gaia Collaboration et al. 2021b). It is however a unique object
of its kind for testing the three aforementioned methods due to
the availability of different kinds of kinematic data for the en-
tire disc. To achieve the objective, we are taking advantage of
the opportunity to use both astrometric and spectroscopic data
from the Gaia mission. First, the TW method can be applied to
line-of-sight (l.-o.-s.) velocities of thousands of LMC stars, as
measured by the Gaia Radial Velocity Spectrometer (Katz et al.
2022; Jiménez-Arranz et al. 2023), yielding a single value of the
LMC bar pattern speed, similarly to other galaxies. Second, the
Gaia astrometric data allow us to estimate the two components
of the velocity tensor for millions of stars in the LMC plane (Gaia
Collaboration et al. 2021b). Unlike the l.-o.-s. velocities given in
the sky frame, these two components make it possible to apply
the Dehnen method, the bisymmetric model, as well as a modi-
fied version of the TW method, adapted to the disc plane. In this
latter case, multiple values of the LMC bar pattern speeds can be
inferred, corresponding to multiple orientations of the Cartesian
frame of the LMC plane, thus multiple viewing angles of the bar
in the disc reference frame. This allows us to compare various
estimates of the bar pattern speed, and assess the validity of the
methods.

The paper is organised as follows. In Section 2, we describe
the methods used to measure the bar pattern speed. In Section 3,
we validate the methods using two N-body simulations, one
representing an isolated disc and the other an interacting disc.
In Section 4, we apply the three methods to the LMC sample
(Jiménez-Arranz et al. 2023), to try to determine the pattern
speed of the LMC bar. In Section 5, we discuss the implications
of our findings for our understanding of the LMC and barred
spiral galaxies in general. Finally, in Section 6, we summarise
the main conclusions of this work.

2. Methods

In this section, we describe the three methods applied to the Gaia
data to infer the bar pattern speed of the LMC. The first is the
Dehnen method (Sect. 2.1), which can be applied to astrometric

data. Secondly, we describe the Tremaine-Weinberg method (TW,
Sect. 2.2), which can be applied to astrometric or spectroscopic
data. Finally, we describe the bisymmetric velocity method (BV,
Sect. 2.3), which can only be applied to astrometric data.

In the Cartesian frame of the galaxy, the methods assume that
the disc is in equilibrium (which may not be fully the case for the
LMC), rotation is done around the 𝑧-axis, the kinematic center is
located at the origin of the Cartesian coordinate frame, and the
density is stationary in the frame rotating atΩ𝑝 . Furthermore, it is
also assumed that the region whereΩ𝑝 is constrained should only
contain the bar, that is well distinguishable from other structures
in the galaxy, such as spiral arms. It is worth mentioning that
other density perturbations may exist in the region where the
bar influences the stellar dynamics, and thus could impact the
estimation of the bar Ω𝑝 .

2.1. The Dehnen method

The first method we use in this work is that of Dehnen et al.
(2023). We use the version of the code made publicly available
with the paper. Here we summarise some of the main aspects of
the method.

Dehnen et al. (2023) developed an unbiased, precise, and
consistent method that simultaneously measures Ω𝑝 and the ori-
entation angle 𝜙𝑏 of the bar from single snapshots of simulated
barred galaxies. These parameters are found assuming that the
continuity equation applies:

𝜕Σ𝑣𝑥
𝜕𝑥

+ 𝜕Σ𝑣𝑦
𝜕𝑦

+ 𝜕Σ
𝜕𝑡

= 0 (1)

where 𝑣𝑥 and 𝑣𝑦 are the disc’s velocity components in Carte-
sian coordinates (𝑥, 𝑦), where Σ = Σ(𝑥, 𝑦, 𝑡) = Σ(𝑅, 𝜙 − Ω𝑝𝑡)
is the disc surface density, (𝑅, 𝜙) the corresponding cylindrical
coordinates, and Ω𝑝 is the angular speed of the rotating frame of
the bar perturbation, considered invariant with time. The method
assumes that the centre of rotation is known, that the rotation is
around the z-axis and that the density is stationary in the rotating
frame. With these assumptions, 𝜕Σ/𝜕𝑡 = −Ω𝑝𝜕Σ/𝜕𝜙 and Eq. 1
becomes :

Ω𝑝
𝜕Σ
𝜕𝜙

=
𝜕Σ𝑣𝑥
𝜕𝑥

+ 𝜕Σ𝑣𝑦
𝜕𝑦

. (2)

This expression is the traditionally used in the TW method
(see Section 2.2 below). Here we use the Fourier method, as
implemented in the public code, which consists of multiplying
Eq. 2 by the weight function 𝑤(𝑥) = 𝑊 (𝑅)𝑒−𝑖𝑚𝜙 , where 𝑚 is the
azimuthal wave number and 𝑊 (𝑅) a smooth window function
(see their Eq. 25), and integrating over all space. The smooth
window function is necessary to avoid issues at the edges of
radial bins. The resulting expression for the pattern speed of an
N-body model is the real value form (see details in their Appendix
A) of the following equation:

Ω𝑝 + 𝑖

𝑚

¤Σ𝑚

Σ𝑚
=
Σ𝑖𝜇𝑖

[ ¤𝜙𝑖𝑊𝑖 + 𝑖
𝑚

¤𝑅𝑖 (𝜕𝑊/𝜕𝑅)𝑖
]
𝑒−𝑖𝑚𝜙𝑖

Σ𝑖𝜇𝑖𝑊𝑖𝑒−𝑖𝑚𝜙𝑖
, (3)

where 𝜇𝑖 are the individual particle masses.
In fact, the method is divided in two steps. First, it defines

which particles belong to the bar region, [𝑅0, 𝑅1], defined as
a continuous range of radial bins with large amplitude of the
bisymmetric density perturbation of second order, and having a
roughly constant phase angle (see their Appendix B for details).
Hereafter we will refer to 𝑅1 as the bar radius or length, as it
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agrees well with the definition of best estimates for bar lengths in
numerical simulations (Ghosh & Di Matteo 2023). And second,
once the bar region is determined, it computes the bar pattern
speed and the bar phase angle together with their uncertainties
using the covariance matrix of the real part of Eq. 3 with 𝑚 = 2,
this is their Eq. A4.

Dehnen et al. (2023) applied their method to a suite of N-
body models of isolated barred spiral galaxies. By comparing
the results to Ω𝑝 calculated using time-centred finite-differences
from three consecutive snapshots, they found that their method
is reliable and accurate, provided that the bar region is well-
determined and a smooth window function is utilised.

2.2. The Tremaine-Weinberg method

The second method we use is the Tremaine-Weinberg (TW)
method (Tremaine & Weinberg 1984). As mentioned above, the
main assumption of the method developed is that the density and
kinematics of the tracer obey the continuity equation (Eq. 1). The
method is designed for galactic systems in equilibrium and with
a single pattern (see its application to a simulated disc with a
bar perturbation in App. A). The best kinematic tracer satisfying
this condition is the old stellar population of galaxies. Estimates
of Ω𝑝 of galaxies using the TW method were thus mostly ob-
tained from absorption lines of stellar populations, as observed
by means of optical long-slit or integral field spectroscopy (e.g.
Merrifield & Kuĳken 1995; Gerssen et al. 1999; Aguerri et al.
2003; Debattista & Williams 2004; Aguerri et al. 2015; Cuomo
et al. 2019), although emission lines of interstellar gas for a few
galaxies were used as well (e.g. Bureau et al. 1999; Hernandez
et al. 2005; Rand & Wallin 2004; Meidt et al. 2008; Chemin &
Hernandez 2009; Williams et al. 2021).

As shown in Gaia Collaboration et al. (2021b) and Jiménez-
Arranz et al. (2023), we can select millions of stars in the LMC
disc with proper motions, from which the in-plane components 𝑣𝑥
and 𝑣𝑦 can be measured. Therefore, Eq. 2 can be solved directly
for the LMC, unlike any other galaxies. Integrating it with respect
to 𝑥 yields:

Ω𝑝 =
⟨𝑣𝑦⟩
⟨𝑥⟩ , where ⟨𝑣𝑦⟩ =

∫ +∞
−∞ 𝑣𝑦 (𝑥, 𝑦)Σ(𝑥, 𝑦)𝑑𝑥∫ +∞

−∞ Σ(𝑥, 𝑦)𝑑𝑥
,

⟨𝑥⟩ =
∫ +∞
−∞ 𝑥Σ(𝑥, 𝑦)𝑑𝑥∫ +∞
−∞ Σ(𝑥, 𝑦)𝑑𝑥

. (4)

These integrals can be numerically solved by discretising the
space, i.e., by summing the surface density and kinematics along
𝑥−wedges at different 𝑦 positions (hereafter, pseudo-slit). Then,
the pattern speed Ω𝑝 can be determined by doing a linear fit of
⟨𝑣𝑦⟩ vs ⟨𝑥⟩. Interestingly, a permutation of 𝑥 and 𝑦 can be done
in Eq. 4, so that Ω𝑝 can also be estimated from ⟨𝑣𝑥⟩ vs ⟨𝑦⟩. To
keep the analysis simple, we defer to another study the test of this
alternative derivation.

The continuity assumption is independent on the choice of
the Cartesian frame. This implies that we can choose arbitrarily
the orientation of the reference 𝑥 − 𝑦 plane by rotating it around
the 𝑧−axis, and measure the TW integrals of Eq. 4 at various ori-
entations. Only astrometric data can make such analysis possible,
unlike spectroscopic data. This is thus a good opportunity for us
to assess for the first time the effect of the viewing angle of the
bar in the disc plane on the TW integrals of Eq. 4 (Sect. 3), and
on the LMC bar pattern speed (Sect. 4).

To get an unbiased value of the bar angular speed, we must
restrict the linear regression by selecting exclusively the integrals

from the bar region. This is defined as the points located out to the
radius 𝑅1 obtained with the Dehnen method (Sect. 2.1), and the
best fit of the pattern speed Ω𝑝 arises from selecting the integrals
with (⟨𝑥⟩2 + 𝑦2)1/2 < 𝑅1, thus avoiding the outer disc that mostly
traces the spiral structure, which is expected to show a lower
angular speed from the bar (see e.g. Merrifield et al. 2006, with
the example of the grand design spiral NGC 1068).

Additionally, the LMC is the only galaxy for which both
transverse and l.-o.-s. kinematics are available. Because of such
a lack of galaxies having observed planar kinematics, Tremaine
& Weinberg (1984) have historically adapted Eq. 4 to work with
sky plane coordinates (𝑋,𝑌 ) = (𝑥, 𝑦 cos 𝑖) and the l.-o.-s. velocity
𝑉los = 𝑣𝑦 sin 𝑖 + 𝑣𝑧 cos 𝑖, where 𝑖 is the galaxy inclination, leading
to:

Ω𝑝 sin 𝑖 =
⟨𝑉los⟩
⟨𝑋⟩ , where ⟨𝑉los⟩ =

∫ +∞
−∞ 𝑉los (𝑋,𝑌 )Σ(𝑋,𝑌 )𝑑𝑋∫ +∞

−∞ Σ(𝑋,𝑌 )𝑑𝑋
,

⟨𝑋⟩ =
∫ +∞
−∞ 𝑋Σ(𝑋,𝑌 )𝑑𝑋∫ +∞
−∞ Σ(𝑋,𝑌 )𝑑𝑋

.

(5)

with ⟨𝑉los⟩ and ⟨𝑋⟩ being the intensity-weighted means of the
l.-o.-s. velocity and position of the tracer, respectively. These
integrals can numerically be solved by discretising the space,
selecting the disc areas parallel to the disc major axis, yielding a
value of ⟨𝑋⟩ and ⟨𝑉los⟩ for each 𝑌 . Unlike the previous case, we
cannot vary the orientation of the reference frame here because
the l.-o.-s. kinematics is firmly attached to the unique position
angle of line of nodes (disc major axis). Then,Ω𝑝 sin 𝑖 is the result
of the linear fit of ⟨𝑉los⟩ vs ⟨𝑋⟩. Similarly to the planar velocities,
only ⟨𝑋⟩ and ⟨𝑉los⟩ from the bar region must be considered, thus
by selecting the TW points inside the sky region where 𝑅1 is
projected.

For clarity, we hereafter refer to the version of the TW method
involving the planar velocities as the In-Plane TW method (IPTW,
Eq. 4), and the one using 𝑉los data as the l.-o.-s. TW method
(LTW, Eq. 5).

2.3. Bisymmetric model of the tangential velocity

In Gaia Collaboration et al. (2023), indirect measurements of the
pattern speed Ω𝑝 were performed by searching for the corotation
radius 𝑅𝑐 within a simulated barred galaxy. Here, a second order
asymmetry of the tangential velocity field 𝑉𝜙 was fitted. Varia-
tions at low radius of the phase angle 𝜙2,kin of the bisymmetry
were then studied to locate 𝑅𝑐. Ignoring the first order perturba-
tion (lopsidedness), the Fourier decomposition 𝑉𝜙,mod is given
by:

𝑉𝜙,mod (𝑅, 𝜙) = 𝑉0 (𝑅) +𝑉2 (𝑅) cos(2(𝜙 − 𝜙2,kin (𝑅))), (6)

where 𝑉0 and 𝑉2, which only depend on the galactocentric ra-
dius 𝑅, are the rotation curve of the disc and the amplitude of
the bisymmetric perturbation, respectively. Despite its empirical
nature, this method is based on the principle that the bar pattern
heavily influences, if not entirely governs, the structure of stellar
orbits and the velocity field within 𝑅𝑐. In the ideal case of only a
barred perturbation, with no spiral arms, the periodic orbits inside
corotation, called the 𝑥1 family, are elongated with the bisymmet-
ric perturbation (they are the back-bone of bars), while beyond
corotation, the orbits are elongated perpendicularly to the bar
major axis (Contopoulos & Papayannopoulos 1980; Contopou-
los & Grosbol 1989). Inside corotation, the tangential velocity is
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maximum (minimum) perpendicularly to (along) the direction of
elongation of the orbits, and the opposite outside corotation. We
thus expect 𝜙2,kin roughly constant within the bar, then chang-
ing significantly its orientation near corotation, by an angle of
∼ 90◦. This variation can be even larger in presence of a winding
spiral structure beyond corotation which perturbs the orbits and
kinematics as well. Furthermore, the possible existence of other
resonances before corotation, like the ultra-harmonic one (Buta
& Combes 1996), and the development of spiral arms before or
near the bar ends complicate the shapes, orientations and kine-
matics of periodic orbits inside corotation. In these cases, we can
also expect a variation of 𝜙2,kin between the bar ends and the
corotation radius. Once 𝑅𝑐 is determined near the location where
𝜙2,kin changes significantly, we can infer Ω𝑝 with the angular
velocity curve, Ω(𝑅) = 𝑉0/𝑅, since stars move at the same speed
as the bar at 𝑅𝑐, thus Ω𝑝 = Ω(𝑅𝑐). One should note that the
harmonic decomposition is reminiscent of the bisymmetric flow
model applied to l.-o.-s. kinematics of barred spirals (Spekkens
& Sellwood 2007).

Gaia Collaboration et al. (2023) applied their recipe to data
from the Third Data Release of Gaia (DR3, Gaia Collaboration
et al. 2021a, 2022). They evidenced a region of steep change
of phase angle of the kinematic bisymmetry of ∼ 70◦ over a
range of 2 kpc. A comparison with a test-particle simulation in
which the Gaia errors model was propagated made them find the
MW corotation at the radius where 𝜙2,kin is minimum, just after
the location of the sharp transition of phase angle mentioned
above. Gaia Collaboration et al. (2023) estimated a Galactic bar
orientation with respect to the Galactic Center-Sun direction of
∼ 20◦, the Galactic bar corotation at 𝑅 ∼ 5.4 kpc, and a pattern
speed of ∼ 38 km s−1 kpc−1, in good agreement with previous
measurements involving a modified version of the TW method
(Bovy et al. 2019).

3. Testing the methods with simulations

In this section we use a snapshot of a simulation of a MW-
mass galaxy, with no external perturbations, and a snapshot of a
simulation of a LMC-like system interacting with a SMC-mass
and MW-like systems to apply and validate the Dehnen method,
the two variations of the TW method, and the BV model.

First, we use the B5 N-body simulation of an isolated barred
galaxy from Roca-Fàbrega et al. (2013), which consists of a live
disc of 5 million particles and a Toomre parameter of 𝑄 = 1.2,
and a live NFW halo. The disc to halo mass ratio is the appropriate
so that the simulation develops a strong bar and two spiral arms
which are transient in time. The snapshot we use has a counter-
clockwise rotating bar with a pattern speed of Ω𝑝 = 21.5 ± 0.1
km s−1 kpc−1 determined as the average of finite-differences on
the rate of change of the phase angle of the bar major axis in
three consecutive snapshots over the radial range of the bar. The
quoted uncertainty on the bar pattern speed refers to the standard
deviation of the pattern speeds derived from the three successive
snapshots. The simulation time step is 16 Myr, representing 6% of
the bar period, which is appropriate to infer a robust bar pattern
speed. The pattern speed places the bar corotation resonance
at 𝑅𝑐 = 8.3 ± 0.05 kpc, computed as the radius at which the
angular frequency curve, Ω(𝑅) = 𝑉0/𝑅, of the particles is equal
to the bar pattern speed, with𝑉0 given by the bisymmetric model
(see Eq. 6). It corresponds to a fast bar with a rotation rate of
𝑅𝑐/𝑅1 = 1.1+0.01

−0.01.
Second, we use one simulation of the KRATOS (Kinematic

Reconstruction of the mAgellanic sysTem within the OCRE Sce-
nario) suite, a comprehensive suite of 12 sets of pure N-body

simulations of isolated or single-interacting galaxies, for a total
of 30 models (Jiménez-Arranz et al., in preparation). The simula-
tion we use in this paper models both an LMC-like and an SMC-
mass system in the presence of a MW-mass system. We model
the LMC-like system as a stellar exponential disc of 1.2M stars
embedded in a live dark matter NFW halo. We consider a disc
and DM halo with a mass of 5×109𝑀⊙ and 1.8×1011𝑀⊙ , respec-
tively, in agreement with observations as discussed in Lucchini
et al. (2022, and references therein). The disc’s Toomre𝑄 param-
eter is 1.0, i.e. slightly gravitationally unstable. The SMC-mass
system is modelled as a simple NFW halo. Both dark matter and
stellar particles in the SMC-mass system are generated at once
following the NFW profile with a total mass of 1.9 × 1010𝑀⊙
(Lucchini et al. 2022, and references therein). For the MW-mass
system, we only model its DM content since we are not inter-
ested in its stellar component but only in its gravitational effects
on the LMC-SMC-like system. The DM mass of the MW-mass
system is considered to be 1012𝑀⊙ (Bobylev & Bajkova 2023,
and references therein). In this work, we analyse a snapshot of the
simulation taken just after the LMC-like system suffered a sec-
ond close encounter with the SMC-mass system that generated an
off-centred and out-of-equilibrium bar in the LMC-like system.
The bar has a counter-clockwise rotation with a pattern speed of
Ω𝑝 = 17.2 ± 1.6 km s−1 kpc−1 measured as the difference of the
rate of change of the phase angle of the bar perturbation, using
three consecutive snapshots with a time interval of 2 Myr. The
pattern speed places the bar corotation resonance at 𝑅𝑐 = 3.6+0.8

−0.5
kpc. It corresponds to a bar rotation rate of 𝑅𝑐/𝑅1 = 1.3+0.3

−0.2.
Figure 1 shows the surface density (left column), the ra-

dial velocity (middle column) and the residual tangential veloc-
ity maps for the B5 and KRATOS simulations (top and bottom
rows, respectively). The map of the residuals has been obtained
by subtracting the rotation curve to the 𝑉𝜙 map. In the surface
density plot, the B5 simulation shows a strong bar accompanied
by two strong spiral arms. In the KRATOS simulation, we ob-
serve a strong bar accompanied by a broken interacting arm. The
radial and residual tangential velocity maps show the character-
istic kinematic imprint of the bar, namely a quadrupole pattern.
Larger velocities are observed in the B5 simulation than in the
KRATOS simulation (see also Sect. 3.3).

We show first the results when applying the Dehnen method
(Sect. 3.1), because it defines the bar region in the simulations,
which are used by the TW method (Sect. 3.2). Finally, the results
corresponding to the BV method are presented in Sect. 3.3.

3.1. Results of the Dehnen method

Dehnen et al. (2023) made their numerical tool to infer some
bar properties from a single simulation snapshot available to
the community. We thus used the Python code they provide,
and, for both simulations we have set various parameters. We
fixed a minimum and maximum number of particles in the radial
bins to 104 and 5 × 104 (respectively) for the B5 and KRATOS
simulations. We adopted a maximum size of the sampling of the
radial bins of 1.25 kpc, a minimum ratio of the strength of the
surface density in the bar region of Σ2/Σ0 = 0.1 (Σ0 and Σ2 being
the amplitudes of the axisymmetric and bisymmetric surface
density components), a maximum angular width of the bar of
10◦, a minimum size of the bar of 1.25 kpc, respectively, with
a minimum required number of particles in bar region of 1000.
Following Dehnen et al. (2023) recommendations, we assumed
a top-hat weighting function to constrain Σ2/Σ0 and 𝜙𝑏 in each
bin from the surface density, and a smooth window to estimate
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Ω𝑝 and the bar orientation in the entire bar region. We refer the
reader to Dehnen et al. (2023) for more complete information of
the code. The application of the Dehnen method to a simulated
disc with a barred perturbation and no spiral structure is given in
App. A.

Figure 1 shows the performance of the Dehnen method with
both simulations. Left, centre and right panels show the surface
density, the median radial velocity map and median residual tan-
gential velocity map, respectively. In every panel, we highlight
the bar region identified by the method by green dashed cir-
cles, with inner and outer circles corresponding to 𝑅0 and 𝑅1,
respectively. The grey dashed lines trace the bar minor and the
major axes found by the method. For both simulations 𝜙𝑏 is in
agreement with the orientation observed in the surface density,
and separates remarkably the quadrupole patterns in two parts.
For the B5 simulation (top panels), the method infers a value of
Ω𝑝 = 21.2±0.1 km s−1 kpc−1, in good agreement with the value
found using finite-differences. For the KRATOS simulation (bot-
tom panels), the method infers a value of Ω𝑝 = 16.5 ± 0.1 km
s−1 kpc−1, also in agreement with the value obtained using finite-
differences. Values are summarised in Table 1. These tests are
thus another way to validate the method, in agreement to those
performed in Dehnen et al. (2023). It can be concluded that, un-
der ideal conditions in which data are devoid of observational
and numerical noise, the Dehnen method successfully recovers
the imposed values of Ω𝑝 .

This method yields a corotation radius of 8.3 kpc for the B5
simulation, corresponding to the ground-truth value. It gives a
corotation radius of 4.0 kpc for KRATOS, which is very close to
the ground-truth value.

3.2. Results of the TW method

As mentioned above, the applicability of the TW method in ei-
ther of the two versions is designed for galaxies in equilibrium
and, moreover, with a single pattern speed. We can nevertheless
evaluate their performance by applying them to the simulations
of isolated and interacting spiral discs. Application of the meth-
ods to a simulated disc with a barred perturbation and no spiral
structure is given in App. A.

Hereafter, the domain [−∞/+∞] of the numerical integration
of Eqs. 4 and 5 is the maximum extent of the disc allowed inside
each pseudo-slit parallel to the 𝑥−axis at a given 𝑦 coordinate,
or the line-of-nodes for the LTW method. Within this maximum
range, the integrals have converged to stable values. Furthermore,
we investigated the impact of the width of the pseudo-slits. Within
a range of 50-500 pc, we found that the width has no effect on the
results described below. Only the uncertainties on Ω𝑝 are seen to
increase for wider pseudo-slits, by a factor of 3.5 from 50 pc to
500 pc width. In this Section, we show the results obtained for a
width of 200 pc.

3.2.1. Results of the LTW method

We simulate a galaxy observation by projecting the particles from
each simulation onto a galactic plane with arbitrary inclination
(𝑖) and position angle (PA) of the semi-major axis of the receding
half. For the result described here, we adopted a disc projected
with PA = 60◦, and inclinations of 𝑖 = 25◦, 45◦ and 75◦. Assum-
ing a mock disc distance of 10 Mpc, which is well suited to mock
galaxies on which the LTW method can been applied, the maps
of the projected density and l.-o.-s. velocity have 512×512 pixels
sampled at 1′′ (∼ 50 pc/pixel). We do not investigate the impact

of varying the distance of the mock disc on the results. We chose
the 𝑥−axis aligned with the line of nodes, so that the reference
of the azimuthal angle 𝜙 = 0 is along the semi-major axis of
receding disc half. The small angle approximation can be ap-
plied, and the l.-o.-s. kinematics of each particle simply resumes
to𝑉los = 𝑉𝑧 cos 𝑖 +𝑉𝑦 sin 𝑖 = 𝑉𝑧 cos 𝑖 + (𝑉𝑅 sin 𝜙 +𝑉𝜙 cos 𝜙) sin 𝑖.
The adopted velocity in each pixel of the map is the mean of the
𝑉los of the particles. The LTW integrals of Eq. 5 are performed
at each 𝑌−coordinate, selecting all pixels from the maps within
pseudo-slits parallel to the disc major axis. The derivation of the
slope Ω𝑝 sin 𝑖 is performed using the ⟨𝑋⟩-⟨𝑉los⟩ points located
inside the region encompassing the projected value of the bar
radius 𝑅1 from in Table 1.

We investigate the impact of the variation of the orientation of
the Cartesian frame on the results, by rotating the reference 𝑥 and
𝑦 axes around the 𝑧−axis in the simulation. The rotation of the
Cartesian frame before projection on the sky plane allows the TW
integrals to view the bar and spiral perturbations through various
angles. In practice, this is achieved by adding a Δ𝜙 to the angular
position 𝜙 of each particle in the disc plane, from which new 𝑥
and 𝑦 positions are derived. Then, new density maps and l.-o.-s.
kinematics and Ω𝑝 can be inferred. A range of Δ𝜙 spanning
180◦ has been probed, with a step of 3◦. Figure 2 (upper panel)
shows the resulting bar pattern speed as a function of the frame
orientation Δ𝜙 for the case 𝑖 = 45◦ only (red open symbols) and
the B5 simulation. The quoted uncertainties correspond to the
1𝜎 error of the covariance matrix of the fitting. We highlight the
frame orientations parallel and perpendicular to the bar major
axis as orange and navy vertical lines, respectively. Results for
the KRATOS simulation are shown in the lower panel of Fig. 2
for the three assumed inclinations.

The variation of the pattern speed withΔ𝜙 is very important in
both simulations, and makes it rarely consistent with the ground-
truth values (shown as horizontal green dashed lines), whatever
the adopted disc inclination. The strongest disagreement occurs
at frame orientations very close to the major axis of the bar,
and ∼ 15◦ before its minor axis. For the B5 simulation, the
LTW results are consistent with the real value only at frame
orientations Δ𝜙 ∼ 70 − 75◦, thus when the 𝑥−axis in the galaxy
plane makes an angle of ∼ 55− 60◦ with respect to the bar major
axis. The LTW pattern speeds agree with the ground-truth value
only occasionally for the KRATOS simulation, within the quoted
uncertainties (shown as shaded areas). A strong dependency with
the inclination of the disc is observed. The best agreement with
ground-truth is for a mock disc at 𝑖 = 45◦, for 7◦ < Δ𝜙 < 38◦,
thus when the 𝑥−axis in the galaxy plane makes an angle of
∼ 30−60◦ with respect to the bar major axis. Another interesting
result is that no symmetry around the bar minor axis is observed,
indicating that having a wide range of agreement with ground-
truth is unlikely (see Sect. 3.2.2 for more details).

3.2.2. Results of the IPTW method

As in the LTW method, we varied Δ𝜙 between 0◦ and 180◦
to study the dependency of the in-plane TW integrals of Eq. 4
with the frame orientation. Figure 3 shows results for the B5
simulation for two examples of frame orientations1. The upper
row corresponds to the original frame orientation, with Δ𝜙 = 0◦,
while in the bottom row, the 𝑥-axis is chosen aligned with the
bar major axis, corresponding to a frame orientation of 16.5◦,

1 Animations of the variation of the pattern speed Ω𝑝 inferred by the
IPTW with different frame orientations Δ𝜙 are available online, for both
simulations and data.
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Fig. 1: Application of the Dehnen method to B5 (top) and KRATOS (bottom) simulations. Surface density (left), median radial
velocity map (centre) and median residual tangential velocity map (right). The bar region identified by Dehnen method (see values
in Table 1) is indicated by green dashed circles. The grey dashed lines trace the bar minor and the major axes.

Reference Dehnen method BV method

Simulation Ω𝑝 𝑅0 𝑅1 Ω𝑝 𝜙𝑏 𝑅𝑐 Ω𝑝

B5 21.5 ± 0.1 0.73 7.38 21.2 ± 0.1 163.5 ± 0.1 8.0 ± 0.5 22.2+0.7
−1.2

KRATOS 17.2 ± 1.6 0.40 2.80 16.5 ± 0.1 23.4 ± 0.1 3.3 ± 0.5 18.2+2.9
−1.3

Table 1: Results of the Dehnen and the BV methods applied to B5 and KRATOS simulations, compared to the reference value
(obtained using finite-differences). The inner, outer and corotation radii 𝑅0, 𝑅1 and 𝑅𝑐 are in kpc. The bar pattern speed Ω𝑝 and
phase angle 𝜙𝑏 are in km s−1 kpc−1and degrees, respectively.

which corresponds to Δ𝜙 = 16◦. The left panels show the surface
density maps, with the bar region outer radius 𝑅1 identified with
the Dehnen method highlighted by a green dashed circle. The
coloured dots represent the ⟨𝑥⟩ integrals for each slice in 𝑦, with
greener (redder) colours for larger (smaller) values of |𝑦 |. In the
case where the bar major axis is parallel to the 𝑥-axis, ⟨𝑥⟩ is
observed close to the 𝑥 = 0 axis in the bar region, thus rather
aligned with the bar minor axis. In the case where the bar major
axis is 30◦ rotated counter-clockwise with respect to the 𝑥-axis,

⟨𝑥⟩ varies significantly in the bar region, almost tracing the bar
major axis.

The right panels show the TW integrals, ⟨𝑥⟩ versus ⟨𝑣𝑦⟩,
with the same colour code for the various 𝑦 as those in the left
panels. The points with a black circle are those located inside 𝑅1,
while the rest of the points are the ones outside the bar region,
therefore, not considered for fitting Ω𝑝 . In the case with Δ𝜙 = 0,
thus the original frame orientation, there is a clear linear trend
with small dispersion for points inside the bar region, as shown
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Fig. 2: Variation of Ω𝑝 as as function of the reference frame
orientation Δ𝜙. Results for the B5 and KRATOS simulations
are shown in the upper and lower panels, respectively. Results
of the IPTW method are shown as open symbols, while those
of the LTW method are drawn as a solid line (for the 𝑖 = 45◦
case, upper panel), and as dotted, solid and dashed lines (for the
𝑖 = 25, 45 and 75◦ cases, lower panel). Horizontal dashed green
lines are the ground-truth bar pattern speeds. The vertical orange
(navy) vertical line corresponds to the frame orientation where
the 𝑥-axis of the disc lies along the major axis of the bar (𝑦-axis,
respectively).

by the dashed straight line fit. In the case where the bar major
axis is parallel to the 𝑥-axis, several linear trends are observed,
hence a significantly larger dispersion. The fitted slope of the
TW integrals is 10.3 ± 2.1 km s−1 kpc−1, as shown by a dashed
straight line. However, none of these values are consistent with
the real pattern speed of 21.5± 0.1 km s−1 kpc−1, or the value of
21.2 ± 0.1 km s−1 kpc−1 from the Dehnen method.

Figure 4 presents results of the IPTW method for the
KRATOS simulation. Again, we show here two different ref-
erence frame orientations: the original one, with Δ𝜙 = 0◦ (top
row) and the one with the bar major axis parallel to the 𝑥-axis,
Δ𝜙 = 156◦ (bottom row). In the first case, there is a linear trend
and the IPTW recovers a bar pattern speed Ω𝑝 = 15.5 ± 1.7 km
s−1 kpc−1, compatible with the real pattern speed. In the second
case, the TW 𝑥−integrals are perfectly aligned with the bar major
axis, as expected in the presence of only a bar potential. The ⟨𝑥⟩
values are then very close to zero, so there is not a clear trend in

this case (it would give similar results when the TW integrals are
evaluated at another viewing angle along the bar minor axis). We
recover here a clockwise pattern speed of Ω𝑝 = −4.2 ± 4.0 km
s−1 kpc−1 which differs from the real value. Note also that in this
configuration, the linear trend is more scattered, not as clear as
the configuration from the upper panel, in agreement with what
was seen with for the B5 simulation.

We then assess whether there is (or not) a favoured frame
orientation where the IPTW method works better, by plotting the
fitted Ω𝑝 as a function of Δ𝜙 (filled blue symbols in Fig. 2).
Qualitatively, the IPTW and LTW methods show similar trends:
the agreement with the ground-truth bar pattern speed is rarely
observed, no symmetry with respect to the bar major axis is found,
and stronger discrepancies are near the positions of the major and
minor axes of the bar. The B5 simulation (upper panel) shows that
Δ𝜙 ∼ 135◦ is also a location of stronger disagreement, which was
not observed for the LTW method. Since the IPTW method works
directly with coordinates and velocities in the Cartesian frame
of the disc, no variation with inclination needs to be evaluated
here. It is interesting to note that the LTW pattern speeds with
better agreement with the IPTW method are for the intermediate
inclination of 45◦ (lower panel for the KRATOS simulation). It is
important to remind that the Dehnen method does not show such
systematic variation with Δ𝜙, as its results are invariant with the
frame orientation.

The median and mean absolute deviation of all the IPTW
values are 17.9 ± 1.9 km s−1 kpc−1 and 11.0 ± 3.7 km s−1 kpc−1

for the B5 and KRATOS simulations, respectively. We note that
the difference is larger in the KRATOS simulation. While the B5
simulation presents a strong spiral pattern in the outer disc, the
KRATOS simulation additionally is not in equilibrium.

Finally, we can estimate the incidence of finding a bar pat-
tern speed consistent with the ground-truth value for both the
LTW and IPTW methods, with the two simulations. We define
this likelihood as the number of frame orientations where the
measured and real Ω𝑝 agree within the quoted (1𝜎) uncertainties
on measured and ground truth values. For the B5 simulation, the
IPTW and LTW methods give a correct Ω𝑝 in 5% and 8% of the
cases only. For the KRATOS simulation, the incidence is 37%
(IPTW case), 57% (LTW case at 𝑖 = 25◦), 48% (LTW case at
𝑖 = 45◦) and 42% (LTW case at 𝑖 = 75◦). Larger inclinations are
thus less prone to the LTW method. More generally, our two sets
of simulations show it is highly unlikely to find a consistent Ω𝑝

by means of the TW method. It is also hard to reconcile the strong
variations with Δ𝜙 seen here, i.e the bar orientation with respect
to the disc 𝑥−axis, with the wide range of “allowed” orientations
quoted in other studies (e.g. Zou et al. 2019, see also Sect. 5 for
the LMC).

3.3. Results of the bisymmetric velocity model

Bayesian inferences of Fourier coefficients to the tangential veloc-
ities were performed in radial bins through Markov Chain Monte
Carlo fits, using the Python library Emcee (Foreman-Mackey
et al. 2013). The model is fitted to a map of 𝑉𝜙 (pixel size of 50
pc), where the velocity at each pixel of the map is the median of
the velocity distribution from all particles/stars inside the given
pixel. Defining the residual velocity as 𝑉𝜙,res = 𝑉𝜙 −𝑉𝜙,mod, the
conditional likelihood function at each radial bin is expressed by:

L(𝑉0, 𝑉2, 𝜙2,kin, 𝑉𝑠) = −1
2

(
𝑛pix ln(2𝜋)

𝑛pix∑︁ (
𝑉2
𝜙,res/𝜉2 + ln(𝜉2)

))
,
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Fig. 3: Application of the IPTW method to B5 simulation. Top: The bar major axis at 𝜙𝑏 = 163.5◦, as in the original snapshot and
shown in Fig. 1. Bottom: After applying a rotation of Δ𝜙 = 16.5◦to put the bar major axis along the 𝑥-axis. Left: Surface density
where the bar region (obtained using Dehnen method) is indicated by the green dashed circle. A scatter plot representing the value
of ⟨𝑥⟩ for each slice in 𝑦 is overlapped. The scatter plot varies its colour as function of the distance to the centre in the 𝑦-axis, being
the red points close to the centre and the green close to the external parts of the galaxy. Right: Scatter plot of the Tremaine-Weinberg
integrals ⟨𝑥⟩ and ⟨𝑣𝑦⟩ for the different slices in the 𝑦-axis. The colour of the scatter plot is the same in both left and right panels. In
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(7)

where 𝑉0, 𝑉2 and 𝜙2 are as in Eq. 6, 𝜉2 = 𝜎2
𝑉𝜙

+ 𝑉2
𝑠 , 𝜎𝑉𝜙 are the

𝑉𝜙 uncertainties, 𝑉𝑠 is the scatter of the modelling, and 𝑛pix the
number of pixels of the map inside the corresponding radial bin at
which parameters are fitted. No uncertainties are measured while
making the velocity map, thus 𝜎𝑉𝜙 = 0. Therefore, measuring𝑉𝑠

is an indirect way to take into account the lack of uncertainties
(Hogg et al. 2010).

The left column of Fig. 5 shows the results of the model to
the B5 simulation. In the top panel, we show the rotation curve
of the simulated disc (gray solid line, measured as the median
velocity in the map a each 𝑅), the fitted axisymmetric velocity
component (black solid line,𝑉0), the amplitude of the bisymmetry
𝑉2 (blue dashed line), and the scatter in𝑉𝜙,res (orange dotted line,
𝑉𝑠). The bar strength is maximum at 𝑅 ∼ 2 kpc, reaching more
than 50% of 𝑉0. Within 𝑅 = 5 kpc, 𝑉0 and the median rotation
curve can differ by up to ∼ 20 km s−1 , which indicates the

significant impact of the bisymmetry on the rotation curve. In
the middle panel, we show the phase angle 𝜙2,kin of the bar
recovered from the modelling of the tangential velocity map.
The phase angle of the bar is well recovered by the bisymmetric
model at low radius, then smoothly varies. At 𝑅 ∼ 7.5 kpc,
an abrupt change in 𝜙2,kin is observed. Following prescriptions
given in Sect. 2, we can identify the corotation radius just after
the steep change of phase angle, 𝑅𝑐 = 8.0 ± 0.5 kpc, which
corresponds to a bar pattern speed is Ω𝑝 = 22.2+0.7

−1.2 km s−1

kpc−1 (bottom panel, the Ω curve being derived from the solid
curve of the upper panel, i.e. the 0th order Fourier coefficient).
This agrees with the value computed using finite-differences. By
construction, the bisymmetric velocity model is invariant with
the frame orientation, as 𝜙2,kin are shifted by Δ𝜙 when a rotation
of Δ𝜙 is applied to the 𝑥 − 𝑦 plane.

Similarly, in the right panels of Fig. 5, we show the results of
applying this method to the KRATOS simulation, the value for
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Fig. 4: As in Fig. 3 for the KRATOS simulation.

corotation we derive is 𝑅𝑐 = 3.3 ± 0.5 kpc, and the bar pattern
speed is Ω𝑝 = 18.2+2.9

−1.3 km s−1 kpc−1, which is consistent with
the true value of 17.2 ± 1.6 km s−1 kpc−1, within the quoted
uncertainties. Values are summarised in Table 1.

This method yields a bar rotation rate of 𝑅𝑐/𝑅1 = 1.1 and 1.2
for the B5 and KRATOS simulations, respectively, in agreement
with the ground-truth values.

4. Measuring the LMC bar pattern speed

In the previous section, we have assessed the performance, robust-
ness and limitations of the methods when applied to simulated
data. The TW method, in both versions using either line-of-sight
or in-plane velocities, shows a clear dependence of the measured
pattern speed on the frame orientation, and significant differences
with the ground-truth values. The recovered value can be lower
or higher than the simulated speed when both bar and spiral arms
intervene in the simulation. These results already warn us to take
the value of the LMC pattern speed inferred from the TW method
with caution.

The LMC stars we use in this study are those in the NN
complete sample of Jiménez-Arranz et al. (2023). The selection
of LMC stars was based on a supervised neural network classi-

fier, using full astrometric and photometric data from Gaia DR3.
Based on this classifier, the authors select three samples of candi-
date LMC stars with different degrees of completeness and purity.
The NN complete sample corresponds to the sample that priori-
tises not missing LMC stars at the price of a possible increased
MW contamination. It contains 12 116 762 stars. The sample
is dominated by older stellar populations (see, e.g., Fig.3 from
Gaia Collaboration et al. 2021b), thus fulfils the continuity equa-
tion necessary to the TW and Dehnen methods. Combining the
selection function of the Gaia parent catalogue (Cantat-Gaudin
et al. 2023) and the selection effects from the generation of the
LMC NN complete sample (estimated as in Castro-Ginard et al.
2023), the completeness estimates of our sample are above 50%
in the bar region for 𝐺 = 19 − 19.5 mag. As seen in Fig. 6 of
Jiménez-Arranz et al. (2023), 60% of stars in the LMC NN com-
plete sample have magnitude below 𝐺 < 19.5. To better estimate
the completeness and purity of the LMC NN complete sample,
and their effect on the inner kinematics, a more detailed study of
the selection function is required, which is out of the scope of
this paper.

For each star, we apply the coordinate transformation detailed
in Jiménez-Arranz et al. (2023) to express the deprojected po-
sitions and velocities in the in-plane coordinate system of the
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Fig. 5: Results of the BV model of the stellar tangential velocity map of the B5 (left panels) and KRATOS (right panels) simulations:
amplitude (upper panels), phase angle, 𝜙2,kin of the Fourier modes (middle panels), and angular frequency Ω (bottom panels). In
the top panels, the black solid line is the fitted axisymmetric velocity component 𝑉0 (the rotation curve), the grey line is the median
velocity (initial value for the model), the blue dashed curve is the amplitude of the tangential bisymmetry 𝑉2, and the orange dotted
line is the scatter of the model 𝑉𝑠 . In the middle and bottom panels, the vertical light coral area and dashed line shows the adopted
bar corotation radius, 𝑅𝑐 = 8.0 ± 0.5 kpc for B5 and 𝑅𝑐 = 3.3 ± 0.5 kpc for KRATOS simulations. In the bottom panel, the black
solid line is the angular velocity derived from𝑉0, while the horizontal green area and dotted line shows the corresponding bar pattern
speed Ω𝑝 = 22.2+0.7

−1.2 km s−1 kpc−1 and Ω𝑝 = 18.2+2.9
−1.3 km s−1 kpc−1, for the B5 and KRATOS simulations, respectively. Values are

summarised, and compared with the reference values, in Table 1.

LMC, using the inclination, position angle, systemic velocity,
and position of the LMC centre given in Jiménez-Arranz et al.
(2023), assuming all stars lying in the 𝑧 = 0 plane. The LMC
centre used is the same as in Gaia Collaboration et al. (2018,
2021b), which corresponds to the LMC photometric center (van
der Marel 2001). The infinitely thin disc approximation is inher-
ent to any studies of the kinematics of disc galaxies because the
3D position space of stars in galaxies is never available, unlike
stars in the MW (e.g. Gaia Collaboration et al. 2023), or a few
variable young stars in the LMC (Ripepi et al. 2022a).

Figure 6 shows the results of the application of the Dehnen
method to the LMC. The left, middle and right panels show the
surface density, the median Galactocentric radial velocity, and
residual of the median tangential velocity, respectively. Both the
radial and residual tangential velocity maps show the imprint of a

rigidly rotating bar in the galactic centre, as clear hints of 𝑥1 stellar
orbits (see also Gaia Collaboration et al. 2021b; Niederhofer et al.
2022; Jiménez-Arranz et al. 2023). The quadrupole pattern is the
natural reflex of the motion of stars in elliptical orbits present
in the bar potential. In contrast to the simulations, the method
was not able to find the bar region [𝑅0, 𝑅1] on its own, probably
due to the fact that the quadrupole is not perfectly symmetric,
or that the contrast of the bar region with respect to the disc is
not as clear as in simulations because of the presence of dust
lanes and spiral arms at low radius. We solved this issue by
analyzing the outputs of the numerical code of Dehnen et al.
(2023) which, in addition to the bar parameters and pattern speed,
provide results of a second order Fourier model of the stellar
density. Figure 7 shows the amplitude Σ2 of the 𝑚 = 2 Fourier
coefficient, relatively to the axisymmetric density Σ0, and the
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phase angle 𝜙2 of the bisymmetric density perturbation. In the
upper panel, a peak of the relative strength ∼ 0.2 is observed at
𝑅 ∼ 2 kpc. This amplitude is comparable to that at larger radius,
meaning a small contrast between the LMC bar and the spiral
arm(s) within the selected sample of stars. This probably explains
why the Dehnen method cannot establish properly the bar region
in its automated way. The phase angle (bottom panel of Fig. 7) has
a constant value of 𝜙2 ≃ 15 − 20º from 𝑅 = 0.75 kpc to 𝑅 ∼ 2.3
kpc. We can establish that the bar region is theferore [𝑅0, 𝑅1] =
[0.75, 2.3] kpc. Within this region, the Dehnen method gives a
value of Ω𝑝 = −1.0 ± 0.5 km s−1 kpc−1, thus corresponding to
an almost non-rotating stellar bar, seemingly in counter-rotation.

Now for the TW method, we adopted an pseudo-slit length
and width of [−∞, +∞] and 50 pc, respectively. For both versions
of the method, the slopes of the integrals are fitted using only
points located inside the bar radius (for the IPTW case) and
projected radius (for the LTW case), as defined by 𝑅1 = 2.3 kpc.

In Fig. 8, we show the stellar l.-o.-s. velocity field corrected for
the systemic motion of the LMC NN complete 𝑉los sub-sample,
which contains 30 749 stars. These are predominantly the AGB
stars from Gaia Collaboration et al. (2021b). This is in good
agreement with the l.-o.-s. velocity field traced by carbon stars
(van der Marel et al. 2002). We apply the LTW method to this
l.-o.-s. velocity map, as described in Sect. 2.2, with pseudo-slits
parallel to the line-of-nodes. Figure 9 shows the linear fit to the
LTW integrals, yielding a bar pattern speed of Ω𝑝 = 30.4 ± 1.3
km s−1 kpc−1, using an inclination of 𝑖 = 34◦.

Figure 10 shows the results of the IPTW method applied to
the LMC Cartesian velocity fields (not shown here, but obtained
from the cylindrical velocities shown in Fig. 6). We recover as
many values as adopted orientations Δ𝜙 of the Cartesian frame
in the LMC plane. Interestingly, a good agreement is seen be-
tween the LTW Ω𝑝 (open red dot at Δ𝜙 = 0◦) and the IPTW
Ω𝑝 inferred at this orientation. However, and unsurprisingly, the
estimated values of the IPTW method display a strong variation
with the frame orientation. A wide range of possibilities is found
for the LMC Ω𝑝 , from 0 to 55 km s−1 kpc−1. Note also the clear
correlation between the bar major and minor axis with the orien-
tations where the shape of the Ω𝑝 curve vary significantly. The
median of all IPTW values seen in this graph is 23 ± 12 km s−1

kpc−1, adopting here the mean absolute deviation as the uncer-
tainty.

Finally, in Fig. 11 we show the results of the BV method
applied to the LMC tangential velocity map of Fig. 6. The LMC
rotation curve from the NN complete sample (upper panel, light
grey) is very similar to the 0th order Fourier component of the
BV model (black solid line). The amplitude of the LMC bar
perturbation is stronger at 𝑅 = 0.75 kpc (blue line). The orange
dotted line showing the scatter in the residual tangential velocity
is often larger than the bisymmetric mode. It thus shows that the
bar is not the only perturber in the LMC disc, but this does not
prevent the bisymmetry from being detected efficiently by the
method. Note that seeing the scatter in the model stronger with
radius is reminiscent to the finding of the KRATOS simulation
(top right panel of Fig. 5). This is consistent with the observed
complex stellar morphology in this region. A roughly constant
value of 𝜙2,kin ≃ 15 − 20◦ is seen out to 𝑅 = 2 kpc, in good
agreement with the phase angle of the bisymmetry of the density
(Fig. 7, bottom panel), followed with a smooth decrease out to
𝑅 = 3.95 kpc, as evidence of the impact of arms in the kinematics
even in the bar region. This radius is the location from where the
amplitude 𝑉2 starts to increase. At this radius, 𝜙2,kin changes by
∼ 100◦ to recover a constant value comparable to the bar phase

Method 𝑅1 𝑅𝑐 Ω𝑝

LTW 30.3 ± 1.3
IPTW 23.1 ± 12
Dehnen 2.3 −1.0 ± 0.5
BV 4.20 ± 0.25 18.5+1.2

−1.1

Table 2: Results of applying the method used in this work to the
LMC complete sample. Bar radius and bar corotation are in kpc
and the bar pattern speed is in km s−1 kpc−1.

angle at low radius. Following prescriptions from the numerical
modelling, we adopt the radius just after the sharp transition
of phase angle as the bar corotation radius, placing the LMC
bar corotation at 𝑅𝑐 = 4.20 ± 0.25 kpc. Relative to the angular
velocity curve Ω (solid line in the bottom panel of Fig. 11), it
corresponds to a LMC bar pattern speed of Ω𝑝 = 18.5+1.2

−1.1 km
s−1 kpc−1.

5. Discussion

Table 2 is a summary of the LMC bar properties obtained with
the different methods in the previous section. At first glance, it is
difficult to conclude the pattern speed of the stellar bar of the LMC
given the large range of values. Only a few studies have provided
estimates of the LMC bar pattern speed. Shimizu & Yoshii (2012)
derived a value for the bar pattern speed based on the idea that the
Shapley Constellation III star forming region (Shapley 1951) is
located at the 𝐿4 Lagrangian point of the non-axisymmetric bar
potential rotating frame. The authors found Ω𝑝 = 21 ± 3 km s−1

kpc−1. Unfortunately, they did not report on the distance to the
LMC they have assumed, which makes the comparison with our
results not trivial. Nevertheless, the value they quote is in good
agreement with the one inferred from the BV method. In another
work, Wan et al. (2020) used SkyMapper (Wolf et al. 2018) data to
study the internal kinematics of the LMC populations, following
coordinate transformations described in van der Marel (2001)
and van der Marel et al. (2002), thus, the same transformations
we applied here. For their Carbon Stars, Wan et al. (2020) fit
a rotation curve built on a constant angular speed of stars as
a function of radius. This may seem a simplistic assumption
because Ω must vary with radius (see e.g. Fig. 11). Therefore,
they did not constrain the pattern speed of the bar, but their result
gives an estimate of what the rough angular frequency of stars
should be within 𝑅 ∼ 8 kpc, thus on Ω𝑝 since at corotation Ω
equals the desired pattern speed. They found Ω = 24.6 ± 0.6 km
s−1 kpc−1, which is not far from the BV value derived in our
work.

A second important result is that the TW method is extremely
sensitive to the orientation of the x-y frame, and therefore to the
way the integrals view the bar perturbation in the disc. Finding a
dependency of the TW integrals with viewing angles in galaxies
is not a new result. Using a numerical simulation, Zou et al.
(2019) found that the accuracy on bar pattern speeds could be
kept under ∼ 10% for a bar orientated by 10◦-75◦ and 105◦-170◦
with respect to the reference axis of the disc, while configurations
where the integrals are measured perpendicularly to the bar major
axis were shown to imply values systematically different from
reality. This led for instance Cuomo et al. (2019) to define their
sample of barred galaxies with bar position angles by 10◦ or more
apart from the disc major and minor axes. With our simulations,
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although frame orientations near the principal axes of the bar
should be avoided, which agrees with the findings of Zou et al.
(2019), the results of Sect. 3 and 4 did not allow us to identify
any particular wide range of orientations where the bar pattern
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Fig. 8: Stellar line-of-sight velocity field of the LMC NN com-
plete𝑉𝑙𝑜𝑠 sub-sample, corrected from the systemic motions. Data
are from Gaia RVS (Katz et al. 2022; Jiménez-Arranz et al. 2023).

speed estimates are reliable, and that the probability of agreement
is low. It is worth mentioning here that bar pattern speeds of
galaxies, as measured with the LTW method, are also known to
be sensitive to the orientation of the pseudo-slits with respect to
the disc line-of-nodes (Debattista 2003). Still with the help of
numerical simulations, these authors showed that assuming an
incorrect position angle for the disc major axis can lead to large
errors on Ω𝑝 when performing the numerical LTW integrals. Of
course, this is not directly linked to the viewing angle of the bar
itself in the considered disc plane, as shown above in the IPTW
case, but it illustrates nicely how sensitive to orientations the TW
method can be.

The origin of the strong variations with the bar angle, and
of the large discrepancy with true values, may be the impact of
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Fig. 10: Results of applying the LTW and IPTW to the LMC NN
complete sample. The open red dot shows the bar pattern speed
recovered with the LTW method. The blue dotted curve shows the
bar pattern speed obtained using the IPTW with different frame
orientations Δ𝜙. The dashed purple (brown) line shows the bar
pattern speed obtained using the Dehnen (BV) method.

patterns other than the bar in the TW integrals, like spiral arms
in the N-body simulation and the LMC. A possible solution to
overcome this issue could be to measure Ω𝑝 as a function of
radius, as done in Merrifield et al. (2006) or Meidt et al. (2008)
for other galaxies. However, such analysis is beyond the scope of
this article.
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Fig. 11: Results of the BV model of the stellar tangential velocity
map of the LMC NN complete sample: strength (upper row) and
phase angle (lower row, 𝜙2,kin) of the bisymmetric Fourier mode.
The black solid line is the fitted axisymmetric velocity component
(the rotation curve), the grey line is the median velocity (initial
value for the model), the blue dashed curve is the strength of the
tangential bisymmetry, and the orange dotted line is the scatter of
the model. The vertical light coral area and dashed line shows the
adopted bar corotation radius of the LMC, 𝑅𝑐 = 4.20±0.25 kpc.
In the bottom panel, we show the angular velocity of the LMC
as a function of radius. The vertical light coral area and dashed
line show the corotation radius of the bar. The horizontal green
area and dotted line shows the corresponding bar pattern speed
Ω𝑝 = 18.5+1.2

−1.1 km s−1 kpc−1.

Nevertheless, the impact of other patterns than the bar on Ω𝑝

can be tested by studying the convergence of the TW integrals
as a function of the aperture |Δ𝑥 | in which the integrals are mea-
sured. This is achieved by progressively increasing |Δ𝑥 | (see e.g.
Chemin & Hernandez 2009; Zou et al. 2019). In particular, if the
outer LMC spiral arms contaminate the TW integrals when the
maximum range of |Δ𝑥 | allowed by the extent of the observation
is adopted (as we did in previous sections), then the derived pat-
tern speed is mixing both the bar and spiral patterns, and the bar
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Fig. 12: Convergence tests of the LMC pattern speed from the
IPTW method. |Δ𝑥 | is the domain of the numerical integrations
of the TW equations (Eq. 4). The convergence has been measured
at two orientations of the frame Δ𝜙 = 30◦ and 105◦.

speed may be underestimated. Indeed, pattern speeds of spiral
arms are expected to be lower than those of bars (Merrifield et al.
2006; Zou et al. 2019). But with a smaller domain of integra-
tion, chosen wisely, the pattern speed could converge to another
Ω𝑝 , that of the bar only. We thus varied |Δ𝑥 | within 1 to 9 kpc
in the LMC, for two examples of frame orientations, Δ𝜙 = 30◦
and Δ𝜙 = 105◦ (directions outside the LMC principal bar axes,
see Fig. 10). Figure 12 presents results of this test for the IPTW
method. We find that the integrals have converged at |Δ𝑥 | = 6
kpc at the constant values reported in Fig. 10 at the selected Δ𝜙
(∼ 25 and ∼ 10 km s−1 kpc−1, respectively). But, for |Δ𝑥 | < 6
kpc, Ω𝑝 varies significantly, either increasing and/or decreasing.
In other words, we do not find hints of secondary convergence
regions of the integrals that would correspond to the LMC bar
Ω𝑝 only. To the benefits of the TW method, we can nonetheless
see that a rough LMC pattern speed Ω𝑝 found by averaging the
TW values over all Δ𝜙 orientations is 23.1 km s−1 kpc−1, but
with a large scatter of 12 km s−1 kpc−1. This compares with the
value found with the BV model, but not with the one from the
Dehnen method.

As consequence, without agreement among the trends found
with the various simulations used in the previous works and our
present study, and without an identifiable region of bar orien-
tation where ground-truth and measured pattern speeds agree
within simulations, the individual pattern speeds found by the
TW method in Fig. 10 cannot be representative of the real LMC
bar Ω𝑝 . The agreement of Ω𝑝 found by the LTW method with
the value found by the IPTW method for the LMC also indicates
that the pattern speed of bars measured by means of the LTW
method may likely be only representative of any value stemming
from random frame orientations fixed by the position angle of
the major axis of discs on the sky plane, but not of a global bar
angular frequency. The reason of the failure of the TW method in
giving a coherent LMC bar pattern speed is unclear. It could be
that the tidal interaction with the SMC has broken the conditions
of applicability of the method, the disc being no more in full
equilibrium. However, both isolated and interacting discs in the
simulations show similarities with the observations. It could also
indicate that the impact of the spiral arms on the TW integrals is
not as negligible as initially thought. More work will be neces-

sary to investigate the origin of this issue with the TW method
applied to the simulations and the LMC data.

The pattern speed obtained with the Dehnen method is sig-
nificantly different from the one of the BV model. Unlike the
TW method, we have shown that the Dehnen method performs
nicely with an idealised simulation with a well defined rotation-
ally supported stellar disc and no external perturbations and a
simulation of an interacting and out-of-equilibrium disc, as it is
insensitive to the bar orientation and the outer spiral perturba-
tion, by construction. Applied to the LMC NN complete sample,
it surprisingly results in a bar with null rotation, perhaps slightly
counter-rotating with respect to the LMC disc. Is this finding
realistic? Peculiar bars with such property exist in numerical
simulations. In a recent work, it was shown how a bar embedded
in a counter-rotating dark matter halo can decelerate, then flip its
pattern speed, and finally decoupling its rotation from the disc
(Collier & Madigan 2023). After the sign flip, the bar suffers from
a large inclination and develops a warped disc. This scenario is
difficult to test in real data because we need an observable to
check the dark matter halo rotation. Evidence exists that LMC
disc is warped (e.g. Choi et al. 2018; Ripepi et al. 2022b), how-
ever we do not observe in the kinematic maps a decoupling of the
bar motion from that of the disc. Another possible origin of the
bar deceleration and counter-rotation could be external and due
to the interaction with the SMC and/or the MW. This scenario
could be tested with appropriate numerical simulations such as
the KRATOS suite of simulations of LMC-SMC-MW-like tidal
encounters (Jiménez-Arranz et al., in preparation).

This result does not come without issues, however. An al-
most non-rotating LMC bar would indeed not show any coro-
tation within the disc since such Ω𝑝 should never cross the Ω
curve. It is not an easy task to imagine how the orbits and the
disc structure would respond to this peculiar circumstance. An
absence of corotation could allow the bar to increase its length
and strength out to the disc outskirts, that is, make the orbits of
stars and the LMC stellar gravitational potential very elongated
throughout the whole LMC disc. Indeed, nothing could prevent it
here from growing significantly owing to the absence of corota-
tion and the expected destructive orbits perpendicular to the bar
beyond corotation. The LMC stellar density map shows that the
outer LMC disc is elliptical (see Fig. 6, and also e.g. Gaia Collab-
oration et al. 2021b), but the elongation occurs along a direction
that is not aligned with the LMC bar. The elongated potential of
the LMC likely comes from the tidal interaction with the MW
and the SMC. Furthermore, the absence of bar resonances in the
inner disc in this framework would make it difficult to interpret
the strong variation of the orientation of the velocity bisymmetry
evidenced in Fig. 11, which is expected to occur naturally around
corotation. We think that the method may be sensitive to dust
extinction and completeness effects in the inner LMC region,
perhaps more strongly than the other methods. Also, the inner
disc is not fully traced by a bar pattern, and the density map
clearly shows pieces of spiral arms inside the circle encompass-
ing the bar region. The inner kinematics is not fully dominated
by the bar either, due to the smoothly varying phase angle of
the velocity bisymmetry within 𝑅 = 2 − 4 kpc (see Fig. 11),
likely caused by a winding spiral structure near the tips of the
bar. All of these effects may hamper the method from yielding a
Ω𝑝 representative of the bar.

Assuming that the corotation radius 𝑅𝑐 = 4.20 ± 0.25 kpc
measured by the BV model is more representative of the bar
properties, it corresponds to a pattern speed of 18.5+1.2

−1.1 km s−1

kpc−1. The LTW pattern speed of 30.4 ± 1.3 km s−1 kpc−1
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would thus be discrepant by 64% from the one inferred here.
When compared to its radius of 2.3 kpc, the LMC stellar bar has
𝑅𝑐/𝑅1 = 1.8±0.1, thus corresponding to a slow bar, according to
numerical methods (Athanassoula 1992). Finally, if we assume
that the pattern speed has to be estimated using a velocity curve
tracing more closely the circular velocity (the rotation curve of the
younger stellar populations in Jiménez-Arranz et al. 2023) than
the tangential velocity of the whole sample dominated by older
stars (upper panel of Fig. 11), then 𝑅𝑐 = 4.2 kpc would translate
into Ω𝑝 = 20.9 ± 1.1 km s−1 kpc−1, which still compares well
with the value found for the whole sample.

6. Conclusions

In this work we use three different methods to determine the
LMC bar pattern speed, namely the TW method in its original
form, when only line-of-sight velocities are available (LTW),
and a variation of it that also makes use of astrometric data and
in-plane velocity fields (IPTW); the Dehnen method, which is
recently published and tested using single snapshots of N-body
simulations; and the bisymmetric velocity (BV) method, which is
based on the Fourier decomposition of the tangential velocity of
a bisymmetric model to constrain the corotation radius of the bar.
In order to characterise the strengths and limitations of each of
the methods, we applied them to two different simulated barred
galaxies. One snapshot of an N-body simulation of an isolated
disc galaxy (B5, Roca-Fàbrega et al. 2013) and one snapshot of
a N-body simulation of an interacting disc galaxy (KRATOS,
Jiménez-Arranz et al., in preparation). The results show that:

– The TW method shows a large dependency on the frame ori-
entation when applied to both B5 and KRATOS simulations.

– The Dehnen method recovers with good accuracy and preci-
sion the true pattern speed when applied to both: an idealised
simulation with a well defined rotationally supported stellar
disc and no external perturbations and a simulation of an
interacting and out-of-equilibrium disc.

– The BV method determines the corotation radius and pattern
speed of both simulations. The accurate constraint of the
strong variation of the kinematic phase angle is crucial for
the determination of the corotation radius and thus the bar
pattern speed.

From these points, and when applying the methods to the
LMC sample, we are inclined to:
– Discard the pattern speeds found with the TW method, be-

cause no obvious privileged value is found with the IPTW
method, owing to the strong variation of the integrals with the
orientation of the 𝑥− 𝑦 plane, thus with the bar viewing angle
inside the LMC disc. Also, the unique pattern speed found
by the LTW method cannot be representative of a global bar
frequency either.

– Evaluate the validity of the bar pattern speed obtained with
the Dehnen method. It corresponds to a non-rotating bar,
with implications hard to reconcile with the structure and
kinematics of the LMC disc.

– Provide a first tentative value of the LMC bar corotation ra-
dius at 𝑅 = 4.20±0.25 kpc with the BV method, as the sharp
change of the kinematic phase angle measured through a
Fourier modelling is very reminiscent to the signature of coro-
tation seen in numerical simulations. It gives a bar corotation-
to-size ratio of 𝑅𝑐/𝑅1 = 1.8 ± 0.1, which places the LMC
bar in the slow rotation regime. The corresponding LMC bar
pattern speed is Ω𝑝 = 18.5+1.2

−1.1 km s−1 kpc−1, reasonably
consistent with other estimates found in the literature.

This research has presented novel constraints on the corota-
tion and pattern speed of the stellar bar of the LMC. Our intention
is to continue this investigation, taking advantage of forthcom-
ing releases from the Gaia mission that will offer improved data
quality. With enhanced angular resolution, more precise proper
motion measurements, and increased access to line-of-sight ve-
locities, we anticipate it will become easier to establish an LMC
sample with reduced limitations, such as the crowding of stars at
low radius, or contamination from foreground MW stars. More-
over, working with the 3D velocities of LMC stars will offer new
opportunities. These approaches have already been initiated by
Jiménez-Arranz et al. (2023). By doing so, we will obtain more
reliable estimates of the LMC pattern speed and potentially al-
leviate tensions that exist among the Dehnen and bisymmetric
velocity methodologies tested in this study, which may arise be-
cause of the perturbed equilibrium of the LMC. This could be
tested with various numerical simulations of the LMC, SMC and
MW encounters. We will also study possible variations of the bar
pattern speed among various stellar evolutionary phases of the
LMC.
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Appendix A: Test-particle simulation

In this section, we apply the methods described in Section 2
to an idealised simulation of a barred disc galaxy in statistical
equilibrium with the imposed potential. We briefly describe the
characteristics of the simulation and the results of the methods
applied to it.

We use a 5 million test particle simulation with initial con-
ditions, galactic potential, and steps performed in the integration
process as described in Romero-Gómez et al. (2015). We refer
to this simulation as the TP simulation. The initial conditions for
positions and velocities were drawn for a disc density distribution
following a Miyamoto-Nagai disc potential (Miyamoto & Nagai
1975) with a typical scale-height (ℎ𝑧 = 300 pc) and radial veloc-
ity dispersion (𝜎𝑈 = 30.3 km s−1 ) of a red clump star. Then we
integrate the initial conditions in the axisymmetric potential of
Allen & Santillan (1991) for 10 Gyr, after that we introduce the
Galactic bar potential adiabatically during four bar rotations, and
we integrated another 16 bar rotations so that the particles achieve
a statistical equilibrium with the final bar potential. The galactic
bar consists of the superposition of two aligned Ferrers ellipsoids
(Ferrers 1877), one modelling a triaxial bulge with a semi-major
axis of 3.13 kpc, and the second modelling a long thin bar with
a semi-major axis of 4.5 kpc, with an angular orientation of 20◦.
In the TP simulation, we impose that the bar rotates counter-
clockwise as a rigid body with a constant pattern speed of 42
km s−1 kpc−1, placing the corotation resonance at 𝑅𝑐 = 4.9 kpc,
measured as in the B5 simulation. The TP simulation represents
the ideal configuration to estimate a bar pattern speed with the
different methods due to the only barred perturbation and being
in statistical equilibrium with the imposed potential.

Figure A.1 shows the surface density (left panel), the radial
velocity (middle panel) and the residual tangential velocity (right
panel) maps for the TP simulation. The map of the residuals has
been obtained by subtracting the rotation curve to the𝑉𝜙 map. We
observe the bar and no obvious spiral arms, which is expected be-
cause only a bar potential is modelled. In both radial and residual
tangential velocity maps, we also observe a kinematic quadrupole
caused by the stellar orbits shaping the bar. In every panel, we
highlight the bar region identified by the Dehnen method by green
dashed circles, with inner and outer circles corresponding to 𝑅0
and 𝑅1, respectively. The grey dashed lines trace the bar minor
and the major axes found by the method. The bar orientation
𝜙𝑏 is in agreement with the orientation observed in the surface
density, and separates remarkably the quadrupole patterns in two
parts. The Dehnen method infers a value of Ω𝑝 = 42.0 ± 0.2
km s−1 kpc−1, in agreement with the imposed value. Values are
summarised in Table A.1.

Figure A.2 shows the impact of the variation of the orientation
of the Cartesian frame on the derived pattern speed using the
LTW and IPTW methods, by rotating the reference 𝑥 and 𝑦 axes
around the 𝑧−axis in the simulation. The rotation of the Cartesian
frame before sky projection allows the TW integrals (measured
parallel to the major axis) to view the bar and spiral perturbations
through various angles. Note that in this case, where no other
non-axisymmetric component but the bar, and being in statistical
equilibrium, the recovered pattern speed using both versions of
the TW method show comparable trends. As a known issue of the
TW, the integrals do not converge when the slit is aligned with
the bar axes (Tremaine & Weinberg 1984). The IPTW shows a
pattern speed systematically lower by ∼ 10% from the true value,
about twice as large as the systematic shown by the LTW method.

Figure A.3 presents results of the IPTW method for the
TP simulation. Again, we show here two different reference

frame orientations: the original one, with Δ𝜙 = 0◦(top row)
and the one with the bar major axis parallel to the 𝑥-axis,
Δ𝜙 = 159◦(bottom row), for illustrative purposes. In the first
case, there is a clear linear trend and the IPTW recovers a bar
pattern speed Ω𝑝 = 39.9 ± 0.4 km s−1 kpc−1, with a relative
difference smaller than 5% from the imposed value. In the sec-
ond case, the TW 𝑥−integrals are perfectly aligned with the bar
major axis, as expected in the presence of only a bar potential.
The ⟨𝑥⟩ values are then very close to zero, so there is not a clear
trend in this case (it would give similar results when the TW
integrals are evaluated at another viewing angle along the bar
minor axis). We recover here a counter-clockwise pattern speed
of Ω𝑝 = 23.4 ± 2.8 km s−1 kpc−1 which differs by almost 50%
from the imposed value. The TW method thus performs better
when no prominent sub-structures exist in the disc, as a well-
known issue, integrals should not be made along the major or
minor axes of the bar.

Finally, in Fig. A.4, we show the results of applying the BV
method to the TP simulation, the value for corotation we derive
is 𝑅𝑐 = 4.8± 0.5 kpc, and the bar pattern speed is Ω𝑝 = 43.3+5.0

−4.2
km s−1 kpc−1, which exceeds the true value of 42 km s−1 kpc−1,
although remaining comparable with it given the lower quoted
uncertainties. Values are summarised in Table A.1.
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Fig. A.1: Application of the Dehnen method to the TP simulation. Surface density (left), median radial velocity map (center) and
median residual tangential velocity map (right). The bar region identified by Dehnen method (see values in Table A.1) is indicated
by green dashed circles. The grey dashed lines trace the bar minor and the major axes.

Reference Dehnen method BV method

Simulation Ω𝑝 𝑅0 𝑅1 Ω𝑝 𝜙𝑏 𝑅𝑐 Ω𝑝

TP 42.0 1.33 3.30 42.0 ± 0.2 19.8 ± 0.1 4.8 ± 0.5 43.35.0
−4.2

Table A.1: Results of the Dehnen and the BV methods applied to TP simulation, compared to the reference value (obtained using
finite-differences). The inner, outer and corotation radii 𝑅0, 𝑅1 and 𝑅𝑐 are in kpc. The bar pattern speed Ω𝑝 and phase angle 𝜙𝑏 are
in km s−1 kpc−1and degrees, respectively.
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Fig. A.2: Same as in Fig. 2 but for the TP simulation.
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5
K R AT O S : N - B O D Y S I M U L AT I O N S F O R T H E L M C
D I S C K I N E M AT I C S

This Chapter contains a paper submitted (on 22 December 2023) to
the Astronomy and Astrophysics journal.

For the last thousands of million years, the Large Magellanic Cloud
(LMC) and Small Magellanic Cloud (SMC) have been interacting with
one another, while falling towards the Milky Way (MW). Since ob-
servations only offer a static picture of the entire process, numerical
simulations are used to study these kinds of systems. In the last years,
most of the efforts have been centred around attempting to recreate the
neutral gas characteristics and distribution of those galaxies through
hydrodynamical simulations.

In this work, we present KRATOS, a comprehensive suite of 28

open access and pure N-body simulations of isolated and interacting
LMC-like galaxies, to study the formation of substructures in their
disc after the interaction with an SMC-mass galaxy. This is the first
paper of a series that will be dedicated to the analysis of this complex
interaction.

The 11 sets of simulations, each with a maximum of three config-
urations, contain: 1) a control model of an isolated LMC-like galaxy;
2) a model including the interaction with an SMC-mass galaxy; and
3) the most realistic configuration in which the LMC-like galaxy may
interact with both an SMC-mass and MW-mass galaxy.

First, the infall history between the three galaxies is studied in each
simulation. Second, the morphological and kinematic characteristics
of the LMC-like disc galaxy are analysed during the interaction, which
include investigating the disc scale height and kinematic maps. Finally,
our analysis involves describing the strength, length, off-centeredness,
and pattern speed of the bar when it is developed.

The wide range of results obtained in the KRATOS simulations,
such as the formation of bars, warped discs, or different spiral arm
configurations, show that these simulations are capable of investigat-
ing a large variety of galaxy morphologies that are similar to the LMC.
Those directly correspond to distinct disc kinematic maps, making
them well-suited for an initial interpretation of the data (see Chap-
ters 2 and 4). We observe from the simulations that tidal interactions
can: increase the height of the disc scale; generate and destroy bars;
and provide a natural explanation for the off-centered stellar bars.
Interaction has no significant effect on the pattern speed or bar length
of long-lived bars.
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The first scientific results presented in this work demonstrate that
the high spatial, temporal, and mass resolution employed in the
KRATOS simulations is suitable for the goal of investigating the inter-
nal kinematics of LMC-like discs.

Most of the KRATOS suite was run in virtual machines in the
Google cloud provided by the Open Clouds for Research Environ-
ments (OCRE) project funded by the European Union’s Horizon 2020

research and innovation program.
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ABSTRACT

Context. The Large and Small Magellanic Cloud (LMC and SMC, respectively) are the closest and brightest satellites of the Milky
Way (MW) and, for the previous thousands of million years, they have been interacting with one another. Since observations only
provide a static picture of the entire process, numerical simulations are used to study these kinds of systems, and most of them have
been focused on attempting to recreate the neutral gas distribution and characteristics through hydrodynamical simulations.
Aims. We present KRATOS, a comprehensive suite of 28 open access pure N-body simulations of isolated and interacting LMC-like
galaxies, to study the formation of substructures in their disc after the interaction with an SMC-mass galaxy. This is the first paper of
a series that will be dedicated to the analysis of this complex interaction.
Methods. Simulations are grouped in 11 sets of at most three configurations each containing: 1) a control model of an isolated LMC-
like galaxy; 2) a model that contains the interaction with an SMC-mass galaxy, and; 3) the most realistic configuration where both an
SMC-mass and MW-mass galaxies may interact with the LMC-like galaxy. In each simulation, we analyse the infall history between
the three galaxies and examine the morphological and kinematic features of the LMC-like disc galaxy throughout the interaction. This
includes investigating the disc scale height and velocity maps. When a bar develops, our analysis involves characterising its strength,
length, off-centeredness and pattern speed.
Results. The diverse outcomes found in the KRATOS simulations, including the presence of bars, warped discs, or various spiral arm
shapes, demonstrate their capability to explore a range of LMC-like galaxy morphologies. Those directly correspond to distinct disc
kinematic maps, making them well-suited for an initial interpretation of the LMC’s kinematic maps. From the simulations we note
that tidal interactions can: boost the disc scale height; both destroy and create bars, and; naturally explain the off-center stellar bars.
The bar length and pattern speed of long-lived bars are not appreciably altered by the interaction.
Conclusions. The high spatial, temporal, and mass resolution used in the KRATOS simulations has been shown to be appropriate for
the purpose of studying the internal kinematics of LMC-like disks, as evidenced by the first scientific results presented in this work.

Key words. Galaxies: kinematics and dynamics - Magellanic Clouds - interactions

1. Introduction

Only a few extragalactic stellar structures are visible to the naked
eye from Earth. The closest and brightest of those are the Mag-
ellanic Clouds (MCs), which are the most massive of the Milky
Way (MW) satellite galaxies. Because they are so close, the Large
and Small Magellanic Cloud (LMC and SMC, respectively) pro-
vide astronomers with a unique window into the complexities of
galactic systems. Furthermore, the evident large scale structures
they contain, in particular the disc-like structure, the spiral arm
and the bar in the LMC, and the stellar bridge that connects both
(e.g. Harris 2007; Kallivayalil et al. 2013; Zivick et al. 2019;
Gaia Collaboration et al. 2021), makes the LMC-SMC system
an ideal laboratory to study the effects of galactic interactions
on the evolution of galaxies and their structures with the current
amount of data.

The LMC is so peculiar that gives name to a type of galaxies,
the Barred Magellanic Spirals (de Vaucouleurs & Freeman 1972).
This galaxy is a dwarf bulgeless spiral with a single spiral arm,
an off-centred and asymmetric stellar bar, and many star forming
regions (e.g. Elmegreen & Elmegreen 1980; Gallagher & Hunter
1984; Zaritsky 2004; Yozin & Bekki 2014; Gaia Collaboration
et al. 2021). It is a gas-rich galaxy (e.g. Luks & Rohlfs 1992; Kim
et al. 1998) characterised by an inclined disc (e.g. van der Marel
& Cioni 2001; van der Marel 2001), with a warp (e.g. Olsen &
Salyk 2002; Nikolaev et al. 2004; Ripepi et al. 2022), that lies at
a distance of around 50 kpc (Pietrzyński et al. 2019). The SMC
has long been thought to be a satellite of the LMC due to its
proximity. It is at around 62 kpc from the MW (e.g. Cioni et al.
2000; Hilditch et al. 2005; Graczyk et al. 2014) and 20-25 kpc
away from the LMC. The SMC is a gas rich dwarf irregular galaxy
(e.g. Rubio et al. 1993; Staveley-Smith et al. 1998), and features a
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low metallicity environment (e.g. Choudhury et al. 2018; Grady
et al. 2021). An attempt to reconstruct its 3D shape has been
carried out using red clump stars and other standard candles and
revealed that it is elongated about 15-30 kpc approximately in the
east/north-east towards south-west direction (e.g. Subramanian &
Subramaniam 2012; Ripepi et al. 2017).

Because of the lack of high-precision data it has been diffi-
cult to study the complex interaction between these two satellite
galaxies and the MW. With the available data at the time, and
by using theoretical models, many authors suggested that the
MCs were in fact orbiting the MW, and that they had multiple
experienced pericentric passages (e.g. Tremaine 1976; Murai &
Fujimoto 1980; Lin & Lynden-Bell 1982; Gardiner et al. 1994).
This conclusion was accepted for many years, till new data re-
vealed a different history. This scenario proposed by Besla et al.
(2007) using data from HST (Kallivayalil et al. 2006b,a) and the-
oretical models showed that the MCs are most probably just after
their first approach to the MW, with no prior pericentre passages
within the last 10 Gyr. Moreover, the authors showed that the
orbits of these two galactic systems around the MW are highly
eccentric, with apocentres well beyond 200 kpc, and with orbital
periods exceeding 5 Gyr. The debate on the date of the first peri-
center is however not closed, for instance, Vasiliev (2023a) claims
that a scenario in which the LMC is on its second passage around
the MW (that would have occurred 5-10 Gyr ago at a distance ≳
100 kpc) is consistent with current observational constraints on
the mass distribution and relative velocity of both galaxies.

Focusing now on the LMC-SMC system, there is also contro-
versy on when the interaction between the two satellites started.
Gardiner & Noguchi (1996) stated that the two MCs most recent
near encounter took place in between 150 and 200 Myr ago and
that it was with a distance of less than 10 kpc. They also showed
that this interaction would have led to the formation of the tidal
structure known as Magellanic Bridge, which is a structure found
in the region between the two galaxies (e.g. Kerr et al. 1954;
Misawa et al. 2009). First, Hindman et al. (1963) found that this
tidal structure contains neutral hydrogen suggesting that it should
have been formed recently and could host active star formation.
Decades later, a stellar population of blue main-sequence stars in
the Bridge was discovered by Irwin et al. (1985) confirming that
star formation is ongoing within this structure. In the last years
the Magellanic Bridge has been studied using both simulations
(e.g. Besla et al. 2012; Diaz & Bekki 2012) and observations
(e.g. Harris 2007; Kallivayalil et al. 2013; Bagheri et al. 2013;
Noël et al. 2013; Skowron et al. 2014; Carrera et al. 2017; Zivick
et al. 2019; Schmidt et al. 2020; Gaia Collaboration et al. 2021)
trying to learn about its formation mechanism and also using
it to better understand the complex interaction between the two
satellite galaxies.

The study of the formation and evolution of the LMC-SMC
system cannot be done only by using observational data. Obser-
vations give us only a static picture of the whole process, and
that is why most researchers studying these kinds of systems use
numerical simulations. These studies have naturally been focused
on trying to recreate the distribution of neutral gas and the posi-
tion and properties of the streams using N-body simulations that
include hydrodynamics, with the goal of reproducing the whole
past interaction process.

For instance, Pardy et al. (2018) presented hydrodynamic
simulations to reproduce the observations by Hammer et al.
(2015) that showed that the Magellanic Stream is structured into
two filaments. In this study, the authors suggested that to repro-
duce the observations, the MCs should have been more gas-rich
in the past, and that the gas stripping efficiency of the LMC

should have been much higher. Later, Wang et al. (2019) show,
for the first time, that a physical modelling is capable to explain
and reproduce the enormous quantities of gas stripped from the
MCs, namely more than 50 per cent of their initial content. More
recently, Tepper-García et al. (2019) include for the first time a
weakly magnetised and spinning Magellanic Corona, a halo of
warm gas surrounding the LMC and SMC, in their simulations
to reproduce the location and the extension of the Magellanic
Stream on the sky. Lucchini et al. (2020) also included a Mag-
ellanic Corona to show that its presence can explain the ionised
gas component of the Magellanic Stream. Finally, Lucchini et al.
(2021) present new simulations of the formation of the Magel-
lanic Stream with a new first-passage interaction history of the
MCs where the orientation of the SMC’s orbit around the LMC is
qualitatively different and leads to a different 3D spatial position-
ing of the Stream from previous models. Their simulated Stream
is only at ∼20 kpc away from the Sun at its closest point, whereas
previous first-infall models predicted a distance of 100-200 kpc.

Similarly, the study of the interaction between the MCs and
the MW can not only rely on observations but requires again
the use of numerical simulations. As mentioned before, several
N-body simulations have been run and used to analyse the effect
of the MCs (or, more specifically, the LMC) on the MW (e.g.
Garavito-Camargo et al. 2019; Petersen & Peñarrubia 2021) and
to determine the MCs past orbits (e.g. Vasiliev 2023b,a). How-
ever, the study of the effect of these interactions on the internal
structures of the LMC-like the disc, the bar and the spiral arm
has only been carried out by a few authors. In particular, only the
work by Besla et al. (2012) extensively explored these features.
Understanding the formation process of these LMC morpholog-
ical attributes can potentially unveil the details on the interaction
occurred between these two satellite galaxies, and also of them
with the MW.

In this context, here we present KRATOS, a comprehensive
suite of 28 open access pure N-body simulations of isolated and
interacting LMC-like and SMC-mass galaxies. With these mod-
els we study the formation of substructures in an LMC-like disc
after the interaction with an SMC-mass system and we compare
them with the observations (see, for example, the kinematic maps
of the LMC using Gaia data on Gaia Collaboration et al. 2021;
Jiménez-Arranz et al. 2023b). This is the first paper of a series
that will be dedicated to the analysis of this complex interaction.
In this work, we show the high degree of detail of the simulations
and, as a first scientific case, we study the infall history between
the three galaxies and the evolution of the LMC-like morpholog-
ical and kinematic features, such as the kinematic maps, the disc
scale height and the properties of the bar, when this is formed.
A more specific analysis on the LMC-SMC interaction is left for
successive papers of the series.

The paper is organised as follows. In Sect. 2, we describe
the code, initial conditions and tools used to run and analyse
the KRATOS suite. In Sect. 3, we characterise the infall history
between the three galaxies. In Sect. 4, we study the morphological
and kinematic features of the LMC-like galaxy at present time.
In Sect. 5, we discuss how the scale height of the LMC-like disc
changes with the different pericentres of the SMC-mass system.
In Sect. 6, we study the properties’ evolution of the LMC-like
galaxy bar. In Sect. 7, we contextualise our results with the LMC
observations and other works in the literature. Finally, in Sect. 8,
we summarise the main conclusions of this work.
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2. KRATOS simulations

KRATOS (Kinematic Reconstruction of the mAgellanic sysTem
within the OCRE Scenario) consists of 28 pure N-body sim-
ulations of isolated and interacting LMC-like and SMC-mass
galaxies1. In these models, we do not include hydrodynamics or
cosmological environment. The 28 models are grouped in 11 sets
of at most three models each containing: 1) a control model with
an isolated LMC-like galactic system; 2) a model with both an
LMC-like and a SMC-mass system; 3) a model that additionally
includes a MW-mass system. Hereafter we refer to the LMC-like,
SMC-mass, and MW-mass galactic systems as𝐺LMC,𝐺SMC, and
𝐺MW, respectively. By implementing these three scenarios, we
aim to distinguish the local instabilities in the 𝐺LMC disc from
the products of the interactions between these galaxies. For each
of the three scenarios, we vary a set of free parameters, namely,
the 𝐺LMC disc instability (given by the Toomre 𝑄 parameter),
the 𝐺LMC disc mass, the 𝐺LMC halo mass, the 𝐺SMC mass, the
𝐺MW mass and the 𝐺MW halo mass distribution. In order to bet-
ter understand the effect of each of the free parameters on the
𝐺LMC-𝐺SMC interaction and on the formation of 𝐺LMC’s disc
structures, we vary one parameter at a time.

Each model in the KRATOS suite has been run within a 2.853

Mpc3 box with periodic boundary conditions. The simulations
have a spatial and temporal resolution of 10 pc and 5000 yr,
respectively. The minimum mass per particle is 4 × 103𝑀⊙ . All
simulations have been run for 4.68Gyr, starting at the apocenter
between the MCs after their second interaction. According to
Lucchini et al. (2021), this happened 3.5 Gyr ago. Thus, we have
run the simulations for more than one gigayear after the MCs
match the most recent observations (see Sec. 2.2).

2.1. The code

The numerical simulations have been computed using the Eule-
rian pure N-body code ART (Kravtsov et al. 1997). The code is
based on the adaptive mesh refinement technique, which allows
to selectively boost resolution in a designated region of interest
surrounding a chosen dark matter (DM) halo.

Most of the KRATOS suite was run in virtual machines in
the Google cloud provided by the Open Clouds for Research
Environments (OCRE) project funded by the European Union’s
Horizon 2020 research and innovation program. We used 24
virtual machines, each with 16 cores, 128GB RAM, and 250GB
SSD to run each simulation independently (and simultaneously)
for three weeks. Four additional simulations have been run in
the Brigit supercomputer of the Universidad Complutense de
Madrid, using 16 cores each. The full set of simulations amount
to a total of 285 000 hours of computational time.

2.2. Initial conditions

As mentioned earlier, our approach involves systematically vary-
ing the parameters individually, one per simulation. The initial
conditions for the construction of the fiducial 𝐺LMC, 𝐺SMC, and
𝐺MW galaxies are outlined in Table 1, whereas the initial condi-
tions for the other simulations of the suite are outlined in Table
2. The colour code used for each set is kept all throughout the
paper. The initials conditions were produced using the RODIN
code as in Roca-Fàbrega et al. (2012, 2013).

1 The simulations are open access. Readers interested in using the
simulations developed in the paper can access them at [include link
(TBD)]

In all simulations, we model the 𝐺LMC system as a stellar
exponential disc embedded in a live dark matter Navarro-Frenk-
White (NFW, Navarro et al. 1996) halo. Its stellar disc has a
scale length and scale height of 2.85 and 0.20 kpc, respectively.
We consider a 𝐺LMC disc truncation radius of 11.5 kpc. The
𝐺LMC NFW DM halo has a concentration of 𝐶 = 9. Its DM halo
is composed of 7 species of DM particles, each with twice the
mass of the previous one, with the most massive ones being the
farthest from the disc. It has been shown that the contamination
by massive dark matter particles in the region of the disc is low,
as discussed in Valenzuela & Klypin (2003). The𝐺SMC system is
modelled as a simple NFW halo with a concentration of 𝐶 = 15.
Both 𝐺SMC dark matter and stellar particles are generated at
once following the NFW profile. For visualisation and analysis
purposes we later define the stellar component of the 𝐺SMC as
the particles that have the strongest gravitational binding. This
selection was carried out until the cumulative mass of the chosen
particles equaled the baryonic matter mass observed in the SMC.
To ensure that the inner region is not depleted of DM particles,
we select one out of every two particles as a star particle. This
selection process does not have any impact on the models as
all particles, both DM and stellar, are treated as collisionless
point-like sources of gravity. By employing this particle selection
strategy, we just aimed to capture the evolution of the stellar
component and its interaction with the surrounding environment.
Finally, since we are mostly interested in the effects that the
interaction between the three galaxies produces in the𝐺LMC disc,
we only model the MW DM content in 𝐺MW, thus neglecting the
contribution of the MW disc to the total mass of𝐺MW. We employ
an NFW profile whose concentration parameter chosen was set
to 𝐶 = 12.

The fiducial simulation has the same initial conditions as the
simulations performed in Lucchini et al. (2021) for the density,
kinematics and orbital parameters. The main differences between
their work and our simulations are: 1) all models in the KRATOS
suite are pure N-body whereas their simulation considers hy-
drodynamics, and; 2) the KRATOS suite has a higher spatial,
temporal, and mass resolution. We consider a 𝐺LMC disc with a
mass of 5×109𝑀⊙ , a high-mass disc if we compare it with obser-
vations (e.g. van der Marel et al. 2002). The 𝐺LMC disc Toomre
𝑄 parameter is 1.2. The 𝐺LMC system has a total DM mass of
1.8 × 1011𝑀⊙ . We consider a 𝐺SMC system with DM mass of
1.9×1010𝑀⊙ , and baryonic mass of 2.6×108𝑀⊙ . The DM mass
of the 𝐺MW system DM is considered to be 1012𝑀⊙ . Finally, re-
garding the orbital parameters, we chose as the starting point the
𝐺SMC being at the second apocenter of the LMC-SMC interac-
tion, which occurred 3.5 Gyr ago. We choose this approximation
because in the present time most morphological and kinematic
footprints of this very past interaction would have been already
erased by other internal and external processes within each one
of the systems. For our fiducial model we also set the orbit of the
𝐺SMC around the 𝐺LMC as being prograde. Table 1 summarises
the initial conditions of the fiducial model.

The variations of the different parameters with respect to the
fiducial simulation that we consider are: 1) a lighter 𝐺LMC disc
with a baryonic mass of 3 × 109𝑀⊙; 2) a lighter and a heavier
𝐺LMC DM halo with a mass of 0.8× 1011𝑀⊙ and 2.5× 1011𝑀⊙ ,
respectively; 3) a lighter 𝐺SMC with DM mass of 0.5 × 1010𝑀⊙;
4) a 𝐺MW system almost an order of magnitude lighter, with
mass equal to 0.15 × 1012𝑀⊙ , to also cover the lowest 𝐺MW
estimations; 5) a 𝐺MW system modelled as a single particle of
1012 𝑀⊙ (point-like mass approximation), to test the effect on the
𝐺LMC-𝐺SMC interaction of changing the DM distribution. Table
2 summarises the differences between the 11 sets of simulations.
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𝐺LMC 𝐺SMC 𝐺MW

DM Concentration 9 15 12
DM Mass (𝑀⊙) 1.8 × 1011 1.9 × 1010 1012

Stellar Mass (𝑀⊙) 5.0 × 109 2.6 × 108 -
Toomre parameter 𝑄 1.2 - -
Stellar Scale Height (kpc) 0.20 - -
Stellar Scale Length (kpc) 2.85 - -
Stellar Disc Truncation Radius (kpc) 11.5 - -
Number of Stellar Particles 1 200 002 62 402 -
Number of DM Particles 24 281 795 4 497 354 1 999 733
DM Species 7 1 1
Mass Resolution (𝑀⊙) 4 × 103 4 × 103 5 × 105

Initial Position (kpc) (0, 0, 0) (-67.15, -134.09, 33.23) (-47.36, -546.38, -150.52)
Initial Velocity (km/s) (0, 0, 0) (11.72, 21.81, -16.60) (-1.71, 99.02, 63.73)

Table 1: Initial conditions of the fiducial model presented in this work.

2.3. Centering, alignment and bar’s pattern speed

To study the general features of the𝐺LMC disc we take the center-
of-mass of the 𝐺LMC system as the center of the reference frame
(see Sect. 4). On the other hand, in Sect. 6, we are interested in
studying the 𝐺LMC’s bar, which is not located in the center-of-
mass of the system when tidally perturbed, thus, we redefine the
reference frame center to the one defined by the bar’s density
center. To find its density center, we first sample each particle’s
coordinate (𝑥, 𝑦, 𝑧) in the range -6.2 kpc to 6.2 kpc with 301
equidistributed bins. Later, we apply a Gaussian kernel density
estimation (KDE) of 3.0 kpc-bandwidth and we take the point
with the highest KDE density as the reference center. This ap-
proach involved testing different bandwidth values to identify and
select the most suitable value for determining the bar center.

Defining the galactic disc plane is also a difficult task, espe-
cially when the 𝐺SMC and 𝐺MW interact with the 𝐺LMC. In these
interactions, the 𝐺LMC disc suffers strong perturbations some-
times almost destroying the disc. In this situation, the strategy
to define the 𝐺LMC galactic disc plane is to compute the angular
velocity vector ®𝐿 of all the disc’s stars and take the perpendicular
plane.

Finally, in Sect. 6, we use the Dehnen method (Dehnen et al.
2023), which was also used to determine the LMC bar pattern
using Gaia DR3 data in Jiménez-Arranz et al. (2023a), to find
the pattern speed of 𝐺LMC bars generated in our simulations.
This method measures the bar pattern speed Ω𝑝 and the orien-
tation angle 𝜙𝑏 of the bar from single snapshots of simulated
barred galaxies. For more details about the method see Sect 2
and Appendix B of Dehnen et al. (2023).

3. Infall history

In this section, we study the infall history of the three galaxies. We
notice that our results differ from the one by Lucchini et al. (2021)
in the time of the closest approach to the 𝐺MW system. Whereas
Lucchini et al. (2021) needed to run the simulation for 3.46 Gyr
to obtain two pericenter passages between the 𝐺LMC and 𝐺SMC
galaxies (see their Figure 1 right panel), we needed almost half

a gigayear more for the fiducial simulation (K3). The origin of
this discrepancy is still unclear but, as mentioned above, the main
differences between our models and the ones in Lucchini et al.
(2021) are their lower spatial and mass resolution, and the lack
of the hydrodynamical content in ours. The almost one order of
magnitude on the spatial resolution can drive big differences on
the interaction times due to how accurately the individual orbits
of stars and dark matter are calculated (see e.g. Roca-Fàbrega et
al. 2023, submitted to ApJ). Also, baryonic processes like SNe
feedback can modify the density distribution of the central halo
which would lead to a change on the acceleration suffered by
the 𝐺SMC system and, thus, on the interaction times (e.g. Duffy
et al. 2010). The Lucchini model has a hot gas corona of 1011𝑀⊙ ,
which has roughly the same effect on the gravitational forces on
the MCs as giving the dark-matter halo an extra 1011𝑀⊙ in mass.
Finally, they use a Hernquist halo for the dark matter, not a NFW,
which means the mass is more centrally concentrated, i.e., having
something like the effect of having a point-like MW (though less
extreme).

In this scenario, as the interaction history of our fiducial sim-
ulated galactic system (K3) do not match with the ones obtained
in Lucchini et al. (2021), we need to determine at which time
our simulated system most resembles the real situation of the
𝐺LMC+𝐺SMC+𝐺MW model, i.e. to set what we call the "present
time" (𝑡 = 0) for further analysis. We decide to set as the 𝑡 = 0 the
snapshot after 4.0 Gyr from the initial conditions for the following
reasons: 1) if we assume that the 𝐺LMC+𝐺SMC system already
went through two pericenters, our fiducial simulation needs to
evolve, at least, for this amount of time (see Sect. 3.1); 2) the real
observed LMC disc morphology has very characteristic features
such as a single spiral arm and an off-center bar, and these fea-
tures are observed in the 𝐺LMC disc of the 𝐺LMC+𝐺SMC+𝐺MW
fiducial simulation just at this time (see Sect. 4).

3.1. 𝐺SMC to 𝐺LMC distance

In Fig. 1 we show the distance between the centre-of-mass of the
𝐺LMC and the 𝐺SMC galaxies as a function of time. In solid lines
we show the𝐺LMC+𝐺SMC+𝐺MW models whereas in dashed lines
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Model label Configuration Changes of each set with respect to the fiducial model

K1 Fiducial 𝐺LMC -
K2 (blue) 𝐺LMC+𝐺SMC

K3 𝐺LMC+𝐺SMC+𝐺MW

K4 𝑄 = 1.0 𝐺LMC [𝐺LMC] Toomre parameter 𝑄 = 1.0
K5 (light brown) 𝐺LMC+𝐺SMC

K6 𝐺LMC+𝐺SMC+𝐺MW

K7 𝑄 = 1.5 𝐺LMC [𝐺LMC] Toomre parameter 𝑄 = 1.5
K8 (light red) 𝐺LMC+𝐺SMC

K9 𝐺LMC+𝐺SMC+𝐺MW

K10 0.45Mhalo
LMC 𝐺LMC [𝐺LMC] DM Mass = 0.8 × 1011𝑀⊙

K11 (orange) 𝐺LMC+𝐺SMC Number of DM Particles = 11 992 066
K12 𝐺LMC+𝐺SMC+𝐺MW

K13 1.40Mhalo
LMC 𝐺LMC [𝐺LMC] DM Mass = 2.5 × 1011𝑀⊙

K14 (green) 𝐺LMC+𝐺SMC Number of DM Particles = 34 924 737
K15 𝐺LMC+𝐺SMC+𝐺MW

K16 0.60Mdisc
LMC 𝐺LMC [𝐺LMC] Stellar Mass = 3.0 × 109𝑀⊙

K17 (grey) 𝐺LMC+𝐺SMC Number of Stellar Particles = 720 005
K18 𝐺LMC+𝐺SMC+𝐺MW

K19 0.60Mdisc
LMC; 0.45Mhalo

LMC 𝐺LMC [𝐺LMC] Stellar Mass = 3.0 × 109𝑀⊙
K20 (yellow) 𝐺LMC+𝐺SMC Number of Stellar Particles = 720 005
K21 𝐺LMC+𝐺SMC+𝐺MW [𝐺LMC] DM Mass = 0.8 × 1011𝑀⊙

Number of DM Particles = 11 992 066

K22 0.60Mdisc
LMC; 1.40Mhalo

LMC 𝐺LMC [𝐺LMC] Stellar Mass = 3.0 × 109𝑀⊙
K23 (cyan) 𝐺LMC+𝐺SMC Number of Stellar Particles = 720 005
K24 𝐺LMC+𝐺SMC+𝐺MW [𝐺LMC] DM Mass = 2.5 × 1011𝑀⊙

Number of DM Particles = 34 924 737

K25 0.25MSMC 𝐺LMC+𝐺SMC [𝐺SMC] DM Mass = 0.5 × 1010𝑀⊙
K26 (red) 𝐺LMC+𝐺SMC+𝐺MW Number of DM Particles = 1 199 900

K27 0.15MMW 𝐺LMC+𝐺SMC+𝐺MW [𝐺MW] DM Mass = 0.15 × 1012𝑀⊙
(dark brown)

K28 Point-like MW 𝐺LMC+𝐺SMC+𝐺MW [𝐺MW] Point-like
(pink)

Table 2: Initial conditions of all the simulations presented in this work with respect to the fiducial model. The color code used for
each set is kept all throughout the paper.

we show the 𝐺LMC+𝐺SMC. Purple vertical solid and dashed lines
indicate the times of the pericenters, for each one of the models.

In the top panel, we show results from the fiducial simula-
tions (blue lines), which are then used as guiding lines in all other
panels (thin shadowed blue lines). The fiducial model shows that
the time of the pericenters changes when including the gravita-
tional pull of a𝐺MW system. In particular, when the𝐺MW system
is present (solid lines), the pericenter is delayed for about 200
Myr. This result is a consequence of that the 𝐺SMC is initially

located in between the 𝐺MW and the 𝐺LMC galaxies, so the grav-
itational pull partially cancels-out, thus, the 𝐺SMC infall towards
the 𝐺LMC galaxy is slower and delayed. This same effect can also
be observed in all other models (see solid vs. dashed lines in all
other panels). The presence of a 𝐺MW system also has an impact
on the orbit of the 𝐺SMC around the 𝐺LMC galaxy. We can see
that the minimum distance at pericenter is also different between
the two models (with and without the 𝐺MW system). While at
the first pericenter the distance is smaller when the 𝐺MW system
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Fig. 1: Distance between the centre-of-masses of the 𝐺LMC
and 𝐺SMC galaxies. The solid (dashed) lines corresponds to the
𝐺LMC+𝐺SMC+𝐺MW (𝐺LMC+𝐺SMC) models. The different pan-
els represent a different set of simulations (see labels within
each panel). The vertical purple solid (dashed) lines corre-
spond to the 𝐺LMC-𝐺SMC pericenters of the 𝐺LMC+𝐺SMC+𝐺MW
(𝐺LMC+𝐺SMC) models. The vertical grey dashed line corre-
sponds to the time we choose as the present time 𝑡 = 0 (see
Sec. 2.2). For the sake of comparison, in shadowed blue lines it is
plotted the orbital history of the MCs for the models of the fidu-
cial set. The set corresponding to a different 𝐺LMC disc mass and
Toomre parameter are not shown since they show no difference
in comparison to the fiducial set.

is not present (6.2 kpc vs. 12.3 kpc), in the second the situation
is reversed. This is a clear sign that the orbit has been slightly
modified, i.e., that the 𝐺SMC system has a different energy and

angular momentum due to the gravitational pull of the 𝐺MW sys-
tem. Although not analysed in this figure, this difference of the
minimum distance also has a strong impact on the morphology
of the 𝐺LMC galaxy disc (see Fig. 3 and Sect. 4), with the disc of
the 𝐺LMC+𝐺SMC models initially more perturbed than the one in
the 𝐺LMC+𝐺SMC+𝐺MW.

In the second and third panels, we show the effect of chang-
ing the mass of the 𝐺LMC galaxy DM halo. First, we show that
a lighter DM halo (orange lines) produces a delay on the peri-
centers, while a heavier DM halo (green lines) has the opposite
effect. These differences have the same origin as the ones between
the 𝐺LMC+𝐺SMC+𝐺MW and the 𝐺LMC+𝐺SMC models (solid vs.
dashed lines, respectively), that is a change on the resulting accel-
eration over the𝐺SMC galaxy by the𝐺MW and the𝐺LMC galaxies.
Like in the first panel, the variation on the pericenter time pro-
duces a change on the orbit of the 𝐺SMC system bringing it closer
to the 𝐺LMC galaxy in the first pericenter when it happens earlier,
i.e. the 𝐺SMC system is in a more radial orbit when the gravity of
the 𝐺LMC galaxy dominates the interaction.

In the fourth panel, we show the effect of reducing the 𝐺SMC
system mass (red line). We see that while the first pericenter does
not change significantly from the one of the fiducial model (blue
solid and dashed shadowed lines), there is a strong divergence
afterwards. In particular, we see that the orbit of the𝐺SMC system
decays slower when it is lighter. This is not surprising as it is well
known that the dynamical friction is more efficient for high-mass
than for low-mass systems (e.g. Sect. 8.1 of Binney & Tremaine
2008; Chandrasekhar 1943).

The effect of changing the total mass and the mass distribu-
tion of the 𝐺MW system is shown in the fifth and sixth panels
(dark brown and pink lines), respectively, and is similar, but with
the opposite sign, to changing the mass of the 𝐺LMC galaxy
DM halo. A lighter 𝐺MW system makes the gravity of the 𝐺LMC
galaxy dominate the 𝐺SMC system’s infall, i.e. the first pericenter
occurs earlier and the orbit is more radial (smaller 𝐺LMC-𝐺SMC
distance at pericenter), similar to the𝐺LMC+𝐺SMC fiducial model
where 𝐺MW is not present. On the other hand, keeping the 𝐺MW
system’s mass but changing its distribution to a much less real-
istic point-mass approximation has two effects. First, the 𝐺MW
system has the same effect as if it was more massive, i.e. the
pericenter is delayed with respect to the models with a lighter
𝐺MW system. This is because in the model with a 𝐺MW system
with a mass distributed in a NFW profile the𝐺LMC-𝐺SMC system
is embedded into the 𝐺MW DM halo much before the interaction
starts, thus, a non-negligible fraction of the 𝐺MW system’s mass
do not contribute to the total acceleration applied to the 𝐺SMC
system (i.e. Gauss theorem). This can also be deduced by the fact
that the pink solid line perfectly overlaps the blue shadowed line
(fiducial 𝐺LMC+𝐺SMC+𝐺MW model) almost down to the second
pericenter when the 𝐺MW system has a close encounter with
the 𝐺LMC+𝐺SMC system, then the model significantly diverges
from the fiducial. We note that considering a point-like MW also
changes the dynamical friction of the interaction. Secondly, the
model with a point-like𝐺MW system all mass is pulling the𝐺SMC
in a single direction, all the time, this is the origin of the second
effect we observe that is a big difference on the 𝐺SMC system’s
orbit. The 𝐺SMC system experiences a strong and well directed
tide by the 𝐺MW system, specially strong when it gets closer. As
a consequence, the 𝐺SMC total energy-angular momentum and,
thus, its orbit, highly differs from the one in other models. This
can be seen by comparing the behaviour of the pink solid line
just before the second pericenter and later, when the 𝐺SMC sys-
tem follows a more circular orbit (larger radii and longer period
between pericenters).
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Fig. 2: Distance between the centre-of-masses of the 𝐺LMC and
𝐺MW galaxies. Each color represents the 𝐺LMC+𝐺SMC+𝐺MW
model of a different set. The vertical grey dashed line corresponds
to the present time 𝑡 = 0.

Finally, notice that in this figure we do not show the results
from the set of models with a smaller 𝐺LMC disc mass and dif-
ferent Toomre parameter since the total mass of the system is
the same and, thus, they show no difference in the 𝐺LMC-𝐺SMC
orbital analysis with respect to the fiducial set.

3.2. 𝐺LMC-𝐺SMC system to 𝐺MW distance

Figure 2 shows the distance between the centre-of-mass of the
𝐺LMC and 𝐺MW galaxies. We show that, overall, there is no
big difference between models except for two, the model with a
smaller 𝐺MW galaxy mass (dark brown line) and the point-like
𝐺MW model (pink line). In the former, the mutual acceleration
between the 𝐺LMC galaxy and the 𝐺MW system is smaller, so
they approach each other slower (dark brown line). In the latter,
although initially similar (an extended object interacts as a single-
point mass when far enough), the interaction becomes stronger
when the 𝐺MW system approaches the 𝐺LMC galaxy and reaches
pericenter earlier (∼-0.5 Gyr), that is also when we observe big
differences with the fiducial 𝐺LMC-𝐺SMC distance (see Sec. 3.1).
The variations on the 𝐺LMC-𝐺MW distance when changing the
𝐺LMC and 𝐺SMC masses are negligible as it is the 𝐺MW system’s
mass that dominates the dynamics of the𝐺LMC -𝐺MW interaction.
Notice that, as in the previous section, we do not analyse the set
of models where we changed the 𝐺LMC disc mass and Toomre
parameter as these are almost identical, in total mass, to the
fiducial set.

We also see that for the fiducial model (and most of the other
models) the 𝐺MW is at a ∼200 kpc distance from the 𝐺LMC at
the present time 𝑡 = 0. This distance is much larger than the one
obtained from observations (∼50 kpc, Pietrzyński et al. 2019).
This is a result that differs from the results presented by Lucchini
et al. (2021), and its origin can be in the difference in spatial
and mass resolution between our models, as discussed above.
For completeness, we also ran the 𝐺LMC+𝐺SMC+𝐺MW fiducial
model for one extra Gyr to find when the 𝐺MW system gets as
close to the 𝐺LMC galaxy as in the observations (i.e. 50 kpc).
The result is that this happens only after the 𝐺LMC-𝐺SMC went
through three pericenters instead of the two predicted by Lucchini

et al. (2021). Thus, we keep 𝑡 = 0 as the snapshot after 4.0 Gyr
from the initial conditions for the reasons given above.

4. The 𝑮LMC galaxy properties

4.1. t=0 morphologies

In Fig. 3 we show the face-on (left columns) and edge-on (right
columns) of the𝐺LMC disc stellar density at 𝑡 = 0 for all models2.
Each row shows a different set of models (see legend in the
rightmost panels of each row). All 𝐺LMC galactic discs have
been centred in the centre-of-mass and aligned following the
procedure described in Sect. 2.3. We warn the reader that, even
though it is the same instant in time for all simulations, we may
not be looking at the same stage of the 𝐺LMC-𝐺SMC interaction
(see Figs. 1 and 2). In this section, we qualitatively analyse some
of the features present in the stellar density map, but it is not in
the scope of this paper to analyse all of them in detail. In the next
sections we focus only on the bar structure.

First, we qualitatively analyse the presence of galactic bars
in our models. We see that only three models with the 𝐺LMC
galaxy isolated (leftmost panels) show the presence of a bar: the
fiducial model (blue panel), the model with a 𝐺LMC unstable disc
(light brown panel) and the model with the 𝐺LMC with lighter
DM halo (orange panel). Otherwise, we observe that the 𝐺LMC-
𝐺SMC interaction triggers the formation of bars in most models
(central columns). This is specially evident in the model with
the lighter 𝐺LMC disc and halo (yellow panel), the model with a
𝐺LMC stable disc (light red panel). This interaction does not only
trigger the formation of a galactic bar but also can perturb the
entire disc in a way that the bar ends up being off-centred (see the
fiducial 𝐺LMC+𝐺SMC+𝐺MW simulation in the face-on top blue
right panel), an observable feature of the LMC bar (e.g. Zaritsky
2004).

A second non-axisymmetric feature that is present in all our
models is the spiral arms. Most of the isolated simulations (left-
most panels) show flocculent spiral structures if they do not de-
velop a strong bar. When a strong bar is present, the spiral arms are
stronger and bisymmetric (see discussion in Roca-Fàbrega et al.
2013). In most of the simulations where the interaction with the
𝐺SMC or 𝐺MW systems occurs, we see the coexistence of grand
design and flocculent spiral arms regardless a bar is present or
not, with a variety of pitch-angles. Nonetheless, in some models
we see the formation of a single grand design bisymmetric spiral
arm structure also in both cases, when a bar is present and when
not. For instance, in the model with lighter 𝐺LMC halo (orange
right panel) and in the model with lighter 𝐺LMC disc and halo
(yellow right panel) we see the formation of a high pitch-angle
bisymmetric structure. Ring-like structures are also present in
some models, for example in the three-galaxy simulation of the
model with a light 𝐺LMC disc but heavy 𝐺LMC halo (cyan right
panel).

Regarding the𝐺LMC galaxy vertical structure, for the isolated
simulations (leftmost panels) we have no noticeable asymmetries
in the vertical profile far from a small enhancement in the cases
with a bar that underwent or is experiencing a buckling event (left
orange panel, e.g. Pfenniger & Friedli 1991; Łokas et al. 2014).
For the interacting simulations, we observe a variety of vertical
asymmetries mostly related to tidal interactions with the 𝐺SMC
and 𝐺MW systems, and we see also that the disc is heated up at
different degrees depending on the type of interaction.

2 The animation showcasing the evolutionary changes in the face-on
and edge-on distributions throughout the entire simulation is available
online.
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Fig. 3: Density map of the 𝐺LMC disc as seen face-on (left part) and edge-on (right part) at 𝑡 = 0. Each row corresponds to a different
set of simulations and the labels are displayed in the rightmost panels. For both face-on and edge-on representations, we have the
𝐺LMC, 𝐺LMC+𝐺SMC and 𝐺LMC+𝐺SMC+𝐺MW models on the left, centre and right panels, respectively.

4.2. t=0 kinematics

Given that we possess full information on the position and veloc-
ity of each particle, we can show the radial, residual tangential,

and vertical velocity maps for the simulated 𝐺LMC galaxy disc in
the same way that was done for the LMC using Gaia DR3 data
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(see Jiménez-Arranz et al. 2023a). The𝐺LMC centre-of-mass sys-
temic motion is subtracted in order to obtain the internal veloci-
ties. Figure 4 shows the𝐺LMC’s disc radial and residual tangential
velocity maps as seen face-on (left and right set of columns, re-
spectively) at 𝑡 = 0 for all models3. When a system is severely
perturbed like in the models with𝐺LMC-𝐺SMC and𝐺LMC-𝐺SMC-
𝐺MW interactions, a more detailed inspection is required, albeit
we can find systematic changes. The 𝐺LMC+𝐺SMC+𝐺MW simu-
lation of the fiducial model (top blue right panels), for instance,
clearly exhibits bimodality in both radial and tangential velocity.
In general, the bimodality becomes more obvious when the 𝐺MW
system is present (rightmost panels), which is a reflex of the effect
of its tides on the 𝐺LMC disc.

The kinematic imprint of the bar can also be seen clearly in all
models where a bar develops. In the radial and residual tangential
velocity maps, the bar produces a quadrupole due to the elliptical
orbits of the stars that form it. This is evident in the fiducial and
light 𝐺LMC halo models where the 𝐺LMC is in isolation (blue and
orange leftmost panels, respectively). The spiral arms also have
a clear signature in the dynamics. For example, the grand design
spiral arms seen in the model with lighter 𝐺LMC halo (orange
right panel) and in the model with lighter 𝐺LMC disc and halo
(yellow right panel) show clear signs of inwards radial migration
(have a negative radial velocity).

In Fig. 5 we show the 𝐺LMC disc vertical velocity maps as
seen face-on at 𝑡 = 0 for all models3. For the isolated simulations
(leftmost panels) we observe no significant vertical velocities, as
expected. However, for the interacting simulations (center and
rightmost panels), bending modes can be observed. That may
reflect the vertical structure seen in Fig. 3. This will be better
analysed in a forthcoming paper.

5. The 𝑮LMC disc scale height

Taking advantage that in simulations we have information of the
whole temporal evolution, we can analyse how the individual
𝐺LMC-𝐺SMC pericenters affect the 𝐺LMC disc kinematics. In par-
ticular, we show the effect of the pericentric passages on the
evolution of the 𝐺LMC disc’s scale height. In Fig. 6 we show the
𝐺LMC disc scale height ℎLMC as function of time for the different
models. In each panel, the dotted, dashed and solid lines repre-
sent the 𝐺LMC, 𝐺LMC+𝐺SMC and 𝐺LMC+𝐺SMC+𝐺MW models,
respectively. In each panel, we include the isolated models as
a reference point for comparison (dotted lines), and the results
from the fiducial models (thin blue shadowed lines). In several
models we see that the 𝐺LMC disc heating is nearly identical to
the fiducial. On the other hand, we see that in models where a
strong bar is present, e.g. the low 𝐺LMC halo mass model (orange
dotted line), or were the 𝐺SMC system is lighter (red dotted line),
the disc heating changes. In particular, for the models where a
strong bar is created (low 𝐺LMC halo mass and low 𝐺LMC disc
mass models, orange and light grey lines, respectively) the disc
heating jumps up fast after the creation of the bar, while other-
wise it remains almost negligible when interacting with a very
light 𝐺SMC system (red lines).

The 𝐺LMC-𝐺SMC pericenters also correlate well with a sud-
den increase in disc thickness, and the strength of this change
correlates with the pericenter distance, the disc instability, and
the merger (𝐺SMC system) mass (e.g. Quinn et al. 1993; Moetaze-
dian & Just 2016). The change in scale height has a peak. After

3 The animation showcasing the evolutionary changes in the radial,
residual tangential and vertical distribution throughout the entire simu-
lation is available online.

the disc has heated, the thickness slightly decreases. The 𝐺LMC
disc relaxes to a higher scale height than the original after the
𝐺SMC initial kick. This occurs following each 𝐺SMC system peri-
center. It is clear that the change in scale height is more im-
pulsive when the 𝐺SMC system pericenter is closer to the 𝐺LMC
disc than when it occurs at greater distances, as in the case of
the 𝐺LMC+𝐺SMC+𝐺MW simulation of the fiducial model (blue
solid line) vs. the point-like MW (pink solid line) in the second
pericenter (notice the pericenter distance in Fig. 1). Similar to
the previous point, the simulations without 𝐺MW have a thicker
𝐺LMC galaxy disc than the simulations with a 𝐺MW system, for
all models. This might result from the first passages being closer
together than they would be in the absence of the 𝐺MW system.

If the mass of the 𝐺LMC disc is smaller (right panels) the
results do not change so much for the fiducial and heavy LMC
halo (grey and cyan lines, respectively) but it does for the light
𝐺LMC halo (yellow lines).

6. The 𝑮LMC bar

In this section we aim to study the evolution of the 𝐺LMC galaxy
bar properties in a quantitative way, including the bar strength,
length and pattern speed when in isolation and when interacting
with the 𝐺SMC and 𝐺MW systems.

To do so, we apply the Dehnen method to the 𝐺LMC disc for
all available snapshots, for all simulations. The Dehnen method
(Dehnen et al. 2023) measures the bar pattern speed Ω𝑝 and
the orientation angle 𝜙𝑏 of the bar from single snapshots of
simulated barred galaxies. The method also determines the bar
region, defined by the inner and outer radius [𝑅0, 𝑅1]. Hereafter
we will refer to 𝑅1 as the bar radius or length, as it agrees well
with the definition of best estimates for bar lengths in numerical
simulations (Ghosh & Di Matteo 2023). For more details about
the method see Sect. 2 and Appendix B of Dehnen et al. (2023).

6.1. The 𝐺LMC bar strength

In Fig. 7, we show the median relative 𝑚 = 2 Fourier am-
plitude Σ2/Σ0 in the bar region given by the inner and outer
radius [𝑅0, 𝑅1] as function of time. Since the 𝐺LMC galaxy
disc is relaxing at the beginning of the simulation, we choose
not to display the evolution of the disc in the first 1.25 Gyr,
which corresponds to two times the disc rotation. Again, in each
panel, the dotted, dashed and solid lines represent the 𝐺LMC,
𝐺LMC+𝐺SMC and 𝐺LMC+𝐺SMC+𝐺MW configurations, respec-
tively. To consider that the disc shows a bar, we impose a threshold
of Σ2/Σ0 > 0.2 (as in Fujii et al. 2019; Bland-Hawthorn et al.
2023). As qualitatively seen in Fig. 3, when the 𝐺LMC galaxy is
in isolation only three models make the disc unstable enough to
form a bar; the fiducial model, the 𝐺LMC unstable disc model
and the 𝐺LMC with lighter DM halo model, corresponding to the
blue, light brown and orange dotted lines, respectively.

In the fiducial model, if the 𝐺SMC is present (blue dashed
line), we observe how the bar strength is increased ∼ 0.5 Gyr
after the first pericenter and from then, it oscillates. If both 𝐺SMC
and 𝐺MW are present (blue solid line), the amplitude of the bar
formed is very near the threshold value showing a weak bar.

Analysing the consequences of having a light or heavy 𝐺LMC
halo mass on the 𝐺LMC bar strength, we observe how reducing
the 𝐺LMC halo mass (orange lines) makes the disc less stable,
allowing it to form a stronger bar in comparison to the fiducial
model, for all configurations. The 𝐺LMC+𝐺SMC+𝐺MW configu-
ration can produce a bar up to Σ2/Σ0 = 0.4 for the present time
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Fig. 4: Radial (left part) and residual tangential (right part) velocity maps of the 𝐺LMC disc as seen face-on at 𝑡 = 0. Each row
corresponds to a different set of simulations. For both velocity maps, we have the 𝐺LMC, 𝐺LMC+𝐺SMC and 𝐺LMC+𝐺SMC+𝐺MW
models on the left, centre and right panels, respectively. Black and white contour lines highlight the 𝐺LMC overdensities.
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Fig. 5: Vertical velocity maps of the 𝐺LMC disc as seen face-on at
𝑡 = 0. Each row corresponds to a different set of simulations. We
have the 𝐺LMC, 𝐺LMC+𝐺SMC and 𝐺LMC+𝐺SMC+𝐺MW models
on the left, centre and right panels, respectively. Black and white
contour lines highlight the 𝐺LMC overdensities.

𝑡 = 0. On the contrary, increasing the 𝐺LMC halo mass (green
lines) makes the disc more stable, making it more difficult to
form a bar in comparison to the fiducial model, for all configura-
tions. This is in agreement with simulations in the literature (e.g.
Roca-Fàbrega et al. 2013).

Regarding the models where the mass of the 𝐺LMC disc is
smaller (right panels), if we compare all the models of different
𝐺LMC halo mass (grey, yellow and cyan lines) with their analogue
models with a heavier 𝐺LMC disc (blue, orange and green lines,
on their left, respectively), we observe that the amplitude of the
bar is larger in all cases. This is caused by the fact that, despite
being more internally stable, the 𝐺LMC disc is more sensitive
to external perturbations because the stellar particles are less
gravitationally bound.

In the models where the 𝐺SMC is lighter (red lines), the 𝐺MW
mass is smaller (dark brown line) and the 𝐺MW is considered
point-like (pink like), the 𝐺LMC shows no bar formation, with
differences far from the stochastic variation of the second order
Fourier mode with respect to the fiducial model.

The change of the Toomre parameter 𝑄, i.e. the gravitational
stability of the stellar disc, has a significant impact on the bar
formation for the isolated 𝐺LMC models, as expected. The more
unstable the disc is (light brown dotted line), the stronger the
bar is, independently of whether there is or not interaction with
other galactic systems. However, for the 𝐺LMC+𝐺SMC model,
we observe how the bar strength decreases after the second
𝐺LMC-𝐺SMC pericenter, being the value close to the threshold
of Σ2/Σ0 = 0.2 at 𝑡 = 0. Otherwise, in a more stable disc (light
red dotted line), bars are not formed by secular evolution, but we
observe how the first 𝐺LMC-𝐺SMC pericenter boosts the forma-
tion of a strong bar on the 𝐺LMC galaxy 0.5 − 1 Gyr after the
interaction, for both interacting models.

6.2. The 𝐺LMC bar length

In Fig. 8 we show the outer bar region 𝑅1 of 𝐺LMC given by the
Dehnen method as function of time, when the relative 𝑚 = 2
Fourier amplitude Σ2/Σ0 is above the 0.2 threshold value. Here
and hereafter, the crosses, the empty circles and the filled circles
represent the 𝐺LMC, 𝐺LMC+𝐺SMC and 𝐺LMC+𝐺SMC+𝐺MW con-
figurations, respectively. From the three bars created in isolation
(fiducial, low mass 𝐺LMC galaxy halo and unstable 𝐺LMC disc,
represented by the blue, orange and light brown crosses, respec-
tively) the longest is the low mass 𝐺LMC galaxy halo model. As
happens in the fiducial model, both bars grow over time by a
factor ∼2 when comparing the end of the simulations with the
time when the bar is formed. On the other hand, the model with
unstable 𝐺LMC disc has a constant bar length 𝑅1,LMC ∼ 2.5 kpc
over time.

We have very complex behaviours on the 𝐺LMC bar length
for the interacting configurations (empty and filled circles). The
shortest bars are of ≲ 1 kpc length and are obtained for interacting
models with and without the𝐺MW (see, for example, the grey and
green circles). The largest bars are created in the lighter 𝐺LMC
halo model (orange circles) with a length of ≳ 5 kpc. Whereas for
some models the 𝐺LMC-𝐺SMC pericenters imply a change in the
bar length, as for example in the fiducial and heavy 𝐺LMC DM
halo model (blue and green crosses and circles, respectively),
for other models the interaction does not have an impact on the
𝐺LMC bar length change, as in the unstable 𝐺LMC disc model
(light brown crosses and circles).
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Fig. 6: Scale height evolution of the 𝐺LMC disc. The dotted, dashed and solid lines show the 𝐺LMC, 𝐺LMC+𝐺SMC and
𝐺LMC+𝐺SMC+𝐺MW models, respectively. The different panels represent a different set of simulations. The vertical purple solid
(dashed) lines correspond to the 𝐺LMC-𝐺SMC pericenters of the 𝐺LMC+𝐺SMC+𝐺MW (𝐺LMC+𝐺SMC) models. The vertical grey
dashed line corresponds to the present time 𝑡 = 0. For the sake of comparison, in shadowed blue lines it is plotted the scale height
evolution of the 𝐺LMC disc for the models of the fiducial set.

6.3. Analysis of the 𝐺LMC bar off-centeredness

Besla et al. (2012) demonstrated that the off-center stellar bar of
the LMC (and its one-armed spiral) can be naturally explained

by a recent direct collision with the SMC. Here we analyse how
the interaction of the 𝐺SMC with the 𝐺LMC can affect the position
of the center of the stellar bar of the 𝐺LMC.
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Fig. 7: Same as Fig. 6 but for the relative 𝑚 = 2 Fourier amplitude of the𝐺LMC bar region. The grey area corresponds to Σ2/Σ0 = 0.2,
which is the threshold used to consider if the 𝐺LMC disc has a bar or not. The first 1.25 Gyr are not shown since it is when the 𝐺LMC
disc is being relaxed, which corresponds to two times the disc rotation.

Figure 9 shows the analysis of how off-centered the bar of the
𝐺LMC is, determined by the distance between the 𝐺LMC centre-
of-mass and its bar center (obtained using a KDE of 3.0 kpc-
bandwidth, as explained in Sect. 2.3), when the relative 𝑚 = 2
Fourier amplitude Σ2/Σ0 is above the 0.2 threshold value. The
three bars created in isolation (fiducial, low mass 𝐺LMC galaxy

halo and unstable 𝐺LMC disc, represented by the blue, orange
and light brown crosses, respectively) share their center with the
center-of-mass, as expected, leading to an ∼ 0 kpc bar off-center.

We observe how the 𝐺LMC-𝐺SMC pericenters in the interact-
ing models produce an increase in the bar off-center. In the full
configurations of the light 𝐺LMC halo (orange filled circles) and
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Fig. 8: Evolution of the 𝐺LMC bar length, given by the outer bar radius 𝑅1 from the Dehnen method. The crosses corresponds to the
isolated 𝐺LMC model, whereas the empty and fill dots show the 𝐺LMC+𝐺SMC and 𝐺LMC+𝐺SMC+𝐺MW models, respectively. The
different panels represent a different set of simulations. The vertical purple solid (dashed) lines correspond to the MCs pericenters
of the 𝐺LMC+𝐺SMC+𝐺MW (𝐺LMC+𝐺SMC) models. The vertical grey dashed line corresponds to the present time 𝑡 = 0. For the sake
of comparison, in shadowed blue lines it is plotted the evolution of the 𝐺LMC bar length for the models of the fiducial set. We only
show the obtained value when Σ2/Σ0 > 0.2, which is the threshold used to consider that the 𝐺LMC disc has a bar.

the light 𝐺LMC disc and halo (yellow filled circles) models are
where the increased bar off-center is more readily apparent (up to

∼ 2 − 3 kpc) ∼ 0.5 Gyr after the first pericenter and from then, it
decreases where the bar tries to be located at the center-of-mass
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Fig. 9: Same as Fig. 8 but for the 𝐺LMC bar off-center. It is given by the distance between the 𝐺LMC centre-of-mass and the 𝐺LMC
bar center obtained using a KDE of 3.0 kpc-bandwidth as explained in Sect. 2.3.

of the host galaxy. In the majority of simulations we observe an
off-center bar at a certain point of the temporal evolution.

6.4. The 𝐺LMC bar pattern speed

Figure 10 shows the 𝐺LMC bar pattern speed Ω𝑝 given by the
Dehnen method as function of time, when the relative 𝑚 = 2
Fourier amplitude Σ2/Σ0 is above the 0.2 threshold value. The
three bars created in the isolated configuration (fiducial, low
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mass 𝐺LMC galaxy halo and unstable 𝐺LMC disc, represented
by the blue, orange and light brown crosses, respectively) slow
down over time (e.g. Athanassoula 2003; Widrow et al. 2008).
In comparison to the fiducial model, the low mass 𝐺LMC halo
presents a stronger and slower bar, whereas the unstable 𝐺LMC
disc has a even stronger bar that roughly rotates at the same
angular speed.

As in the case of the bar length, we have very complex
behaviours for the interacting configurations (empty and filled
circles). For the fiducial model, the interacting configurations
have bars with smaller pattern speeds than in the isolated con-
figuration. For the interacting configurations corresponding to
the two models with more unstable discs (low mass 𝐺LMC halo
and 𝐺LMC disc 𝑄 = 1.0 models, represented by orange and
light brown empty and filled circles, respectively) we do not ob-
serve significant differences with respect to the decreasing pat-
tern speed shown by the isolated models (crosses). For 𝑡 > 0, the
𝐺LMC+𝐺SMC models show a bar ∼ 5 km s−1 slower (faster) for
the low mass 𝐺LMC halo (𝑄 = 1.0) models in comparison to the
isolated model.

7. Summary and discussion

In this paper we present KRATOS, a comprehensive suite of 28
pure N-body simulations of isolated and interacting LMC-like
and SMC-mass galaxies. The 28 simulations are grouped in 11
sets of at most three simulations each containing: 1) a control
model with an isolated LMC-like galactic system; 2) a model
with both an LMC-like and a SMC-mass system; 3) a model that
additionally includes a MW-mass system. For each of the three
scenarios, we vary a set of the free parameters of the whole system
(details on Sect. 2). The simulations have a spatial and temporal
resolution of 10 pc and 5000 yr, respectively. The minimum mass
per particle is 4 × 103𝑀⊙ .

The KRATOS suite is devoted to the analysis of the formation
of substructures in an LMC-like disc after the interaction with an
SMC-mass system and to compare it with the observations (see,
for example, the kinematics maps of the LMC using Gaia data on
Gaia Collaboration et al. 2021; Jiménez-Arranz et al. 2023b). The
majority of the simulations by other authors on the interaction
between the LMC, SMC and MW has been done to analyse
and recreate the distribution and position of the gas components
of these systems, like the Magellanic Stream and Leading Arm
(Besla et al. 2010, 2012; Hammer et al. 2015; Pardy et al. 2018;
Wang et al. 2019; Tepper-García et al. 2019; Lucchini et al. 2020,
2021). In the past, only the work by Besla et al. (2012) extensively
explored the effect of this interaction on the internal structures of
the LMC such as the off-centered bar and the single spiral arm.
It may be possible to learn more about the interactions that took
place between these two satellite galaxies and between them and
the MW by comprehending the formation process of these LMC
morphological features.

In Table 3 we compare the initial conditions of the fiducial
model of KRATOS suite and the models presented in Besla et al.
(2012, hereafter B12). The B12 models include hydrodynamics
whereas the KRATOS suite contains pure N-body simulations.
Differences can be found in both the amount of mass of the three
galaxies and how it is distributed. For instance, in B12 the LMC
is modelled with a disc of gas and a disc of stars surrounded
by a DM halo with a Hernquist profile whereas in KRATOS
the LMC is modelled as a disc of stars surrounded by a NFW
DM halo. A significant difference lies on the modelling of the
MW, where B12 models the Galaxy as a static NFW potential
whereas in KRATOS simulates the MW as a live NFW DM

KRATOS B12
(Pure N-body) (Hydrodynam.)

[𝐺LMC]

Stellar Distribution Disc Disc
Scale Length (kpc) 2.85 1.7
Stellar Mass (𝑀⊙) 5.0 × 109 2.5 × 109

DM Distribution NFW Hernquist
DM Concentration 9 9
DM Mass (𝑀⊙) 1.8 × 1011 1.8 × 1011

[𝐺SMC]

Stellar Distribution NFW Disc
Stellar Mass (𝑀⊙) 2.6 × 108 2.6 × 108

DM Distribution NFW Hernquist
DM Concentration 15 15
DM Mass (𝑀⊙) 1.9 × 1010 2.1 × 1010

[𝐺MW]

DM Distribution NFW Static NFW
DM Concentration 12 12
DM Mass (𝑀⊙) 1.0 × 1012 1.5 × 1012

Table 3: Comparison of the initial conditions of the 𝐺LMC, 𝐺SMC
and 𝐺MW galaxies for the the fiducial model presented in this
work (KRATOS) and the model presented by Besla et al. (2012,
B12).

halo. However, the authors of B12 claim that not considering
dynamical friction from the MW halo is expected to have little
impact on the orbit in a first passage scenario. Conversely, in
both works it is analysed the effect of modelling the LMC and
SMC as an isolated binary pair or in interaction with the MW
potential. Finally, in terms of the resolution of both simulations,
B12 and KRATOS simulations have of the order of ∼ 106 stars
particles in the 𝐺LMC disc, but there are many more particles
on the 𝐺LMC DM halo in the KRATOS simulations than in B12
(10 − 35 vs 0.1 × 106). For the 𝐺SMC , in KRATOS we have less
star particles (0.6 vs 1 × 105) but a significant larger number of
DM particles (0.01 vs 1 − 4.5 × 106). The minimum mass per
particle is 2.5 × 103𝑀⊙ for B12 and 4 × 103𝑀⊙ for KRATOS.
The spatial resolution of B12 and KRATOS are 100 and 10 pc,
respectively. In Besla et al. (2012) no explicit information is
given on the temporal resolution of B12, while it is of 5000 yr
for KRATOS.

Looking at the bar fraction in the suite of 28 simulations in
KRATOS, we quantify the number of bars (as used in this work,
with Σ2/Σ0 amplitude larger than 20%). We find that in 17 out of
the 28 simulations, the disc develops either a weak and transient
(less than 1.5 Gyr approx.) or strong bar. Only 11 of the models do
not show a clear bar in any moment of the evolution of the galaxy.
These numbers agree with the fraction of bars observed in nearby
galaxies(e.g. Marinova et al. 2007; Menéndez-Delmestre et al.
2007; Barazza et al. 2008; Sheth et al. 2008; Nair & Abraham
2010; Masters et al. 2011), which is about 30%-60%. Out of
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Fig. 10: Same as Fig. 8 but for the 𝐺LMC bar pattern speed.

the barred galaxy models, 6 show a weak (below 20% or very
transient in time bar structure), while 11 models show a strong
and long-lived bar (more than 1.5Gyr). These strong bars may
have different origin: 3 of them lie in the control𝐺LMC models so
they develop as internal disc instabilities; 4 of them are formed
in models with 𝐺LMC and 𝐺SMC interaction or even with 𝐺MW
interaction. While 4 bars form in models of interacting galaxies,
but the corresponding control 𝐺LMC also develops a bar, so both
mechanisms could create the bar structure.

As mentioned above, KRATOS simulations are designed to
compare with the internal LMC disc kinematics (e.g. Gaia Col-
laboration et al. 2021; Jiménez-Arranz et al. 2023b). In Jiménez-
Arranz et al. (2023a), the LMC bar pattern speed is studied
using Gaia DR3 data. In this work, we use three different meth-
ods to evaluate the bar properties: the bar pattern speed is mea-
sured through the Tremaine-Weinberg (TW, Tremaine & Wein-
berg 1984) method, the Dehnen method (introduced in our Sect.
2.3) and a bisymmetric velocity (BV) model (Gaia Collabora-
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tion et al. 2022). The work suggests that due to the significant
variation with frame orientation, the TW method appears to be
unable to determine which global value best represents an LMC
bar pattern speed. The Dehnen method gives a pattern speed
Ω𝑝 = −1.0 ± 0.5 km s−1 kpc−1, thus corresponding to a bar
which barely rotates, slightly counter-rotating with respect to the
LMC disc. This method does not take into account a possible
strong and counter-rotating 𝑚 = 1 disc component, which would
balance the bar pattern speed. The BV method recovers a LMC
bar corotation radius of 𝑅𝑐 = 4.20±0.25 kpc, corresponding to a
pattern speed Ω𝑝 = 18.5+1.2

−1.1 km s−1 kpc−1. This result is consis-
tent with previous estimates and gives a bar corotation-to-length
ratio of 𝑅𝑐/𝑅bar = 1.8 ± 0.1, which makes the LMC hosting a
slow bar, as most interacting bars found in nearby galaxies (e.g.
Géron et al. 2023). The pattern speed of the bars in the KRATOS
simulations also fall within this range of Ω𝑝 = 10 − 20 km s−1

kpc−1, suggesting indeed that the LMC has a low rotating bar.
Regarding the disc scale height computed in the KRATOS

simulations and comparing to recent values in the literature,
Ripepi et al. (2022) find, using classical cepheids, that the LMC
disc appears “flared” and thick, with a disc scale height of
ℎLMC = 0.97 kpc. The authors argued that strong tidal inter-
actions with the MW and/or SMC, as well as previous mergers
involving now-disrupted LMC satellites, can all be used to ex-
plain this feature. Since the present scale height is sensitive to the
initial conditions of the 𝐺LMC disc, we do not aim to replicate it
in our paper. However, we state that interactions indeed lead to a
significant increase in the 𝐺LMC thickness.

8. Conclusions

In this paper we introduce a comprehensive suite of pure N-body
and open access simulations named KRATOS with the goal to
study the internal kinematics of the LMC disc. Gaia DR3 revealed
a complex and rich velocity maps (e.g. Gaia Collaboration et al.
2021; Jiménez-Arranz et al. 2023b). The interpretation of these
maps requires a range of simulated LMC models. In this work
we generate models with three different configurations: a control
𝐺LMC as an isolated LMC galaxy, another one with the 𝐺SMC
only interaction and, finally, the most realistic situation where
both the 𝐺SMC and 𝐺MW may interact with the 𝐺LMC. We take
into account the uncertainties regarding structural parameters
and orbital parameters by considering a different set of initial
conditions, where we vary one of the parameters at a time (see
Table 2).

Results shown in this paper from the KRATOS suite can be
summarised as:

– Regarding the infall history between the𝐺LMC and the𝐺SMC,
the effect of not including the 𝐺MW makes the pericentric
passages between the two galaxies to happen earlier than
when the three galaxies are present (see Fig. 1).

– In relation to the infall history between the 𝐺MW and the
𝐺LMC, the higher the mass of the 𝐺MW, the closer the two
galaxies will become, as expected (see Fig. 2).

– The KRATOS simulations are suited to explore different
𝐺LMC galaxy morphologies, having a large variety of spi-
ral arm shapes, presence of bar, warped discs, etc. as seen in
Fig. 3.

– Different galaxy morphologies also translate into different
disc kinematic maps, suitable to perform a first interpretation
of the LMC kinematic maps (e.g. Gaia Collaboration et al.
2021; Jiménez-Arranz et al. 2023b), as seen in Figs. 4 and 5.

– As Cepheids suggest (Ripepi et al. 2022), the 𝐺LMC disc
scale height is increased just after a pericentric passage of the
𝐺SMC as seen in Fig. 6 for all models.

– Tidal interactions can not only destroy bars (when they are
formed), but also create them, as seen in Fig. 7.

– As demonstrated in Besla et al. (2012), we also observe that
the off-center stellar bar of the 𝐺LMC can be naturally ex-
plained by a recent direct interaction with the 𝐺SMC, as seen
in Figs. 3 and 9.

– The 𝐺SMC pericentric passages do not significantly change
the bar length and pattern speed of long-lived bars, as seen
in Figs. 8 and 10.

– As suggested by Géron et al. (2023), the longest bars are the
ones with a lower pattern speed (see their Fig. 12.).

To sum up, KRATOS suite of N-body simulations are de-
signed to study the internal kinematics of the 𝐺LMC disc and to
help interpreting the complex maps obtained using Gaia data. The
high spatial, temporal and mass resolution used in the simulations
are proven to be suitable for such purpose, as the preliminary sci-
entific results presented in this work show. More specific analysis
on the LMC-SMC interaction is left for successive papers of the
series.
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S U M M A RY, D I S C U S S I O N A N D C O N C L U S I O N S

This last chapter is devoted to summarise the main results presented
in this thesis. Here we also discuss the key features of this work
and give some general conclusions. Additionally, we present future
work prospects in the dynamical characterisation of the Magellanic
Clouds (MCs).

6.1 gaia dr3 clean samples for the large and small

magellanic cloud

The articles presented in the first two sections of Part i describe Large
Magellanic Cloud (LMC) and Small Magellanic Cloud (SMC) clean
samples of Gaia DR3 data (Jiménez-Arranz et al. 2023b,a, respectively).
When looking at the MCs, an observer close to the Earth detects stars
that can belong to the Milky Way (MW) or to the MCs. Then, in
order to build a clean sample of LMC and SMC stars, we needed to
define a selection criteria to separate them from the MW foreground.
To do so, we implemented a selection method based on machine
learning classifiers, in particular neural networks (NNs), using the
full data available in the Gaia catalogue, namely the astrometric and
photometric data.

Based on this classifier, three LMC and SMC star samples with dif-
ferent levels of completeness and purity were generated. We compare
them with the outcome of the selection strategy used in the Gaia Col-
laboration papers (Gaia Collaboration et al. 2021), which was purely
based on the proper motions. In this regard, a cross-matching of our
more complete sample based on NNs and the proper motion selec-
tion sample of the Gaia Collaboration reveals that the former almost
entirely contains the latter and the more complete sample contains
nearly two million additional stars, showcasing the improvement of
the selection criteria. Moreover, we externally validated our classi-
fication results using various test samples such as MCs RR Lyrae,
MCs Cepheids and MCs-MW StarHorse (SH) samples with successful
results.

The estimated MW contamination in each of the three LMC and
SMC samples is in the 10-40% range; the “best case” is obtained for
bright stars (G < 16), which are part of the line-of-sight velocity (Vlos)
sub-samples, and the "worst case" corresponds to the entire LMC and
SMC samples determined by applying a strict criteria based on SH
distances. A further check based on the comparison with a nearby
area with uniform sky density indicates that the global contamination
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in our samples is probably close to the low end of the range, around
10%.

Although these papers were published less than twelve months
before the deposit of this thesis, some authors started to consider our
MCs clean samples when using LMC and/or SMC samples with Gaia
data (e.g. Li et al. 2023).

6.2 kinematics of the large magellanic cloud

With the LMC clean samples described in Section 6.1, in Jiménez-
Arranz et al. 2023b we presented the first in-plane 3D velocity maps
and profiles of the LMC by using Gaia Data Release 3 (DR3) proper
motions and Vlos. For the first time, an homogeneous data set of this
type for a galaxy that is not the MW is presented with 3D velocity
information, in our case using more than 20 thousand stars. This work
was the natural follow up of the Gaia Early Data Release 3 (eDR3)
performance verification paper (PVP) on the MCs (Gaia Collaboration
et al. 2021), where we improved the deprojection formalism employed
to allow inclusion of Vlos data to get the LMC velocity components.

The detailed analysis of the LMC internal dynamics in 3D reveals
the following findings: 1) the dynamics within the inner disc are
primarily influenced by the presence of a bar; 2) kinematics within
the spiral arm over-density indicate an inward motion and a faster
rotation compared to the disc, particularly in the part connected to the
bar; 3) the outer parts of the disc are notably impacted by the presence
of MW stars, predominantly affecting older evolutionary stages; and
4) it is important to note that uncertainties related to assumed disc
morphological parameters and the Vlos of the LMC can, in certain
instances, significantly influence the outcomes of the analysis.

In Jiménez-Arranz et al. 2023c, we aimed to constrain the LMC bar
pattern speed using the velocity maps derived in Jiménez-Arranz et al.
2023b. We employed three techniques to assess the LMC bar pattern
speed: the Tremaine-Weinberg (TW) method, the Dehnen method, and
a bisymmetric velocity (BV) model. These methods yielded additional
insights into the properties of the bar, such as the corotation radius and
bar length and strength. We validated the methods through numerical
simulations: an isolated MW-like galaxy and an interacting LMC-like
galaxy (from the KRATOS suite, see Section 6.3).

For both simulations and data, the TW method showed a wide range
of inferred pattern speeds, a consequence of its strong dependence
on both the orientation of the galaxy frame and the viewing angle
of the bar perturbation, making impossible to decide which global
value best represents an LMC bar pattern speed. The bar pattern
speeds and corotation radii of the simulations are well recovered
by the Dehnen method and the BV model, respectively. The Dehnen
method, when applied to the LMC data, recovers a bar pattern speed of
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Ωp = −1.0 ± 0.5 km s−1 kpc−1, which barely rotates, slightly counter-
rotating with respect to the LMC disc. This results would be at odds
with the structure and kinematics of the LMC disc. The BV method
determines a LMC bar corotation radius of Rc = 4.20± 0.25 kpc, which
corresponds to a pattern speed of Ωp = 18.5+1.2

−1.1 km s−1 kpc−1. This
result is consistent with previous estimates and gives a bar corotation-
to-length ratio of 1.8 ± 0.1, suggesting that the LMC is hosting a slow
bar.

First, as shown with the simulations, the non-unique pattern speed
found by the TW method cannot be representative of a global LMC bar
pattern speed. This limitation of the method would be more pivotal
than the ones already reported in the literature at the time of the
deposit of this thesis (e.g. Debattista 2003; Zou et al. 2019; Cuomo
et al. 2019). The reason of the failure of the TW method in giving a
coherent LMC bar pattern speed is unclear. It could be that the tidal
interaction with the SMC has broken the conditions of applicability of
the method, the disc being no more in full equilibrium. However, both
isolated and interacting discs in the simulations show similarities with
the observations. It could also indicate that the impact of the spiral
arms on the TW integrals is not as negligible as initially thought. More
work will be necessary to investigate the origin of this issue with the
TW method applied to the simulations and the LMC data.

Second, and in contrast to the TW method, we have shown that the
Dehnen method performs well in both a simulation of an interacting
and out-of-equilibrium disc and in a idealised well-defined rotationally
supported stellar disc with no external perturbations, since it is by
construction insensitive to the bar orientation and the outer spiral
perturbation. It is surprising, then, that applying it to the LMC data
yields a bar with null rotation, possibly slightly counter-rotating with
respect to the disc. Is this discovery believable? Such peculiar bars can
be found in numerical simulations. For example, a bar embedded in a
counter-rotating dark matter halo has been demonstrated to decelerate,
flip its pattern speed, and then decouple from the disc in terms of
rotation (Collier and Madigan 2023). External interactions with the
SMC and/or MW could be another source of the bar deceleration
and counter-rotation. The KRATOS suite is one suitable numerical
simulation that could be used to test this scenario (see Section 6.3).

Third, this work has introduced novel constraints on the corotation
and pattern speed characteristics of the LMC stellar bar by using the
BV method. Our aim is to continue this research with upcoming Gaia
Data Releases that will provide better data quality. We anticipate that
it will be simpler to establish an LMC clean sample with fewer restric-
tions, such as the crowding of stars at low radius or contamination
from foreground MW stars, with improved angular resolution, more
accurate proper motion measurements, and increased access to Vlos.
By doing this, we will be able to estimate the LMC pattern speed more
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accurately and potentially alleviate the tensions that exist between
the Dehnen and BV methods. Furthermore, we intend to investigate
potential variations in the bar pattern speed across different stellar
evolutionary phases within the LMC.

6.3 simulations of the magellanic clouds’ interaction

In Jiménez-Arranz et al. (submitted), we presented KRATOS, a com-
prehensive suite of 28 open access and pure N-body simulations of
isolated and interacting LMC-like galaxies, to study the formation
of substructures in their disc after the interaction with an SMC-mass
galaxy. This was the first paper of a series that will be dedicated to the
analysis of this complex interaction.

The 11 sets of simulations, each with a maximum of three configura-
tions, contain: 1) a control model of an isolated LMC-like galaxy; 2) a
model including the interaction with an SMC-mass galaxy; and 3) the
most realistic configuration in which the LMC-like galaxy may interact
with both an SMC-mass and MW-mass galaxy. By implementing these
three scenarios, we aimed to distinguish the local instabilities in the
LMC-like disc from the products of the interactions between these
galaxies. For each of the three scenarios, we varied a set of the free
parameters of the whole system. In order to better understand the
effect of each of the free parameters on the LMC-SMC interaction
and on the formation of LMC-like’s disc structures, we varied one
parameter at a time.

The following is an overview of the results obtained with the first
exploration of the KRATOS suite. In relation to Section 6.2, a large
sample of simulations with different initial conditions lead to different
galaxy morphologies which also translates into different disc kinematic
maps, suitable to perform a first interpretation of the LMC kinematic
maps (Gaia Collaboration et al. 2021; Jiménez-Arranz et al. 2023b).
We also quantified the number of bars in the KRATOS simulations.
We found that the disc develops a weak and transient (less than 1.5
Gyr approx.) or strong bar in 17 out of the 28 simulations. Only 11

models lack a clear bar at any moment during the galaxy’s evolution.
These numbers agree with the fraction of bars observed in nearby
galaxies, which is about 30%-60% (e.g. Marinova et al. 2007; Menéndez-
Delmestre et al. 2007; Barazza et al. 2008; Sheth et al. 2008; Nair and
Abraham 2010; Masters et al. 2011). When the bars in the KRATOS
simulations form, their pattern speed falls within this range, Ωp=

10− 20 km s−1 kpc−1, indicating that the LMC may indeed have a low
rotating bar (as proposed by the BV model in Jiménez-Arranz et al.
2023c). When the bars are long-lived (more than 1.5 Gyr approx.), the
SMC-like galaxies pericentric passages do not significantly change the
bar length and pattern speed. We also observed how tidal interactions
can both create and destroy bars, and that the pericentric passage
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of the SMC-mass galaxy boosts the LMC-like disc scale height (as
suggested by Ripepi et al. 2022). Finally, a recent direct interaction
with the SMC-mass galaxy can provide a natural explanation for the
LMC-like galaxy’s off-center stellar bar, as suggested by Besla et al.
(2012).

Most of the KRATOS suite was run in virtual machines in the
Google cloud provided by the Open Clouds for Research Environ-
ments (OCRE) project funded by the European Union’s Horizon 2020

research and innovation program.

6.4 general conclusions and future work prospects

This thesis offers a new perspective on how we understand the in-
ternal movement of the MCs (in particular of the LMC), facilitated
by the Gaia DR3 data. We also shared helpful resources with the sci-
entific community: our LMC/SMC clean samples, and the KRATOS
simulations are available for other researchers to use. The scientific
community has already started using the MCs clean samples, carrying
out diverse studies based on these datasets. The introduction of the
KRATOS simulations offer new possibilities for future research on
simulations that mirror the complex dynamics observed within the
MCs, namely the origin of the asymmetry in the radial and residual
tangential kinematic maps, the nature of the single spiral arm, and
the characterisation of the warp, to name a few. We hope that making
these resources available will inspire more studies and collaborations
in the field.

Within this thesis, while significant progress has been made in
understanding the dynamics of the LMC, there remains one pivotal
project yet to be completed: unveiling the LMC’s 3D structure only
using Gaia’s positions and parallaxes. This project was originated from
the Gaia eDR3 PVP on the MC (see Section 4 of Gaia Collaboration
et al. 2021), and has continued throughout my thesis. Initial attempts
employing the Approximate Bayesian computation (ABC) method
proved unsuccessful. Subsequently, we shifted our approach to the
Markov chain Monte Carlo (MCMC) method, which remains a work
in progress as we continue our efforts to unveil the elusive LMC’s 3D
structure. On the other hand, a stellar bridge has been identified with
a young evolutionary phase sample. We plan to provide a membership
probability of the stars between the two Clouds of being part of the
bridge.

To finish, the next Gaia Data Release (DR4) in 2025 is anticipated
to serve as a significant validation and expansion of the conclusions
outlined in this thesis. The forthcoming dataset carries the potential to
delve deeper into the dynamics of the LMC, offering the possibility of
uncovering additional insights that hold considerable promise for the
scientific community.
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4most 4-meter Multi-Object Spectroscopic Telescope

abc Approximate Bayesian computation

bhb blue horizontal branch

bv bisymmetric velocity

decam Dark Energy Camera

dm dark matter

dr2 Data Release 2

dr3 Data Release 3

edr3 Early Data Release 3

esa European Space Agency

eso European Southern Observatory

hst Hubble Space Telescope

lmc Large Magellanic Cloud

mc Magellanic Cloud

mcels Magellanic Cloud Emission Line Survey

mcmc Markov chain Monte Carlo

105



106 summary, discussion and conclusions

mcps Magellanic Clouds Photometric Survey

mw Milky Way

nasa National Aeronautics and Space Administration

nn neural network

ocre Open Clouds for Research Environments

pvp performance verification paper

rc red clump

rg red giant

sh StarHorse

smash Survey of the Magellanic Stellar History

smc Small Magellanic Cloud

tw Tremaine-Weinberg

vista Visible and Infrared Survey Telescope for Astronomy

vmc VISTA Magellanic Survey YJKs Catalogue

vlos line-of-sight velocity

vlt Very Large Telescope

wise Wide-field Infrared Survey Explorer
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