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ABSTRACT

Geometric frustration is a general phenomenon influencing the behavior of
diverse natural systems across different length scales. Geometric frustration
arises when the symmetry of the interaction between the elements and the
system geometry do not match. This incompatibility generates competing in-
teractions, which could give rise to a rich phenomenology. In systems where
geometrical frustration is present, we may have a degenerate ground state at
zero temperature, a rich phase diagram, or intrinsic disorder. Nowadays, due
to technological advances, scientists can construct artificial systems display-
ing geometric frustration at the nanometer scale. These systems have the po-
tential to be used as a novelmagnetic-based logic andmemory device, but they
can also help us further comprehend the nature of this exotic phenomenon.
In this thesis, I used an Artificial Colloidal Ice (ACI) as a platform to investi-
gate the geometric frustration in systems that can be characterized by spin
degree of freedom. Colloidal particles are the interacting units of an ACI and
present the advantage of having accessible time and length scales. In addition,
colloidal particles have demonstrated the capability to behave as model sys-
tems for atoms or molecules; both systems display length scales that make
them more difficult to be characterized. In this thesis, I have combined nu-
merical simulations using the LAMMPS molecular dynamics simulator and
experimental realizations. For the experimental work, I used video optical
microscopy, state-of-art soft lithography techniques, and holographic optical
tweezers. This thesis presents the result of four projects that study the ACI
system under different conditions, which have resulted in four publications.
In the first project, I investigated the effects of finite-size boundaries of dif-
ferent type in ACI. As a result, I observed that the boundaries can influence
the bulk behavior; and in particular, antiferromagnetic boundaries can reach
a full ground state of the system, faster than other types of boundaries. In the
second project, I computed the colloidal and lattice parameters to achieve an
extensive degeneracy in a square ACI. In particular, I observed a reentrant
behavior: the system, starting from a disordered configuration, reaches a low-
energy state to then achieve disorder again. The third project studied the ef-
fects of changing the geometry of an ACI without altering its topology. I ob-
served that excitations of the ground state with opposite topological charges
can be accumulated in a certain sublattice location in a mixed coordination
lattice or be balanced. Finally, in the fourth project, I investigated the low-
energy states of a Cairo ACI, a lattice made of irregular pentagons. The Cairo
ACI presents a high degree of degeneracy, exhibiting a disordered ensemble
at low-energy states that correspond to a frustrated antiferrotoroid.
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RE SUMEN EN CASTELLANO

A lo largo de estos cuatro años de tesis doctoral he tenido la oportunidad
de estudiar en detalle los efectos de la frustración geométrica. En particu-
lar he estudiado sus efectos en un sistema modelo, compuesto de coloides
paramagnéticos confinados gravitacionalmente en micro retículos con distin-
tas geometrías. La frustración geométrica emerge en sistemas físicos que no
son capaces de minimizar todas sus interacciones al mismo tiempo debido a
restricciones de tipo geométrico, es decir en sistemas donde la simetría de
la interacción no es compatible con la geometría del sistema. De esta man-
era se convierten en sistemas con interacciones en competición que generan
fenomenología emergente. Ejemplos de esta fenomenología son la presencia
de una entropía residual a bajas temperaturas y por lo tanto la propiedad
de tener mas de un estado de energía fundamental, lo que generara sistemas
con un desorden intrínseco. Otras propiedades exóticas son la capacidad de
aumentar el orden del sistema bajo los efectos de fluctuaciones térmicas o
la rotura espontanea de simetría. Muchos sistemas, naturales o artificiales, a
diferentes escalas presentan estas propiedades. Ejemplos son el agua cuando
se hace hielo, los pirocloros de tierras raras y el hielo de espín artificial. El
sistema modelo que he utilizado para hacer una pequeña contribución al en-
tendimiento de estos tipos de sistemas físicos se llama hielo coloidal artificial.
La ventaja de este sistema es el uso de coloides. Estos, debidos a su tamaño,
en la micro escala, presentan una dinámica accesible con sistemas de micro-
scopia óptica convencional. Ademas, hoy en día, la posición de partículas
micrometricas se puede controlar mediante el uso de pinzas ópticas, facili-
tando así el control de la configuración inicial del sistema. Todo esto, sumado
al hecho de haber demostrado ser sistemas modelos atómicos hacen de los
coloides un excelente candidato para estudiar fenomenología también pre-
sente a otras escalas de longitud. Los métodos utilizados en esta tesis para
estudiar este sistema han sido la realización de simulaciones numéricas de
dinámica Browniana y realizaciones experimentales. Para esta ultima hemos
utilizando técnicas de microfabricación en sala blanca, pinzas ópticas holo-
gráficas y video-microscopia óptica. Esta tesis se estructura de la siguiente
manera. En la primera parte de la tesis contextualizo nuestro sistema modelo
en el actual marco de investigación. Después de esto introduzco brevemente
algunas propiedades de las partículas coloidales junto a la descripción detalla
de nuestro sistema y las propiedades que ya se conocen de él. Seguidamente
presento la metodología empleada en esta tesis y adjunto las cuatro publica-
ciones realizadas a lo largo de estos años de tesis doctoral. Finalmente hago
un pequeño resumen de los objetivos y conclusiones de cada publicación y
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vi resumen

las principales conclusiones de esta tesis junto con algunas perspectivas de
futuro de este trabajo.



RE SUM EN CATALÀ

Al llarg d’aquests quatre anys de tesi doctoral he tingut l’oportunitat d’estudiar
detalladament els efectes de la frustració geomètrica. En particular he estudiat
els seus efectes en un sistemamodel, compost de col·loides paramagnétics con-
finats gravitacionalment en micro reticles amb diferents geometries. La frus-
tració geomètrica emergeix en sistemes físics que no són capaços de minim-
itzar totes les seves interaccions al mateix temps a causa de restriccions de
tipus geomètric, és a dir en sistemes on la simetria de la interacció no és com-
patible amb la geometria del sistema. D’aquestamanera es converteixen en sis-
temes amb interaccions en competició que generen fenomenologia emergent.
Exemples d’aquesta fenomenologia són la presència d’una entropia residual
a baixes temperatures i per tant la propietat de tenir mes d’un estat d’energia
fonamental, la qual cosa genera sistemes amb un desordre intrínsec. Altres
propietats exòtiques són la capacitat d’augmentar l’ordre del sistema sota els
efectes de fluctuacions tèrmiques o el trencament espontani de simetria. Molts
sistemes, naturals o artificials, a diferents escales presenten aquestes propi-
etats. Exemples són l’aigua quan es fa gel, els piroclors de terres rares i el gel
d’espín artificial. El sistema model que he utilitzat per a fer una petita con-
tribució a l’enteniment d’aquests tipus de sistemes físics es diu gel col·loidal
artificial. L’avantatge d’aquest sistema és l’ús de col·loides. Aquests, deguts
a la seva grandària, en la micro escala, presenten una dinàmica accessible
amb sistemes de microscòpia òptica convencional. A mes a mes, avui dia ,
la posició de partícules micrometriques es pot controlar mitjançant l’ús de
pinces òptiques, facilitant així el control de la configuració inicial del sistema.
Tot això sumat al fet d’haver demostrat ser sistemes models atòmics fan dels
col·loides un excel·lent candidat per a estudiar fenomenologia també present a
altres escales de longitud. Els mètodes utilitzats en aquesta tesi per a estudiar
aquest sistema han estat la realització de simulacions numèriques de dinàmica
Browniana i realitzacions experimentals. Per a aquesta ultima hem utilitzant
tècniques de microfabricació en sala blanca, pinces òptiques hologràfiques i
vídeo-microscòpia òptica. Aquesta tesi s’estructura de la següent manera. En
la primera part de la tesi contextualitzo el nostre sistema model en l’actual
marc de recerca. Després d’això introdueixo breument algunes propietats de
les partícules col·loidals al costat de la descripció detalla del nostre sistema i
les propietats que ja es coneixen d’ell. Seguidament presento la metodologia
emprada en aquesta tesi i adjunto les quatre publicacions realitzades al llarg
d’aquests anys de tesi doctoral. Finalment faig un petit resum dels objectius i
conclusions de cada publicació i les principals conclusions d’aquesta tesi jun-
tament amb algunes perspectives de futur d’aquest treball.
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1
GENERAL IN TRODUCT ION

1.1 thesis aims and structure

The aim of this thesis is to study the dynamics of colloidal particles confined
to lattices that display geometric frustration. Colloidal particles can be used as
a model system for atoms or molecules since, at the collective level, they are
governed by similar statistical and thermodynamic laws, equations of state
[1], crystallization processes [2, 3], and exhibit glassiness [4, 5], similarly to
a collection of atoms. Of course, atoms and colloids are rather different when
considered at the level of individual elements. Atoms need a quantum descrip-
tion and cannot be exactly localized due to the Heisenberg principle. On the
other hand, colloids can be described in terms of the laws of classical physics.
Moreover, interactions in colloids can be fine-tuned [6], and microscopic par-
ticles have accessible time and length scales, which can be determined via con-
ventional optical microscopy techniques. For these reasons, we use colloidal
particles as model systems to investigate different phenomena in condensed
matter that interest not only atoms and molecules but also mesoscale mag-
netic systems. In particular, this thesis is centered on the effects of geometric
frustration that emerge when interacting particles are confined within a lat-
tice of lithographic double wells. This experimental system is realized using
state-of-art microfabrication techniques and optical tweezers. The interaction
between the particles was tuned by an external magnetic field, and the particle
relative positions and the underlined lattice were carefully designed to mimic
emergent behavior presented by other systems on smaller length scales, such
as water ice and spin ice. This thesis is structured in six parts. After this first
introduction in Part i, We will present the main concepts related to this thesis
in Part ii. In particular, we will describe the concept of geometric frustration
and its consequences in physical systems. Then, we will describe the discov-
ery of some frustrated natural systems and the subsequent introduction of
artificial systems, such as artificial spin ice, that were used as model systems
for exotic magnetic materials. In Part iii, we will introduce the main topic of
this thesis, the Artificial Colloidal Ice, accompanied by a brief summary of
the most important properties of colloidal particles. At the end of this part,
we will mention the main contributions of this thesis. In Part iv, we will ex-
plain the methods used in this thesis: the numerical simulation model and all
the experimental techniques. In Part v, four publications are included, which
represent the results of this thesis. Finally, in Part vi, we will summarize the
main findings of the publications, present all the conclusions of the thesis and
discuss the future prospects that this work opens.
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2
FROM NAT URAL TO ART I F I C IAL SY STEMS

2.1 geometrical frustration

Geometrical frustration in condensed matter physics is observed in a wide
variety of systems [7–16]. All of them have in common that geometrical con-
straints will not allow the interaction energies between the system units to
be minimized at the same time. As a consequence of these competing interac-
tions, the system may give rise to novel emergent phenomena. Geometrically
frustrated systems may display some peculiar properties such as a residual en-
tropy at low temperatures [15], a degenerate ground state [8, 10, 12], fraction-
alization of topological charges [8, 15], glassiness [7, 13, 16], order by disorder
[17, 18] or symmetry breaking [9, 14]. To explain what geometrical frustration
is, the canonical example is the case of a lattice of N interacting Ising spins,
where geometric frustration can arise if the symmetry of the lattice does not
match the symmetry of the interaction. The most popular example is the case
of three antiferromagnetically coupled Ising-like spins located at the corners
of a triangle. Once two of the spins are placed anti-aligned, i.e., they minimize
the magnetic energy due to the antiferromagnetic interaction, the third one
can no longer point in a direction opposite to both spins, and thus it generates
a frustrated bond, see Figure 1.
When there are no arrangements that satisfy all the pair interactions, the

lattice geometry forbids the formation of a unique low-temperature ground
state configuration. Another example of a simple geometry that produces frus-
tration is locating Ising spins at the vertex of a square. Three of the spins at
the vertices have a ferromagnetic interaction, and the other one has an anti-
ferromagnetic one. Also in this case, the system is frustrated, and the ground
state is degenerate. The study of geometrically frustrated systems focuses on
understanding how frustration affects the physical properties and whether is
possible to control them by controlling the system geometry.

2.2 natural frustrated systems

In the following section, we will introduce two natural frustrated systems:
water ice and ferromagnetic pyrochlore oxides. Both systems, despite their
intrinsically different properties, exhibit some similarities. In particular, they
both follow similar rules at low temperatures, the so-called ice rule.

7



8 from natural to artificial systems

Figure 1: Examples of geometrically frustrated systems. In the triangular lattice all
the interactions are antiferromagnetic (blue), while in the square lattice all
the interactions are ferromagnetic (green) unless one link. Both systems
have a degenerate ground state.



2.2 natural frustrated systems 9

2.2.1 Water Ice

A distinctive feature of water ice is the presence of a residual entropy at very
low temperatures. While the crystalline structure of Oxygen atoms in water
ice was determined by X-ray studies in 1921 [19, 20], the location of Hydrogen
atoms that give rise to such behavior is still discussed. As shown in Figure 2,
the Oxygen atoms are known to be surrounded by four other Oxygen atoms,
forming the structure of a tetrahedron.

Figure 2: Schematic showing the arrangements of atoms in water ice. Big red spheres
represent Oxygen atoms and white spheres Hydrogen atoms. Dashed lines
represent hydrogen bonds and yellow arrows the electric dipole moment of
the water molecules.

Between each O-O pair, we have one Hydrogen atom. By supposing that
theHydrogens in between twoOxygen atomswere either covalently bound or
hydrogen bound to each Oxygen atom, Pauling, in 1935, was able to compute
analytically the residual entropy at low temperatures [21].
He used the following argument: consider a lattice with 𝑁 vertices (or Oxy-

gen atoms) and 2𝑁 edges (Hydrogen/Covalent bonds). If we suppose that each
edge has two possible configurations, we will have 22𝑁 possible configura-
tions for a Hydrogen atom to be connected to the Oxygen. However, we have
to consider the fact that the O at the center of a tetrahedron can only have
two covalently bounded H and two hydrogen bounded H. This will add some
constrains to reduce the number of available states. Thus, of the total 24 = 16
possible configurations per tetrahedron, only 6 are possible (considering that
we need to have 2 covalent bonds and two hydrogen bonds with the O at the
center). As a consequence, the number of ground state configurations 𝑊 is:
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𝑊 = ( 616)
𝑁 22𝑁 = (3822)

𝑁 = (32)
𝑁

(1)

and thus the entropy, following the Boltzmann relationship, is:

𝑆𝑁𝑘𝐵 = 𝑙𝑛(32) ≈ 0.405 (2)

Using this assumption, Pauling was able to estimate the residual entropy
of water at low temperatures, as previously measured by Giauque and Stout
[22]. This hypothesis was developed a few years before by Muriel F. Ashley
and W. F. Giauque (1932) [23].
Water ice has a complex phase diagram, and several phases at different

pressure-temperature states have been observed. In fact, water ice is a poly-
morph, it has many crystalline forms [24] and it can also exhibit glassy be-
havior [25]. We can say, hence, that the atomic arrangement of water leads to
extravagant properties, such as the increasing in volume by reaching the solid
phase, the unexpected values of the heat capacity at constant pressure or the
presence of liquid water in organic cells at temperatures as low as −20◦C in
insects, and−47◦C in plants. Someworks suggest that all these properties may
be the clue to understanding why water played such an important role in the
presence of life [26]. Understanding this system can also be crucial to under-
standing some water ice phases expected to be found in some planets, such
as Neptune and Uranus, where its potentially excellent electrical conductivity
might account for the huge magnetic fields [27].

2.2.2 Spin Ice

Similar to water ice, other natural magnetic compounds show a similar ge-
ometric frustration effect. Those materials are the ferromagnetic pyrochlore
oxides 𝑅2𝑇 𝑖2𝑂7, with R = rare earth such as Ho or Dy [28, 29]. The magnetic
cations of rare earth pyrochlores, 𝐻𝑜3+ or 𝐷𝑦3+, hold a large magnetic mo-
ment (≈ ten Bohr magnetons, 𝜇 ≈ 10𝜇𝐵), and are located on the sites of a
lattice made by corner-sharing tetrahedral forming the so-called, pyrochlore
lattice, Figure 3.
These magnetic compounds are usually modeled by considering a set of

Ising-like spins arranged on a pyrochlore lattice. These spins interact via a
ferromagnetic dipole-dipole interaction and a weaker, antiferromagnetic ex-
change interaction [32, 33]. This model is called the nearest neighbor spin
ice model, which is a truncation of the dipolar spin ice model [34, 35]. It is
characterized by the Hamiltonian:

𝐻 = 𝜇0𝑔2𝜇2𝐵4𝜋 ∑𝑖>𝑗
𝜎𝑖 ⋅ 𝜎𝑗 − 3(�̂�𝑖𝑗 ⋅ 𝜎𝑖)(�̂�𝑖𝑗 ⋅ 𝜎𝑗 )𝑟3𝑖𝑗 −∑⟨𝑖,𝑗⟩ 𝐽𝑖𝑗𝜎𝑖 ⋅ 𝜎𝑗 (3)
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(a) (b)

Figure 3: (a) Schematic showing the spin ice material with Ising-like spins arranged
in the vertices of a pyrochlore lattice. Colored arrows indicate the magnetic
moments of the rare earths. These moments can point either towards or
away from the vertex center, which has tetrahedral geometry. Image re-
produced from [30]. (b) The entropy per spin S of the spin-ice compound
dysprosium titanate 𝐷𝑦𝐶2𝑇 𝑖2𝑂7 as a function of temperatureT. Image repro-
duced from [31].

Where 𝜇0 is the vacuum permeability, 𝜇𝐵 the Bohr magneton, 𝐽𝑖𝑗 the ferro-
magnetic exchange constant, 𝑟𝑖𝑗 the distance between spins and 𝜎𝑖 the spins
associated with particle i at location 𝑟𝑖.
Due to the interactions in Equation 3 and the constraints that the magnetic

moments can align along the edge of the tetrahedron at each vertex, the sys-
tem follows similar local rules as in water ice. The O atom at the center of the
tetrahedron can form hydrogen bonds with only two of the four neighboring
H atoms. Similarly, only two (of the four available) magnetic moments are
allowed to point toward the center of the tetrahedron. The ground-state en-
tropy of pyrochlore spin ice is thus expected to be similar to that of water ice.
Indeed, it was demonstrated by Arthur P. Ramirez et al. [36], who performed
specific heat measurements of 𝐷𝑦2𝑇 𝑖2𝑂7, that the resulting entropy agreed
with the theoretical value estimated previously by Pauling for water ice, see
Figure 3 (b).

2.3 ice-rule

Both the water ice and spin ice systems follow the ice-rules. These rules were
introduced first by JohnDesmond Bernal and RalphH. Fowler, thus also called
the Bernal-Fowler rules [37], to describe the water ice’s behavior. In both sys-
tems, there is the constraint of having a local balancing of atoms or spins in a
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single tetrahedron. Satisfying the ice rule for water ice means having two H
atoms inside the tetrahedron and covalently bound to the O atom at the center
and two H atoms outside the tetrahedron and connected through hydrogen
bonds with the O atom at the center. On the other hand, the ice-rule for natu-
ral spin ice systems is achieved when two spins point into the tetrahedron and
two out of it, Figure 4. To be in the ground state, one tetrahedron must satisfy
this property. An excited state instead appears when there is an imbalance in
the number of spins (or H atoms) pointing in (or out) to the tetrahedron.

Figure 4: Analogy between water ice and spin ice. On the left, we have a tetrahedron
with four 𝐷𝑦3+ magnetic moments at the vertices. On the right, a tetrahe-
dron with a water molecule inside it. H atoms near the O at the center are
covalently bound to it, and H atoms far away from the O at the center are
connected through hydrogen bonds to the O at the center. Herewe also have
the nearest neighboring oxygen atoms that will be located in neighboring
tetrahedra. Image reproduced from [38].

Another way to think of the ice rule is that no tetrahedron acts as a source
or sink of hydrogen atoms or spins. But instead, the ground state could be
conceived as a divergence free condition on an emergent vector field [39, 40].

2.4 properties and challenges

Some fascinating properties of the ferromagnetic pyrochlore oxides have been
the subject of intense research in the field of frustrated magnetism. One par-
ticular example is the interest received by local spin excitations, which were
theoretically conceived as emergent quasi-particles or magnetic monopoles.
They are a manifestation of the correlations present in a strongly interacting
many-body system. A simplifiedway to describe these excitations is by replac-
ing the magnetic dipoles in the pyrochlore sites with dumbbells consisting of
equal and opposite magnetic charges, see Figure 5. By doing that, the energy
of the system is equivalent to Equation 3, up to corrections that are small
everywhere and vanish algebraically as 1/𝑟5. This way, if we locally violate
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the ice rule (and thus invert one dumbbell), see Figure 5 (b)(d) we obtain in
each tetrahedron a net magnetic charge with opposite sign (a pair monopole
anti-monopole), with a magnetic interaction. In addition, those two emergent
particles can be unconfined due to the extensive degeneracy of the ground
state. By inducing more local flips, those two excitations can further move
away from each other without implying any energy cost. Indeed, such uncon-
fined monopoles feel a magnetic Coulomb interaction; more details can be
found in [41, 42].
Given the complexity of three-dimensional magnetic compounds, and the

impossibility of directly visualizing the spin texturewithin the bulk, researchers
have developed two-dimensional model-systems of them. In fact, 2D analogs
of magnetic spin systems were studied theoretically [43–46], numerically and
experimentally [47, 48].

Figure 5: Dumbbell model and emergence ofmagneticmonopoles in spin ice. In (a) we
have two neighboring tetrahedra in an ice rule configuration. (b) shows an
excitation from the ground state. (c) and (d) show the same configurations as
(a) and (b), respectively, but within the dumbbell model. (e) shows the mag-
netic interaction among the emergent monopole and anti-monopole. Image
reproduced from [41].
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2.5 artificial systems

We will now discuss some examples of two-dimensional model systems for
ferromagnetic pyrochlore oxides. Those are the Artificial Spin Ice (ASI) and
later on, a microscopic version, named Artificial Colloidal Ice (ACI).

2.5.1 Artificial spin ice

Artificial spin ice (ASI) was introduced in 2006 by Wang et al. [8]. Exploiting
state-of-the-art nanofabrication techniques, they built a quasi two-dimensional
square array of elongated permalloy nanoislands with a size of 80 × 220 nm
and a thickness of 25 nm, i.e., single-domain ferromagnetic islands, see Fig-
ure 6 (a). Those nanoislands interact via magnetic dipolar interaction (∝ 1/𝑟3𝑖𝑗 ,
with 𝑟𝑖𝑗 distance among nanoislands). This system allows observing the ori-
entation of the magnetic moment in the nanoislands using a Magnetic Force
Microscopy (MFM); see Figure 6 (b). The authors prepared several samples
with different lattice constants (i.e., interaction strengths) ranging from 320
nm to 880 nm and ordered the system by using an annealing protocol that con-
sisted of rotating the sample within a magnetic field that decreased stepwise
from above to below the coercive field. From the direction of the nanoislands’
magnetic moments (or spin), obtained via MFM, the authors analyzed the frac-
tion of vertices and found that the system tends to satisfy the local balance of
magnetic moments pointing in and out at a vertex level, the two-in two-out
ice rule, see Figure 6. This work showed that using lithography, it is possible to
design a two-dimensional structure of interacting magnetic moments that can
be directly visualized. Therefore, it may be used as a model system to investi-
gate the effect of geometric frustration or to engineer different types of lattice
to control frustration effects. Indeed, the first realization of ASI was followed
by several works on this topic [49]. For example, different annealing protocols
have been developed and used to observe low-energy states. Different imag-
ing methods were explored to follow the dynamics of the magnetic moments.
The MFM visualization method was substituted by Photo Emission Electron
Microscopy (PEEM), which captures the X-ray Magnetic Circular Dichroism
(XMCD) contrast. This technique allowed the visualization of magnetic mo-
ment flips with a time step among images ranging from 300 s [50] to 7 s [51],
instead of the visualization of static low-energy final state configurations as
using MFM. Fabrication protocols were changed to allow the magnetic mo-
ments of the nanoisland to flip more easily their orientation due to thermal
fluctuations [52–54]. Other works explored systems with similar characteris-
tics as their natural spin-ice counterparts, such as an extensive degeneracy [51,
55–58]. The low-energy states of different lattices such as honeycomb [59–62],
tringular [63], tetris [64], shakti [50, 65, 66], cairo [67] and so on, were investi-
gated. It was also demonstrated how to flip an individual magnetic moment of
a nanoisland within a lattice by using the tip of a magnetic force microscopy
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Figure 6: (a) Atomic force microscopy (AFM) topographic map of an Artificial Spin
Ice (b) Magnetic force microscopy (MFM) image of an Artificial Spin Ice.
Nanoisland are single-domain as indicated by the division of each island
into black and white halves that correspond with the north and south mag-
netic poles. Purple, blue and green vertices correspond to type I, type II and
type III respectively. (c) The excess percentages of different vertex types as
a function of the lattice spacing, after applying the annealing protocol. (d)
Emergence of frustration due to the incompatibility of energetically favor-
able and unfavorable dipole interactions between pairs. (e) The 16 possible
magnetic moment configurations on a vertex with four nanoislands. Modi-
fied image from [8].

(MFM) [68]. Furthermore, the fabrication protocol was changed in such a way
to pin the magnetic moment configuration of a nanoisland [69] and study its
implications on the system.
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2.5.2 Artificial colloidal ice

Only a few months after the publication of the first article on ASI another
work, by A. Libál et al. [71], appeared to introduce a two-dimensional soft-
matter system where geometric frustration was investigated by using soft col-
loidal particles. In this work, the authors used Brownian dynamics of electro-
statically interacting colloids in an array of bistable optical traps. The system
was inspired by previous experimental realizations of a colloidal particle con-
fined in a bistable optical potential [72–74]. In this work, the authors demon-
strate that also in this system, geometric frustration arises and the minimum
energy configuration at a vertex level in a square lattice is obtained when two
colloids are near the center and two far from it, recovering the ice-rule. Differ-
ent methods for changing the colloid-colloid interaction strengthwere used in
order to reach low-energy states. Such as increasing the colloidal electrostatic
charge or decreasing the spacing between traps. While this pioneering work
was only numerical, ten years later it was shown that the system could be re-
alized in experiments, see Figure 7. The experimental realization of Artificial
colloidal ice (ACI) was realized by using a lattice of microfeatured grooves in-
stead of an array of optical traps. Within these traps, paramagnetic colloidal
particles were deposited at a one-to-one filling ratio and made repulsive due
to an external magnetic field [70]. The advantage of the particle-based system
over the ASI is that the dynamics are accesible via simple optical microscopy
techniques. Further, the pair interactions between the system elements, here
the colloids, can be easily tuned from short to long range without the need
to fabricate each time a different lithographic structure as in ASI. Another ad-
vantage of ACI over ASI is that it allows to control local and temporal spin
configurations, i.e., the particle position within the double well, by using the
optical tweezers. These tweezers are strongly focalized laser light that help
move the particles manually across the substrate. With the tweezers, one can
choose the initial colloidal positions (2016, [75]) or also reversibly pin some
colloids to a certain direction (2021, [76]). Moreover, it is possible to design
specific annealing procedures since the pair interactions between the parti-
cles are controlled by an external magnetic field. Due to these features, the
colloidal system offers different capabilities than the ASI and could be used to
explore similar phenomena related to geometric frustration from an entirely
different point of view.
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Figure 7: (a) Schematic showing paramagnetic colloidal particles confined in a hon-
eycomb lattice of lithographic double well grooves. Little arrows inside the
colloidal particles (spheres) stay for the induced magnetic moment gener-
ated in the presence of a magnetic field H. (b) Topographic map of the hon-
eycomb double well lattice. (c) double well profile. (d) and (e) are optical
microscope images of the honeycomb and square lattice with paramagnetic
colloids (black and white disks). Blue arrows are the pseudospins associated
to each double well-colloid pair. The pseudospin will point towards the di-
rection of the colloid is located. Green circles highlight the low energy ver-
tices in each lattice. (f) and (g) Vertex configurations of honeycomb and
square lattice with the correspondent normalized magnetostatic energy. (h)
and (i) average fraction of vertices at equilibrium vs magnetic field strength.
Modified image from [70].
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ART I F I C IAL COLLO IDAL ICE

Artificial colloidal ice (ACI) was introduced as a microscopic model system
to investigate geometric frustration phenomena. The frustration in such a
system can be deliberately designed by changing the type of lattice. In this
chapter, we will first introduce the physics of colloidal particles, then we will
explain in detail the experimental realization of a colloidal ice and finally talk
about its main properties.

3.1 colloidal particles

Colloidal suspensions are stable dispersion of microscopic immiscible parti-
cles within another phase. The immiscible particles have a size range between
a few 𝑛𝑚 to several 𝜇𝑚 [1, 77–79]. Colloids are ubiquitous in nature and in
our daily lives since we can find them in paint, milk, and glue, among others
[80]. Moreover, nowadays, colloidal particles can be synthesized in different
sizes, shapes, or types of material, and their interaction can be tuned carefully
by external fields [81]. Colloidal particles are characterized by accessible time
and length scales, since their size is usually comparable to the visible wave-
length and their dynamics are relatively slow, from 𝑚𝑠 to 𝑠. All these quali-
ties make colloidal systems an excellent tool to be used as model systems for
phase transitions [82–86], biological entities such as microswimmers [87–92]
or transport through a biological pore [93, 94], or geometrical frustration, to
cite some of them. In fact, colloids can crystallize [83, 95], be prepared in a
glassy state [96] or even be self-propelled if properly designed [87–89, 97],
see Figure 8.

3.1.1 Brownian motion and diffusion

The dynamics of a spherical colloidal particle of radius 𝑎 andmass𝑚 immersed
in a fluid of viscosity 𝜂 in one dimension follows the second Newton’s equa-
tion in one dimension:

𝑚�̈� = −𝛾�̇� + 𝐹(𝑡) (4)

According to the Stokes formula [99],−𝛾�̇� is the friction force, �̇� the velocity
of the particle, and 𝛾 = 6𝜋𝜂𝑎 the friction coefficient of a spherical particle in
bulk. 𝐹(𝑡) is a fluctuating force, that considers the particle fluctuations due to
the continuous collisions with the solvent molecules.

21
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(a) (b)

(c)

(d)

Figure 8: (a) Reconfigurable colloidal microswimmers. Below, an example of the parti-
cle trajectory is shown. The blue trajectory corresponds to a power density
of 9 𝑚𝑊/𝑚𝑚2 and the magenta trajectory to 54 𝑚𝑊/𝑚𝑚2. The motility
change is due to the laser heating the microgel above its volume phase tran-
sition temperature. Image modified from [90], (b) Trajectories of colloidal
particles transported throughmicrofluidic channels by pressure-driven flow.
Image reproduced from [93]. (c) Geometrically frustrated system composed
of closely packed diameter-tunable microgel colloidal spheres confined be-
tween two parallel walls. Image reproduced from [7]. (d) Phase behavior of
banana-shaped colloidal particles at different packing fractions. In 𝐶2 and𝐶3 the system shows a biaxial nematic ordering and in 𝐶4 antipolar biaxial
smectic structure. Image reproduced from [98].
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This force is isotropic, and its mean value given by ⟨𝐹(𝑡)⟩ = 0. If wemultiply
by 𝑥 the previous equation [100, 101] we have:

𝑚𝑥�̈� = −𝛾𝑥�̇� + 𝑥𝐹(𝑡) (5)

Averaging amongmany identical colloidal particles, we can apply ⟨𝑥𝐹(𝑡)⟩ =⟨𝑥⟩ ⋅ ⟨𝐹(𝑡)⟩ = 0 since the fluctuating force is uncorrelated with the actual posi-
tion of the Brownian particle. In addition, we use the identity 𝑥�̈� = 𝑑𝑑𝑡 (𝑥�̇�)− �̇�2
and obtain:

𝑚[ 𝑑𝑑𝑡 ⟨𝑥�̇�⟩ − ⟨�̇�2⟩] = −𝛾 ⟨𝑥�̇�⟩ (6)

As the colloidal particles and the fluid are in thermodynamic equilibrium,
we can use the equipartition theorem and assume that the average kinetic

energy of a Brownian particle is
𝑚⟨�̇�2⟩2 = 𝑘𝐵𝑇2 . 𝑘𝐵 is the Boltzmann constant

and 𝑇 the temperature of the bath.
𝑑𝑑𝑡 ⟨𝑥�̇�⟩ + 𝛾𝑚 ⟨𝑥�̇�⟩ = 𝑘𝐵𝑇𝑚 (7)

By applying the change ⟨𝑥�̇�⟩ = 𝑦, we can solve the first-order linear ordi-
nary differential equation and obtain:

⟨𝑥�̇�⟩ = 𝐶𝑒−𝛾𝑡𝑚 + 𝑘𝐵𝑇𝛾 (8)

By assuming as initial conditions ⟨𝑥2⟩ = 0 at 𝑡 = 0 we can compute the 𝐶
constant. 𝐶 = −𝑘𝐵𝑇𝛾 and apply the identity ⟨𝑥�̇�⟩ = 12 𝑑⟨𝑥2⟩𝑑𝑡 .

12 𝑑 ⟨𝑥
2⟩𝑑𝑡 = 𝑘𝐵𝑇𝛾 [1 − 𝑒−𝛾𝑡𝑚 ] (9)

And integrating the above equation:

⟨𝑥2⟩ = 2𝑘𝐵𝑇𝛾 [𝑡 − 𝑚𝛾 (1 − 𝑒−𝛾𝑡𝑚 )] (10)

We obtain the mean square displacement of a Brownian particle at a time 𝑡.
If we study the case in which 𝑡 << 𝑚/𝛾 and use the following Taylor series
up to the second order 𝑒− 𝛾𝑚 𝑡 = 1 − 𝛾𝑚𝑡 + 12 𝛾2𝑚2 𝑡2 − ...

⟨𝑥2⟩ = 2𝑘𝐵𝑇𝛾 [𝑡 − 𝑚𝛾 (1 − 1 + 𝛾𝑚𝑡 − 12 𝛾
2
𝑚2 𝑡2)] = 𝑘𝐵𝑇𝑚 𝑡2 (11)
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We obtain that in short time, we have ballistic diffusion. The particle moves
at a constant speed. If we apply the diffusion limit 𝑡 >> 𝑚/𝛾 instead, the
exponential part can be solved as: 𝑒− 𝛾𝑡𝑚 → 0 and we have:

⟨𝑥2⟩ = 2𝑘𝐵𝑇𝛾 𝑡 (12)

The particle in this case exhibits diffusive movements. This result is in one
dimension. To have the mean square displacement of a Brownian particle at
a time 𝑡 in 3D, assuming isotropy along the other two directions, we have,⟨𝑟2⟩ = 3⟨𝑥2⟩ and hence ⟨𝑟2⟩ = 6𝑘𝐵𝑇𝛾 𝑡. The Stokes-Einstein relationship
formula introduced by Einstein provides a relation between the diffusivity
of a Brownian particle due to thermal motion and the drag coefficient for a
viscous (dissipative) fluid:

𝐷 = 𝑘𝐵𝑇𝛾 (13)

The mean square displacement can be written in the long-time limit as:

⟨𝑥2⟩1D = 2𝐷𝑡 𝑜𝑟 ⟨𝑟2⟩3D = 6𝐷𝑡 (14)

Finally, the mean square displacement is a quantity that can be measured
experimentally by following the particle’s trajectory. We can obtain it by com-
puting:

⟨𝑟2⟩ = 1𝑁
𝑁∑𝑖=1 ⟨[𝑟𝑖(𝑡) − 𝑟𝑖(0)]2⟩ (15)

𝑟𝑖 is the position of particle 𝑖, N the total number of particles and ⟨...⟩ the av-
erage over different time origins. Computing experimentally the mean square
displacement can help to characterize the dynamics of a colloidal particle un-
der study. If the mean square displacement is linear with time 𝑡 we have nor-
mal diffusion. If instead we have other dependencies we can have anomalous
diffusions such as super diffusion or sub diffusion [102, 103].

3.1.2 Overdamped dynamics

The Navier-Stokes equations that describe the flow of an incompressible New-
tonian fluid of viscosity 𝜂 and mas density 𝜌 are [104, 105]:

𝜌 (𝜕𝐯(𝐫, 𝑡)𝜕𝑡 + 𝐯(𝐫, 𝑡) ⋅ ∇𝐯(𝐫, 𝑡)) = −∇𝑝(𝐫, 𝑡) + 𝜂∇2𝐯(𝐫, 𝑡) + 𝐟(𝐫, 𝑡) (16)
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∇ ⋅ 𝐯(𝐫, 𝑡) = 0 (17)

Here, 𝐯(𝐫, 𝑡) is the velocity of the flow field at a point 𝐫 at the time 𝑡, 𝑝(𝐫, 𝑡)
is the pressure field and finally, 𝐟(𝐫, 𝑡) is the external body force field per unit
volume acting in the fluid. The nature of this force can be diverse, from the
presence of an applied electric or magnetic field to a gravitational force. The
second equation comes from the continuity equation for a fluid with a con-
stant density and is known as the compressibility condition.
The Navier-Stokes equations include both inertial effects, left-hand side

terms in the equation proportional to 𝜌, and also fluid viscosity effects that are
included in the term proportional to 𝜂. To compare the importance of those
two effects, one can introduce the dimensionless Reynolds number, defined
as:

𝑅𝑒 = inertial forces

viscous forces
= 𝜌𝐿𝑉𝜂 (18)

where the 𝐿 and 𝑉 are the characteristic length and velocity scales of the
flow, respectively. This number, for microscopic entities, is typically of the
order of 10−3 or even smaller. Thus, we can assume that inertial terms are not
relevant and simplify the Navier-Stokes equations into the Stokes equation at
a low Reynolds number.

−∇𝑝(𝐫) + 𝜂∇2𝐯(𝐫) + 𝐟(𝐫) = 0 (19)

∇ ⋅ 𝐯(𝐫) = 0 (20)

These equations have no time dependence and are linear in velocity and
pressure fields. In addition, if there is no force density, the instantaneous val-
ues of velocity and pressure depend on the momentary configuration and
shape of particles and the system boundaries. Thus, there is no dependence
on earlier flow history. Due to their small sizes and velocities, the flow fields
generated by moving colloidal particles follow the Stokes equation, where in-
ertial terms are negligible [106].

3.1.3 Colloidal interactions

The electrostatic interactions between colloidal particles can be attractive and
repulsive. Here we will start to describe the attractive force among colloids
which is very general, it occurs between particles in any suspension media.
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The origin of these forces is the same as the Van der Waals forces [107]. The
nature of Van der Waals forces comes from the temporary polarization of
one molecule that induces a polarization in a neighboring molecule. These
forces are known as the London dispersion forces [108]. The London attractive
energy between two molecules is long-range and proportional to 𝑟−6, where 𝑟
is the distance among molecules. But, if instead of computing the interaction
among two molecules, we want to know the interaction between two colloids,
we need to make the assumption of the superposition principle, following the
Hamaker theory [77]. By doing that, it can be demonstrated that the attractive
force, in some cases, falls off much more slowly than the 𝑟−6 behavior for
a molecular pair. The presence of long-range attractions may destabilize a
colloidal suspension, inducing flocculation or coagulation phenomena. Here,
we will compute the attraction between an atom and a semi-infinite plane, as
shown in Figure 9 (a). Let’s assume that the atom is located in the vacuum at
a distance 𝑠 from the plate.

(a) (b)
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Figure 9: Schematic illustration of the Van der Waals interaction between an atom
and a semi-infinite plane (a) and between two semi-infinite planes.

According to the London equation [109] the potential energy of attraction
among two atoms at a distance 𝑟 can be written as [110]:

𝑉𝐿 = −𝐶12𝑟6 (21)

Here, 𝐶12 depends on the polarizability of the atoms. The polarizability of
an atom measures the difficulty with which the electron distribution can be
displaced, and is directly proportional to the volume of the atom. The total
energy of attraction between atom 1 and plane 2 will be:

𝑉atom−plane2 = ∑plane2 𝑉𝐿 = −∫
𝑖𝑛𝑓

𝑠 ∫ 𝑖𝑛𝑓
0 𝐶12𝜌2 2𝜋𝑥𝑑𝑥𝑑𝑧(𝑥2 + 𝑧2)3 (22)

Here the plane is divided into small rings of radius 𝑥 and thickness 𝑑𝑥 in the
x-y plane. The ring is at a distance 𝑧 from the atom, parallel to the normal of
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the semi-infinite plane and has a thickness in this direction of 𝑑𝑧. The number
of atoms of type 2 will be 𝑑𝑁 = 𝜌2𝑑𝑉 . Being 𝜌2 the density of atoms of the
plane. Thus, the volume of each ring is 𝑑𝑉 = 2𝜋𝑥𝑑𝑥𝑑𝑧. We also applied the
Pythagoras theorem 𝑟2 = 𝑥2 + 𝑧2. After the change 2𝑥𝑑𝑥 = 𝑑(𝑥2):

= −2𝜋𝐶12𝜌2 ∫ 𝑧=𝑖𝑛𝑓
𝑧=𝑠 𝑑𝑧 ∫ 𝑥=𝑖𝑛𝑓

𝑥=0
12 𝑑(𝑥2)(𝑥2 + 𝑧2)3 (23)

And 𝑦 = (𝑥2 + 𝑧2):
= −2𝜋𝐶12𝜌2 ∫ 𝑧=𝑖𝑛𝑓

𝑧=𝑠 𝑑𝑧 ∫ 𝑦=𝑖𝑛𝑓
𝑦=𝑧2

12 𝑑𝑦𝑦3 (24)

= 2𝜋𝐶12𝜌2 ∫ 𝑧=𝑖𝑛𝑓
𝑧=𝑠

14 1𝑧4 𝑑𝑧 (25)

𝑉atom−plane2 = −𝐶12𝜌2𝜋6𝑠3 (26)

Being 𝑠 the separation between the plane 2 and atom 1. Thus, by integrating
the pairwise interactions, we end up increasing the range of the attractive Van
der Waal interaction. This effect can be further enhanced if instead of a single
atom, we have another plane, called plane 1, as shown in Figure 9 (b). If the
atom 1 now is located inside a material with a number density of atoms 𝜌1
we can say that each atom of plate 1 at a distance 𝑠 from the plane 2 will
be attracted with an energy given by Equation 26. If instead we want the
interaction with a volume element, which contains 𝜌1𝑑𝑧 atoms, the energy of
attraction between this volume element and the plane 2 will be given by:

𝑉column−plane2 = −∫ 𝑖𝑛𝑓
𝑠 𝐶12𝜌2𝜌1𝜋𝑑𝑧6𝑧3 = 𝐶12𝜌2𝜌1 𝜋12𝑠2 (27)

As we integrated 𝑧 between 𝑠 and infinity, we computed the interaction
between the whole plane 2 and a column of unit cross-section. Again, we
observe that the interaction at the same distance is stronger. With a similar
procedure, detailed in [78, 111], we can compute the interaction among two
spheres in the case 𝑠 << 𝑎, when the distance among colloids is smaller than
the spherical colloidal particle radius. The result is given by:

𝑉shepre−sphere = −𝐴12𝑎12𝑠 (28)

Where we have introduced the Hamaker constant 𝐴12 with value 𝐴12 =𝜋2𝐶12𝜌1𝜌2.
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If only Van der Waals attractive forces are present, the colloidal suspension
will be unstable. A colloidal suspension is unstable when the particles sponta-
neously attract and form compact aggregates. A stable suspension is obtained
when the interaction between two colloidal particles can prevent the aggrega-
tion process. Stability can be achieved through two main processes: electro-
static stabilization or steric stabilization. The first one is obtained as follows:
When a colloidal particle is immersed in a fluid, the surface of the particle will
acquire a net charge due to the difference in affinities of cations and anions
for the two phases. Imagine that the colloidal surface is negatively charged.
This surface charge will attract counterions from the fluid that want to bal-
ance the surface charge. As a consequence, there is the creation of an ionic
cloud around the particle, which is called the electric double layer.

Figure 10: Schematic of the effect of introducing a colloid in an electrolyte solution.
The surface of the colloid is negatively charged, generating a cloud of mo-
bile ions which cover the colloidal particle. Image reproduced from [112].

The counterions feel the electrostatic attraction of the surface, but at the
same time, they are mobile because of thermal motion. The outcome is a com-
promise wherein their concentration is elevated near the surface and gradu-
ally decreases until the bulk value is attained at a certain distance. The co-
ions, on the other hand, are repelled from the surface. Their concentration
will be very low near the surface and will increase gradually until the bulk
value is again reached. Thus, a double layer can be divided generally into two
parts: the Stern layer and the diffuse layer, see Figure 10. The first one is made
of immobile ions fixed on the particle surface, while the second one is com-
posed of mobile ions that can leave or enter the double layer due to thermal
fluctuations. As a consequence of the diffusive layer, there is a concentration
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gradient from the particle surface to the bulk. Thus, when two colloidal par-
ticles approach each other, the compression of the diffusive layer creates an
osmotic pressure, which opposes further approach of the particles, giving rise
to electrostatic repulsive interactions.
Instead, The steric stabilization is achieved when the surface of the parti-

cles can be covered by a layer of another substance (for example, a polymer)
that will prevent aggregation after collision. In this case, the repulsion is in-
dependent on the electrolyte concentration and usually has a short range. In
an aggregate state, attractive forces overcome repulsive ones and induce irre-
versible clustering; in contrast, a stable colloidal dispersion is characterized
by the presence of repulsive interactions due to a large double layer (electro-
static) or long polymer chain on the surface (steric) which prevent the particle
from coming into contact. Thus, in a colloidal suspension, the stability is de-
termined by the interplay between the attractive Van der Waals forces and the
repulsive ones of steric or electrostatic origin. TheDeryaguin-Landau-Verwey-
Overbeek or DLVO theory considers the interplay between the Van der Waals
and the electrostatic forces, allowing one to calculate a potential barrier, as
shown in Figure 11.

Figure 11: Interaction energy as a function of the normalized distance between two
charged surfaces in an electrolyte solution at different charge densities, 𝜎.1/𝜅 is the Debye length, the characteristic decay length of the interaction.
Image reproduced from [113].
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3.2 paramagnetic colloids

Another type of interaction between colloids can be induced by an external
field, such as an electric or magnetic one [114–117]. For example, paramag-
netic colloids under the presence of a magnetic field can exhibit either attrac-
tive or repulsive interactions, depending on the orientation of the applied field
[118]. In this thesis, we used paramagnetic polymer particles that are doped
with supermagnetic nanoparticles (iron oxide 𝐹𝑒2𝑂3 /𝐹𝑒3𝑂4 ). A paramagnet
is a material that, lacking a magnetic field, does not present a net magnetiza-
tion; magnetic domains are randomly ordered. In the presence of a magnetic
field, 𝐁, a net magnetization is observed. Similarly, in paramagnetic colloids
in the presence of a magnetic field 𝐁 an induced magnetic moment𝐦 appears,
it follows 𝐦 = 𝑉𝜒𝐁/𝜇0, where V is the volume of the colloidal particle, 𝜒 it
is the volume magnetic susceptibility, and 𝜇0 = 4𝜋 × 10−7 H/m. Hence, under
this condition, we have dipolar magnetic interaction among the magnetic mo-
ments of the paramagnetic colloidal particles. In the point dipole approxima-
tion, and assuming a neglegible demagnetization effect of the particle surface,
the expression for the interaction energy is the following:

𝑈𝑖𝑗 = 𝜇04𝜋 [𝐦𝑖 ⋅ 𝐦𝑗𝑟3𝑖𝑗 − 3𝑟5𝑖𝑗 (𝐦𝑖 ⋅ 𝐫𝑖𝑗 )(𝐦𝑗 ⋅ 𝐫𝑖𝑗 )] (29)

Where 𝑟𝑖𝑗 is the magnitude of the vector connecting the two particle cen-
ters and 𝐦𝑖 and 𝐦𝑗 are the dipole moments of the particles 𝑖 and 𝑗 . For the
particular case where 𝐦𝑖 = 𝐦𝑗 the interaction reduces to the expression:

𝑈𝑖𝑗 = 𝜇0𝑚24𝜋𝑟3𝑖𝑗 (1 − 3 cos 𝜃2) (30)

Here, 𝜃 is the angle between the line that connects the two particles and the
direction of themagnetic field.We can observe from Figure 12 that from 𝜃 = 0◦
to 𝜃 = 54.73◦ the interaction is attractive, favoring the formation of chains of
particles, whereas from 𝜃 = 54.73◦ to 𝜃 = 90◦ the interaction is isotropic and
repulsive, in the plane of the colloidal particles. 𝜃 = 54.73◦ is called the magic
angle, where there is no net interaction among paramagentic colloids. In polar
coordinates, the interaction defined by Equation 30 will generate a force [119]:

𝐹(𝑟𝑖𝑗 , 𝜃) = 3𝜇0𝑚24𝜋𝑟4𝑖𝑗 [(1 − 3 cos 𝜃2)𝑟 − sin 2𝜃�̂�] (31)

Here 𝑟 is the direction joining the two centers and �̂� is the azimuthal direc-
tion of the dipole moments.
In an Artificial Colloidal Ice, the magnetic dipolar interactions between the

particles are isotropic and repulsive. This is achieved by applying a magnetic
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Figure 12: Interaction energy between two paramagnetic colloids in the presence of
a magnetic field vs 𝜃. The interaction energy is computed in Joules. We
used the values 𝜇0 = 4𝜋10−7 H/m, 𝑉 = 1𝜇𝑚3, 𝜒 = 1. The Blue (red) shaded
area corresponds to 𝜃 values where the interactions between colloids is
attractive (repulsive).

field perpendicular to the lattice plane. Thus, the induced dipolar magnetic
moments in the colloids will be parallel one to another. The angle 𝜃 will be𝜃 = 90◦ obtaining then the following interaction and force:

𝑈𝑑 = 𝜇𝑚𝑚24𝜋𝑟3𝑖𝑗 ; 𝐹(𝑟𝑖𝑗 , 𝜃 = 90◦) = 3𝜇0𝑚24𝜋𝑟4𝑖𝑗 𝑟 (32)

Where 𝑟𝑖𝑗 is the distance between two colloids and 𝑚 the dipole moment.
Thus, when a magnetic field is applied, perpendicularly to the sample, the
paramagnetic particles will want to be as far away as possible. In a 2D densely
confined colloidal suspensionwith repulsive interactions, the low-energy state
is achieved when the particles are located along a triangular lattice [120]. To
generate geometrical frustration, in this thesis, a square lattice (or other types
of lattices) of doublewells was designed such that the pair interaction between
the particles cannot be simultaneously satisfied since the symmetry is differ-
ent than the triangular one.
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3.3 realization of artificial colloidal ice

We used soft lithography to fabricate the topographic double wells that are
used to confine by gravity the paramagnetic colloids. The fabrication proce-
dure is described in Section 5.2, Appendix A and Appendix B. These double
wells are lithographic elliptical indentations such that a confined particle can-
not escape. To escape, a colloidal particle of diameter 10𝜇𝑚 and volume 𝑉 has
to overcome the gravitational potential 𝑈𝑔 = Δ𝜌𝑉𝑔ℎ ∼ 2000𝑘𝐵𝑇 . Where ℎ is
the height of the groove and is around 3𝜇𝑚, Δ𝜌 the density mismatch among
the colloidal particle and the surrounding fluid. Those lithographic elliptical
traps are composed of two wells connected with a central hill. Each groove al-
lows two possible stable positions of the colloidal particles; they have a bihar-
monic character, see Figure 13. The central hill prevents the particle from be-
ing located in the middle and ensures bistability. Colloidal particles can jump
from one gravitational minima to the other due to the repulsive interactions
among paramagnetic colloids under a magnetic field. To finally generate the
ACI, the bistable traps are arranged in one of several lattices, such as square,
honeycomb, shakti or cairo.

(a) (b)

(c) (d)

Figure 13: Bistable traps. (a) Scanning Electron Microscope (SEM) image of a bistable
trap where the two gravitational minima are separated by a pillar. (b) SEM
image of a lying pillar, responsible for generating the central hill in the
bistable trap. (c) SEM image of double well groove with a central hill. (d)
Height profile for a bistable trap, images reproduced from [75]. (e) Proba-
bility height distribution of the truncated pillars. Randomness comes from
the formation process. Image reproduced from [75].
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Figure 14: (a) Single square vertex with all the colloids/spins pointing toward the ver-
tex center. (b) Final configuration of a single square vertex after applying
a magnetic field perpendicular to the plane. To obtain this state, the dipo-
lar repulsive interactions between colloids must be higher than the energy
barrier generated by the central hill of the bistable trap. (c) The final state
of a colloidal ice under a perpendicular magnetic field is geometrically frus-
trated. Configuration of (b) cannot be satisfied at a single vertex level.

Geometric frustration in this system emerges as follows: Imagine one sin-
gle vertex of a square lattice, with all the colloids located close to the vertex
center, Figure 14 (a). Under a perpendicular magnetic field, the particles will
experience isotropic dipolar repulsion that will try to separate them as far as
possible one from another, Figure 14 (b). The strength of the applied magnetic
field is such that 𝑈𝑔 > 𝑈𝑑 > 𝑈ℎ𝑖𝑙𝑙, where 𝑈ℎ𝑖𝑙𝑙 is the gravitational potential to
surmount the hill. Thus, at the single vertex level, the system is not frustrated,
since there will be only one way to minimize the interaction energy. If instead
we have a square lattice of double wells, not all the particles can be expelled
from each vertex at the same time. Thus, in a colloidal ice, frustration arises at
a collective level, i.e., it arises in a latticewhere collective interactions between
the particles oppose the local energetics and enforce the ice rule. Instead of
all the vertices expelling out the particles, the final state will be obtained by
a local balance of particles pointing in and out of the vertex center.
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Comparison with Artificial spin ice (ASI)

This contrasts with the ASI, where also an isolated square vertex will
have nanoislands with the magnetic moment arranged in the ice rule,
i.e., two in and two out. The difference in behavior is because the mag-
netic dipoles in ASI and ACI are aligned differently. In ASI, the per-
manent moments of the magnetic nanoislands are along the plane and
thus can be attractive or repulsive depending on their relative location,
as shown in Figure 6 (d). In contrast, in an ACI, the field-induced dipole
moments are parallel to each other and perpendicular to the sample
plane; thus, the interaction is isotropic and repulsive, see Equation 29.

The analogy with spin ice systems can be done by associating an Ising-like
spin to each double well, such that it points toward the direction of the colloid,
see Figure 15. Hence, the trap-colloid pair is discretized and is considered
a unitary vector with a fixed direction and two possible senses, effectively
having Ising spin degrees of freedom. By doing that, one can analyze an ACI
using similar tools than that in spin ices and graph theory and thus relating
these apparently different fields [121].

Figure 15: Experimental optical microscopy images of colloids in bistable gravita-
tional grooves in a honeycomb lattice (a) and a square lattice (b). White
circles with a black corona are the 10 𝜇𝑚 diameter paramagnetic colloids.
Elongated white ellipses are the bistable traps. Blue arrows correspond
with the pseudospins that point through the location of the colloid. The
green area indicates a single vertex. The scale bar is 20 𝜇𝑚 in both figures.
Image reproduced from [70].

The system’s initial configuration is obtained by randomly placing the col-
loids in the double wells. After that, one applies an external magnetic field,
and the colloids try to rearrange in the topographic constraints to lower the
interaction energy. Since not all the types of vertices minimize the energy, see
Figure 16, only the low-energy vertices in a collective ensemble are favored.
Then, with no magnetic field applied, the system will be disordered at con-
stant thermodynamic temperature. By increasing linearly the magnetic field
and therefore the interactions between colloids, the degree of disorder in the
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system decreases and low-energy vertex configurations appear, in analogy
with systems at low temperatures.

Comparison with Artificial spin ice (ASI)

Formally, for artificial spin ice (ASI) it has been justified that the in-
creasing of the magnetic field is analogous to a decrease in the effec-
tive temperature of the system. As the interaction scales as 𝑈𝑑 ∝ 𝐵2
and 𝜌defects ∝ exp(−𝑈𝑑𝑇 ) is linear, we can consider 𝑇eff ∝ 1/𝐵2 as an ef-
fective temperature [122]. Being 𝜌defects the population of vertices that
are not in the ground state.

In an Artificial Colloidal Ice (ACI) with double wells arranged along the
square lattice (or for any other lattice), one can distinguish the different ver-
tex types based on their magnetostatic energy and pseudospin arrangement.
Vertex types and energies are shown in Figure 16, where all the 2𝑧 = 24 = 16
possible configurations that a vertex of coordination 𝑧 = 4 can have are shown.
Based on the energetic weight, one can classify the different vertex types. One
can make an analogy between the colloidal ice and an ASI if one assigns an
Ising-like spin to each double well, such that it points where the particle is
located Figure 15. A topological charge in the context of artificial colloidal ice
is defined as a vertex property and follows the equation:

𝑞𝑛 = 2𝑛𝑖𝑛 − 𝑧 (33)

Where the 𝑧 is the coordination of the lattice, 𝑧 = 4 for a square lattice
and 𝑧 = 3 for a honeycomb lattice, and 𝑛𝑖𝑛 is the number of particles located
near to the center of the vertex. Those charges are called “topological” because
they depend on the connectivity of the lattice, and thus, its definition does not
change for continuous deformations of the lattice. In addition, these charges
are conserved: charges can only be created and annihilated in opposite pairs
and the total topological charge of the system is conserved.
By using this definition, each group of vertices with the same energy also

has the same topological charge. This is, in general, true, but not for the 𝑞 = 0
vertices (2-in 2-out configurations) in 2D lattices; see Figure 16. This is a con-
sequence of the loss of degeneracy at a single vertex level in comparison to 3𝐷
natural systems, generated by the simplification of having a 2𝐷 square lattice.
In the process of projecting the 3D tetrahedral lattice into a 2D square lattice,
some geometrical properties are lost. In particular, the distance between all
the interacting units located at the vertex of the tetrahedron is no longer con-
served. In fact, as it can be observed in Figure 17, the shift in energy between
type 3 and type 4 vertices is due to the difference in distances among colloids,𝐷 > 𝑑, not present in a 3D tetrahedral lattice such as in water ice or rare earth
pyrochlores. Indeed, the magnetostatic energy of a vertex will be obtained by
summing all the pair-dipolar distance-dependent interactions.
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Figure 16: (a) Vertex energy vs. vertex configuration. The energy was computed for
a magnetic field value of 10 mT perpendicular to the vertex. Below the
image, we have the legend of the points with the corresponding vertex
configuration, multiplicity, type name, and topological charge. (b) Vertex
population vs. magnetic field. The initial configuration is random, and at
high magnetic field values, the type 3 vertices prevail.

The ice rules, i.e., 2-in 2-out configurations, are still favored, but contrary
to 3D systems with a 6-fold ground state degeneracy at a tetrahedron level,
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Utype 3 < Utype 4 

dD

Figure 17: Degeneracy loss at single vertex level. In the tetrahedron, all the ice rule
configurations (2-in 2-out configuration) are energetically equivalent. In
the square 2𝐷 projection of the lattice, this degeneracy is lost. Not all the
2-in 2-out square vertices have the same magnetostatic energy. Since the
energy is distance-dependent and 𝐷 > 𝑑.

in the 2D square ACI systems we have a 2-fold ground state degeneracy. In
fact, we observe that in a 2D square ACI, the favored vertices are not the ones
with lower energy, 𝑞 = −4, but instead the vertices satisfying the ice rule,
2-in 2-out. This fact can be understood by considering that if we have one𝑞 = −4 vertex, we will also need to have one 𝑞 = +4 vertex, due to the con-
servation of topological charge in the system, i.e., the number of colloids is
conserved. Then topological charges appear in pairs, and the energy cost of
having a pair of 𝑞 = −4 and 𝑞 = +4 defects is higher than having two 𝑞 = 0
vertices. This point can be demonstrated by performing the following experi-
ment: After ordering the colloidal particles randomly in the double wells, we
will increase the magnetic field value linearly (i.e., interaction strength) and
count the vertex population at each magnetic field value. We observe that at0mT the distributions of vertices correspond to what is expected due to their
multiplicity value. Type 1 and type 6 vertices (𝑞 = ±4) have a population of1/16 = 0.0625. Type 2, type 4 and type 5 (𝑞 = ±2, 0) with multiplicity 4 are the
more abundant vertices with a fraction of 4/16 = 0.25. Finally, type 3 vertices
have a concentration of 2/16 = 0.125. However, by increasing the magnetic
field value, we observe that the favored vertices are the type 3 vertices. The
ones that respect a local balance of spins pointing in and out (2- in 2-out or𝑞 = 0) with the lower energy value, as shown in Figure 16 (a).
3.4 properties of artificial colloidal ice

Since an Artificial Colloidal Ice (ACI) displays geometric frustration, it could
show similar phenomena as other condensed matter systems characterized by
different length scales, including Artificial Spin Ice and rare earth pyrochlores
[8, 41, 123, 124]. However, it also exhibits different and emergent effects that
result from its mesoscopic character and that are, not present in previously
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studied frustrated spin-like systems [125, 126]. In this section, we will review
these novel properties that ACI exhibits compared to other existing geomet-
rically frustrated systems.

3.4.1 Single coordination lattices

It was theoretically predicted that, for a lattice of single coordination num-
ber, the colloidal ice and the artificial spin ice behave similarly in terms of the
fraction of vertices [126, 127]. Both systems for large interactions between the
vertex elements try to minimize the absolute value of the topological charge|𝑞|. A square lattice in its ground state is characterized by two-in two-out ver-
tices. However, thermal fluctuations can induce the emergence of excitations
in the form of defect lines that connect vertices with opposite and non zero
topological charge. Those lines of defects will try to be as short as possible,
since increasing their length requires a higher energy cost. However, their
emergence depends on how fast or slow the applied field increases. If the
field is applied too fast, there can be formation of grain boundaries, namely
defect lines that separate regions of ground state that are both energetically
low but compete with each other. This phenomenon was observed for ACI
in the square [70] and triangular lattice [128], with respectively vertices of
coordination 4 and 6 and a 2-fold degenerate ground state. In Figure 18, we
show the distribution of topological charges in a square lattice, by starting
from a random configuration and then linearly increasing the magnetic field
(i.e., interaction strength). Only intermediate and high magnetic values are
shown.
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362 x 362

Defects_1.pdf

362 x 362

Defects_2.pdf

362 x 362

Figure 18: Defects in square artificial colloidal ice (ACI) at different magnetic inter-
actions. Brownian’s dynamics of an ACI under an annealing process. In
the simulation, we linearly increase the magnetic field from 0 mT to 25
mT. Hence, we linearly increase the particle-particle dipolar interaction.
From left to right we have the resulting frames at 8 mT, 10 mT and 14 mT.
Green areas are ground state patches, whereas defects generate lines of
non ground state vertices.
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Comparison with Artificial spin ice (ASI)

In Figure 19 the ground state domains of an ASI can be observed at
several nanoisland separations, i.e., magnetic interaction energy. By
decreasing the nanoisland separation, the magnetic interaction is in-
creased, and from the images, it is observed that the ground state do-
mains’ growth, and lines of defects almost disappear. A similar trend is
followed by the ACI at different magnetic interactions. By increasing
the interaction strength, i.e., the magnitude of the perpendicular mag-
netic field value, the ground state domains grow and the lines of defects
almost disappear.

Figure 19: Defects in square artificial spin ice (ASI) at different magnetic in-
teractions. MFM images of annealed artificial square spin ice. From
left to right, the lattice constant of the ASI system is 400 nm, 360
nm and 320 nm. Hence, the magnetic interaction increases from left
to right. At higher magnetic interaction, the ground state domains
are bigger, and the density of lines of defects decreases. The image
sizes are respectively, from left to right, 20 × 20𝜇𝑚, 20 × 20𝜇𝑚 and16 × 16𝜇𝑚. Images reproduced from [59].

In addition, both square and triangular lattices in their ground state can be
entirely mapped by alternating clockwise and counterclockwise pseudospin
plaquettes around the vertices, see Figure 20, representing an alternative way
to visualize the two available ground states. Both lattices have a 2-fold de-
generate ground state: the one shown in this figure and the one obtained by
replacing blue plaquettes by red plaquettes.
The square and triangular lattices are characterized by a single coordination

with even coordination number (𝑧 = 4 square, 𝑧 = 6 triangular). In contrast,
lattices with odd coordination number, as the hexagonal (𝑧 = 3), in general,
the low-energy states do not satisfy either the ice rule, or the local charge
minimization |𝑞| = 0. Furthermore, the ground state cannot be achieved by
alternating clockwise and counterclockwise plaquettes. Duo to symmetry re-
strictions, they have to satisfy 𝑞 = ±1. Hence, low-energy vertices have to be𝑞 = +1 or 𝑞 = −1, and this is called the pseudo ice-rule (Figure 21). This gener-
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Figure 20: Alternated clockwise and counterclockwise plaquettesmapping the square
and hexagonal lattice. Both lattices have a 2-fold degenerate ground state:
the one shown in this figure and the one obtained by replacing blue pla-
quettes by red plaquettes.

ates an intrinsically extensive degeneracy, since the number of spatial charge
configurations is higher. For a honeycomb lattice, it was found via Monte
Carlo simulations that the system undergoes two consecutive second-order
phase transitions [129, 130].

Comparison with Artificial spin ice (ASI)

For a honeycomb lattice in ASI, muon spin relaxation measurements
were performed to demonstrate the presence of these transitions [61].
Only the Ice II phase, when positive and negative charges alternate, was
observed experimentally for ACI. It was shown, theoretically [127], that
the analogy between colloidal ice and the ASI system is valid for lattices
of single coordination numbers. However, other theoretical works [131]
predict different phases than the ones predicted by ASI for hexagonal
colloidal ice due to their differences in energetics and frustration [132].

In the context of single coordination lattices, we have investigated the effect
of tuning the boundaries and finite size effects on a single coordination square
lattice. These results are shown in Publication 1 (in Chapter 6, Section 6.1).
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Figure 21: (a) Vertex energy vs. vertex configuration. The energy was computed for a
magnetic field value of 10 mT perpendicular to the vertex. Below the image
we have the legend of the points with the corresponding vertex configura-
tion, multiplicity, type name and topological charge. (b) Vertex population
vs. magnetic field. The initial configuration is random, and at high mag-
netic field values, type 2 and type 3 vertices prevail.
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3.4.2 Decimated and mixed coordination lattices

When considering mixed coordination lattices, the ice rule or pseudo ice-rule
can be broken locally.

(a) (b) (c)

(d) (e)

(f) (g)

Figure 22: (a) Optical microscope image of a square artificial colloidal ice that shows
the expected antiferromagnetic ordered configuration. The blue arrows are
the spins associated to each double well trap-particle pair. (b-e) Optical
microscope images of the colloidal system at increasing decimation. (b)𝜂 = 𝑁𝑧3/𝑁𝑧4 = 0.19, 𝜖 = 𝑁𝑑/𝑁𝑣 = 0.04, (c) 𝜂 = 1.3158, 𝜖 = 0.142, (d)𝜂 = 2.3846, 𝜖 = 0.176, (e) 𝜂 = 5.2857, 𝜖 = 0.21. 𝑁𝑧3 and 𝑁𝑧4 is the number of
vertices of coordination 𝑧 = 3 and 𝑧 = 4 respectively. 𝜖 is the decimation
density. Scale bars are 20𝜇𝑚. (f) and (g) Show the comparison between ex-
periments (bullets), numerics (diamonds) and theoretical predictions (solid
lines). Vertex statistics 𝑛𝑧4,𝑞 ( 𝑛𝑧3,𝑞) at equilibrium vs. 𝜂 for the 𝑧 = 4 (𝑧 = 4)
vertices grouped by topological charge 𝑞. Modified image from [125].
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Comparison with Artificial spin ice (ASI)

Indeed, the fragile “ice manifold” of the ACI that can be easily destabi-
lized in mixed coordination lattices is particular of the colloidal system,
since in ASI systems the ice rules are rather robust against decimation
or mixed coordination lattices [64–67, 133]. This is related to the dif-
ference in alignment (and interaction) of the dipole moments. In fact,
a single vertex of an ASI can follow the two-in two-out ice rule since
it is characterized by in-plane dipoles. In contrast, a single vertex of
an ACI will not follow the ice rule, as colloids will repel due to their
out-of-plane dipoles.

It was previously reported [125] that for a colloidal ice in a decimated
square lattice, a spontaneous charge transfer and charge screening appears,
generating a net accumulation of topological charges to a certain sublattice
location. In particular, it was observed that negative charges accumulate on
the 𝑧 = 4 vertices and positive charges on the 𝑧 = 3 vertices, see Figure 22.
In this thesis, we focused on investigating the transition from two mixed

coordination geometries: the Cairo and the Shakti. These two geometries are
different but display the same topology, i.e., connectivity of the network.With
these lattices, we demonstrated that accumulation of negative (positive) charges
can occur in 𝑧 = 3 (𝑧 = 4) or vice versa. We also showed that the transfer of
topological charges between the two lattices invert, and in the point where
these charges are balanced the analogy between the colloidal ice and artificial
spin ice is restored. Results are shown in Publication 3 (Chapter 6, Section 6.3).
3.4.3 Degeneracy recovery

In magnetic materials such as 3D rare earth compounds, the magnetic mo-
ments lie on the vertex of a tetrahedron, and they have the same distance
between them. This makes the system degenerate at low temperatures and
excitations in the form of magnetic monopoles are free to move due to ther-
mal fluctuations without any energy cost. In contrast, artificial spin ice (ASI)
and colloidal ice (ACI) represent a projection on a plane of the 3D structure.
This effect has important consequences, such as the fact that the low-energy
vertices obeying the ice rule (two-in two-out) are not all energetically equiva-
lent, and the 6-fold degeneracy at one tetrahedron (vertex) level is lost in the
2D square vertex analog.
Different strategies have been developed with a colloidal ice to restore the

degeneracy of the square lattice. For example, in [134] the authors design a
sheared version of the square colloidal ice that allowed them to reduce the
energy gap between the type 3 vertex and a newly created type 4𝑎 vertex, as
shown in Figure 23. However, even making those energies comparable, not a
full degeneracy is obtained since, of all the vertex configurations that satisfy
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(d)(a) (c)

(b)

Figure 23: (a) Schematic of the result of projecting the 3D tetrahedral lattice into a
2D square lattice. (b) Types of vertices ordered in increasing energies from
left to right. The upper row indicates the energy hierarchy for a square
colloidal ice. The lower row shows the split in energy of the type 4 ver-
tices when the lattice is sheared. (c) Microscope image of the experimental
realization of the sheared colloidal ice with 𝜃 = 25◦. The scale bar is 30 𝜇𝑚.
(d) Evolution of the magnetostatic energy of the different types of a single
vertex with increasing shear angle, ranging from the unsheared square lat-
tice (𝜃 = 0◦), to the maximally sheared lattice (𝜃 = 45◦). Modified image
from [134].

the ice rules, only four of them have the same magnetostatic energy. In addi-
tion, it was observed that the presence of type 4𝑎 vertices was topologically
connected with type 2 and 5 excitations, which prevented reaching a ground
state at high interaction strength made only of type 3 and 4𝑎 vertices.
A second attempt to realize a degenerate square colloidal ice is reported in

this thesis in Publication 2 (Chapter 6, Section 6.2). In this case, the energy gap
among type 3 and 4 vertices was filled by changing two main parameters, the
volumetric magnetic susceptibility of the particles and the distances between
gravitational minima in the traps.
Besides a square lattice, extensive degeneracy can be obtained in other ge-

ometries. An example of a lattice with a degenerate ground state is the Cairo
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lattice, which is made of irregular pentagons that allow to tessellate the entire
space. In this thesis, we have investigated the low-energy state of a colloidal
ice in this geometry, and we found that it corresponds to a frustrated antifer-
rotoroid, see Publication 4 (Chapter 6, Section 6.4).
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Comparison with Artificial spin ice (ASI)

Whereas some ASI studies access full degenerate ground states [55,
135–137] in a Colloidal Ice system, it remains elusive. The two main
strategies to increase the 2-fold degeneracy to a 6-fold degeneracy at
one vertex level in a square artificial spin ice (ASI) are the following.
The first approach was to slightly vary the height of half of the permal-
loy nanoislands. By doing that, researchers were tuning the nearest-
neighbour coupling strengths between orthogonal (J1) and collinear
(J2) nanomagnets, see Figure 24 (a-c). Thus, restoring the same ener-
getic weights to all the ice rule (two-in, two-out) configurations. The
second approach to achieve this goal was to add an interaction mod-
ifier at the center of each square vertex. The researchers used slave-
mesospins in the form of discs, within which the mesospin is free to
rotate in the disc plane to tailor the strength and the ratio of the inter-
action energies, see Figure 24 (d-f).

(a) (b) (c)

(d) (e) (f)

Figure 24: (a) Schematic of artificial spin ice (ASI) in which one of the two sub-
lattices (blue) is lifted by a height offset ℎ above the other (green).
The nearest-neighbor coupling strengths between orthogonal (𝐽1)
and collinear (𝐽2) nanomagnets are indicated in red and yellow,
respectively. (b) In the upper image, an Atomic force microscopy
(AFM) image of the lattice in (a). Nanomagnets are colored in red,
and the bases are yellow. The substrate is gray. In the bottom image,
there is the magnetic force microscopy (MFM). Here, blue and red
stand for negative and positive magnetic charges, respectively. The
inset shows the typical contrast obtained on type I and II vertices.
(c) Vertex density of type i vertices (𝜌𝑖) as a function of the height
offset (ℎ). (d) representative scanning electron image (SEM). (b) Il-
lustration of square artificial spin ice with the interaction modifiers
in the center of the vertices. (f) Normalized vertex population 𝑃𝐷 as
a function of the disc diameter 𝐷. Modified image from [135, 136].
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3.4.4 Interactions between topological charges

One intriguing aspect of ACI is the interaction between topological charges.
A colloidal ice has the advantage, compared to ASI or 3D natural spin ice,
that it allows the control of the initial configuration, i.e., position of the par-
ticles, since colloids are ordered in the double wells with optical tweezers. As
a result, the interaction between two high-charge defects artificially created
was directly visualized and studied in ACI [75]. In this work, it was shown
that the interactions among topological charges generated in the ACI system
have a small Coulombic term, similar to 2D artificial spin ice systems [138–
140]. However, the attraction among topological charges was mainly due to
the existence of a strong line tension, which was measured to be one order of
magnitude larger than in an ASI (Figure 25).

Figure 25: Experimental realization of two topological charges interacting in a
ground state background and connected via a line of defects, i.e., high-
charged vertices. The color map shows the topological charge associated
with each vertex. At 0𝑠 the field was suddenly turned on perpendicular to
the sample at 25.7𝑚𝑇 . Image reproduced from [75].
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Comparison with Artificial spin ice (ASI)

In 3D magnetic materials and ASI, there are different works in this di-
rection. In 3D systems, it was experimentally shown that topological
monopols interact via a Coulombic potential [141]. In studies of 2D
ASI systems, it was observed that the interaction was also mediated by
a Coulombic potential plus a string tension between the topological de-
fects [142]. The explanation of the difference in interactions is due to
the loss of full degeneracy. In a three-dimensional magnetic spin ice, the
dipole moments arranged at a vertex of a tetrahedron have the same dis-
tance. Thus, the ground state is truly degenerate (all the two-in two-out
configurations are energetically equivalent) and follows the two-in two-
out ice rules. This allows to separate two magnetic monopoles without
implying any energy cost. This is not true for a 2D system (ASI or ACI),
where the difference in distance between the spins in a vertex makes
the ground state non-degenerate (not all the two-in two-out configura-
tions are energetically equivalent) and, as a consequence, two created
topological defects tend to combine due to the presence of a strong line
tension. Due to the difficulty of experimentally isolating only one pair
of monopoles in 2D ASI or either choosing “à la carte” the initial con-
ditions, only theoretical predictions of charge-charge interaction were
obtained.
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4
S IMULAT IONS

Numerical simulations represent an excellent tool to investigate the particle
dynamics by knowing a priori the pair interaction between them. The knowl-
edge of the forces involved in the dynamics of a real system is not trivial and
is often hidden. Hence, the combination of numerical simulations and exper-
imental data could be crucial to determining the pair interactions and inter-
preting the system dynamics. In addition, simulations are more versatile than
experiments, where we can choose parameters, initial conditions, and other
quantities “à la carte”. For instance, in numerical simulations, we can adjust
the magnetic volume susceptibility of the paramagnetic colloids to any de-
sired value, 𝜒 , which is not trivial to achieve experimentally, since it depends
on the particular batch of particles.

4.1 brownian dynamics simulations

In this work, we used Brownian dynamics to investigate the colloidal dynam-
ics in a particle ice. Since colloids obey the classical laws, we integrate the
equation of motion given by second Newton’s equation. This is described by
the second-order differential equation:

𝑚𝑖�̈�𝐢 = 𝐅viscous𝑖 + 𝐅dd𝑖 + 𝐅trap𝑖 + 𝜼 (34)

Where 𝜂 is a random force that describes thermal fluctuations characterized
by a zero mean ⟨𝜼⟩ = 0 and ⟨𝜼(𝑡)𝜼(𝑡 ′)⟩ = 2𝑘𝐵𝑇 𝛾(𝑡 − 𝑡 ′). Here, 𝐫𝐢 is the position
of particle i of mass m. The rest of the forces follow the expressions:

𝐅viscous𝑖 = −𝛾�̇�𝑖 (35)

𝐅viscous𝑖 is the viscous force generated by the surrounding fluid and is pro-
portional to the velocity �̇�𝑖 of the colloid and 𝛾 , the drag coefficient. 𝛾 mea-
sures how strongly the surrounding fluid resists the motion of the particle
and depends on the shape, size, and viscosity of the fluid. It can be derived
experimentally by computing the mean square displacement and using the
Stokes-Einstein relationship Section 3.1.1 [143].

𝐅dd𝑖 = 3𝜇𝑜4𝜋 ∑𝑗≠𝑖
𝐦2𝑟𝑖𝑗|𝑟𝑖𝑗 |4 (36)
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The dipolar force, 𝐅dd𝑖 , appears when amagnetic field induces a net magneti-
zation and hence a dipolar moment in the paramagnetic particles. As the mag-
netic dipolar moments will point along the same direction as the applied mag-
netic field, thosemomentswill be parallel, and the interactionwill be isotropic,
repulsive, and inversely proportional to the cube of the distance between par-
ticles, 𝐫𝑖𝑗 , see Section 3.2. 𝐦 = 𝑉𝜒𝐁/𝜇0 is the magnetic moment induced in
the paramagnetic particles by the magnetic field 𝐁, 𝜇0 = 4𝜋 × 10−7𝐻/𝑚, 𝜒
is the magnetic susceptibility, 𝑉 is the particle volume. 𝑟𝑖𝑗 = (𝑟𝑖 − 𝑟𝑗 )/|𝑟𝑖 − 𝑟𝑗 |
is the unit vector connecting two colloids and 𝑟𝑖𝑗 the distance between their
centers, see Figure 26 (a).

Figure 26: (a) Schematic of the magnetic dipole-dipole interaction induced by a mag-
netic field 𝐻 applied in the 𝑧 direction. 𝑚 is the magnetic dipolar moment
of the colloidal particle, and 𝑟𝑖𝑗 is the distance between particles. (b) Scheme
of a colloidal particle inside a bistable gravitational trap. The vector r con-
nects the center of the double well trap with the center of the particle. 𝑑 is
the distance between gravitational minima.

𝐅trap𝑖 = −𝑒⟂𝑘trap𝑟⟂ + 𝑒∥
⎧⎪⎪⎨⎪⎪⎩
𝑘hill𝑟∥ ||𝑟∥|| ≤ 𝑑2𝑘trap (||𝑟∥|| − 𝑑2) sign (𝑟∥) ||𝑟∥|| > 𝑑2

(37)

The 𝐅trap𝑖 is the force which mimic the micropatterned substrate. Such force
is described in the following way: along the parallel axis, as a spring force
with a positive and repulsive value for the hill region, and with a negative
and attractive value within the gravitational minima. In the perpendicular
direction, the force is negative and attractive.
The vector 𝐫 goes from the trap to the particle center, 𝑟∥ and 𝑟⟂ are the

parallel and perpendicular components of the vector joining the two stable
positions of the trap, separated by a distance 𝑑. 𝑒∥ and 𝑒⟂ are the unit vectors
along the parallel and perpendicular directions and 𝑘trap and 𝑘hill are respec-
tively the stiffness that keeps the particle confined in the trap and the one that
prevents the particle to be in the middle.
Since the particle dynamics occur effectively at low Reynolds number,𝑅𝑒 ≪1, where 𝑅𝑒 = Inertial forces

Viscous forces , the term on the right in Equation 34 can be ne-
glected, and we obtain the overdamped Langevin equation:

𝛾�̇�𝑖 = 𝐅dd𝑖 + 𝐅trap𝑖 + 𝜂 (38)
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We integrated this equation and used an Euler scheme to compute the tra-
jectories of N particles. We used a custom version of LAMMPS (Large-scale
Atomic/Molecular Massively Parallel Simulator) and a custom-made python
program to write the input parameters and to analyze the output data.

4.1.1 Workflow

LAMMPS is a classical molecular dynamics simulation software designed to
run efficiently on parallel computers. It was a cooperative project between
the Sandia USA national laboratories and three different companies. It is an
open-source software, distributed freely under the terms of the GNU Public
License Version 2 (GPLv2). Due to its open-source nature, LAMMPS is contin-
uously modified and enlarged. In fact, the 95 % of its source code results from
contributions [144]. However, modifying LAMMPS is not an easy task. Only
introducing one new parameter through the input data file involves modify-
ing at least six classes. After modifying LAMMPS one needs to compile the
packages to build the new LAMMPS version. In this thesis, we used a modi-
fied and compiled version (.exe) of LAMMPS already used in previous works
[70, 75]. What we modified during my thesis were the input data files for the
compiled version of LAMMPS and the routes to analyze the desired quantities
from the data. Figure 27 shows a typical workflow.

LAMMPS 
input data 

files

LAMMPS 
output data 

files

Python 
program
(Initial 

conditions and 
parameters) 

Python program 
(Data analysis)

LAMMPS 
executable

C++ 
packages

Compiler

Figure 27: Typical workflow used in this thesis to perform Brownian dynamics and
analyze the simulated data.

This .exe program will need a determined input data file to compute the de-
sired simulation. After the integration procedure, the LAMMPS program will
create the output files with the desired data. The input files are generated by
using a custom-made Python program. During this procedure, we define the
units, the system size, boundary conditions, lattice geometry and simulation
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parameters such as, time step, initial positions, colloidal properties, etc. Fi-
nally, the output data files are read with a python script and special functions
were created to analyze the trajectories and measure different order param-
eters such as spin directions, topological charges, and correlations between
these quantities.

4.1.2 Input parameters

To generate a colloidal ice, one must first design its underlying lattice and
choose the corresponding unit cell. The lattices that we used in this thesis are
the square, the shakti, the cairo and amixed coordination geometries between
the last two [76, 145–147]. Once the type of lattice to be used is established,
we must fill it with traps and with colloids. The colloidal particles are charac-
terized by the following parameters:

• Radius of the particles, in 𝜇𝑚. (10 𝜇𝑚 in [76, 146, 147], 2 𝜇𝑚 in [145])

• Volumetric magnetic susceptibility, dimensionless (𝜒 ).
• Diffusion coefficient, in 𝜇𝑚2/𝑠.
• Density, in 𝑘𝑔/𝑚3

One can also use particles characterized by different physical properties
and combine them, as in ref [145]. Increasing the temperature will increase
the diffusion coefficient, due to the stronger thermal fluctuations. On the other
hand, at parity of the applied field, increasing the magnetic susceptibility of
the particles increases the dipole-dipole interactions between them, reducing
the effect of such fluctuations.
After prescribing the properties of the colloidal particles, we have to define

the gravitational bistable traps where the colloids will be located. The traps
are characterized by the following parameters:

• 𝑑, distance among gravitational minima, in 𝜇𝑚.
• ℎℎ𝑖𝑙𝑙 energy barrier, in 𝑝𝑁 ⋅ 𝑛𝑚.
• 𝑘𝑡𝑟𝑎𝑝 stiffness, in 𝑝𝑁/𝑛𝑚.
ℎℎ𝑖𝑙𝑙 defines the energy barrier that colloids need to overcome to switch

from one stable position to the other. It is related to 𝑘ℎ𝑖𝑙𝑙 thought 𝑘ℎ𝑖𝑙𝑙 =8ℎℎ𝑖𝑙𝑙/𝑑2. 𝑘𝑡𝑟𝑎𝑝 prevents the colloids from escaping from the double well, by
generating a restoring force that pushes the particles toward one of the two
potential wells.
If several species of colloids and traps are defined, it is necessary to specify

their positions in the lattice. For instance, in [145] we combine two particles
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characterized by different values of their magnetic susceptibility in a square
lattice.
The properties used for the simulation are:

• Temperature of the bath, in 𝐾 .
• Magnetic field applied along the experiment, in 𝑚𝑇
• Cut off of the dipolar interaction, in 𝜇𝑚
• Boundary type

• Time step, in 𝑠
• Total time, in 𝑠

The magnetic field applied can be static or time dependent.

4.1.3 Analyzing output trajectories

The usual procedure to simulate an ACI was to initialize a colloidal ice with
a random initial configuration and apply a linearly increasing magnetic field
along the perpendicular direction. Integrating the equation of motion, we can
compute the position of the particles at each magnetic field value and observe
the evolution of the system from a disordered state to a low-energy and more
ordered state.

(a) (b) (c) (d)

Figure 28: Inferring vertex topological charge. (a) Particles position in the double-well
traps. (b) Square lattice and vertex positions (black dots) (c) Pseudospins
(d) Topological charge of each vertex. Blue dots are 𝑞 = −2 charge (type 2
vertices), red dots are 𝑞 = +2 (type 5 vertices) and arrows indicate 𝑞 = 0
(type 4 vertices).

Once we have the computed trajectories, we characterize the system by cal-
culating the pseudo-spin associatedwith each colloid. By knowing the particle
position and the underlying lattice geometry, we can reconstruct the graph
shown in Figure 28. The direction of the edges of the graph will be defined by
the underlined lattice, and the sense of the edge will be obtained by the posi-
tion of the colloid in the trap. In this graph, the nodes will be the vertices of
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the colloidal ice (black dots, Figure 28 (b)). And each vertex will have a topo-
logical charge associated with it and an energy value. The topological charge
is defined as the number of pseudospins pointing into the vertex minus the
number of spins pointing out to the vertex, and for a square lattice, it can take
values of 𝑞 = 0, ±2, ±4. The energy of each vertex will be obtained by com-
puting the sum of the dipolar interactions of all the colloids belonging to the
vertex. In Figure 29, all the possible vertices for a square lattice are presented
with the corresponding topological charge, energy, and degeneracy.

Figure 29: Energy vertex hierarchy in a square lattice. From left to right, the total
magnetostatic energy of the vertex increases. All the 24 = 16 possible ver-
tex configurations are shown with the associated topological charge value,
name and multiplicity, in parentheses.

The first type of analysis performed using the particle position was to iden-
tify the fraction of vertices corresponding to a given topological charge. In-
deed, we have measured how this fraction varies as a function of the applied
magnetic field, which controls the interaction strength between particles. Fur-
ther analysis of the system was done by measuring different quantities as the
spatial distribution of topological charges in Publication 1 (Section 6.1). In a
following work, we have calculated correlation functions between chirality
values as in Publication 4 (Section 6.4), spin overlap order parameter to mea-
sure return point memory effect in Publication 2 (Section 6.2).



5
EXPER IMEN TS

In this chapter, we describe the experimental techniques used in this thesis. In
particular, we used lithographic microfabrication techniques to generate lat-
tices of topographic double wells. Holographic optical tweezers (HOT) to con-
trol the position of the magnetic particle within the double well. Microscopy
techniques to visualize the particle dynamics and magnetic coils to apply
fields that induce and control the pair-dipolar interactions between magnetic
particles.

5.1 magnetoptic experimental set up

5.1.1 Optical tweezers

The optical tweezers represent versatile scientific tools that can be used in
a wide range of applications. They have been successfully used in the past
in cell biology [148–150], colloidal science [151–153], lab-on-a-chip devices
[154–156] and many others applications[157]. In this thesis, we used optical
tweezers as a tool to distribute the particles in the double wells of the colloidal
ice. The main operating principle of optical tweezers is the fact that a beam of
light which carries momentum is scattered by an object. In this process, the
beam momentum can change direction and by conservation of momentum, it
exerts a resultant force acting on a dielectric object. If we imagine a beam of
light that collides perpendicularly to a mirror, all the beam will be reflected,
generating a resultant force [158–160]:

𝐅reflection = 2𝑃𝑐 �̂� (39)

This is the maximum force that can be generated by a laser beam of power
P. Here, c is the speed of light in vacuum, and �̂� the unit vector indicating the
original direction of motion of the photon.With these assumptions, if we have
a laser beam power of 45 mW (typical operational power inside the sample
during this work) we obtain a maximum force of 3 × 10−10 N or equivalently300 piconewtons. Even though this force is small, comparable to the forces
that we use in our daily life, it is relevant at the 𝜇𝑚 length scale. Cells, bacteria,
or colloids deal with forces that are in this range. Of course, the above case
is an idealization. In most of the cases, we have non-normal incidence and
non-planar surfaces that will complicate the overall picture and reduce the
applied force.

57
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(a) (b)

Figure 30: (a) Schematic of the origin of the forces 𝐹gradient and 𝐹scattering for a high
diffracting index sphere subjected to a Gaussian laser beam. (b) Diagram
showing the ray optics of a spherical particle trapped inwater by the highly
convergent light of a single-beam gradient force trap. Images reproduced
from [158, 160].

During the experimental demonstration of this radiation pressure, another
force, not considered until that moment, was observed. Indeed, once an ob-
ject is irradiated by light, it also tries to be in the highest intensity regions.
As shown in Figure 30 (a), we can understand the origin of this force if we
consider a high refractive index sphere with a diameter larger than the light
wavelength, and placed off axis in a focused Gaussian beam. In the ray optics
approximation, we can draw two rays, “a” and “b”, hitting the sphere symmet-
rically from its center. These two rays will refract through the particle, gen-
erating the forces 𝐹𝑎 and 𝐹𝑏, that point along the direction of the momentum
change. The force 𝐹𝑎 is higher than 𝐹𝑏 because the intensity in “a” is higher
than in “b”. If we now consider all the rays that impinge on the particle, we
will obtain a resultant force with two components, 𝐹scattering and 𝐹gradient. The𝐹scattering, called the scattering force component, points in the direction of the
incident light. 𝐹gradient called the gradient component because it is caused by
the gradient in light intensity points transversely towards the high intensity
region of the beam. In Figure 30 (b) we have a particle in a stable position,
generated by the balance between the 𝐹scattering and 𝐹gradient. Stable trapping
requires the axial gradient force to dominate, and is achieved when the beam
diverges rapidly away from the focal point. Stable trapping of colloidal micro-
spheres requires high numerical aperture microscope objective to focalize the
light beam.
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5.1.2 Holographic optical tweezers

We used Holographic Optical Tweezers (HOTs), which are characterized by a
computer-controlled diffracting optical element (DOE) to tune the laser beam
properties. This computer controlled DOE, is generated by using a Spatial
Light Modulator (SLM). This device has the capability of dynamically shaping
trapping patterns, which allows us to tailor the gradient forces and the scatter-
ing forces and hence change the incoming beam of light [161–164]. The SLM
is a reflective phase modulator that allows changes in the amplitude or phase
of the light that is reflected from it with high spatial resolution. The working
principle consists of applying a voltage to reorient a liquid crystal (LC), a bire-
fringent material with an anisotropic refractive index. By biasing individual
pixels, the LC orientation can be locally modified, creating a refractive index
landscape that translates into different local phase retardation experienced by
the incoming light field [165], see Figure 31. In the SLM used in this work, we
have 792 × 600 pixels of pitch 20 𝜇𝑚.

Figure 31: Schematic of the working principle of a Spatial Light Modulator (SLM).
Image reproduced from [166].

In the optical setup the SLM is placed in the back focal plane of the mi-
croscope objective. In this way, a plane wave which is characterized by an
electric field 𝐸beam(𝑥, 𝑦) = 𝐴(𝑥, 𝑦) exp(𝑖𝜓) and a constant phase is projected
onto the SLM. After being reflected by the SLM screen, the wave acquires
a phase modulation 𝜙(𝑥, 𝑦) which encodes the desired pattern. The electric
field 𝐸𝐟(𝑥, 𝑦) at the image plane, which in this case is the focal plane inside
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the sample, is related to the electric field 𝐸𝑆𝐿𝑀(𝑥, 𝑦) in the plane of the SLM
by the generalized Fourier transform :

𝐸𝐟(𝑥, 𝑦) = 𝑒2𝑖𝑘0𝑓𝑖𝜆0𝑓 4𝜋2𝐸𝐒𝐋𝐌(𝑓𝑥 , 𝑓𝑦) (40)

Hence, the field at a certain position in the focal plane is proportional to
the amplitude of an input spatial frequency in the SLM plane. In this way,
we can create individual traps by modulating the phase with specific spatial
frequencies.

Figure 32: Holograms used to displace the laser beam from the center to the right (a),
in the upper direction (b) and along a diagonal direction (c).

Thus, given a desired intensity distribution in the front focal plane, by tak-
ing its inverse Fourier transformwe can determine the appropriate phasemod-
ulation, called hologram, to place on the SLM. However, in many situations
the result is a hologram that modulates both the phase and the amplitude. Am-
plitude modulation would remove power from the beam, directing light away
from the desired traps and into ghosts and other undesired artifacts, gener-
ating a reduction of trapping efficiency. As a result, it is more convenient to
employ a hologram which control only the phase, called kinoform, or at least
to reduce as much as possible the loss of intensity power using alternative
methods. For example, if we desire to have only one optical trap that canmove
along the 𝑥 , 𝑦 and 𝑧 directions we can employ the grating and lenses method,
that is computationally very fast [167]. An example of the holograms obtained
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with this method is shown in Figure 32. If, instead, a more sophisticated in-
tensity profile is needed in the focal plane, there are other approaches. Some
of them are the Gerchberg-Saxon algorithm [168] and the adaptive-additive al-
gorithm, that uses iterative computational methods to obtain the optimized
hologram.

5.1.3 Experimental setup

(a)

(b)(c)

(d)

(e)

(f) (g)
(h)

(i) (j)

(k)(l)

(n)

(o)

(p)
(q)

(r)

(s)

(m)

Figure 33: Setup showing the different optical elements. (a) optical fiber (b)(c) mirror,
(d) lens of focal 𝑓 = −75𝑚𝑚, (e) lens 𝑓 = 175𝑚𝑚, (f)(g) mirror, (h) Spacial
Light Modulator (SLM), (i) lens 𝑓 = 500𝑚𝑚, (j)(k) mirror, (l) diaphragm,
(m) mirror, (n) lens 𝑓 = 750𝑚𝑚 , (o)(p) mirror, (q) dichroic beamsplitter, (r)
CCD camera and (s) copper coils and microscope objective.

Figure 33, displays an image of the experimental set-up, and Figure 34 a
diagram of the path of the laser beam through all the optical elements. Each
element is labelled with a Latin letter. In (a), we have an optical fiber from a
butterfly laser diode (𝜆 = 976 nm, Power = 300 mW, BL976-SAG300 Thorlabs).
Elements (b) and (c) are mirrors (BB1 E03, Thorlabs) used to align the laser
beam before the telescope, composed of lenses (d) and (e). In optical systems,
two mirrors are usually placed before an optical element. This procedure fa-
cilitates the alignment task and allows us to control the laser beam direction.
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Figure 34: Schematic diagram showing the optical path of the HOT.

Then, before each lens or any other crucial optical element, we placed twomir-
rors of the same characteristics as the previous ones. By including the first tele-
scope, we changed the laser beam size to fill the objective back aperture and to
generate a robust optical trap. In (h), we have the SLM (Hamamatsu X10468-
03). We control the SLM through computer-generated holograms, which are
produced with a custom-made Python and LabView programs. After the SLM,
we have another telescope, composed of lenses (i) and (n) to conjugate the
SLM plane at the back focal plane of the microscope objective. This configu-
ration takes the name of the 4f (2 lenses) optical tweezers configuration [169,
170]. In the middle of this second telescope, we find a pinhole (l) that allows us
to work in an off-axis configuration, by adding a blazed grating to the phase
mask, as the one in Figure 32 (a). With this configuration, only the first order
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diffracted light is used for imaging, whereas the other diffraction orders of
the SLM are physically blocked by (l). With mirrors (o) and (p), we change the
z-plane of the modified laser beam to fit within the rear port of an inverted op-
tical microscope (TiU, Nikon). Here, the laser is separated by a dichroic beam
splitter such that it reaches the chamber while a fraction of light that is used to
observe the sample reaches the Complementary Metal-Oxide-Semiconductor
(CMOS) camera, (r). The used objective was a 40× oil immersion (Nikon, NA =
1.3), (s). The strategy used to move the optical trap through the field of view of
the optical microscope is by moving the sample stage. This was achieved with
a High-Speed Motorized XY Scanning Stages (Thorlabs) and a joystick (Thor-
labs) connected to a controller (apt Brushiess Servo Controller, Thorlabs), see
Figure 35.

(a) (b)

z

x

y

Figure 35: (a) Sample stage (b) Zoom of the microscope objective and coupled copper
coil.

The complete diagram of the HOT experimental set up and the ray’s dia-
gram is shown in Figure 34
Finally, we shape the laser beam profile to mimic a ring with a diameter

similar to that of the particle. This was done to obtain a stable optical trap and
to reduce the heating of the surrounding fluid due to the absorption of light
from the magnetic nanodomains of the particles [171]. In Figure 36, we show
a particle in an initial position Figure 36 (a) and in the final position Figure 36
(b), after 28 𝑠, being moved by a ring of light shown also in Figure 36 (b).
5.1.4 Magnetic fields

The external field is applied with a custom-made copper coil with the main
axis aligned with the z-axis; see Figure 35 (b). To control and increase the mag-
netic field strength, we control the applied voltage. To achieve that, we use a
power amplifier (BOP-20 10M, KEPCO) connected to a National Instruments
card managed through a custom-made LabView program. With this configu-
ration, we can reach magnetic field values that rangse from 0 mT to 20 mT.
The coil was placed as near as possible to the sample to optimize the field
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(a) (b)

0 s 28 s

Figure 36: Optical microscope images of a (a) Free particle at 0 s. (b) New position of
the particle, after 28 s. The particle has been transported along a distance
of a few 𝜇𝑚 and then released to visualize the light ring next to the trapped
particle (yellow circumference). The blue line correspondswith the particle
trajectory. Scale bar is 20𝜇𝑚

strength. We calibrated the magnetic field with a Teslameter (FM 205, Pro-
jekt Elektronik GmbH) before each experiment. To avoid heating problems
because of the high currents applied, a piece of aluminum is placed in contact
with the coil, to reduce temperature and dissipate heat.

5.2 microfabrication

The first step in the microfabrication protocol is the design of the photomask.
The photomask will contain the design of the lattice of double wells of the col-
loidal ice. We used a Cr photomask (resolution limit ≈ 1𝜇𝑚, [172]), and design
the microfeatures with AutoCAD (Adobe). The realization of the photomask
and subsequent lithographic procedures are performed in a cleanroom. Typ-
ically, cleanrooms are classified depending on the number of airborne parti-
cles per 𝑚3. The one that we used to build our colloidal ice present 10.000
particles/𝑚3. The monitored environmental conditions are pressure, humid-
ity, and temperature. In the used cleanroom, the temperature is kept between
20 ºC and 22 ºC, humidity between 45%𝐻𝑅 − 55%𝐻𝑅 and a pressure gradi-
ent is created to bring impurities and contaminants outside the cleanroom.
The used microfabrication technique is photolithography, which is a multi-
step technique where light generates micropatterns within a polymer layer
[173]. The building material is a photoresist. There are mainly two types of
resists: positive and negative. The classification depends on the effect of light
on the molecular structure of the resist. Exposed positive resists become sol-
uble to photoresist developer, and exposed negative resists become insoluble
to photoresist developeras, see Figure 37.
When I started my Ph.D., the microfabrication protocol used to build the

microstructures, was based on a positive photoresist built directly on the top
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Figure 37: (a) Positive and (b) negative resist during exposure and development [174].

of a cover glass. However, it was difficult to work with the resulting sample.
A frequent problem was that even before starting the experiments, colloids
were irreversible stuck in the microstructure. After trying to avoid this phe-
nomenon unsuccessfully, by coating the magnetic colloids or the substrate,
we decided to improve and change the protocol to have a more stable and
re-usable structure. We make a summary of those fabrication methods from
the AZ1512 HS (Microchem) positive resist built directly on a thin glass slide,
used in Publication 1 (Section 6.1) to the SU-8 3005 (Microchem) fabrication
on a Si wafer for then generating PDMS replica, used in Publications 3 and 4
(Section 6.3 and Section 6.4).

This work was developed in the MicroFabSpace cleanroom at the Insti-
tute for Bioengineering of Catalonia (IBEC). I used the following equipment:
a Direct Write Laser (Heidelberg Instruments, DWL 66FS) to generate the
Chromium masks, a hot plate (P selecta, Plactronic), a Mask aligner (SÜSS
Microtec, MJB4) and (Kloé S.A., UV-KUB3) to expose the photoresists, Oven
(P Selecta), Spin coater (Laurell Tech., WS-650MZ 23NPP/lite and WS-400A
6TFM/lite), Plasma cleaner (Harrick, PCD-022-CE).

5.2.1 AZ1512 HS resist

AZ1512 HS is a commercially available positive photoresist. It is part of the
AZ Series that allows to realize films having a range of thickness from 0.5𝜇𝑚 to 6 𝜇𝑚. The main difference with other protocols used in this thesis is
the fact that we build the structure directly on the top of a coverglass of 24
x 50 mm size and 0.13 – 0.16 mm thick (Menzel-gläser). This methodology
reduces the number of steps to obtain one sample since it is directly built
on the final substrate. On the other hand, the lifetime and reproducibility of



66 experiments

the microstructures are consequently reduced. As mentioned, repeating the
protocol can generate slight changes due to fluctuations in temperature or
humidity. The used protocol was explained in detail in Appendix A.

(a) (b)

(c) (d)

Figure 38: AZ1512 HS microstructure on top a coverglass. Scale bar is 20 𝜇𝑚 in (a)
and 40 𝜇𝑚 in (b),(c) and (d).

In this protocol, we used a TI primer (Microchem), an adhesion promoter,
that improves resist adhesion on the substrate and AZ 726 MIF (Microchem)
a tetranethyl-ammonium hydroxide (TMAH) based photoresist developer.
We obtained satisfactory results, as shows Figure 38, and we used this pro-

tocol to realize the experiments in [76], where we study the finite size effects
and the dynamics of a colloidal ice by fixing the boundary conditions. The
protocol was changed to reduce the size of the double wells to use smaller
paramagnetic colloids. With this technique, we realized a colloidal ice where
the role of thermal fluctuations are relevant, see Appendix C.
To further miniaturize the sample, the AZ resist on top of a cover glass

is not the best choice. This type of resist, even under optimal working con-
ditions, does not generate straight vertical profiles; see Figure 39. The best
you can achieve under this condition is an overcut profile of 85◦, critical on
a small structure. In addition, by building a structure on the top of a rectan-
gular coverglass, one could provoke further problems such as a severe edge
bead, an accumulation of photoresist in the borders of the substrate, which
will generate a non-desired mask-resist gap during exposure [172, 175]. In
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Figure 39: Schematic diagram showing the types of profiles that can be achieved dur-
ing a microfabrication process.

addition, we have also back scattering reflections due to light that can also
cross the transparent coverglass and re-enter the substrate from the backside
[176]. Both phenomena generate exposure of non-desired areas and then a
lower feature resolution. Figure 40 shows samples where these results have
produced patterns of blurred double wells.

(a) (b)

(c) (d)

Figure 40: SEM images of AZ1512 HS photoresist on top a coverglass. The effects of
backscattered light fromUV exposure and edge bead can be observed. Here,
lattices are not well-defined due to UV light exposition of non-desired ar-
eas. (a) and (d) are results of the transfer of patterns from a mask that was
originally with a square lattice. (b) and (c) of honeycomb lattices.

These drawbacks were solved using different fabrication protocols.
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5.2.2 SU-8 resist and PDMS replica

SU-8 is a negative photoresist extensively used in the literature [177–180]. It
is an excellent choice to build high aspect ratio microstructures, up to 1:100
[172]. Protocols based on the use of SU-8 photoresist can be used to produce
films of thickness ranging from a few micrometers up to 250 𝜇𝑚 in height.
To further increase the structure’s thickness, one can add more layers. In con-
trast, to reduce the SU-8 thickness, one can dilute with solvents to reduce
viscosity [173, 181]. Typically, SU-8 microstructures are built on top of a sili-
con wafer, which increases the adhesion and reduces the back scattered light
during light exposure. Thus, one can avoid poor adhesion problems and en-
hance the lithography resolution. In this thesis, we used the SU-8 patterns as
a PDMS mold. The SU-8 microstructure is not used as the final substrate, in-
stead, it is an intermediate step in the fabrication process. To optically access
the sample, we need to have a thin PDMS layer, due to the small working dis-
tance of the microscope objective (≈ 170 𝜇𝑚) and to avoid beam absorption.
Hence, PDMS was not directly poured on the structure, as done in most SU-8
protocols where the PDMS thickness can be as high as few mm [182, 183],
but instead, it was spin-coat at high RPM to obtain a thin layer, with a film
thickness of ≈ 13𝜇𝑚. The protocol used in Publications 3 and 4 (Section 6.3
and Section 6.4) is also explained in more details in Appendix B.

(a) (b)

Figure 41: Peeling off procedure. In (a) is shown the glass on the top of the PDMS layer
and the SU-8 structure, and in (b) the glass and the PDMS after peeling off.

The materials used in this protocol are silicon wafer, 100 mm of diame-
ter (Siegert wafer), SU-8 3005 (Microchem), silicon elastomer (SYLGARD𝑇𝑀
184 Silicon Elastomer Base) and silicon elastomer curing agent (SYLGARD𝑇𝑀
184 Silicon Elastomer Curing Agent) and the propylene-glycol monomethyl
ether acetate developer (Sigma Aldrich). With this protocol, we realized the
lithographic structures shown in fig Figure 42. Hence, by changing the pro-
tocol used in previous works [70, 75, 76, 128, 134] we were able to obtain
chemically stable, long-lasting and reusable microstructures. The problem of
having irreversibly attached particles to the substrate was solved, the ability
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(a) (b)

Figure 42: PDMS double well microstructures on the top of coverglass. A square lat-
tice is shown in (a) while (b) shows a cairo lattice. The Scale bar is 50 𝜇𝑚
long.

to replicate the sample reduces sample preparation time once the SU-8 mas-
ter is fabricated, and the possibility of washing the sample extends its useful
lifetime.

5.3 sample preparation

Once the micropatterned substrate was built, we prepared the colloidal sus-
pension to place on top of it. We mainly used two sizes of paramagnetic col-
loidal particles. The 10.4 𝜇𝑚 diameter microparticles (Sigma Aldrich, 49664),
used in works Publications 1, 3 and 4 (Section 6.1, Section 6.3 and Section 6.4)
and the 2.8 𝜇𝑚 diameter microparticles (Dynabeads M-270, Dynal) used in the
project illustrated in Appendix C. Moreover, these two types of particles have
different magnetic susceptibilities and surface properties. While, the 2.8 𝜇𝑚
sized particles are chemically stable, since they are functionalized with sur-
face carboxylic acid groups. The 10.4 𝜇𝑚 diameter microparticles need to be
pretreated, to avoid the particle-particle aggregation, and to better stabilize
them close to the substrate.
The 10.4 𝜇𝑚 particles were stabilized with a surfactant, which promotes the

adhesion of hydrophobic-hydrofilic molecules to the surface of the particles
and then enhances particle-particle repulsion and particle-substrate repulsion
[184]. The used surfactant was the Sodium dodecyl sulfate (SDS), and the con-
centration used in deionized water is about 0.1 %. Then, we place the colloidal
suspension in a rotor, with an angular speed 𝜔 = 5𝑅𝑃𝑀 , inside a fridge for at
least four hours.
Finally, the colloidal ice was realized by depositing a drop of the colloidal

suspension above the topographic substrate and seal the sample using a cover-
glass and a glue (silicon paste, geneframe®, parafilm®...) to avoid drainage or
evaporation. Using this protocol, the sample could be stable up to one week.
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5.4 data analysis

After all these preparation steps, we have a closed cell with the colloidal parti-
cles dispersed in water and floating above the microstructure. We used optical
tweezers to fill the bistable gravitational traps one by one and obtain an initial
random distribution of particles similar to themicroscope image shown in Fig-
ure 43. The initial positions of the colloids are chosen randomly according to
a random number generator, and thereafter, we start recording a video while
we apply a magnetic field ramp. The particles, thus, move within the traps due
to repulsive dipolar interaction with their neighbours, and acquire positions
which minimize the local magnetostatic energy configuration. To analyze the
experimental data, we extract the position of the colloidal particles from the
recorded videos using a version of the tracking code developed by John C.
Crocker and David G. Grier [185]. Further, we use a custom-made python pro-
gram to calculate the vertex configuration, following the procedure detailed
in Section 4.1.3 and similar custom programs are used to calculate different
statistical quantities.

Figure 43: Optical microscope image showing the realization of a Cairo artificial col-
loidal ice sampe. Scale bar is 40 𝜇𝑚.



Part V

RE SULT S





6
P UBL ICAT IONS

6.1 publication 1

Topological boundary constraints in Artificial

Colloidal Ice

Carolina Rodríguez-Gallo1,2, Antonio Ortiz-Ambriz1,3 and Pietro
Tierno1,2,3

Physical Review Letters 126, (2021) 188001

1 Departament de Física de la Matèria Condensada, Universitat de Barcelona,
08028, Barcelona, Spain2 Universitat de Barcelona Institute of Complex Systems (UBICS),

Universitat de Barcelona, 08028, Barcelona, Spain3 Institut de Nanociència i Nanotecnologia (IN2UB), Universitat de
Barcelona, 08028, Barcelona, Spain

73



Topological Boundary Constraints in Artificial Colloidal Ice

Carolina Rodríguez-Gallo ,1,2 Antonio Ortiz-Ambriz ,1,3,* and Pietro Tierno 1,2,3
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The effect of boundaries and how these can be used to influence the bulk behavior in geometrically
frustrated systems are both long-standing puzzles, often relegated to a secondary role. Here, we use
numerical simulations and “proof of concept” experiments to demonstrate that boundaries can be
engineered to control the bulk behavior in a colloidal artificial ice. We show that an antiferromagnetic
frontier forces the system to rapidly reach the ground state (GS), as opposed to the commonly implemented
open or periodic boundary conditions. We also show that strategically placing defects at the corners
generates novel bistable states, or topological strings, which result from competing GS regions in the bulk.
Our results could be generalized to other frustrated micro- and nanostructures where boundary conditions
may be engineered with lithographic techniques.

DOI: 10.1103/PhysRevLett.126.188001

In the thermodynamic limit, the bulk properties of a
statistical ensemble are no longer influenced by its boun-
daries. However, in frustrated spin systems, the boundaries
can induce configurations that propagate far into the bulk
[1,2]. Among several examples of frustrated systems in
nature, the most representative one is spin ice [3–5], which
can be considered the magnetic “analog” of the water ice
[6]. Artificial spin ice systems (ASIs) based on lithographic
engineering recently emerged as a versatile experimental
platform to investigate geometric frustration effects [7]. An
ASI is composed by a lattice of nanoscale ferromagnetic
islands, arranged to induce frustration [8–10]. In contrast to
natural magnets, an ASI allows one to directly visualize the
spin arrangement, a feature that has been used to investigate
the effect of disorder [11–13], thermalization [14,15], and
degeneracy in many geometries [16–20]. Alternative real-
izations include arrays of nanowires [21], patterned super-
conductors [22,23], macroscopic magnets [24], Skyrmions
in liquid crystals [25,26], superconducting qubits [27], and
colloidal particles in bistable potentials [28].
In such systems, the presence of disorder or a finite

temperature often prevents them from reaching the ground
state (GS), and, instead, they fall to a metastable state
containing defects in the form of charged vertices. These
defects can be characterized by a topological charge Q and
have a topological nature, since they can be destroyed only
when annihilating with other defects of opposite charge. In
the GS, the vertices satisfy the ice rule that prescribes a
minimization of the local charge, Q ¼ 0. While much
attention has been placed on how temperature or external
fields drive a system toward its GS, the role of boundaries
in finite systems has been often overlooked. This is
of especial importance when dealing with interacting

magnetic systems where the interaction energies are gov-
erned by long-range dipolar forces.
Here, we show how boundaries can be engineered to

control the bulk behavior and the formation of topological
states such as point defects and topological domain walls
spanning the bulk. We demonstrate this concept with an
artificial colloidal ice, a system that recently emerged as a
microscale soft-matter analog to ASI [29]. Colloidal ice
consists of an ensemble of paramagnetic colloids two-
dimensionally (2D) confined by gravity in topographic
double wells, where the particles may sit in two stable
positions and an external magnetic field B induces repul-
sive dipolar interactions [Fig. 1(a)]. One can assign a vector
(analogous to a spin) to each well such that it points toward
the vertex’s center (spin in) or away from it (spin out); see
Fig. 1. When arranged in a square lattice, one can classify
six possible vertex types, each of them with an associated
topological charge Q ¼ 2n − cN , where n is the number of
particles in and cN the lattice coordination number. For the
square, it is cN ¼ 4. Thus, vertices of type III and type IV
haveQ ¼ 0 and fulfill the ice rule, and type III gives rise to
the GS. Topological defects are charged vertices with
Q ≠ 0 or closed loops of type-IV vertices [Fig. 1(e)].

To simulate colloidal ice, we perform Brownian dynam-
ics, carefully parametrized to mimic the experiments [28].
We consider a 2D array of double wells, each filled by one
paramagnetic colloid of diameter d ¼ 10.3 μm and mag-
netic volume susceptibility χ ¼ 0.048. The overdamped
equation of motion for one colloid at position ri is

γ
dri
dt

¼ FT
i þ Fdd

i þ η; ð1Þ
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where γ ¼ 0.032 pN s μm−1 and FT
i is the force from the

double well which is modeled as a bistable harmonic
potential; more details are in the Supplemental Material [30].
The dipolar force acting on particle i due to the neighboring
colloids is Fdd

i ¼ ð3μ0=4πÞ
P

j≠iðm2r̂ij=jrijj4Þ, where
m ¼ χVB=ðμ0Þ is the dipolemoment induced by the external
field B, μ0¼4π×10−7 H=m, and r̂ij ¼ ðri − rjÞ=jri − rjj.
To consider long-range dipolar interactions between the
particles, we apply a large cutoff of 200 μm. Finally, η
represents a random force due to thermal fluctuation,
with zero mean, hηi ¼ 0 and delta correlated, hηðtÞηðt0Þi ¼
2kBTγδðt − t0Þ, with a temperature T ¼ 300 K. Simulations
are performed for different system sizes, ranging from
L ¼ 3 to L ¼ 40, where L is the number of vertices
along the side. We increase B linearly up to B ¼ 25 mT,
at a rate 0.03125 mT=s. For B ¼ 25 mT, the pair potential
between two particles in the closest (farthest) place of two
doublewells isU ¼ 1176kBT (U ¼ 115kBT).Our strategy to
fix the boundary consists in placing a particle in a single
harmonic well at a location such that it corresponds to a spin
pointing in or out.

We consider four different situations: two fixed boun-
dary conditions, namely, antiferromagnetic (AFM) and
domain wall (DW), illustrated in Fig. 1(b). In AFM
boundaries, colloids are placed alternately pointing in
and out. However, flipping a subset of the colloids in an
AFM boundary can create defects that are topologically
constrained to the inner region, as illustrated in Fig. 1(d).
This is the basis of the Gauss’ law analog introduced in
Ref. [27] for a qubit system. As constructed, the AFM state
has a neutral charge at the boundaries. This charge neutral-
ity is broken when a spin is changed from out to in and two
defects are created on the AFM state. With this strategy, we
introduce in Fig. 1(d) the antiferromagnetic domain wall
(AFMDW), where we mix AFM boundaries with DW
corners. This configuration produces different behavior
with system size L. With L even, two corners point in, two
point out, and the charge isQ ¼ 0. Instead, with L odd, the
four corners point either in or out, and a total charge
Q ¼ �4 is locked inside the bulk. Furthermore, we also ran
simulations with periodic boundaries, that are similar to
previous simulations on particle-based ice [31,32], and with
open boundaries, which represent the experiments with no
fixed particles [Fig. 1(c)].
To show how borders can be manipulated in experi-

ments, we realize a square colloidal ice with antiferromag-
netic domain walls. The system setup has been described in
Ref. [33]. Here, we modify the boundaries of an isotropic
lattice by adding nonmagnetic silica particles to the
corresponding double wells. The silica particles induce
local jamming, fixing the paramagnetic particle to a stable
location, as shown below.
We start by showing in Fig. 2(a) how the four different

boundary conditions influence the bulk behavior in terms
of the fractions of type-III vertices (top) and of the average
vertex charge (bottom). Both the open and DW frontiers
show very similar trends, failing to reach the GS for all
sizes. For these type of boundaries, the system accumulates
charged defects at the boundaries, which are all negative
for open boundaries and positive (negative) for inward-
pointing (outward-pointing) spins in the DW. Only open
boundaries allow the appearance of a net nonzero topo-
logical charge, which converges to a size-dependent neg-
ative value at high field, as shown in the bottom in Fig. 2(a).
This effect can be appreciated also from the time evolution
of the system in Fig. 2(b) and in Video S1 [30]. Above
B ¼ 16.6 mT, all the borders exhibit particles displaced
toward the outer region (spins out), a radial polarization
effect predicted in Ref. [34]. Such an effect arises since
the analogy between spin and colloidal ice is broken near
the boundaries due to the repulsive interactions between the
particles, while in ASIs nanoislands interact due to in-plane
dipolar forces. In contrast, periodic, AFM, and DW satisfy
the conservation of topological chargeQ for all field values
and system sizes. As shown in Fig. 2(b) and Videos S2
and S3 [30], we find that a system with periodic or DW

AFM

AFMDW

(b)

(d)

(a)

(e)

(c)

FIG. 1. (a)–(e) Different schematics showing (a) the double-
well geometry with paramagnetic colloids and the method of
fixing the boundaries by using a single well; (b),(c) the three basic
types of boundary conditions, antiferromagnetic (AFM), domain
wall (DW), and (c) open boundaries; and (d) AFMDW bounda-
ries designed with defects which can carry a net charge (Q ¼ 4,
left) or can be neutral (Q ¼ 0, right). The shaded region indicates
boundaries which topologically protect the enclosed charge.
(e) Different vertex types with their effective normalized ener-
getic weight (bottom) and topological charge (side). Vertices are
ordered by increasing energetic ratio respect to type III. The
associated spins are shown on the type-III vertex.
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boundaries induces the formation of system-spanning
domain walls, not allowed by the AFM (Video S4 [30]).
These defect lines are very difficult to erase by increasing B
further, as they require the simultaneous flipping of large
GS regions in the bulk. In a system with periodic
boundaries, the parity of the domain walls is also topo-
logically protected: When the boundaries are of even size
(L ∈ 2Zþ), defect lines can appear only in pairs. In
contrast, for odd values of L, at least one defect line is
always present. This effect appears also in Fig. 2(c), where
the periodic boundaries exhibit a zigzag trend: Odd lengths
have an excess of type-IV vertices, which become less
relevant as the boundary to bulk ratio becomes smaller. In
contrast, we found that AFM boundaries can equilibrate to
the GS faster and at lower fields, since they restrict the
phase space as predicted in Ref. [1]. The kinetics of the
defects is analyzed in Fig. 2(d) for AFM boundaries and
compared to the periodic case. Both display coarsening
dynamics with a power law scaling. This behavior can be
also appreciated from the time evolution of the type-III
domains in Fig. 2(e). Initially, both systems create similar
domain structures, but, while a system with periodic
boundaries falls to a metastable state with several smaller
domains, the AFM creates a single loop of defects that
continuously shrink, giving rise to the GS.
We now explore the behavior when boundaries are fixed

in the AFMDW state. Figure 3 shows a system with
Q ¼ −4, where, if the energy of the type-IV vertices were

similar to that of type III, the charge would be contained in
a single type-I vertex, with four lines of type IV connecting
it to the corners. However, due to line tension, as the
applied field increases, it becomes more stable to break up
the excess of charges and distribute them along two lines
connecting the four corners. This leads to a symmetry
breaking, where the system must choose whether to arrange
the two connecting lines horizontally [state 0 in the left of
Fig. 3(a) and Video S5 [30]] or vertically (state 1 in the right
of Fig. 3(a) and Video S6[30]). We quantify this bistability
using the order parameterΦ ¼ hjs · êxj − js · êyji, where s is
a sum over the vectors associated to charged vertices and
h� � �i is an average calculated over all vertices. By definition,
Φ acquires a positive (negative) value for defects arranged in
the state 0 (state 1) [Fig. 3(b)]. As shown in Fig. 3(c), we
observe a bifurcation starting fromB ∼ 5.6 mT. The process
of choosing one of these two states develops via a coarsening
of small type-III domains and consequent reduction of the
highly charged defects until three main domains are formed
at B ∼ 9.4 mT. From here, the rest of the process consists
of pulling, through line tension, the defect line toward
the edges.
Another type of AFMDW boundary condition can be

imposed by introducing only two defects in opposite corners.
This constraint creates two equal and incompatible type-III
regions that meet along the diagonal and are separated by a
string of type-IV vertices. The corresponding evolution from
a disordered state is shown in Figs. 4(a) and 4(b) and in

(a)

(c)

(b)

(e)

(d)

FIG. 2. (a) Fraction of type-III vertices (top) and average vertex charge (bottom) for different system sizes (numbers) and type of
boundaries (symbols). (b) Maps of defects for different types of boundaries. The colored circles indicate charges, while colorless arrows
indicate type-IV defects. The system width is L ¼ 20 vertices. (c) Fraction of vertices at the maximum field (B ¼ 25 mT) versus system
size, for open (solid lines) and periodic (dotted lines) boundaries. (d) Number of defects Ndef vs time for the AFM and periodic case; the
line denotes t−2 scaling. (e) Type-III domain area AD vs time for AFM (top) and periodic (bottom).
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Video S7 [30]. In the simulations, after B ∼ 5 mT, the
system nucleates two type-III regions which coarsen to the
two final domains at B ¼ 25 mT. The final straightening
process of the topological string results from line tension, as
also confirmed by experiments [Fig. 4(b)]. However, we find
that this defect line is not always completely stretched, and
defects might appear in the form of small distortions
connected by a string of type-IV vertices, parallel and
pointing along the opposite direction from the main defect
line (Fig. S1 [30]). We capture this effect by measuring in
Fig. 4(c) the distribution of the number of defects. As the
field increases, the system gets rid of all non-type-III
vertices, until it reaches a steady state close to the topo-
logically protected minimum number of defects, which is
equal to L [dotted white line in Fig. 4(c)]. Nevertheless, the
inset shows that such a minimum value is not reached by
many of the realizations, since many systems fall to a state
with a small number of defects distributed along the domain
wall and deviating from the diagonal.

In conclusion, we show how to engineer different
boundary conditions to control the bulk behavior in a
geometrically frustrated soft-matter system. We demon-
strate this concept with an artificial colloidal ice combining
numerical simulation and experimental realizations.
Topological defects placed at the boundaries propagate
inside the bulk, forming bistable states with symmetry
breaking or topologically protected strings. The fact that
the observed phenomena display a topologically protected
nature suggests that they could be observed on other
systems such as nanomagnetic artificial ice. This could
be tested experimentally, for example, by using lithography
to design smaller and compact islands such as ferro-
magnetic cubes [35], cylinders [36], or disks [37] at the
system edges to impose a desired bulk configuration. From
the technological perspective, writing or erasing defect
lines in the GS region can be used to freeze information into
the system by applying a bias during the equilibration
process [38].

(b)

(d)

(a)

(c)

FIG. 3. (a) Schematics showing two states that appear after
application of the field when using the AFMDW configuration.
Here, topological charges can be connected either horizontally
(right) or vertically (left). (b) Bifurcation of the order parameter
observed for N ¼ 100 simulations. (c) Color map showing the
field-induced symmetry breaking where the system chooses the
state 0. (d) Experimental observation of the first type of defect
pattern; the second one is in Supplemental Material [30]. The
enlargement shows the trap jammed by silica particles. The scale
bar is 20 μm, and red (blue) dots indicate positive (negative) Q.

(a)

(b)

(c)

FIG. 4. (a) Color map illustrating the time evolution of the
topological line connecting two edge defects in the AFMDW
configuration. (b) Experimental realization of the line of defects
using the AFMDW configuration. The scale bar is 20 μm. (c) The
probability of finding a specific number of defects in a system, as
a function of the field. The dotted line indicates the system’s
width (L ¼ 14). The inset shows an enlargement of the central
portion of the curve.
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SIMULATIONS

In our numerical simulations, we consider a double well
topographic trap as a piecewise harmonic bistable poten-
tial. The force FT

i due to this well acting on a colloid i
is given by:

Fi =− ê⊥ktrapr⊥+

ê‖

{
khillr‖

∣∣r‖∣∣ ≤ d
2

ktrap
(
d
2 − ∣∣r‖∣∣) sign (r‖) ∣∣r‖∣∣ > d

2

(1)

where r‖ and r⊥ are components of the vector r respec-
tively parallel and perpendicular to the vector joining the
two stable positions of the trap, which are separated by
a distance d. The vector r goes from the trap to the par-
ticle centre. The stiffness ktrap = 6 · 10−4 pN/nm keeps
the particle confined to the elongated region around the
center of the trap, and khill = 5 · 10−6 pN/nm creates a
potential hill that pushes the particles away towards one
of the bistable regions. We note that the ratio khill/ktrap
was chosen to match the experimental system. However,
we believe that increasing ktrap will not significantly af-
fect our main results.

0.0 mT 1.8 mT 3.6 mT 5.3 mT

7.1 mT 8.9 mT 10.7 mT 24.9 mT

FIG. 1. Evolution of the spatial distribution of defects in
a simulation with AFDW boundary conditions, and Q=0.
In this case, the line separating both domains has a pair of
charged defects connected by a parallel line of Type IV ver-
tices.

∗ aortiza@fmc.ub.edu

To complete the results reported in the main test, we
shown in Fig 1 of this Supporting information a system
with AFDW boundaries where the line fails to reach the
fully stretched configuration.

EXPERIMENTS

We provide further details on the experimental system
to realize the square colloidal ice with fixed boundary
conditions.

Microstructured lithography

We use a lithographic process to realize the bistable
gravitational traps. The structures are built on a cov-
erglass (Menzel-gläser, 24 × 50 mm size) that is previ-
ously cleaned using water, alcohol, acetone and finally
isopropanol. After the cleaning process, the cover glasses
are blown with N2 until dry and free of dust. Then, the
cover glasses are dehydrated in a hot plate at 120 ◦C
for 10 min and spin coated with an adhesion promoter
TI Prime (MicroChem) which is baked for 2min at 120
◦C. Subsequently, we spin coat the substrate with a pho-
toresist AZ1512 HS (MicroChem) during 5s at 500rpm
and after that, 30s at 1000 rpm. Before exposure to UV
light, we perform a soft bake process by placing the resist
in a hot plate for 3min at 95 ◦C to evaporate the sol-
vent and reduce the shear-stress introduced during the
spin coat process. The desired structure is transferred
from a Cr mask, fabricated by Direct Write Lithography
(DWL66, Heidelberg Instruments Mikrotechnik GmbH),
with a λ = 405nm diode laser working at a 5.7mm2/min
writing speed. The Cr mask is aligned with the covered
substrate, and then exposed to UV light at 21mW/cm2

(UV-NIL, SUSS Microtech) for 3.5 seconds. After that,
the microfeatures are developed by submerging the sam-
ple for 7s in a developer solution (AZ726MIF).

Sample preparation

To avoid sticking between the particles and the sub-
strate we performed the following procedure. First, we
prepare a solution of 0.9g of sodium dodecyl sulfate (SDS,



2

Sigma-Aldrich) in 0.1l ultrapure water (Direct-Q, Merk
Millipore). We then add to 1000μL of this solution, 10μl
of 10μm paramagnetic polystyrene particles doped with
iron oxide (49664 Sigma-Aldrich) and 10μl of 6μm sil-
ica particles (Microparticles GmbH, SiO2 Research par-
ticles). The latter non magnetic particles are used to
fix the position of the magnetic particles at the bound-
aries. Before use, the suspension was keep in a rotor
(Mini LabRoller) until the ionic surfactant (SDS) is ad-
sorbed on the particle surface: at least 4h. We also func-
tionalize the surface of the microstructured lithography
using layered polyelectrolites, according to the protocol
described in the supporting information of Ref. [1]. The
protocol consists of a layer-by-layer adsorption technique
in order to give a net charge to the substrate. We pre-
pare two stock solutions containing, respectively, 0.375g
of polyallilamide hydrochloride (PAH Sigma Aldrich), in
75ml of high deionized water (MilliQ system, Millipoire)
and the second with 0.375g of polysodium styrene sul-
fonate (PSS Sigma Aldrich) in 75ml of high deionized
water. Then, we add 2.19g of NaCl to both solutions
to facilitate the adhesion of the polymer to the photore-
sist. The structures are submerged in the PAH solution
for 30 min, then washed with high deionized water be-
fore submerging it in the PSS solution for 30 min. This
procedure is repeated three times, so each sample has a
layer-by-layer deposition process of 3h. Finally, a drop of
the colloidal suspension is sandwiched between the func-
tionalized lithography and another cleaned coverslip and
sealed with a silicon paste (Thorlabs) to slow down the
drying process, and the absorption of CO2. A sample
built by this method is stable for about a week.

Experimental procedures

The sample is located on an inverted microscope
(TiU,Nikon) equipped with an oil immersion 40× objec-
tive (Numerical aperture 1.4, Nikon). We use a long-pass
color filter (FEL0500, Thorlabs) to prevent the sample
from exposure to the UV light. Before the experimental
realization we wait a few minutes until particles sediment
on the microstructured lithography due to density mis-
match.

We use optical tweezers to place the colloidal particles
(magnetic and non-magnetic) one by one a in a bistable
gravitational trap. The initial particle configuration
within a double well is chosen at random using a random
number generator. The optical tweezers are realized
by expanding the beam of a butterfly laser diode (λ =
976nm, 300mW, operated at 70mW, BL976-SAG300
Thorlabs), introducing it through the epi-illumination
module of the microscope, through a dichroic mirror
(FF825-SD01-25x36x2.0, Semrock) and into the ob-
servation objective. Due to the magnetite doping, the
paramagnetic colloidal particles can absorb the focused

FIG. 2. Experimental observation of the state 1. Scale bar is
20μm.

light of the laser, and create convective flows that desta-
bilize the trap. This is normally addressed by keeping
the laser power very low, and to a lesser extent by
modifying the beam profile using an SLM ( Hamamatsu
X10468-03). To fix the magnetic particle position at
the boundaries we block one bistable position in the
gravitational trap by filling one of the gravitational
minima with three non magnetic silica particles having
6μm diameter.

The magnetic dipolar interactions are induced by an
external magnetic field, generated with a single coil lo-
cated below the sample. The coil is connected to a power
amplifier (BOP-20 10M, KEPCO), which is controlled
through a digital analogue card (NI 9269) and a custom
made LabVIEW program. The sample is located perpen-
dicularly to the coil axis, therefore the field has a compo-
nent only along this direction (z-axis). We increase the
magnetic interaction by raising the field at a slow ramp
of 0.03125mT/s and record the particle trajectories us-
ing a digital camera (MQ013CG-E2,Ximea) working at
30fps.
In Fig. 2 we show an experimental realization of the

bistable state reported in Fig.3 of the main text, but
where the system chose the state 1 in the symmetry
breaking process.

VIDEOS

VideoS1: Simulation of a system with open boundary
conditions.

VideoS2: Simulation of a system with periodic bound-
ary conditions.

VideoS3: Simulation of a system with Domain Wall
(DW) boundary conditions.

VideoS4: Simulation of a system with Antiferromag-
netic (AF) boundary conditions.

VideoS5: Experimental system with AFDW boundaries
with four defects(

∑
Q = −4), falling to a state 0.

VideoS6: Experimental system with AFDW boundaries
with four defects (

∑
Q = −4), falling to a state 1.
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VideoS7: Experimental system with AFDW boundaries
with two defects (

∑
Q = 0).

[1] A. Ortiz-Ambriz and P. Tierno, Nat. Commun. 7, 10575
(2016).
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We use numerical simulations to investigate the low-energy states of a bidisperse colloidal ice, realized by
confining two types of magnetic particles into double wells of different lengths. For this system, theoretical
calculations predict a highly degenerate ground state where all the vertices with zero topological charge have
equal energy. When raising the applied field, we find a re-entrant transition where the system passes from the
initial disordered state to a low-energy one and then back to disorder for large interaction strengths. The transition
is due to the particle localization on top of the central hill of the double wells, as revealed from the position
distributions. When we decrease the applied field, the system displays hysteresis in the fraction of low-energy
vertices, and a small return point memory by cycling the applied field.

DOI: 10.1103/PhysRevResearch.3.043023

I. INTRODUCTION

Geometrically frustrated systems, such as water ice Ih [1,2]
and magnetic spin ice materials [3–8], feature a degenerate
ground state (GS) at low temperature. Such degeneracy pro-
duces novel physical phenomena, including a residual entropy
and dipolar spin-spin correlations, and has attracted much
attention by the scientific community both in natural and
artificial systems [9–16].
In spin ice materials, the dipole moments carried out by

rare-earth ions sit on a lattice of corner-sharing tetrahedra.
At each vertex, these spins have equal distances, and at low
temperature they tend to follow the “ice rules” [17], where
two spins point towards the center of the tetrahedron and two
away from it. The multiple configurations of these low-energy
states give rise to the GS degeneracy. However, when the spin
lattice is projected onto a two dimensional (2D) plane, as in
lithographically designed artificial spin ice systems (ASIs)
[18–22], some features may be lost due to the reduced di-
mensionality [23]. In a square ASI, the distance between the
ferromagnetic islands at each vertex is not the same, since
opposing spins are separated by greater distances than adja-
cent ones, and the corresponding interaction energies are not
equivalent. As a result, the degeneracy is lost, and the GS
becomes an antiferromagnetic order filled only by one type of
vertices (type 3, see Fig. 1). A way to recover the GS degen-
eracy in such systems was suggested by Möller and Moessner
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[24], based on the idea of introducing a height displacement
between the ferromagnetic islands. Changing the elevation of
only two of the four nanoislands at each vertex effectively
relieves degeneracy, but it requires a complex nanofabrication
procedure, as demonstrated recently [25]. Another possibility
relies on the use of bicomponent systems [26,27], charac-
terized by ferromagnetic nanoislands with different size and
distances, and thus interaction strengths.
The artificial colloidal ice is an alternative soft matter

system to investigate the complex physics emerging from
geometric frustration, by using confined colloids as analog
of interacting spins [28–36]. For lattices characterized by a
single coordination number cN , it was shown both by the-
ory [37] and experiments [38] that the collective interactions
between the particles lead to similar vertex energetics than
ASIs. Thus the square colloidal ice, similar to the square ASI,
also has its GS degeneracy lifted. However, the flexibility of
the colloidal system in changing the structure and tuning the
pair interactions enables us to search for alternative solutions
to this problem.
Here we use numerical simulations to explore the low-

energy states and the degeneracy of a bidisperse colloidal ice,
composed of two populations of particles and double wells.
We choose to explore this particular geometric arrangement
since single vertex calculations of the magnetic interactions
between the particles predict a degenerate GS, where all
vertices that satisfy the ice rule have equal energy. We find
that, by raising the interaction strength, the fraction of GS
vertices first increases but later decreases reaching again a
disordered state. We thus uncover a novel re-entrant effect
which distinguishes the colloidal system with mobile particles
from the ASI [39], and where the applied field can be used to
disorder the system by raising its amplitude. This effect can
be used to induces hysteresis in the fraction of GS vertices.
We note that memory effects in colloidal [40] and artificial
[41,42] spin ice systems have been reported in a few works,
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FIG. 1. (a) Schematic (not on a scale) showing a colloidal ice
made of a square lattice of double wells, each filled with one param-
agnetic colloidal particle. The vectors within the particles denote the
magnetic moments m induced by the external field B. (b) Different
types of vertices in the square colloidal ice with their associated
topological charge Q. The ratio between the magnetostatic energy
of one vertex u and that of the type 3 (u3) is illustrated at the bottom.
(c) Average fraction of vertices φ for the square colloidal ice vs the
applied magnetic field B.

however those systems where driven by an in plane field
rather than having tunable repulsive interactions induced by
a perpendicular field.

II. NUMERICAL SIMULATIONS

We perform Brownian dynamics simulations of a 2D lattice
of double wells, with lattice constant a = 33μm and each
well featuring a central hill [43,44]. For the monodisperse case
(Fig. 1) the traps have length l1 = 23μm and they contain
one paramagnetic colloid of diameter d = 2μm and magnetic
volume susceptibility χ1 = 0.5. On the other hand, for the
binary mixture we keep the values χ1 and l1 for half of the
particles and traps while, for the rest we use χ2 = 0.0675 and
l2 = 30.356μm and keep constant the particle diameter d . In
both cases, for each particle i at position ri we integrate the
overdamped equation of motion:

γ
dri
dt

= Fddi + FTi + η, (1)

where γ = 0.032 pN sμm−1 is the viscous drag. The first
term on the right-hand side of Eq. (1) is given by, Fddi =
3μ0
4π

∑
j �=i

mi·m j
|ri j |4 r̂i j , where mi = χiVB/μ0 is the induced mo-

ment from the applied field B, V = πd3/6 the particle
volume, μ0 = 4π × 10−7 H/m the magnetic permeability of
the medium and r̂i j = (ri − r j )/|ri − r j | is the relative posi-
tion unit vector between two particles (i, j). The second term
in Eq. (1) is the force FTi that acts on a colloid i due to the
potential well, and it is given by

F i = − ê⊥ktrapr⊥

+ ê‖

{khillr‖ |r‖| � d
2

ktrap
(

λ
2 − |r‖|

)
sign(r‖) |r‖| > d

2
, (2)

where r‖ and r⊥ are components of a vector r parallel
and perpendicular resp. to the line of length λ that joins
the two minima in the double well. The stiffness ktrap =
6× 10−4 pN/nm keeps the particle confined to the elon-
gated region around the center of the trap, and khill = 5×
10−6 pN/nm creates a potential hill that pushes the parti-
cles away towards one of the two potential wells. Finally,
η represents a random force due to thermal fluctuation,
with zero mean, 〈η〉 = 0 and delta correlated, 〈η(t )η(t ′)〉 =
2kBT γ δ(t − t ′). Here, T = 300 K is the ambient temperature.
The simulations are performed using a constant time step

of 10 ms. We use always a square sample with a number of
vertices on each side equal to N = 20, except for the calcula-
tions in Fig. 2(b) where we vary N ∈ [1, 40]. We increase B
linearly up to B = 300mT, at a rate of αB = 0.035 mT/s for
the initial simulations, and later change the rate when inves-
tigating hysteresis effects. Finally, we neglect hydrodynamic
and electrostatic interactions between the particles since in the
experiments such interactions are screened by the topographic
double wells.

III. THE MONODISPERSE COLLOIDAL ICE

The essential features of the colloidal ice are shown in
the schematic in Fig. 1(a). It is composed of a square lattice
of double wells, each filled by one paramagnetic colloidal
particle that is confined due to gravity. An external magnetic
field B perpendicular to the particle plane induces in each
particle a dipole momentmi ∼ χiB, and pair of particles (i, j)
located at a distance r = |ri − r j | experience a repulsive dipo-
lar interaction:

u = μ0

4π
mi ·m j

r3
, (3)

which depends on both, the field amplitude and particle sus-
ceptibility. Thus particles located in close traps on the same
vertex will repel each other, but the interaction strength is such
that while they can cross the central hill, they cannot leave
the double well. Geometric frustration in the system arises
from the arrangement of the double wells, that do not allow
the simultaneous minimization of all pairwise interactions.
The mapping between the colloidal and spin ice systems

can be done by assigning a pseudospin to each double well,
such that it points where the particle is located [28]. As shown
in Fig. 1(b), this mapping allows to construct a set of vertex
rules, and for the square lattice, six energetic configuration of
the particles are possible. Also, to each vertex one can assign a
topological charge Q = 2n− cN [45], where n is the number
of pseudo spins that point toward the vertex center, and cN
the coordination number of the lattice, which for the square is
cN = 4. In this formalism, the vertices that satisfy the ice rules
are those which cancel the topological charge, Q = 0, i.e., the
type 3 and type 4, while low (type 1 withQ = −4, type 2 with
Q = −2) and high (type 6 withQ = +4, type 5 withQ = +2)
energetic vertices break the ice rule and represent topological
defects. The topological nature of such defects arises from the
fact that they can disappear only when annihilating with other
defects of opposite charge, for example type 2 with −2 and
so on.
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FIG. 2. (a) Comparison between one vertex in the monodisperse (left) and in the bidisperse (right) colloidal ice. In the latter case, the
particles have different magnetic susceptibilities (χ1 > χ2) and distances (d1 > d2) at the vertex. (b) Energetic splitting of different types of
vertices in the bidisperse ice. (c) Vertex energy ū vs magnetic susceptibility χ2 for the bidisperse system with particles subjected to an applied
field of amplitude B = 13 mT. For χ2 = 0.067, the energies ū5a ≈ ū5b, ū5a/ū5b = 0.99 and ū3a = ū3b = ū4. (d) Mean vertex energy 〈ū〉/N vs
total number of vertices N for a system composed of type 3 (squares) and type 4 (circles). Inset shows the energy difference (〈ū4〉 − 〈ū3〉)/N
vs N .

In Fig. 1(c), we show the simulation results for a square
lattice composed of N = 20 vertices per side, and plot the
fraction φ of different vertex types versus the amplitude of the
applied field.We find that for the monodisperse ice, the system
displays a clear tendency to follow the ice rules (Q = 0) at
high interaction strength, and it reaches a GS filled only by
type 3 vertices for B > 115 mT. This is also in agreement
with the energy hierarchy showed in Fig. 1(b), and a similar
situation is observed for artificial spin ice systems, where the
GS is characterized by type 3 vertices that form local loop
configurations with alternating chirality [46–49]. As a result,
the degeneracy is lost, and the GS has a twofold antiferromag-
netic order.

IV. THE BIDISPERSE COLLOIDAL ICE

To recover degeneracy, we designed a colloidal ice char-
acterized by two types of traps and double wells such that
the energetic weight of vertices of type 3 and 4 are the
same. The idea is illustrated in Fig. 2(a), where we use
two types of particles characterised by two different mag-
netic susceptibilities (χ1, χ2) and, thus, two different induced
moments (m1,m2) under the same applied field. On each ver-
tex, the particles with lower magnetic susceptibility (χ2) are
placed inside longer double wells (length l2) that are located
closer, i.e., at a distance d2 < d1. Instead the double wells
occupied by the particles with larger magnetic susceptibility

(χ1 > χ2) are located far away when pointing toward the
vertex (distance d1).
For arbitrary values of susceptibilities and trap lengths,

this conformation breaks the symmetry, and splits the vertex
energy as shown in Fig. 2(b): type 2 gives rise to 2a and 2b,
type 3 to 3a and 3b, and type 5 to 5a and 5b. To engineer a
degenerate vertex hierarchy, we fix the values (l1, χ1) and a,
and we solve the system of equations,

ū4(χ2, l2) = ū3a(χ2, l2) = ū3b(χ2, l2), (4)

being ū = ∑
u the sum of the dipolar interactions between

the vertex elements [Eq. (3)], where (l2, χ2) are used as free
parameters. The solution ensures that the pair interactions
between opposing and adjacent particles at a vertex are the
same and thus also the energetic weight of the type 3a, 3b and
type 4, Fig. 2(c).
The previous calculations are performed on individual ver-

tices, but do not reflect the collective nature of the colloidal
ice and the fact that the paramagnetic colloids interact beyond
the nearest neighbor level. To take into account these effects,
we consider a lattice made of N vertices with fixed particles
arranged to create a state with only type 3 or type 4. In these
two configurations, we calculate the mean energy per vertex,
〈u〉/N , to distinguish whether these two configurations are
energetically equivalent. As shown in Fig. 2(d), the vertex
energy grows with system size reaching a constant value of
∼69kBT for N > 1500 vertices. However, the energetic dif-
ference between the types 4 and 3 is non zero, but it raises to
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FIG. 3. Average fraction of vertices for different field values
for the bidisperse square ice. The results from the simulations are
averaged over 10 realizations.

∼0.4kBT, as seen in the Fig. 2(d). This effect results from
the collective interactions between the particles, that lower
the energy of the type 3 vertices with respect to the type 4.
Thus, at high interaction strength, the bidisperse colloidal ice
is expected to reach a GS filled only by type 3.
To confirm this hypothesis, we run numerical simulations

of the bidisperse system, see Fig. 3. Instead, we find that
even though the fraction of type 3 vertices first raises rapidly
from φ = 0.1 to φ = 0.5 at B ∼ 100 mT, above B ∼ 110 mT,

it starts decreasing until it reaches a relative low value of
φ = 0.2 even for the highest applied field of B ∼ 300 mT.
Further, also the type 4 vertices first decrease from φ = 0.25
to φ = 0.13, but later increase again to recover almost their

initial disordered value of φ ∼ 0.25. Interestingly, inter-
mediate energy vertices with charge Q = ±2, which are
topologically bound, appear with nearly the same probability
as the ice rule vertices. This is in contrast with high and
low charge (Q = ±4) vertices, which completely disappear al-
ready above B = 30 mT, as in previous observations with the
monodisperse systems (Fig. 1 and Ref [43]). In addition, this
transition occurs at a similar magnetic field value when the
monodisperse system reaches the GS, Fig. 1(c).
To understand this re-entrant behavior, we have analysed

the distribution of particles positions within the double wells,
shown in Fig. 4(b), where representative snapshots of the sim-
ulation system are shown for different values of B in Fig. 4(a).
For low field, both types of particles remain confined within
one of the two wells, and this behavior lasts until B ∼ 80 mT.
However, above this value we observe that the particles with
high magnetic susceptibility and located in the short traps tend
to localize close to the central hill rather than away from it,
Fig. 4(b) second column. This effect is remarkable, and it
raises much more the energy of the type 4, decreasing their
statistical fraction within the ensemble. Above B > 110 mT
the induced dipolar interactions are so strong that they force
also the localization of the particles with smaller magnetic
susceptibility close to the central hill, Fig. 4(b) third column.
This localization becomes more pronounced at higher field
strength as shown by the narrow particle distribution around
the central hill for B = 200 mT. The system thus tends to
disorder back to its initial configuration, with the only dif-
ference being the absence of type 1 and 6 vertices that causes
an increase in the final fraction of type 3, while type 2 and 5
reaches practically the same initial value of φ.
The discovered re-entrant behavior is rather robust, as it

was observed for a wide range of field rate αB. By lowering

FIG. 4. (a) Snapshots of the numerical simulations of the bidisperse ice taken at B = 0 (first image), 85 (second) 120 (third), and 200 mT
(fourth). The particles are indicated by the black disks on the square lattice, while the vertex defects are large blue (type 1, Q = −4), small
blue (type 2, Q = −2), small red (type 5, Q = +2), and large red (type 6, Q = +4) disks. The green disks denote vertices which fulfill the GS
(Q = 0). (b) Corresponding histograms of the particle positions in long horizontal traps (first row) and short vertical traps (second row) for the
three field values.
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FIG. 5. (a) Average fraction φ of type 3 vertices vs applied field
B obtained up to B = 200 mT (red and blue circles), and lowering
back to B = 0 mT (green and purple triangles) at two different rates.
(b) Hysteresis area A vs rate αB of the applied field. Inset shows the
same plot in the log-log scale. (c) Spin overlap order parameter qs vs
number of cycles calculated from a minor loop centered at the peak
of the type 3 vertex fraction.

αB, the fraction of type 3 vertices display a maximum at
lower field amplitude and later reaches higher fraction φ,
whereas increasing the rate causes this re-entrant phenomenon
to occur later in time. In the latter case, the system does not
have time to reorganize into low-energy state, and the frac-
tion of type 3 vertices decreases rapidly. However, the final
vertex count remains the same regardless of the field change
rate. Thus this phenomenon represents an alternative way to
disorder the system by raising now the applied field, rather
than resetting the colloidal ice by repeating the experiment
and recollocating the particles randomly within the double
wells.
We now explore the presence of hysteresis and memory in

our system when cycling B. We measure this effect by con-
sidering the fraction GS vertices (type 3) and how it changes
by first increasing and then decreasing the applied field. Some
representative results are shown in Fig. 5(a) for different rates
αB. In general, we find that when the field is cycled sufficiently
fast (αB > 0.5mTs−1) the fraction φ tends to retrace itself and
there is a small detectable hysteresis. In contrast, for smaller
rates (αB < 0.1 mT s−1), the difference between both curves is
significant as shown in Fig. 5(a). To better understand the rate
dependent behavior, we plot in Fig. 5(b), such difference A be-
tween the area of the two curves versus the magnetic field rate
αB. Effectively, we find that the behavior is power law with
an exponent ∼−0.1 [inset Fig. 5(b)], while A→ 0 starting
from αB ∼ 0.25 mT s−1. This rate dependent behavior is the
opposite than the one observed for other bistable systems, like

ferromagnets, where the area of the hysteresis loop increases
with the rate of the field switching [50–52].
Another phenomenon that could arise in our system is

the presence of return point memory, namely the possibility
that our bidisperse colloidal ice could reproduce a microstate,
i.e., a given particle configuration, when the field is cycled
after the first minor loop. To quantify this effect, we follow
previous works on colloidal [40] and artificial spin ice [42],
and calculate the spin overlap order parameter defined as [53]
qs = 1

N
∑
i s
(n)
i s

(n−1)
i . Form the colloidal position, we asso-

ciate an effective spin s to each of the bistable traps composing
the lattice. Thus s(n)i represents the magnetic moment asso-
ciated to a bistable trap after a minor loop (n), while s(n−1)i
is calculated one minor loop earlier. This order parameter
quantifies the presence of reproducible particle microstates
(qs = 1) after a certain number of minor loops starting from
a virgin curve. In contrast, qs = 0 indicates the total absence
of correlation between the configuration of two subsequent
loops n and n− 1. As shown in Fig. 5(c), the spin overlap
parameter has two dramatically different behaviours as the
magnetic ramp rate αB is changed. For αB < 0.7 mTs−1 the
overlap increases, without reaching the fully reversible state
(qs = 1) after 7 minor loops. As the field rate increases, the
overlap becomes smaller, which is expected since the system
lives in more excited states, and has access to a larger phase
space. However, surprisingly for αB = 0.1 mT s−1, we find
that the overlap suddenly increases in the first cycle, but then
decreases until it almost reaches the same steady value as the
case of αB = 0.069 mT s−1. These results indicate that our
colloidal ice does not present a strong memory of its previous
state, and such effect could be attributed to the presence of
noise as thermal fluctuations of the particles within the double
well or disorder resulting from the different magnetic cou-
plings between the two types of particles.

V. CONCLUSIONS

In this paper, we have investigated the low-energy states of
an artificial colloidal ice composed of a binary mixture of par-
ticles and traps. Before this work, the colloidal ice had mainly
been explored with monodisperse particles, and the emerging
physics had been studied extensively for different types of
lattices and interactions strength. However, novel effects may
arise when changing the types of particles or double well
traps. In particular, we uncover a re-entrant behavior which is
induced at high interaction strength, and that can be used as an
effective way to disorder the system. Such effect is absent in
the monodisperse system, where the particles localize in one
of the two double wells at all interaction strengths. Further-
more, it produces hysteresis and small memory effects when
changing the magnetic field rate.
This work opens different future directions. For example,

the idea of using a binary mixture of magnetic colloids to fill
bistable traps suggests the exciting possibility of employing a
polydisperse suspension which will modify the magnetic cou-
pling between the particles at parity of the applied magnetic
field. This is equivalent to varying the amount of disorder in
the system, without altering its geometrical arrangement and
thus, it could be used to uncover the emergence of glassiness
on a periodic lattice [54–56].
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Lattice transformations that preserve the system topology, but not its geometry, are common

in condensed matter systems. However, how geometric constrains influence the topological

properties of the lattices is still unclear. Here we show that a geometric transformation

between two mixed coordination lattices, from Shakti to Cairo in an artificial colloidal ice,

leads to a breakdown of the ice rule in all but one specific geometry. We observe a transfer of

topological charge among sublattices which can be controlled in sign and intensity, vanishing

at the ice-rule point. These unusual topological effects are absent in magnetic spin ices and

they are due to collective, non-local geometric frustration in the particle ice. By merging

numerical simulations, theory and experiments, we demonstrate how the charge transfer

occurs in the Cairo geometry. The broader implication of our results is that we demonstrate

how geometric constraints can control the topological properties of a mesoscopic colloidal

system.
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In frustrated spin systems1, geometric constraints impede the
possibility of minimizing all interaction energies at a vertex,
which leads to intriguing effects such as residual entropy2,

ground state degeneracy3, charge fractionalization4 and the
emergence of magnetic monopoles5–7. Modern advances in
nanofabrication processes have allowed the realization of artificial
spin ice (ASI), namely lithographically designed lattices of
nanoscale islands8–10. In ASI geometric frustration can be
deliberately designed, and the spin orientation controlled by
external fields11. These capabilities allow to realize exotic phases
of matter12–15, to engineer topological states16 with direct con-
nections to idealized statistical mechanics models17–20 but also
have potential applications as artificial pinning21,22 or
dissipation-free nanoscale logic systems23–25.

Particle-based ices recently emerged as an alternative model for
geometric frustration, where repulsive colloids are confined
within a lattice of double wells26. The mesoscopic length scale of
colloidal particles simplifies their visualization and low intense
external fields can be used to manipulate the particles or tune
their interactions. Thus, strongly confined colloidal particles have
been used as suitable model systems to investigate geometric
frustration phenomena27–32. In a particle ice, each double well is
filled by one colloid, and an external field is used to induce
tunable repulsive interactions33 or to bias the particles along a
crystallographic axis34–36. For an unconstrained system, the
particles will form a triangular lattice, the ground state for col-
loids that repel isotropically in two dimensions. However,
arranging the double wells in a lattice with an incompatible
symmetry, generates competing interactions and geometric frus-
tration sets in. Thus, the colloidal ice features a similar
frustration-by-design as ASI. Such analogy can be extended fur-
ther. If we associate an Ising-like spin to each double well, with
the arrow pointing toward the well filled by the particle, it is
possible to construct a set of vertex rules similar to the frustrated
spin ice and the pyrochlore system, Fig. 1a.
Spin ice is now a general concept for different systems span-

ning various geometries. Perhaps its best definition is in terms of

the topological charge q associated to a vertex37, 38, which
depends on the connectivity, and it is invariant upon continuous
deformations of the lattice. A vertex of coordination number z
with n spins pointing towards it (in), has charge q= 2n− z
corresponding to the number of spins pointing in minus those
pointing out. Equivalently for a particle ice, it corresponds to the
number of particles inside the vertex, minus the empty slots of the
vertex. Thus, when z= 4 (square lattice), there are five possibi-
lities (q= 0; ±2; ±4), and vertices that cancel the topological
charge q= 0 obeying the ice rule. In contrast, when z= 3 as for
the honeycomb lattice, there are no q= 0 vertices, but only
positive or negative ones with q= ±1; ±3.
In general, the topological charge is a good quantifier of the ice

rule because an ice rule manifold is a collection of spin config-
urations such that the absolute value of the topological charge is
minimal: zero on even-coordinated vertices, or ± 1 on odd-
coordinated ones. It has been noticed in previous works39–41 that
the topological charge controls whether a colloidal ice behaves
like a magnetic spin ice. It is not obvious that it should, because
while an isolated vertex of a magnetic spin ice will always have an
ice rule state of minimal absolute charge as its ground state, the
ground state of a vertex made of traps and colloids corresponds to
all colloids away from the vertex, and therefore to the maximum
negative charge. It is only because of the collective integration of
vertices that the ice rule can be regained, and not in all cases.
While the analogy between a magnetic spin ice and a colloidal

ice was proved to be formally valid for a single coordinate
lattice26, it breaks down for a mixed coordination system39–41.
For example, in a decimated square lattice the ice-rule is spon-
taneously violated at the sublattice level, as negative topological
charges q=−2 accumulate on the z= 4 vertices. Such topological
charge transfer leads to the spontaneous screening of the q=−2
monopoles appearing on the z= 4 vertices, and was a clear
manifestation of the fragile nature of the ice manifold of the
particle ice system, in contrast to ASI, which were proven to be
robust14,42–45. Here fragile and robust refer to the possibility to
destabilize this manifold by decimation. Thus, the ice-nature of a

Fig. 1 Lattice transformation from Shakti to Cairo. a Configurations of colloidal particles within z= 4, 3 vertices and associated topological charges q. In
the first z= 4 vertex are shown the Ising-like spins corresponding to each double well. The ice-rule obeying vertices are highlighted in a green box with
q= 0 (q= ±1) for the z= 4 (z= 3 resp.) vertices. b Geometric transformation from Shakti to Cairo by increasing the bond angle θ. c Definition of the
parameters used in the transformation overlaid on a lithographic structure of double wells, scale bar is 20 μm. One plaquette of side p is highlighted in blue.
d Variation of the parameters l (green disks), p (navy squares), a (blue triangles) and H (orange pentagons) used in the simulation versus bond angle θ.
e Topographic double-wells in a Cairo lattice filled with paramagnetic colloids. An external field B induces in the particles equal magnetic moments m and
tunable repulsive interactions.

ARTICLE COMMUNICATIONS PHYSICS | https://doi.org/10.1038/s42005-023-01236-7

2 COMMUNICATIONS PHYSICS | (2023)6:113 | https://doi.org/10.1038/s42005-023-01236-7 | www.nature.com/commsphys



colloidal system can be generally described in terms of topological
charge and its transfer among sublattices.
Here we show that in an artificial colloidal ice, topologically

invariant deformations of the geometry can control the transfer of
topological charges between different sublattices, because geo-
metrical changes affect the relative energy of the vertices. This
result highlights the general phenomenon of the topological
charge transfer and, more importantly, demonstrates that geo-
metric transformations can be used to control topological effects
in the lattice.

Results and discussion
Geometric transformation. Figure 1b shows the transformation
used, where we start from a Shakti lattice44,46,47, which can be
considered as a decimated version of the square ice having a
longer double well between two z= 3 vertices. We convert this
lattice in a Cairo using a continuous deformation which shortens
the longer double wells and induces an alternating buckling of the
two islands in each z= 3 vertex. In particular, we vary the dis-
tance a among the z= 3 vertices, the distance l between the z= 3
and z= 4 vertices, the plaquette side p and the coupling distance
H between two potential minima in z= 3 and z= 4 vertices,
Fig. 1c. These quantities are related to the bond angle θ via the
transformation:

a ¼ 2
ffiffiffi
2

p
l sin

π

4
� θ

� �
: ð1Þ

In this way we tessellate the 2D space by alternating horizontal
and vertical plaquettes. In order to reduce as much as possible the
number of coupling among vertices, we fix all the distances d in
the z= 4 vertices and z= 3 vertices, Fig. 1b. In the z= 3 vertices,
d is kept constant due to the changes in the length of the trap in a
and the only coupling that we vary is H ¼ 2d cosðθ=2þ π=4Þ, as
shown in Fig. 1d. Note that such transformation induces a change
in distance between the double wells and thus a variation of the
energy associated to each vertex. However, the transformation
does not change the way topological charges are defined and
identified in both the Shakti and the Cairo geometries.

Numerical simulations. The low energy states of the different
lattices are investigated first by performing Brownian dynamics
simulation, carefully parametrized to match the experimental
system. We start from the simulation in order to span a wide
range of geometries by varying θ without having to fabricate the
structures each time. As shown in Fig. 1e, we consider a two-
dimensional system of paramagnetic colloidal particles with dia-
meter δ and effective magnetic volume susceptibility κ, placed in a
lattice of topographic double wells at a one to one filling. Under
an external field B perpendicular to the plane of the particles, the
colloids acquire a dipole moment m= πδ3κB/(6μ0), being μ0 the
permeability of the medium. Repulsive dipolar interactions
between pair of particles (i, j) placed at distance r= ∣ri− rj∣ arise
in form of an isotropic potential, Um= μ0m2/(4πr3). For each
colloidal particle i at position ri we integrate the overdamped
equation of motion:

γ
dri
dt

¼ FT
i þ Fdd

i þ η; ð2Þ

where γ is the friction coefficient, FT
i is the force from the

topographic double well which is considered as a bistable har-
monic potential, Fdd

i the magnetic dipolar interaction that acts on
the particle i due to its neighbors and η the random force due to
thermal fluctuation, see Method section for more details. To take
into account the effect of long-range dipolar interactions between
the particles, we have applied a large cut-off of 200 μm. The
external magnetic field B is used to raise the repulsive forces and

it is applied via a ramp of 0.0125 mT s−1 until a maximum value
of B= 25 mT.
The geometric transformation is obtained by using Eq. (1).

Following this prescription, we vary θ∈ [0, 30]∘ and determine for
each bond angle the charge population q for all type of vertices by
raising the field amplitude. Further, we extract the average
topological charge per vertex type defined as �q ¼ ∑qzi=Nz for a
number of vertices Nz.

Topological charge transfer. In Fig. 2 we show our main findings
in terms of �q as a function of the applied field, for the three cases
of the Shakti (θ= 0∘, Fig. 2a), the angle θ= 27.3∘ (Fig. 2b) and the
Cairo (θ= 30∘). Further, Fig. 2d, illustrates how �q varies as a
function of θ for the maximum field value. The first thing to
notice is that at all angles but with the exception of one point,
θ= 27.3∘, the system is not in a spin ice manifold. Indeed, charges
are present, and they are partitioned by coordination, so that we
can talk about a net charge transfer among vertices of different
coordination. The Shakti (θ= 0∘) shows an accumulation of
negative monopoles q=−2 in the z= 4 vertices and their
screening due to the positive monopoles q=+1 in the close z= 3
vertices, which induce a total charge difference of Δ�q ¼ j�qz¼3 �
�qz¼4j ¼ 3:56 at B= 25 mT. This situation is similar to the
behavior of a decimated square system41, and confirms the
“fragile” nature of the colloidal ice manifold: the breakdown of
the ice rule is observed for both cases.
Note that the colloidal manifold is “fragile” since it can be

easily destabilized by topology when the system is decimated.
Indeed, for a colloidal ice in a single coordination lattice the
geometric frustration has a collective nature, and it obeys the ice
rule as in ASIs. However, in a mixed coordination system the
local energetics resulting from repulsive colloids at a vertex
oppose the ice rule-breaking them locally. This contrasts with
ASIs which are structurally “robust” ice, as local vertex energetics
resulting from the in plane permanent moments enforce the ice
rule, making them stable against decimation.
For the angle θ= 27.3∘ we observe a re-entrant behavior: first

the charge transfer starts similar to the Shakti lattice, where
positive (negative) monopoles starts accumulating the z= 3
(z= 4) vertices. However, above B ~ 15 mT the trends invert and
these defects redistribute in such a way that the charge transfer
becomes zero at B ~ 25 mT. A closed inspection at the defect
location in Fig. 2e shows that effectively most of the z= 4 vertices
have no net charge while the z= 3 are filled by alternating
dumbbells of q= ±1. Moreover, we find that in the Cairo lattice
(θ= 30∘) the charge transfer inverts, and a fraction of positive
monopoles now accumulate in the z= 4 vertices being screened
by negative ones in the z= 3, with a smaller charge difference
than the Shakti, Δ�q ¼ 0:26. Such relatively small difference and
the fluctuations in the determination of �q raise with the bond
angle as shown in Fig. 2b, c. This increase results from the
shortening of the central traps between the two z = 3 vertices,
which further constrain the particle motion close to the central
hill. In this situation, thermal fluctuations may help switching the
particle position inducing a larger mobility of the charges in the
Cairo system as also shown in the Supplementary Video 1. In
contrast, in the Shakti system once the charge appear, they
become pinned at a lattice location (Supplementary Video 2). The
transition is continuous with the deformation, and it crosses the
point at θ= 27.3∘ where all charges are equally balanced and the
decimated system recover a spin ice behavior, with no charge
transfer, Fig. 2d.
Charge transfer can be understood in terms of the fundamental

differences between particle ice and spin ice48. By virtue of the
dipole interaction, spin ice vertices are frustrated and thus their
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lowest energy configurations naturally obey the ice rule. Indeed,
unlike the present system, magnetic spin ices in the Shakti44, 46,47

and Cairo49 geometries both show no charges at low energy.
Instead, colloids in particle ices repel each other, and the lowest
energy configuration in each vertex corresponds to particles away
from it, that give rise to a negative charge, as in Fig. 1a, while ice
rule vertices have higher energy. Particle-based ice is also
frustrated, but its frustration is collective: clearly it is not possible
to set all vertices in the lowest energy state, of negative topological
charge. Therefore, in a geometry of single coordination, all the
vertices are equivalent, and thus must be equally charge-balanced
in terms of charges. There, the ice rule emerges as a collective
compromise among vertices. But when there are multiple
coordinations, it has been proposed39 and then shown
experimentally41, that higher coordination vertices break the ice
rule, becoming negatively charged and transferring positive
charge to lower coordination ones. This we also see in Fig. 2e,
for most angles, but, interestingly, not all. The same figure also
shows that charge transfer can be inverted. This inversion is
important, as it allows for a point of no-charge-transfer, θ= 27.3∘,
i.e. a spin ice point that corresponds to the intriguing
topologically protected47 Shakti ice.

Theory. The charge inversion is due to the change in the coupling
of the vertices of coordination z= 3 due to the deformation. In
general, they would receive a positive charge, but as the defor-
mation increases, the energy cost of transferring the charge raises.

Thus, we describe this phenomenon by considering the energy of a
given vertex of coordination z with n colloids as, E= Jzn(n− 1)/2,
being Jz an effective coupling constant for a vertex. Using this
framework, one can arrive at the total charge as:

qtot ¼
1
Z4

∑
4

n¼0
ð2n� 4Þρ4;n þ

2
Z3

∑
3

n¼0
ð2n� 3Þρ3;n; ð3Þ

Here ρ(q, n) is the probability that a vertex of coordination z has a
charge q, Zz the partition function and the factor 2 before the
second term is due to twice the abundance of z= 3 with respect of
z= 4 vertices, see Method for more details. By minimizing Eq. (3),
we determine the statistical frequencies for charges, and use it to
compute the partial charges of the two set of vertices z= 3, 4. We
find a good agreement with the data, as shown by the solid lines in
Fig. 2e, by choosing T= J4/7 and a linear dependence of x= J3/J4
in the angle θ such that x= 0 when θ= 0 and x= 1.75 when
θ= π/6.

Experimental realization. We further strengthen our results by
providing in Fig. 3 an experimental realization of the inverse
charge transfer effect in the Cairo geometry, see also Supple-
mentary Video 3. Note that the realization in the Shakti geometry
was previously reported41. In contrast to previous works on dif-
ferent types of lattices33, we use an alternative lithographic pro-
tocol to produce a chemically stable, biocompatible and reusable
micropatterned substrate, see Method section for more details.
This structure, shown in Fig. 3a is composed of elliptical wells

Fig. 2 Inverse topological charge transfer. a–c Mean fraction of topological charges �q versus applied field B in the z= 3 (navy circles) and z= 4 (orange
squares) vertices for the Shakti (a), for θ= 27.3∘ (b) and for the Cairo (c) lattices. The charge transfer in the Shakti (�q>0 in z3, �q<0 in z4) inverts in the
Cairo (�q<0 in z3, �q>0 in z4) lattice. In all images error bars are obtained from the standard error. d Inversion of topological charge transfer by raising bond
angle θ. Scattered data are simulation results at the maximum field B= 25mT while continuous lines are non-linear regression from the theoretical
predictions (Method section). Green arrow in the plot denotes the “spin ice” cross-over at θ= 27.3∘ with no charge transfer between z= 3, 4 sublattices.
e Evolution of the vertex charge q in the Shakti (top row), for θ= 27.3∘ (middle row) and for the Cairo (bottom row) ice for three field amplitudes. Red
(blue) disks denote vertices with q > 0 (q < 0), while the radius of the disks increase with the charge. Vertices with q= 0 are either green or have a small
arrow if they are in a bias configuration. The panels show a central region with N= 270 particles (total region has N= 2000 particles).

ARTICLE COMMUNICATIONS PHYSICS | https://doi.org/10.1038/s42005-023-01236-7

4 COMMUNICATIONS PHYSICS | (2023)6:113 | https://doi.org/10.1038/s42005-023-01236-7 | www.nature.com/commsphys



with a central, cylindrical post that give rises to an effective
double-well confinement. These wells are filled with paramagnetic
colloids of size δ= 10 μm and effective magnetic volume sus-
ceptibility κ= 0.0025 using optical tweezers. The tweezers are
used to place the particles within the double wells at a one-to-one
filling, eliminating the excess of particle from the observation
area. Once the particles are randomly located within the topo-
graphic traps, we induce repulsive interactions by applying a
magnetic field ramp from B= 0 to B= 10 mT at a rate
0.05 mT s−1. At the highest field the particles experience the
strongest repulsion, so that for a distance r= 13 μm (two particles
in z= 3 vertex) the potential is Um= 524kBT. Using digital video
microscopy, we extract the position of N= 180 particles, per-
forming an ensemble average over 30 separate experiments. A
typical field of view is shown in Fig. 3b where, in order to avoid
boundary effects and loss of topological charges, we excluded in
the statistics the outer region of vertices.
The experimental results confirms the topological charge

inversion for the Cairo ice, which starts already at B ~ 3 mT,
Fig. 3c. The difference with the previous simulation results arises
from the finite size of the system limited by the optical field of
view (Fig. 3b), and dispersion in the elevation of the central hill.
Moreover, we find that for B > 10 mT the particles within the
shorter double wells did not remain confined, but tend to pile up
with their neighbors due to the strong dipolar forces. Such effect
is difficult to prevent, as the particles are not strongly held by
gravity within the double well, but float there due to electrostatic
repulsion with the underlying lithographic structure. To adjust
the simulation results to the experimental ones, we run further
simulations with similar finite sizes and varying only two main
parameters, particle susceptibility κ and the spring constant of the
hill khill. By adjusting both values, we obtain a good match with
the experiments observing the same charge separation of
Δ�q ¼ 0:88, as testified from the continuous lines in Fig. 3c.
Deviations between the experiments and simulation in the z= 4
vertices for high field strength could be due to presence of
disorder in the experimental system, as unequal hills in the
double wells or trap sizes.

Conclusions
In this article, we have explored numerically the effect of topo-
logically equivalent geometrical deformations on the spin ice
nature of our system, quantitatively described in terms of transfer
of topological charge. We have then chosen one configuration,
the Cairo lattice, and probed it experimentally. We have probed
also that the inversion of topological charge occurs by changing
the way the geometric transformation is performed, for example,
by keeping the double well length constant. In the latter case we

observe again a spin ice crossover point but at a slightly large
angular value. From the application side, we have designed a
strategy to control and localize the topological charges in a two-
dimensional lithographic network. These ideas could be imple-
mented in other artificially engineered nanoscale systems to trap,
control and direct the motion of magnetic charges or other
entities, such as pinned vortices developed in superconducting
systems50. The main technological drive of such research points
toward the design of magnetic device such as memory or ports
where logic information can be transported by dipolar switching,
and thus being effectively dissipation free. Indeed one further
avenue of this work could be to design a composite lattice made
of different patches from the Shakti and the Cairo, where topo-
logical charges may sequentially be stored or released upon a
simple external field command.

Methods
Details of numerical simulations. We perform Brownian dynamics simulations to
explore the transition from Shakti to Cairo colloidal ice by varying the bond angle θ
and to obtain a large statistical data set. The numerical scheme consists of solving
the overdamped Langevin equations given in the main text (Eqs. (1)) by Euler’s
method, where as friction coefficient we use the value of γ= 0.033 pN s m−1 equal
to previous work performed on similar colloidal particles. The latter was estimated
by measuring experimentally the diffusion coefficient of the paramagnetic colloids
in water51. We model the force from the double well on a particle i, FT

i , as a
piecewise harmonic bistable potential given by:

FT
i ¼� ê?ktrapr?

þ êk
khillrk rk

�� ��≤ δ
2

ktrap
δ
2 � rk

�� ��� �
sign rk

� �
rk
�� ��> δ

2

(
ð4Þ

where r∥ and r⊥ are components of the vector r parallel and perpendicular to the line
which join the two stable positions of the trap. These positions are separated by a
distance δ. As stiffness we use ktrap= 1 ⋅ 10−4 pN/nm which keeps the particle con-
fined to the elongated region around the centre of the trap, and khill= 2 ∙ 10−6 pN/nm
that creates a potential hill able to pushes the particles away towards one of the
bistable regions. The ratio khill/ktrap was chosen to match the experimental data.

The dipolar force on a particle i is given by,

Fdd
i ¼ 3μ0

4π
∑
j≠i

m2 r̂ij
jrijj4

; ð5Þ

being m the magnetic moment induced by the external field B, and r̂ij ¼
ðri � rjÞ=jri � rjj. Dipolar interactions are calculate in an iterative form such that
the global field H includes that generated by all other dipoles, and we apply a large
cut-off of 200μm to consider the effect of long range dipolar interactions.

The last term in Eq. (1) of the main text is a random force due to thermal
fluctuation, which is given by η and characterized by a zero mean, 〈η〉= 0 and
delta correlated, hη tð Þη t0ð Þi ¼ 2kBTγδðt � t0Þ, being kB the Boltzmann constant and
T= 300K the ambient temperature.

Our main simulations involve N= 2000 particles, namely 800 arranged along
z= 3 vertices and 400 in z= 4 which is equivalent to a colloidal ice of 10 × 10 unit
cells and open boundary conditions in order to mimic the experimental system.
The statistics were taken neglecting the first shell of vertices, in order to minimize
the effect of boundaries that may adsorb topological charges. To confirm that, for

Fig. 3 Experimental realization of the Cairo colloidal ice. a Scanning electron microscope image of the topographic double in the Cairo lattice, scale bar is
20 μm. Inset shows enlargement of one double well. b A Cairo lattice of topographic double wells filled with paramagnetic colloids (black disks). Lattice
parameters are a= 19.54 μm, l= 26.7 μm and p= 46.24 μm (Supplementary Video 3). The region outside the dashed square contains vertices excluded to
avoid boundary effects. c Mean topological charge �q for z= 3 (navy circles) and z= 4 (orange squares) vertices versus applied field B. Symbols are
experimental data, lines numerical simulations with adjusted parameters (κ= 0.025, khill= 3 pN ⋅ nm). All data are averaged over different independent
measurements, and the error bars are obtained from the standard error.
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our system size the effect of boundaries did not influence the bulk behaviour, we
have run simulations also with periodic boundary conditions and observe no
significant differences in the measured parameters. Here we use as parameters
κ= 0.005 and the hill spring constant khill similar to a previous work on different
lattices52. However, to match the experimental results, we also run simulations on a
much smaller system, made of N= 180 particles arranged along 3 × 3 unit cells,
and open boundary conditions. Further, to match the experimental data on the
Cairo system (different lithographic substrate), we have also adjusted the effective
magnetic susceptibility and hill elevation. We find that the best matching was
obtained for κ= 0.025 and khill= 3 pN/nm. We numerically integrate the equation
of motion using a time step of Δt= 0.01 s.

Details of the theoretical model. We explain here how we obtain the theoretical
curves of Fig. 2e. It had been pointed out previously39,40 that the similarities in
behaviour between particle-based ices and magnetic spin ices depend on topology39

and geometry40. In particular, ref. 39 showed a way to compute topological charge
transfers, which was later tested experimentally41. Presently, we use a modified
version of the same method. The modification is needed to take into account that
vertices of different coordination have different coupling constants due to the
deformation, something not originally considered in ref. 39.

In ref. 39, there are strong approximations. Firstly, the energy for a given vertex
of coordination z with n colloids in is given by only one coupling constant J, as

En ¼ Jnðn� 1Þ=2: ð6Þ
Considering that the topological charge of a vertex of coordination z is
qz,n= 2n− z and thus depends only on n, in our approach differences in energy in
vertices of the same charge are neglected. We know this is not true in general.
However, if it is not too close to the ground state of the system, this method has
been proven to work.

Secondly, correlation among vertices is also neglected. That, and imposing the
conservation of the number of colloids, return a Boltzmann distribution for the
probability of finding a vertex of coordination z with n colloids

ρz;n ¼ z

n

� 	
expð�Eϕ

z;n=TÞ
ZðT;ϕÞ : ð7Þ

(where ZzðT; ϕÞ ¼ ∑n
z
n

� 	
expð�Eϕ

z;n=TÞ is the partition function), but in new

effective energies Eϕ
z;n which contain an electrostatic-like contribution from the

emergent field ϕ coupled to the charge qz,n:

Eϕ
z;n ¼ En þ qnϕ; ð8Þ

and ϕ is a parameter to be determined by imposing that the total charge must be
zero (that is, particle conservation). One sees that the temperature independent
choice

�ϕz=J ¼ �ðz � 1Þ=4; ð9Þ
is the solution for a lattice of single coordination z. It returns the effective energies

E
�ϕ
z;n ¼ J q2z;n=8 ð10Þ

(up to an irrelevant constant) which are quadratic in the topological charge, and
are therefore spin-ice-like: the ensemble of lowest energy is the one where all
vertices have minimal charge (±1 if z is odd, 0 if z is even). This would explain the
similarities in behaviours between magnetic spin ices and particle ices, despite the
fact that their vertex energetics differ: particle ices are controlled by an effective
energetics that is spin-ice-like.

Things become more interesting when there are multiple coordination. Then
the same formalism applies to each subset of vertices, but ϕ (which is in fact an
entropic field) is the same. One sees that in such case ϕ depends on temperature.
Ref. 39 shows how to deal with such situation at low temperature, and the result is
the ice rule fragility: in the case of vertices of coordination z= 4, 3, vertices of
coordination z= 4 become negatively charged, thus violating the ice rule, leaking
charge to the subset of vertices of coordination z= 3. The latter do not, however,
violate the ice rule. The reason is that z= 3 vertices already have a charge ± 1 in the
ice manifold, and they can adsorb the positive charge by reducing the number of
vertices of charge +1 and replacing them with vertices of charge −1, so that overall
charge neutrality is assured. This was demonstrated experimentally41 by
progressively decimating a square lattice to create z= 3 randomly dispersed
vertices, and observing negative charges progressively appear on z= 4 vertices. The
same behaviour is shown by the present system below the critical angle.

Our Shakti-Cairo system, however, also shows a change in the entity of the
charge transfer and also an inversion of its sign. That comes not from topology
(our argument until here has only invoked coordination) but from geometry. As
the system deforms, the coupling constants in the two set of vertices differ.

To describe very approximatively this phenomenon in the context of this
framework, we make the same approximations as above, because it has been proved
sufficient by experiments. In particular, we use only a coupling constant per
coordination: J3 for vertices of coordination z= 3 and J4 for coordination z= 4.
Then in general Eq. (7) holds for each coordination number, and from that one
obtains ρ(q), the probability that a vertex of coordination z has a charge q. Then ϕ is

found numerically by setting to zero the total charge given by Eq. (3) which of
course depends on temperature and ϕ. Then, replacing ϕ in Eq. (7) one finds the
statistical frequencies for charges, and uses it to compute the partial charges of the
two set of vertices of coordination z= 3, 4, respectively. This formalism is at
equilibrium and involves a temperature. The experimental system is essentially
a-thermal. However, it had been previously shown theoretically39,53 and
demonstrated experimentally 33,35,41,48 that ramping up the perpendicular
magnetic field leads to an equilibrium ensemble corresponding to low temperature,
with respect of the coupling constants.

Experimental details. In contrast with previous works on colloidal ice33,52 we
change our fabrication process to realize the lattice of topographic double wells
in Polydimethylsiloxane (PDMS) rather than in a UV curable resin. The PDMS
is an optically clear and inert organosilicon compound that allow us to realize a
reusable substrate. The hidrophobicity of PDMS helps prevent particles from
being irreversible attached to the substrate, and it is easy to clean, reuse and
replicate.

To start, we use a commercial software (AutoCad, Adobe) to design the Cairo
lattice. The mask containing the desired structure is fabricated on a 5-inch soda-
lime glass covered with a 500 nm Cromium (Cr) layer. The designed motif are
written via Direct Write Laser Lithography (DWL 66, Heidelberg Instruments
Mikrotechnik GmbH) with a 405 nm laser diode working at a speed of
5:7mm2 min�1.

After drawn on the Cr mask, the double well lattice is then replicated in PDMS
by first realizing an epoxy-based negative photoresist (SU-8) on the top of a silicon
wafer. Then we cover the structure with liquid PDMS by spinning the sample at
4000 rpm for approximately during 1min with a angular speed of 2000 rpm/s
(Spinner Ws-650Sz, Laurell). With this process we obtain a layer of 13∓0.2 μm
thickness, measured with a profilometer (DEKTAK XT, Bruker). The PDMS is
solidified by baking for 4 h at 65 ∘C in a levelled oven. After solidification of the
PDMS, we peel off the structure with the help of a cover glass (MENZEL-GLASER,
Deckglaser) of 130–170 μm height. The resulting sample is only around 200 μm
thick, enabling optical access.

Data availability
The data that support the findings of this study are available from the corresponding
author upon reasonable request.
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7
CONCLUS IONS

This thesis has focused on investigating different physical phenomena that
emerge when a colloidal system displays geometric frustration. Such frus-
tration emerges from the competition between the symmetry of the particle
interactions and the geometry of an underlying lattice of double wells. The
colloidal system has been modelled by using Brownian dynamic simulations,
and it was also realized via experiments using soft lithography and optical
tweezers. In part of this work, we also compare our results with theoretical
predictions from our collaborator Dr. Cristiano Nisoli at Los Alamos National
Lab (Los alamos, USA). We show that our simulations are in quantitative and
qualitative agreement with the experiments, and we have used them as a tool
to explore a wide range of physical parameters. The thesis can be divided into
four different parts. In each of them, we have addressed a different problem
in a frustrated system using the colloidal artificial ice as a model.
In the first result of this thesis, reflected on publication of Chapter 6 in Sec-

tion 6.1 and [76], we have explored the effects of pinning the colloids at the
boundaries of an artificial colloidal ice to see its influence on the bulk behav-
ior. We have also investigated the effect of varying the system size and how
size influences the frustration of the system. In particular, we have used differ-
ent types of boundary conditions: periodic boundaries, non-fixed boundaries,
antiferromagnetic boundaries, domain wall boundaries, and a combination of
the last two. Of all these types of lateral confinement, we found that antifer-
romagnetic boundaries are the most effective at reaching the ground state
configuration rapidly. Since for finite size system the ground state configura-
tion must be compatible with the boundaries, tuning these boundaries allows
us to control the final state of the system. With domain wall boundaries and
free boundaries, we observed an accumulation of topological charges close to
the outer vertices. In domain wall boundary systems, both negative and pos-
itive charges accumulate on the lattice sides. For the free boundary system,
we only observe an accumulation of negative topological charges. This behav-
ior was expected due to the radial polarization effect, i.e., repulsive colloids
are expelled from the lattice sides by the influence of repulsive and isotropic
interactions between them. Finally, we realize and investigate the dynamics
of topological charges in two different systems with a mixture of antiferro-
magnetic boundaries and domain wall corners. The first system presented an
enclosed topological charge equal to ±4 and the second equal to 0. In the
first case, we observed spontaneous symmetry breaking where the domain
wall corners were connected either vertically or horizontally by a string of
vertices that were not in the ground state configuration. In the second case,

83
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by increasing the applied field, the system is separated by a line of defects
into two possible ground states. Previous works, mainly based on theoreti-
cal predictions, analyzed about fixed boundary conditions [45, 186–188]. The
possibility of tuning the bulk behavior of a frustrated system by properly engi-
neering the boundaries may inspire different technological applications based
on interacting magnetic spin systems [189]. Moreover, this work has focused
on a 2-fold degenerate ground state system, while natural systems can present
a 6-fold degenerate ground state at a vertex level. Thus, further work can be
done to further investigate the behavior of a highly degenerated system under
fixed boundary conditions.
The second result, reflected in the publication reported in Chapter 6 in Sec-

tion 6.2 [145], was an attempt to recover the 6-fold degeneracy of a 3D mag-
netic spin system at a tetrahedron level using a square 2D Artificial Colloidal
Ice. This project does not have any experimental realization due to the limita-
tion of finding paramagnetic colloidal particles characterized by a particular
value of the volumetric magnetic susceptibility. Thus, it was mainly a sim-
ulation work. To realize this degeneracy, we vary both the size of the traps
and the particle’s magnetic susceptibility. While, our calculations show that
it was theoretically possible to achieve this degeneracy, we did not recover
it numerically. Indeed, the presence of long-range interactions between the
paramagnetic colloidal particles forced the system to reach the same ground
state expected for a square Artificial Colloidal Ice filled with monodisperse
particles. This behavior was obtained only for relatively small perpendicular
magnetic fields (< 100 mT). For higher amplitudes (> 100 mT), the system
displays a re-entrant behavior, where particles locate near the top of the cen-
tral hill, due to high interparticle interaction. To further investigate this effect,
we performed more simulations by varying the magnetic field rates. For ramp
values below 0.035 mT/s we observed that the maximum amount of ground
state vertices was reached for lower magnetic field values. On the other hand,
at high field rates, the peak lowers its intensity until it disappears. We finally
investigate the presence of memory by cycling our system under different
magnetic field protocols. In the first applied cycle, we linearly increase the
magnetic field from 0 mT to 200 mT and then decrease it at the same rate.
We find that the system, after one cycle, exhibits a higher fraction of ground
state vertices in comparisonwith the initial random configuration. The second
cycle applied was performed for intermediate magnetic field values (around100 mT). In this case, we computed the spin overlap order parameter, i.e., the
normalized number of spins that conserve the spin orientation after each cy-
cle. We observed that for slow system cycling rates, such order parameter
increases by performing cycles around 0.25 to 0.45, Hence by performing 8
cycles the number of spins that conserve their orientation increases from the25% to 45%. With this work, we propose an alternative way to achieve de-
generacy in a square 2D ACI. These results indicate that, compared to ASI,
the colloidal ice does not display a strong memory of its previous state. Such
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effect could be attributed either to thermal fluctuations or disorder resulting
from the different magnetic couplings between the two types of paramagnetic
colloids. This work also complements other previous works that investigate
the emergence of memory effects on ACI and ASI systems [190, 191].
In the third project, reflected in publication of Chapter 6 in Section 6.3and

[146] we studied the influence of varying the geometry in an ACI by keeping
its topology invariant. We used a combination of numerical simulations and
experiments to investigate how topological charges are affected by this trans-
formation. The geometric transformation was performed between two types
of mixed coordination lattices: the Cairo and the Shakti both with mixed coor-
dination numbers 𝑧 = 3 and 𝑧 = 4. To be able to perform such a transformation
by keeping the interparticle distance constant, we reduced the length of some
double wells and used as a control parameter the bond angle 𝜃, which was
varied from 0◦ (Shakti lattice) to 30◦ (Cairo lattice). The main results obtained
in this work were the observation of an accumulation of topological charges
at a certain lattice location for almost all the observed angles except one. We
observed a transfer of topological charge between different sublattices that
can be tuned in sign and strength, and that this effect vanished at a crossing
point, which behaves as an ice-rule point. The experimental realization of the
Cairo geometry was performed with a new experimental protocol based on
SU-8 photoresist on the top of a silicon wafer and the final substrate was made
of PDMS on the top of a coverglass. The new fabrication protocol allowed me
to obtain more reproducible samples and to extend the lifetime of the samples
(up to one week), which substantially improved the experimental system com-
pared to previous know-how in the group. Experiments were in quantitative
agreement with numerical simulations. And by predicting an inversion of the
charge transfer, we also predict via numerical simulations a crossing point
deduced in simulations to be 27.3◦. Additional work should be performed in
this highly degenerate ACI with mixed coordination to better understand the
nature of the transition induced by the geometric transformation. We expect
that the results from these investigations could be further extended to other
magnetic systems, such as in ASI and 3D natural frustrated materials.
In the last project, reflected on publication of Chapter 6 in Section 6.4 [147].

We investigate in detail the low-energy state of the Cairo lattice. In this lattice,
the colloidal particles are arranged within double wells placed on the edges
of irregular pentagons that tessellate the space. In this mixed coordination
lattice, in the three coordination vertices, we impose that not all the bistable
gravitational traps have the same dimension. We studied the evolution of the
system by increasing linearly the magnetic field value, as in other projects.
We computed diverse order parameters to characterize the low-energy states.
Furthermore, we realized that at high interparticle magnetic interactions, the
colloidal particles in the pentagon edges tend to have an antiferromagnetic
configuration, generating antiferromagnetic chiral configurations. Thus, we
computed the chirality of each pentagon at different magnetic field values.
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We observed how the system evolves towards an antiferromagnetic config-
uration of plaquette, but it did not reach it due to geometric frustration. To
further explore these phenomena, we also computed the fraction of frustrated
neighboring pentagons, obtaining the values of 0.68, 3.5 of the 5 nearest neigh-
bors pentagons were frustrated. Thus, we demonstrated that the Cairo lattice
is a highly degenerate system and is a frustrated antiferrotoroid. However,
reaching the zero-temperature state of the colloidal Cairo ice remains a chal-
lenge. Using Monte Carlo approaches could be an alternative to observe the
low-energy state of this type of frustrated lattice.
To conclude, in this thesis, we have contributed to the multidisciplinary

field of geometric frustration by using a 2D microscopic model system called
Artificial Colloidal Ice. Apart from the four different articles that appear in
this thesis, we have also learned and improved different soft-lithography tech-
niques to miniaturize the system and thus to increase the role of thermal fluc-
tuations at highly interacting states. We also designed more complex lattices
beyond the ones explored in this thesis. For example: we tessellated the space
with pentagons and heptagons, generating two types of odd loops, in compar-
ison with the Cairo lattice that only has pentagons. Since all these results are
still on a preliminary stage, we did not include them in this thesis.
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A
PROTOCOL BASED ON AZ1 5 1 2 HS RE S I S T

1. Clean a cover glass carefully with:

a) detergent + water

b) Deionized water

c) Acetone

d) Isopropanol

e) Dry with a Nitrogen gun

2. Dry the coverglass by placing it on a hot plate at 125◦𝐶 during at least
10 minutes.

3. Spin coat TI primer at 4000 rpm for 20 s with an acceleration of 1000
rpm/s

4. Bake for 2 minutes in a hot plate at 120◦𝐶
5. Spin coat AZ1512 HS photoresist

a) during 5 s at 500 rpm with an acceleration of 250 rpm/s

b) during 30 s at 1000 rpm with an acceleration of 500 rpm/s

6. Bake for 3 minutes on a hot plate at 95◦𝐶 TIP: After this

baking step (before

exposure) touch the

surface of the

photoresist with the

tweezers. Be sure

that it is not sticky.

This way, you will

avoid

mask-photoresist

sticky problems

during hard contact.

7. 5 seconds of hard contact

8. Expose during 3.4 s (with a UV light dose of 57,8 𝑚𝐽/𝑐𝑚2) with i-line
configuration, 𝜆 = 365𝑛𝑚

9. Develop for 7 s by deep dipping the sample in AZ 726 MIF
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B
PROTOCOL USED TO REAL I ZE THE M ICROSTRUCT URES
BASED ON SU - 8 AND PDMS REPL I CA

1. Silica’s master preparation:

a) Dehydration of the silicon wafer for 10 minutes at 200◦𝐶 on a hot
plate

b) Plasma cleaning of the silicon wafer for 1 minute at the pressure
of 1 Torr

c) SU-8 3005 spin coating

i. During 10 s at 500 rpm with an acceleration of 100 rpm/s

ii. During 120 s at 4000 rpm with an acceleration of 300 rpm/s

d) Bake on a hot plate for 2 minutes at 95◦𝐶 Warning: The

hotplate must be

leveled to ensure

height homogeneity

along the wafer.

e) Cool down to room temperature (wait ∼ 2 minutes)

f) Expose during 5.6 s (with a UV light dose of 100 mJ/cm2) with
i-line configuration, 𝜆 = 365𝑛𝑚

Exposure time only

needs to be

optimized once for

different pattern

sizes. Exposure time

varies with resist

layer thickness.

g) Perform post-exposure bake of the film on a hot plate

i. 1 minute at 65◦𝐶
ii. 1 minute at 95◦𝐶

h) Develop the film during 30 s with propylene-glycol monomethyl
ether acetate

i) Bake on a hot plate for 30 minutes at 95◦𝐶 and then 10 minutes at65◦𝐶 This process takes

the name of hard

bake. It is used to

remove surface

cracks and to ensure

that SU-8 properties

do not change

during usage.

2. Silica’s master silanization:

a) Plasma cleaning of the silicon wafer with SU-8 microstructure dur-
ing 1 minute at 1 Torr

b) Put the sample inside a vacuum chamber and place it near to a
petri dish with a drop of Silane (𝑆𝑖𝐻4), and leave it for at least 1
hour. Silanization is used

to reduce PDMS

adherence within

our microstructure

and wafer.

3. PDMS preparation:

a) Put 100 g of silicone elastomer and 10 g of silicone elastomer cur-
ing agent in a plastic container

b) Mix both components vigorouslywith a glass bar until themixture
has a lot of small bubbles, the mixture will acquire a whiter color
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c) Put the plastic container and the PDMSmixture in a vacuum cham-
ber until no bubbles are observed.To speed up the

process vacuum in

the chamber can be

broken every 10

minutes.

4. PDMS layer preparation:

a) Coat the silicon wafer in a spin coater at 4000 rpm during 1 minute
with an acceleration of 2000 rpm/s

b) Bake the sample in a leveled oven for 4 h at 65◦𝐶 or 30 min in a
hot plate at 95◦𝐶

5. PDMS lift-off process:

a) Clean a coverglass with soap+dehionized water, deionized water,
ethanol, acetone, and finally isopropanol

b) Dry the coverglass with a Nitrogen gun

c) Dehydratete the coverglass at 95◦𝐶 for 10 minutes

d) Remove themaster+PDMS layer from the oven andwait until room
temperature is reached

e) Perform a plasma cleaning process as before on the coverglass and
master+ PDMS layer

f) Put the clean face of coverglass on the top of the desiredmicrostruc-
ture

g) Peel off carefully with a cutter



C
B I S TABLE GRAV I TAT IONAL TRAP CHARACTER I ZAT ION
FOR A THERMAL ART I F I C IAL COLLO IDAL ICE

During this thesis, we also made an effort to obtain a thermal colloidal ice. An
Artificial colloidal ice where the role of thermal fluctuations is high enough
that colloidal particles can jump from one gravitational minima to the other.
To reach this goal, we had to further miniaturize the system. And due to reso-
lution limitation of the photolithography technique, we also had to change the
design of the double wells and the shape of the traps. Thus, we designed the
bistable traps as peanut shape with different values of the smaller width𝑤, see
Figure 44 (a). We used the following values of 𝑤 in the design: 1.8𝜇𝑚, 1.6𝜇𝑚,1.4𝜇𝑚, 1.2𝜇𝑚 and 1𝜇𝑚. We used the idea that in the smaller width of our gravi-
tational trap, the electrostatic repulsion between the colloidal particle and the
wall is bigger than in the gravitational minima. The higher repulsion in this
width is due to the lower distance between the particle and the wall within
the double well. This will make the repulsion between electric double layers
higher. Hence, the particle will try to avoid being located in the middle. To
verify this hypothesis, we prepared the sample by using the soft lithography
protocol described in Appendix B. Then, we prepared a colloidal suspension
and deposited it on top of the lithographic substrate and finally sealed it with
silicon paste or parafilm.We sonicated the sample for a fewminutes to induce
the wetting of the small grooves. Finally, we mounted the sample and ordered
the colloids by optical tweezers. For those experiments, we used paramagnetic
colloids of 2.8𝜇𝑚 diameter (Dynabeads M-270, Invitrogen). We observed the
behavior shown in Figure 44 (b). Colloidal particles were able to jump from
one minimum to the other due to Brownian motion. To further characterize
the doublewell energy landscape, we assume thermodynamic equilibrium and
use the Boltzmann distribution for the spatial probability density:

𝜌(𝐫) = 𝑍−1𝑒𝑥𝑝(−𝑈(𝐫)/𝑘𝐵𝑇 ) (41)

Here, U(r) is the potential energy as a function of particle position, and Z is a
normalization constant. The probability density can be obtained directly from
the particle positions 𝐫(𝑡) extracted from the experiments [161]. And thus,
the energy landscape that the particle feels on the top of the soft lithography
groove can be calculated as shown in Figure 44 (c). In agreement with our
hypothesis reducing the double well central diameter increases the energy
barrier seen by then particle to cross from one gravitational minima to the
other.
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Figure 44: (a) SEM images of lithographic double well structures. Sequence of enlarge-
ments of the image of a square lattice. The smaller width (𝑤) of the peanut-
shaped trap is indicated with a cyan arrow. (b) Snapshots of particles po-
sition at a time 𝑡 = 0𝑠 and 𝑡 = 202𝑠. In this time-lapse, Δ𝑡 one particle has
jumped from one gravitation minima to the other. (c) Potential energy as
a function of particle position of a particle in the double well trap with
different diameter (𝑤) values.
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