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Abstract

Organisms need to integrate its previous experience with its current inter-
nal state in order to deliver a suitable response to dynamic changes in their
environment. This thesis is devoted to analyze, using a mathematical and
computational approach, a variety of experience-dependent aspects of bio-
logical computation from a mechanistic point of view. To do so, we have
examined three dynamical behaviors at different biological scales. First,
we developed different models of habituation, which exhibit all hallmarks
related to the habituation response to a single stimulus. Our models are
based on common cellular regulatory circuit architectures, therefore pro-
viding conceptual insight on learning at the single-cell level. Second, we
studied the memory encoding capability of the gene regulatory network of
Escherichia coli within the framework of reservoir computing. We explored
its temporal information processing capabilities from a dynamical approach,
focusing on the relevance of the network’s local topology. Finally, we used a
long-standing collection of elegant experiments to develop a salt chemotaxis
model in the roundworm Caenorhabditis elegans. Our model integrates the
molecular, cellular and organismal levels to reproduce the experimentally
observed experience-dependent behavior, where worms migrate up or down
the gradient depending on the salt concentration alongside they were previ-
ously fed. Together, these studies intend to offer insight on the mechanisms,
from the molecular to the behavioral, underpinning the ability of living sys-
tems to respond to diverse environmental temporal contexts.

Resumen

Los organismos necesitan integrar su experiencia previa con su estado in-
terno actual para ofrecer una respuesta adecuada a los cambios dinámicos en
su entorno. Esta tesis se dedica a analizar, desde un enfoque matemático y
computacional, diversos aspectos dependientes de la experiencia de la com-
putación biológica desde un punto de vista mecanicista. Para ello, hemos ex-
aminado tres comportamientos dinámicos en diferentes escalas biológicas.
En primer lugar, desarrollamos diversos modelos de habituación que ex-
hiben todas las características relacionadas con la respuesta de habituación a
un único estímulo. Nuestros modelos se basan en arquitecturas comunes de
circuitos reguladores celulares, proporcionando así una comprensión con-
ceptual del aprendizaje a nivel de células individuales. En segundo lugar,
estudiamos la capacidad de codificación de memoria de la red de regulación
genética de Escherichia coli dentro del marco de reservoir computing. Ex-
ploramos sus capacidades de procesamiento de información temporal desde
un enfoque dinámico, así como también centrándonos en la relevancia de
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la topología local de la red. Finalmente, utilizamos una serie de elegantes
experimentos para desarrollar un modelo de chemotaxis en gradientes de sal
por parte del nematodo Caenorhabditis elegans. Nuestro modelo integra
los niveles molecular, celular y del organismo para reproducir las observa-
ciones experimentales, donde los gusanos migran hacia arriba o hacia abajo
en el gradiente dependiendo de la concentración de sal a la que fueron ali-
mentados previamente. En conjunto, estos estudios pretenden contribuir al
conocimiento sobre los mecanismos, desde los moleculares hasta los con-
ductuales, que sustentan la capacidad de los sistemas vivos para responder
a diversos contextos ambientales temporales.
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Chapter 1. Introduction

1.1 Motivation and objectives

Biological systems, ranging from single cells to complex organisms, rely
heavily on their ability to process temporal information for survival, adapta-
tion, and optimal functioning. Temporal information processing ensures that
biological activities are coordinated in time, allowing for precise responses
to dynamic environmental changes. This temporal sensitivity is crucial for
various aspects of life, and the presence of memory mechanisms further en-
hances the adaptability and efficiency of biological systems.

To have a broader picture on the understanding of decision making and be-
havior we need to consider that organisms orchestrate a biological response
to a specific context/situation, but that this response can change accordingly
to its previous experience. In other words, in a myriad of situations organ-
isms need to integrate its previous experience with its current internal state
in order to deliver a suitable response. In this sense, this thesis is devoted to
study these experience-dependent aspects of biological computation from a
mechanistic point of view.

We have examined three different biological paradigms at different scales,
but in all cases our focus was on the temporal information processing mech-
anisms. We first examined one of the simplest example of non-associative
learning, i.e., habituation. In spite of its simplicity, habituation inherently
involves information processing and time perception capabilities, as we will
discuss later. In this case, we developed biochemically plausible models,
based on enzymatic reactions. We focused on the different architectures
that can give rise to a series of known hallmarks of habituation. Our models
consisted in minimal circuits made of feedforward and/or feedback building
block motifs.

After having analyzed the contribution of a low number of recurrences to
the temporal information processing capabilities in the context of habitua-
tion, we moved to a system where global feedback is present. We analyzed

1
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memory encoding in the gene regulatory network (GRN) of Escherichia coli
in the framework of reservoir computing. The GRN we studied has a highly
recurrent core, which is fundamental to encode the organism’s previous ex-
perience.

Finally, we studied the effect of feedback on temporal information pro-
cessing from a more integrative perspective. To that end, we developed a
model of the experience-dependent behavior of chemotaxis in the round-
worm Caenorhabditis elegans. We use this model to propose and validate,
in comparison with experimental observations, the adaptive foraging behav-
ior of the worm in a gradient of salt. Here, the feedback is present as a
sensorimotor feedback.

In the following, we will introduce from a broad perspective each one of the
topics that we have studied. Then, we will finish this chapter by explaining
the thesis structure.

1.2 Learning

The capacity to perceive and adapt to environmental changes stands out as
a fundamental characteristic of living organisms. In specific instances, the
response to an environmental stimulus may not be solely dictated by the
stimulus itself but could also be influenced by the organism’s prior experi-
ences. This –a persistent change in response to the same stimulus based on
experience– can be considered a basic definition of learning [1].

Two primary forms of learning are commonly identified: associative learn-
ing, exemplified by Pavlovian conditioning, and non-associative learning,
including habituation and its counterpart, sensitization. In this thesis we
specifically concentrate on habituation, characterized by a reversible reduc-
tion in response after repetitive stimulation (see Fig. 1.1A). The importance
of habituation lies in its capacity to filter out non-harmful and irrelevant in-
formation, enabling organisms to conserve resources for more critical cog-
nitive or cellular activities [2]. Thompson and Spencer [3] reviewed an ex-
tensive collection of experiments in neuronal organisms to compile a list of
ten common characteristics displayed by most, but not necessarily all, ha-
bituating organisms. Its minor revision more than 50 years later by Rankin
and colleagues [2] not only provided the most up-to-date definition of habit-
uation, but also represents a general consensus in psychology and neurobi-
ology (see Table 1.1). Even though these ten hallmarks of habituation have
been crystallized from behavioral research, it is important to note that their
definition is operational, and can thus be applied to any organism with the
ability to transiently respond to individual stimuli.
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# Name Description

1 Habituation
Repeated application of a stimulus results in a
progressive decrease in some parameter of a re-
sponse to an asymptotic level.

2
Spontaneous
recovery

If the stimulus is withheld after response decre-
ment, the response recovers at least partially over
the observation time.

3
Potentiation
of habitua-
tion

After multiple series of stimulus repetitions and
spontaneous recoveries, the response decrement
becomes successively more rapid and/or more
pronounced.

4
Frequency
sensitivity*

Other things being equal, more frequent stim-
ulation results in more rapid and/or more pro-
nounced response decrement, and more rapid
spontaneous recovery (if the decrement has
reached asymptotic levels).

5
Intensity sen-
sitivity

Within a stimulus modality, the less intense the
stimulus, the more rapid and/or more pronounced
the behavioral response decrement. Very intense
stimuli may yield no significant observable re-
sponse decrement.

6
Subliminal
accumula-
tion*

The effects of repeated stimulation may continue
to accumulate even after the response has reached
an asymptotic level [...]. This effect of stimu-
lation beyond asymptotic levels can alter subse-
quent behavior, for example, by delaying the on-
set of spontaneous recovery.

7
Stimulus
specificity*

Within the same stimulus modality, the response
decrement shows some stimulus specificity.

8 Dishabituation
Presentation of a different stimulus results
in an increase of the decremented response
to the original stimulus.

9
Habituation
of dishabitu-
ation

Upon repeated application of the dishabituating
stimulus, the amount of dishabituation produced
decreases.

10
Long-term
habituation

Some stimulus repetition protocols may result in
properties of the response decrement [...] that last
hours, days or weeks.

Table 1.1: Hallmarks of habituation [2]. The hallmarks investigated in this work
are highlighted in grey. Asterisks denote that the naming has been changed by us.
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Figure 1.1: Scheme of habituating behavior. (A) Exemplary response curve of
habituation in response to repetitive stimulation (hallmark #1 in Table 1.1). The
response recovers after the stimulus is withheld for some time (hallmark #2 in Table
1.1). (B) The incoherent feedforward and the negative feedback motifs.

Habituation transcends being merely an artifact of sensory/motor fatigue or
a cellular depletion mechanism. This is typically illustrated by employing
various types of stimuli and checking stimulus specificity [2, 3] (hallmark
#7 in Table 1.1). This refers to the fact that within the same stimulus modal-
ity, the response decrement (habituation) shows some stimulus specificity.
In contrast, if habituation was a more general sensory adaptation or motor
fatigue, then it should generalize across a broad range of stimuli within a
sensory modality, which is not the case.

A remarkable characteristic highlighting the subtle information processing
and time perception inherent in habituation is frequency sensitivity (hall-
mark #4 in Table 1.1), wherein habituation and the subsequent recovery
(hallmarks #1 and #2 in Table 1.1, see also Fig. 1.1A) occur more rapidly
with more frequent stimulation. This phenomenon implies that habituating
organisms assess the significance of a stimulus not solely based on the num-
ber of previous stimuli but also gather information about its environmental
context. The environment is less likely to change in between two closely
spaced stimuli, making it reasonable to disregard a non-harmful stimulus
after a brief period of time. Following the same rationale, the absence of
stimuli after frequent stimulation leads to a quick recovery [4]. Similarly,
it is less dangerous to disregard weaker stimuli, elucidating why habitua-
tion occurs faster for less intense stimuli. This constitutes another pivotal
characteristic known as intensity sensitivity (hallmark #5 in Table 1.1).

While there are instances of associative [5, 6] and habituation-like [7, 8]
learning observed in plants, the attribution of learning has predominantly
been limited to networks of neurons within nervous systems, particularly
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in brains [9]. In these cases, learning has been demonstrated to coincide
with alterations in gene expression within the implicated neurons [10]. For
instance, the marine slug Aplysia californica is a species that, due to its
low number of large neurons, has served as a model organism for habitu-
ation studies. In Aplysia, the long-term habituation of the gill-withdrawal
reflex depends on the synthesis of new proteins in the presynaptic neuron,
but also involving postsynaptic processes [9]. This stands in sharp contrast
to short-term habituation, which is linked to the habituation of neurotrans-
mitter release in the sensory neuron, and is thus exclusively a presynaptic
process [11]. This discovery has been corroborated in species other than
Aplysia [12, 13]. These molecular events suggest that the computations rel-
evant for short-term habituation occur within the sensory neuron—a single
cell.

The primary evidence of learning within single cells arises from experimen-
tal studies involving unicellular organisms and mammalian cell tissues [14].
Early investigations into classical conditioning in the ciliates Paramecium
aurelia and Paramecium caudatum were conducted in the 1950s and 1970s
[15, 16]. Beatrice Gelber executed experiments in which Paramecia under-
went training through repetitive exposure to a needle coated with bacteria.
Following numerous trials, Paramecium displayed a swimming response to-
ward the needle, now established as the conditioned stimulus, even in the
absence of bacteria. Gelber’s experiments are notable not just for their sci-
entific contributions but also for their historical importance, since their con-
troversial perception demonstrates the challenges faced by her and others
exploring the unconventional realm of studying learning outside the brain
[17, 18]. More recently, the list of organisms exhibiting associative learning
has broadened to include Amoeba proteus and Metamoeba leningradensis
[19].

The documentation of non-associative learning in single cells is comparably
abundant. Herbert Spencer Jennings conducted studies on Stentor roeseli, a
trumpet-shaped, sessile ciliate. With repeated irritation, Stentor undergoes
a hierarchical progression of avoidance reactions, escalating in intensity un-
til it eventually detaches from its holdfast and swims away [20]. This can
be regarded as a type of non-associative learning, where behavior under-
goes changes in response to a single stimulus. However, this process is
more complex than habituation or sensitization, as the organism opts for a
different course of action rather than modifying the same behavior in a var-
ied manner. Despite initial skepticism and inadequately executed attempts
to refute Jennings’ findings, they have recently been effectively replicated
[21].
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Of particular relevance to our work, habituation has been documented in var-
ious single-celled organisms, including the ciliate Stentor coeruleus [22, 23]
and the slime mold Physarum polycephalum [24]. Additionally, it has been
observed in non-neuronal mammalian tissue cells, such as human embry-
onic kidney cells [25] and the rat adrenal pheochromocytoma cell line PC12,
where detailed investigations were conducted by Daniel Koshland’s group in
the 1990s [26, 27]. These cells display habituation of noradrenaline (a neu-
rotransmitter) release upon a variety of repetitive stimuli, including acetyl-
choline (ACh) [26, 28, 29, 30, 31], high levels of potassium [26, 30], and
ATP [27, 29]. Koshland’s studies have ruled out the possibility of a simple
depletion mechanism by correcting for the loss of internal neurotransmitter
during the experiment. The stimulus specificity observed between potas-
sium and acetylcholine [28], along with dishabituation (hallmark #8 in Ta-
ble 1.1) to phorbol esters (with potassium as stimuli) [26], further allow the
exclusion of fatigue as a potential explanation.

From the biochemical examination of PC12 cells, we understand that the
habituation of noradrenaline release is a downstream effect of the habitua-
tion of internal calcium levels [27, 32]. The existing data for ATP stimu-
lation suggests that this phenomenon may arise from the downregulation
of calcium influx through inactivation of the ATP-gated cation channels
[27]. However, it is noteworthy that distinct stimuli might engage differ-
ent pathways, as evidenced by the independence of habituation produced by
potassium and acetylcholine stimulation [28, 30]. The pathway activated by
potassium stimulation has been proposed to involve voltage-gated calcium
channels and protein kinase C [26]. Despite these insights, the comprehen-
sive circuit underlying habituation in PC12 cells has not been meticulously
elucidated.

In this sense, developing a theoretical understanding of the general mecha-
nistic principles governing habituation could further aid the search for bio-
chemical mechanisms. From a conceptual point of view, habituation can be
implemented by a network including a memory-encoding molecular species,
which builds up either proportionally to the input or the response node and
has an inhibitory effect on the latter. This corresponds to an incoherent
feedforward (IFF) or a negative feedback (NF) loop, respectively (see Fig.
1.1B). The memory-encoding molecule stores information about previous
stimulation and accounts for the decrease in response through its inhibitory
effect on the response node. While it is relatively easy to construct a model
for habituation and recovery, it is not trivial to account for the hallmarks of
frequency and intensity sensitivity (hallmarks #4 and #5 in Table 1.1).

The IFF and NF network motifs are ubiquitous in nature [33] and therefore
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provide plausible building blocks for models on the cellular level. They
have been shown to underlie adaptation; a phenomenon in which a persistent
stimulus results in an initial increase in response followed by a subsequent
decay back to the original steady state level [34, 35]. Adapting network
topologies are a valuable source for the construction of habituating models.
Detailed models of adaptation have been proposed in enzymatic [36] and
gene regulatory [37] contexts. One of the earliest studied adapting systems
is the chemotaxis of Escherichia coli, which has been shown to rely on the
NF motif, with the inhibitory memory being implemented in the form of
multisite post-translational modifications [18, 38].

Taking this into account, in Chapter 2 we provide a biologically plausible
model of habituation on a cellular level, which accounts for the nontrivial
hallmarks of frequency and intensity sensitivity. We show that concatena-
tion of IFF or NF motifs can generate the desired behavior in a molecular
setting at the level of a single cell. The ubiquity of IFF and NF motifs and
the resulting generality of our model might facilitate the search for molecu-
lar substrates involved in habituation in various organisms. Elucidating the
mechanisms of learning from the perspective of single cells not only en-
hances our understanding of the remarkable signal processing capabilities
of cells, but also sheds light on the evolutionary origins of learning.

1.3 Information processing by cellular networks

The perspective taken in the previous section was focused on finding a min-
imal conceptual model that explains the main features of a temporal infor-
mation processing-demanding behavior, i.e., habituation on a cellular level.
Nonetheless, regulatory circuits are often highly interconnected within the
cellular machinery, forming large networks [39, 40]. This large complex-
ity of interactions among diverse types of molecules such as DNA, RNA,
proteins and metabolites is what makes the cell able to accurately adapt to
the environment conditions [41, 42]. Just as large neuronal networks dis-
play emergent dynamical properties that cannot appear in individual cells or
small circuits [43], we expect the dynamical properties of larger regulatory
networks to be much more complex than what we can expect from the small
circuit architectures.

Inspired by this possibility, in Chapter 3 we propose that cellular regulatory
networks –gene regulatory networks in particular– can integrate temporal
signals and encode memory in a decentralised manner, relying on the inher-
ent structure and dynamics of the whole network, following the reservoir
computing paradigm.
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Reservoir computing (RC) is a computational scheme based on recurrent
neural networks, where temporal computations emerge from the interaction
between incoming stimuli and the internal dynamic state of the network.
RC was initially articulated independently in the realms of neuroscience
as liquid state machines [44], and in machine learning as echo state net-
works [45]. This approach seeks to combine the strengths of recurrent neu-
ral networks (RNN) and feedforward networks (FFN). By doing so, it aims
to make use of the temporal information-processing advantages inherent in
RNNs while employing FFNs to address and overcome RNNs’ inherent lim-
itations, such as their training process.

Feedforward networks, also known as multi-layer perceptrons, stand as one
of the pioneering neural network architectures with applications in machine
learning. Neurons, the processing elements, are structured in hierarchical
layers, facilitating the unidirectional flow of information from one layer to
the next (see Fig. 1.2a). This modular arrangement allows for the identi-
fication of different neuron types (input, hidden or intermediate, and out-
put nodes), and simplifies the training process, i.e. the modification of the
network’s synaptic strengths so that the desired output is produced. Error
backpropagation [46] has become the standard method for training FFNs
to perform complex tasks. On the other hand, FFNs lack the capability to
represent temporal structures: the system’s output, derived from a given in-
put, does not depend on preceding inputs. In essence, while these networks
can be efficiently trained to process complex spatial inputs, they fall short
in handling temporal information [47, 48].

Compared to FFNs, recurrent neural networks exhibit greater robustness,
possess the capacity to process temporal information, and are able to model
highly nonlinear systems [49]. Unlike FFNs, RNNs lack a hierarchical orga-
nization of neurons, with no topological distinctions between input, output,
or intermediate nodes (see Fig. 1.2b). This absence of hierarchy results in
recurrent information flow within the network, allowing virtually any node
to influence any other. Consequently, RNNs behave as high-dimensional
dynamical systems, where an input signal induces a complex dynamical per-
turbation in the current system state that reverberates and survives within the
network for a while. The network’s dynamics relies on both external inputs
and its internal state, projecting the recent history of the network into the
multidimensional space of their dynamics.

The recurrence of connections in RNNs leads in turn to a prominent draw-
back: the network training process becomes notably inefficient due to the
potential influence of any connection on the global dynamics of the network
[47]. Error backpropagation has also been extended to RNNs [50, 51], but
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(a)

(b)

(c)

Figure 1.2: Architectures of neural networks. (a) Feedforward network. (b) Re-
current neural network. (c) Reservoir computing. The different types of nodes are
input nodes (blue) that are the entry point of the external signals into the network,
the hidden nodes (green) that are internal to the network, and the readout nodes
(red) that must give the appropriate response/output of the system.
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only with a partial success. Backpropagation methods for RNNs are more
computationally demanding and with slower convergence than the feedfor-
ward case, and can also lead to poor local minima. Moreover, there are
conceptual limitations to their applicability for RNN. One of them is that
bifurcations can make training non-converging [52].

Taking this into account, training RNNs appears to be inherently challeng-
ing. On the other hand, they could be an immensely powerful and ver-
satile tool, seamlessly blending extensive dynamical memory with highly
adaptable computational capabilities. Moreover, RNNs are the most closely
resembling biological networks, which tend to be connected in a highly re-
current manner.

The reservoir computing framework employs an untrained RNN as a reser-
voir, which is then read out by a simple classification feedforward layer (see
Fig. 1.2c). A crucial prerequisite for the reservoir is to satisfy the echo-state
property: the dynamical state of the reservoir should be uniquely defined
by the fading memory of the input [53]. In other words, for a long enough
input, the current state of the system should not depend on the initial con-
ditions that were before the input. It is empirically observed that the echo
state property is obtained for any input if the spectral radius of the network’s
adjacency matrix (its largest eigenvalue) is smaller than 1.

Downstream of the RNN, a purely feedforward structure is identified, which
is then trained to extract pertinent information from the transient multidi-
mensional dynamics of the reservoir. The reservoir computing paradigm of-
fers the advantage of utilizing a RNN without the need to adapt the weights
of its internal connections. Instead, only the links towards and between the
strictly feedforward output layers need to be trained for learning a new task
[47]. Consequently, RC significantly simplifies the training of the RNN,
while maintaining its computational powers.

In Chapter 3 we made use of the above introduced reservoir computing
framework in order to study the temporal computing power of E. coli’s
GRN. Specifically, our initial exploration delved into the impact of the net-
work dynamics on its memory capacity. Additionally, we analyzed whether
the local topology of biological GRNs plays a role in their memory encod-
ing capacity. An examination was also conducted to ascertain whether a
particular balance between activation and repression is requisite to obtain
a functional reservoir. Lastly, we endeavoured to identify a smaller set of
genes within the E. coli’s network capable of performing well in memory-
demanding tasks, holding potential significance for experimental validation.



Chapter 1. Introduction 11

1.4 Context-dependent behavior

So far we have discussed the temporal information processing capabilities
of molecular circuits and networks. However, in multicellular organisms,
in particular metazoans, the encoding of previous experience is also key to
determine their present behavior (what we call experience-dependent behav-
ior). In those situations recurrence also plays a central role, but from a dif-
ferent perspective in comparison to the previous section. Specifically, sen-
sorimotor feedbacks are a key element to determine the organism’s behav-
ior, according to its previous history. In what follows, we introduce a spe-
cific experimental system that can be considered a paradigm of experience-
dependent behavior, namely salt chemotaxis in the nematode C. elegans.

In some respects, modern neuroscience began with the quest for the engram:
the physical trace of a memory in the brain. This is precisely what Eric
Kandel set out to find by studying habituation in the marine slug Aplysia.
The low number and large size of the neurons of Aplysia allowed Kandel to
physically place electrodes into single neurons and measure their electrical
activity. Contrary to the commonly held view at the time that simple organ-
isms were incapable of complex learning, Kandel found that the the slug’s
gill withdrawal reflex (i.e., it closes its gill if prodded) was amenable to
habituation, sensitization and associative conditioning. Using these learn-
ing paradigms in several clever experiments, Kandel successfully located
the individual neurons involved in the reflex and found the engram: the ge-
netic and molecular changes leading to a weakening or strengthening of the
connection between two neurons, effectively holding the memory for the
strength of the gill withdrawal reflex.

Since those pioneering experiments, we have learned a tremendous amount
and created a very powerful set of tools to probe the mysteries of the brain.
It is thus that the next big question of neuroscience can be explored: how do
brains make decisions? Arguably, behind every behavior lies a decision. In
the simplest case whether to perform an action or not, and in other cases a
choice between many possible alternatives. Indeed, if they are to maximize
their fitness, animals should weigh their options carefully, making sure they
find sufficient food, mates and shelter, all while avoiding predators and haz-
ardous environments.

To understand how a nervous system produces complex behavior, minimal
organisms that show the behavior of interest are always a good starting
point. In this sense, the roundworm C. elegans is the only species that has
its complete nervous system [54], complete genome [55] and complete cell
lineage mapped [56]. While this was not clear to the early pioneers, many
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of the molecular, cellular and macroscopic pathways are conserved between
worms and humans. Thus, the more we learn about C. elegans, the better
we understand genetics, development, cognition and their interaction across
the animal kingdom and in ourselves.

Despite its relatively simple nervous system, C. elegans shows experience-
dependent behavioral plasticity in response to a variety of environmental
cues, such as odor [57], taste [58], and temperature [59], among others. By
the term “experience-dependent behavior” we mean adaptive behaviors that
can change accordingly to the worm’s previous history.

One of the most studied examples of this type of behavior in C. elegans
is chemotaxis in a gradient of salt (NaCl). Salt was first identified as a
chemoattractant by Ward in 1973 [60]. Its chemoattractant can be traced
to the fact that NaCl (as well as other salts) tend to be present in higher
concentrations around bacteria, the main food source of C. elegans. The
response to salt has been proven to be plastic and can be reversed upon
pre-exposure. Animals exposed to salt in the absence of food over time
scales of ten minutes avoid NaCl at any concentration [61, 62, 63]. This
form of plasticity has a reversal time of less than 5 minutes, and is called
gustatory plasticity. A second form of plasticity occurs when animals are
starved in the presence of NaCl over longer timescales (an hour or longer),
and induces stronger avoidance responses that rely on mechanisms that are
mostly independent from gustatory plasticity [58, 62, 64].

More recently, chemotaxis to NaCl of well-fed animals has been proven to
be a learned behavior in C. elegans. Worms migrate up or down salt gra-
dients depending on the NaCl concentration at which they have been previ-
ously fed at cultivation [65]. In other words, if a worm cultivated at a high
NaCl concentration is set at a lower concentration in the middle of a salt
gradient, it crawls up the gradient (top panel of Fig. 1.3). Conversely, if
the worm was cultivated at a low NaCl concentration, it crawls down the
gradient (bottom panel of Fig. 1.3). In Chapter 4 we present a mechanistic
model, strongly grounded in multiple experimental observations at differ-
ent biological scales, that captures this experience-dependent chemotaxis to
NaCl exhibited by C. elegans.

Computational models of C. elegans have varied considerably in approaches.
Some models have focused on the neuronal level [66] while other, high level
models, have set out to account for specific behaviors; the latter class of
models typically lack or include very simplistic representations of the ner-
vous systems [67, 68]. In this thesis, we are concerned with intermediate
level models that include some neuronal and neural circuit details and aim
to offer explanatory and predictive power on the neural specification of be-
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Figure 1.3: Experience-dependent salt chemotaxis in C. elegans. Worms are cul-
tivated at either a high (top) or low (bottom) concentration of NaCl, then transferred
to a plate with a salt gradient. High (low) salt cultivated animals are attracted to
high (low) salt concentrations.

havior.

To remain grounded in physiological and behavioral evidence, intermediate-
level models tend to focus on a limited subset of the nervous system. This
class of models therefore distinguishes itself from models of the entire head
nervous system [69], or even the entire nervous system of the animal [70]
that focus instead on patterns of connectivity and circuit-level insights.

On the other hand, most intermediate-level models (focusing on specific
subcircuits) have focused on a single experimental assay. This can place
a significant limitation on a model’s predictive power. In other words, it
is likely that a model tuned to account for one assay will fail when tested
on another. This also applies for models of chemotaxis on a salt gradient
[71, 72, 73, 74, 75, 76]. All of these models account for positive chemotaxis,
i.e., attraction to the peak of the salt gradient. In this sense, a notable feature
of our model presented in Chapter 4 is its ability to encompass both context-
dependent behaviors—specifically, high- and low-salt attraction—within a
unified framework. This is achieved using the same circuit without the need
for altering parameter values, highlighting the versatility and adaptability of
the model to account for the worm’s previous experiences.

In summary, in Chapter 4 we introduce a mechanistic model, rigorously
constrained by a multitude of experimental observations across various bi-
ological scales, to elucidate the experience-dependent chemotaxis toward
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NaCl demonstrated by C. elegans. The model integrates sensory elements,
spanning molecular and cellular levels, with the observed motor features
of the organism’s behavior. Grounded in biology, the model incorporates
all experimentally identified necessary and sufficient components, steering
clear of artificial regulatory mechanisms. Simultaneously, it maintains a
balance by avoiding excessive molecular details that might result in over-
parameterization.

1.5 Outline of the thesis

This thesis is divided into three chapters, each dedicated to an independent
project that explore experience-dependent aspects of temporal information
processing in biological systems. In chapter 2 we develop biochemically
plausible models of habituation on a cellular level. Our models are based on
enzymatic reactions, and we concentrate on the different architectures that
can give rise to a series of known hallmarks of habituation.

Chapter 3 focuses on the memory encoding capability of the gene regula-
tory network (GRN) of Escherichia coli within the framework of reservoir
computing. The GRN we studied has a highly recurrent core, which is fun-
damental to encode the organism’s previous experience. In particular, we
have first investigated the effect of the network dynamics in its memory
capacity. Furthermore, we have looked into whether the local topology of
GRNs contributes to their memory encoding. Also, we examined if certain
balance between activation and repression is needed to have a functional
GRN reservoir. Finally, we have sought for smaller set of genes of the E.
coli’s network that can perform well in memory-demanding tasks, which
can be of great value for experimental validation.

Lastly, in chapter 4, we developed a mechanistic model of the experience-
dependent behavior of chemotaxis to NaCl exhibited by the roundworm
Caenorhabditis elegans. The model is based on multiple experimental ob-
servations at different levels, and includes the sensory components of the
process, at both the molecular and cellular levels, and the motor features
of the behavior observed, at the organismal level. The model allows us to
bridge the gap between well-controlled experimental observations of the re-
sponse of a worm to a finite step in salt, and the observed behavior of freely
moving worms in continuous gradients. Finally, in chapter 5 we summarize
the main results and discuss future outlooks for the presented projects.
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The molecular bases of learning have remained elusive so far. Classical the-
ories link learning to changes in the strengths of synapses among neurons in
nervous systems [77, 78, 79]. However, recent data point to other scenarios.
As we mentioned in the introduction (chapter 1), there is evidence for learn-
ing in plants [5, 7, 80], for instance. Moreover, learning-like behaviors have
been observed in unicellular eukaryotes for decades [14, 15, 16, 19, 20, 21],
and recent data suggests learning may occur at the level of individual neu-
rons [81]. Therefore, it is important to understand to what extent and how
learning behaviors may be implemented at the cellular level. To this end,
here we investigate one of the simplest forms of learning, namely habitua-
tion.

Habituation is commonly defined as a reversible decrease in response upon
repetitive stimulation (Fig. 1.1A) [3]. It allows organisms to filter out in-
nocuous information and save their cognitive or cellular resources for more
relevant tasks. Most habituating organisms share a set of characteristic fea-
tures which are listed in Table 1.1 [3]. Note that most characteristics in that
table involve a single stimulus, except #7, #8, #9. Two hallmarks are es-
pecially remarkable when considered together: more tightly spaced stimuli
result in faster habituation and faster recovery than when stimuli are fur-
ther apart (#4 frequency sensitivity), whereas more intense stimuli lead to
slower habituation than weaker stimuli (#5 intensity sensitivity). These two
features suggest that it is not just the amount of stimulus over a given time
that matters, but that habituation involves subtle information processing and
time sensing.

2.1 Modeling habituation

2.1.1 Early models

The hallmarks of habituation were crystallized from the study of habitua-
tion in neuronal organisms. However, their definition is operational and can

15
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thus be applied to any organism with the ability to transiently respond to
individual stimuli, including single cells. In fact, many of the hallmarks of
habituation have been reported in single-cell organisms such as the ciliate
Stentor coeruleus [23, 82] and Physarum polycephalum [24], as well as in
cells in culture. Detailed studies were performed by Daniel Koshland and
co-workers in the 1990s on PC12 cells [26, 27, 28, 29, 30, 31, 32, 83, 84].
Table 2.1 lists all the hallmarks observed in PC12 cells. The hallmarks #3
to #5 rely on the definition of habituation time. The list presented here is
based on the (implicit) definitions used in the respective publications. For
a more unified picture on the behavior of PC12 cells, a reevaluation of the
presented data may be necessary.

More recently, optogenetics was used to study habituation in embryonic
kidney cells [25]. Despite some molecular elements involved in the behavior
were identified in some of these systems, the full biochemical mechanism
has not yet been worked out in any of them.

As discussed in Chapter 1, habituation can be implemented by a simple
network with an input, memory and response node, which could take the
form of either an incoherent feedforward (IFF) or a negative feedback (NF)
loop (Fig. 1.1B). In order to explain frequency sensitivity, Staddon and co-
workers [4, 85] proposed the need for concatenating two IFF or NF motifs,
so that the response of the first motif serves as the input of the second motif.
Those models, however, were not molecularly realistic, as they were based
on general mathematical functions, cast in the language of control theory
and in a discrete time setting (in Section 2.3.1 we will discuss one of Stad-
don’s models in more detail). Moreover, the potential for generating the rest
of habituation hallmarks was unexplored. In part this has been addressed
in more recent work [86, 87] but still relying on seemingly abstract models.
This leaves open the question of what behaviors are possible when consid-
ering molecular interactions as substrates for habituation. Moreover, these
studies do not attempt to model frequency and intensity sensitivity.

The NF and the IFF motifs are widespread in molecular networks [33]. We
thus tested molecular implementations of these circuits for their ability to
underlie all habituation hallmarks associated to a single stimulus (#1, #2, #3,
#4, #5, #6 and #10). Indeed, we find that simple molecular implementations
of these circuits can exhibit all these hallmarks. We discuss in what follows
the implications of our findings for our understanding of the mechanisms
and evolution of information processing and learning, from single cells to
neuronal organisms.
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# Hallmarks Stimulus Comments
1 Habituation K+[26, 30]

ACh[28,
29, 30]
ATP[27,
29]

2
Spontaneous
recovery

K+[26] Only partial recovery.

ACh[28,
29, 30]

Only partial recovery.

ATP[29]

3
Potentiation of
habituation

K+[26]

ACh[28,
29, 30]
ATP[29]

4
Frequency
sensitivity

K+[26]
Stronger habituation for higher frequen-
cies. Recovery was not tested. Data has
been normalized.

ACh[28]
Normalized data. Peaks have not fully ha-
bituated. Recovery was not tested.

ATP[27]

Normalized data. Not all peaks have ha-
bituated. For higher frequencies habitua-
tion is more pronounced and more rapid.
Recovery was not tested.

5
Intensity sensi-
tivity

ATP[27]
Normalized data (Fig. 1). Indirect ev-
idence by analogy between habituation
and adaptation (Fig. 3).

6
Subliminal ac-
cumulation

Not reported.

7
Stimulus
specificity

K+/ACh[28,
30]

K+ and ACh habituate independently of
each other (specificity).

ATP/K+[27]
Stimulus generalization between ATP and
K+.

8 Dishabituation K+[26]
The drug Bay K 8644 and phorbol esters
have been used as dishabituating stimuli.

ACh[28]
Phorbol esters do NOT result in dishabit-
uation to ACh stimuli.

9
Habituation of
dishabituation

Not reported.

10
Long-term ha-
bituation

Not reported.

Table 2.1: Reported hallmarks of habituation in PC12 cells. The measured
response variable is norepinephrine release. Tested stimuli are ACh (acetylcholine),
ATP (adenosine triphosphate) and K+ (potassium).
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2.1.2 A model with two concatenated IFF motifs

Building up on Staddon’s proposition that habituation may be implemented
by two concatenated IFF motifs [4], we started by examining a simple
molecular implementation of this architecture. The model is generally based
on enzymatic reactions (interactions) among molecular species that can be
in either an active or an inactive state, and that can activate each other. This
can correspond, for example, to proteins in two different states of activa-
tion mediated by post-translational modifications, but other biological inter-
pretations are possible. Figure 2.1 shows the cartoon corresponding to the
concatenated IFF model.

Ton T

S

stimulus SQW(t)
I
1,a

I
1,i

M
1,i
M
1,a

R
1,i

R
1,a

I
2,a

I
2,i

M
2,i
M
2,a

R
2,i

R
2,a

Figure 2.1: A model with two concatenated incoherent feedforward motifs.
Cartoon of the model, where each pair of circles represents the interconversion be-
tween active (labeled with the subindex a) and inactive (labeled with the subindex
i) forms of Input (I), Memory (M) and Response (R) molecular species. R2,a, in
red, is taken as the output on which the habituation hallmarks are examined. In
the habituation protocol, the stimulus is simulated as a square wave input function
SQW(t) of period (T), and is maintained at intensity S over Ton time units, and
at 0 otherwise. In the Appendix, the model equations are given in A.1.1, and the
parameter values in Table A.2.

As shown in Fig. 2.1, each IFF motif consists of an input (I) that receives
a stimulus and activates a memory species (M ) and a response species (R),
with the latter being deactivated by the former. The response species of the
first motif serves as stimulus to the second motif. We considered all reac-
tions to be linear and following mass action kinetics, except the deactiva-
tion of the responses, which exhibits saturation, as detailed in the Appendix
A.1.1. Moreover, the total concentration of each species is assumed con-
stant, and we explicitly model (and plot) the time evolution of the active
fraction of each species. The repetitive stimulus is simulated as a square
wave input function SQW(t) of period T , with Ton time units at amplitude
S, and T − Ton time units at amplitude 0 (Fig. 2.1). The system starts at
its basal steady-state with all species in their inactive form. We examine
habituation on the active response species of the second motif (R2,a).



Chapter 2. Molecular models of habituation 19

2.2 Measures of habituation and recovery time

In order to assess the hallmarks of habituation, it is necessary to quantify
how quickly the system habituates (habituation time, ht), and how long it
takes for it to recover from the habituated state when the stimulus is no
longer present (recovery time, rt). In what follows we define both of these
measures.

2.2.1 Definition of habituation time

In agreement with the habituation definition in #1 of Table 1.1, we con-
sider that a system has habituated when the response does not decrease sig-
nificantly upon further stimulation. We formalized this by calculating the
relative difference, di, between neighboring peaks:

di =
pi − pi+1

pi
, (2.1)

where pi denotes the output response at the i-th peak. The habituation time
is then defined as the number of applied stimuli applied before the relative
difference di falls below a fixed threshold. We took the threshold to be
0.01 in general, although the sensitivity to this value was also investigated.
We note that habituation time is measured in number of stimuli rather than
in units of time. This provides a measure of habituation time which is in-
dependent of the stimulation period and therefore does not confound the
analysis of frequency-dependent effects of habituation. Given that the hall-
mark of frequency sensitivity implies slower habituation when stimuli are
further apart, if habituation time were just measured in units of time, ha-
bituation may require more time just because it takes more time to reach
the same stimulus number. This is a simpler behavior than requiring more
stimuli to reach habituation. We note that the relationship between stimula-
tion frequency and habituation time in terms of stimulus number was origi-
nally noted in the classic habituation review by Thompson and Spencer [3],
and has also been used subsequently in the literature (for instance in PC12
cells [27, 28, 32, 83, 84] and Stentor coeruleus [22, 23, 82, 88]). Another
measure used at times in the literature is the rate of response decay upon
fitting an exponential to the response peaks. In general, this definition can
be problematic for two reasons. First, not all habituation data can be well
approximated by an exponential function. In fact, Rankin et al. state that
"in many cases, the decrement is exponential, but it may also be linear" [2].
Second, the exponential decay rate is strongly determined by the dynamics
of the first few peaks and by how much the response decays in total while
changes in later peaks are less significant. Therefore, exponential decay
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rates are not informative of the habituating behavior, which is determined
by the dynamics of the later peaks.

On the other hand, our simulated responses sometimes were best fit by a
combination of exponentials with different rates, therefore making the mea-
surements from that approach unclear.

2.2.2 Recovery time

In order to quantify recovery time (rt), the system is integrated without ap-
plying any stimulus, taking as initial condition the variable values at the time
it is considered to have habituated. This results in a relaxation trajectory
where all active species are degraded and eventually decay to zero. A single
test stimulus is then applied at a specific point of the relaxation trajectory
and the response peak height is compared to the height of the first peak in
the habituation protocol. Recovery time is defined as the time where the test
peak reaches 95% of the initial peak height. We use a binary search along
the relaxation trajectory to identify this time point accurately and efficiently.

2.3 Frequency sensitivity

2.3.1 Staddon model

Habituation is defined as "a progressive decrease in some parameter of a
response to an asymptotic level" that recovers upon stimulus withdrawal
(Table 1.1, #1 and #2). Staddon’s model [4] already exhibited this property,
which we review in what follows, before going into the results shown by
our model.

In 1993 Staddon [4] published a recursive, discrete-time model of habitua-
tion which should account for frequency sensitivity. The model consists of
two concatenated IFF motifs so that the output of the first module serves as
the input of the second motif (R1(t) in the following equations). The model
equations are given by:

M1(t+ 1) = a1M1(t) + (1− a1)I(t),

R1(t) =

{
I(t)−M1(t) if I(t)−M1(t) > θ1,

0 otherwise,

M2(t+ 1) = a2M2(t) + (1− a2)R1(t),

R2(t) =

{
R1(t)−M2(t) if R1(t)−M2(t) > θ2,

0 otherwise.
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Here time is measured in discrete steps t = 1, 2, 3, .... We have maintained
the same notation of memory (M ) and response (R) species used in our
model (see Fig. 2.1). R2 is taken as the output of the model. Note that
in this case the input I is directly the stimulus that has a period of T time
steps, with Ton time steps at amplitude S = 1, and T − Ton time steps
at amplitude 0. In Staddon’s paper [4] the values of the parameters were
a1 = 0.5, a2 = 0.95, θ1 = θ2 = 0, Ton = 1.

Reconsidering the evidence for frequency sensitivity

While the data presented by Staddon in Ref. [4] only includes two different
stimulation periods (T = 1 and T = 4), we examined a broader range of
periods in that model. From the replicated results shown in Fig. 2.2 two
main observations can be made. First, the habituation curve suggests that
habituation is more pronounced for more frequent stimulation. This aligns
well with experimental evidence [2]. On the other hand, if we calculate the
habituation time (based on our definition given in 2.2.1) we can see that
higher stimulation frequencies lead to slower habituation. This is opposed
to the frequency sensitivity expectations [2] (see hallmark #4 in Table 1.1).
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T=2, ht=21
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Figure 2.2: Replication of frequency sensitivity analysis in Staddon’s model
[4]. Left: habituation curve. Peaks of the model’s output R2 are plotted during
repetitive stimulation of different periods (T ). Habituation times are calculated
using the definition given in section 2.2.1. Right: recovery envelope. Value of R2

if a test-stimulus is applied to the habituated system after letting the system relax
for n time steps. The parameters are: a1 = 0.5, a2 = 0.95, θ1 = θ2 = 0, Ton = 1.

Second, Staddon claimed that recovery is faster for more frequent stimula-
tion. This holds true only when comparing a stimulation period of T = 1
to any single other period. Except for T = 1 however, the data suggests
that recovery is slower for higher stimulation frequencies, which contra-
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dicts the frequency sensitivity hallmark. In conclusion, with the exception
of T = 1 the general trends of habituation and recovery times are reversed
in Staddon’s model: more frequent stimulation result in slower habituation
and slower recovery. Consequently, the model presented by Staddon [4] is
insufficient to claim frequency sensitivity.

The singularity of T = 1 may be explained by the discreteness of the model.
In a discrete-time setting T = 1 implies that a stimulus is applied at every
time step. This might be interpreted as a persistent stimulus, which does not
correspond to a true habituation protocol.

Mechanistic considerations

A second aspect that we analyzed is the mechanism that Staddon proposes
to account for frequency sensitivity in his model [4]. He stated that the main
feature of the model is the difference in timescales between the two motifs.
Staddon proposes that the first module (peripheral unit) needs to be more
rapidly decaying and ”forgetful”, and the second motif (central unit) should
have a slower decaying memory. Following Staddon’s argumentation, for
high frequency stimuli, the first unit soon habituates, thus limiting the in-
put to the second unit, which therefore habituates little. Hence, recovery
for high frequency stimuli is determined primarily by the first unit, ac-
cording to Staddon. Because this unit has more rapidly decaying memory,
recovery for high frequency stimulation is rapid.

Conversely, for low frequency stimuli, the first unit has time to recover be-
tween stimuli and so they pass the first motif without significant habituation.
In this case, the behavior of the system would be dominated by the sec-
ond motif with its slower decaying memory, which also takes more time to
recover. Therefore, recovery after low frequency stimuli is attributable
largely to the second motif and is therefore slow, within Staddon’s frame-
work. The first module is therefore supposed to serve as a low-pass filter by
decreasing its output for more frequent stimulation but letting lower fre-
quencies pass unchanged [4].

Having said that, we analyze the memory traces of Staddon’s model, which
are depicted in Fig. 2.3. The figure shows the memory traces during the
habituation protocol and the posterior relaxation when the stimulation is
withheld. Looking at the recovery traces (second column) actually reveals
that the decay of the memory species of the first motif (M1) is much faster
than that of M2. Moreover, between the different stimulation frequencies
there is almost no difference in their M1 recovery traces. After 10 time
steps M1 has decayed to its resting value for all the stimuli frequencies
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Figure 2.3: Replication of memory traces in Staddon’s model [4]. Data for
the variables M1 (top) and M2 (bottom) during an habituation protocol (left) and
subsequent recovery in the absence of stimuli (right). The parameters are: a1 =
0.5, a2 = 0.95, θ1 = θ2 = 0, Ton = 1.

considered, but the system needs more time to recover in all cases except
T = 1 (see recovery envelope in Fig. 2.2). The response will fully recover
when the M2 levels are low enough, which takes much longer. This suggests
that in Staddon’s model the recovery is determined by the memory dynamics
of the slower second motif regardless of the stimulation frequency, which is
similar to what we found in our models in a continuous time setting, as we
will see in the next section.

2.3.2 Concatenated IFF motifs

By manually choosing parameter sets and simulating the model over time in
response to a pulsatile stimulus, we easily found parameter sets satisfying
habituation. However, it was less trivial to obtain frequency sensitivity. For
this, we searched for appropriate parameter sets and stimulation protocols
using a combination of manual exploration and an evolutionary algorithm
(Appendix A.3), which returned parameter sets that satisfied these hallmarks
as well. The results of the best parameter set are shown in Figs. 2.4 and 2.5.

From the dynamics of the various species, the basic hallmarks of habituation
can be understood to arise as follows (Fig. 2.4): upon stimulation, the first
input (I1) becomes activated in a periodic manner (Fig. 2.4, I1). In turn,
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this activates the memory (M1), and also the response R1. Importantly, the
memory species does not completely relax in between pulses and therefore
builds up during the habituation protocol (the level of M1 reflects previous
stimulation, which explains our use of the word "memory"). As a result,
the response node (R1) becomes subsequently less active in response to the
input (Fig. 2.4, I1, M1, R1). In turn, this decreasing periodic first response is
passed as stimulus onto the second motif. Again, the second memory builds
up and the output response (R2) is progressively lower. At some point, the
input received by R2 is compensated by the inactivation by M2 and the
relative change in R2 becomes insignificant: the system has habituated.
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Figure 2.4: Frequency sensitivity - habituation time. Dynamics of the concate-
nated IFF model during the habituation protocol. The simulation starts with all
species inactive, and finishes when the system is considered habituated, for differ-
ent frequencies, as detailed on the depicted table. S: stimulus intensity. T: stimulus
period (in units of time). ht: habituation time, in units of stimulus number. The
output variable for this model is R2,a (second row, fourth column). Note that data
is plotted as a function of stimulus number. See Appendix A.1.1 and Table A.2 for
the model equations and parameter values, respectively.

Once habituated, the repressive memory species reach a non-zero level (see
M1 and M2 plots in Fig. 2.4, or the first column in Fig. 2.5), and this causes
a reduced response in comparison to the one caused by the first stimulus in
the habituation protocol. Once the stimulus pulses stop, the memory levels
start relaxing back to the inactive state with exponential decay (Fig. 2.5A,
second column), and the response to a test stimulus increasingly grows. This
is plotted in Fig. 2.5B, which depicts the recovery envelope of the system,
i.e. the level of output response to a single test stimulus, applied at different
post-habituation times. In Fig. 2.5A (recovery), the levels of the memory
species are plotted. As can be seen, the decay of the memory species of the
first motif (M1) is much faster than that of M2 (deactivation rate kMi1 =
0.038 t.u.−1 for M1, vs kMi2 = 0.001 t.u.−1). This fast relaxation of M1
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causes a quick partial recovery of the response, as once the first memory
has sufficiently decayed, some response can occur again (see the initial fast
recovery at Fig. 2.5B). Yet, the levels of M2 are still high enough to prevent
the response from fully recovering until they decrease sufficiently, which
takes much longer.
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Figure 2.5: Frequency sensitivity - recovery time. Recovery dynamics for the
concatenated IFF model. (A) Dynamics of the memory variables during the habi-
tation protocol (first column), and during the recovery phase without stimulus (sec-
ond column), for different frequencies, as detailed on the table on the right. During
recovery, each memory starts at the level reached when it is first considered habitu-
ated (last point in the first column panels), and until it is considered to be recovered.
Note that the data is plotted as a function of time during the recovery. (B) Recovery
envelope: dynamics of the output variable R2,a in response to a single stimulus,
applied at different post-habituation times, normalized by the height of R2,a’s first
peak during the habituation protocol. The horizontal red dashed line denotes the
recovery threshold (0.95). When the recovery envelope curve crosses this line, the
system is considered to be recovered. In the table the recovery time (rt) in units
of time is reported for each frequency. See Appendix A.1.1 and Table A.2 for the
model equations and parameter values, respectively.

As we can see from the habituation and recovery times depicted in the tables
of Figs. 2.4 and 2.5, more frequent stimulation results indeed in more rapid
habituation and recovery for the parameter set in question. In other words,
the system is frequency sensitive.

In this sense, frequency sensitivity can be understood as arising from two
features. The first one is the separation of timescales in the dynamics of the
two memory species that we just mentioned. As for the second, we found
a reversal of memory levels between the two motifs: under more frequent
stimulation the levels of M1,a are higher compared to less frequent stimu-
lation, whereas the levels of M2,a show an opposite trend in response. This
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is because the higher levels of M1,a cause lower levels of the response node
of the first motif (Fig. 2.4, M1, R1), stimulating with less intensity the sec-
ond motif and therefore leading to a lower memory build up in the latter
(Fig. 2.4, M2). Given the slow timescale of the second memory species,
this dominates the behavior. So, during the habituation protocol, the build-
up of the memory to lower levels more rapidly compensates the activation
of the output and causes faster habituation. Moreover, when the stimulus
is withdrawn, the memory is at a lower initial level, so it takes less time to
decay sufficiently for the response to recover (faster recovery, Fig. 2.5B). In
conclusion, concatenating two IFF motifs leads to a reversal of memory lev-
els, which combined with the slower dynamics of the memory in the second
motif enables frequency sensitivity. We found that these two features were
present also in the other good parameter sets obtained from the optimization
procedure.

We note that the mechanism for frequency sensitivity proposed by Stad-
don relies on a separation of timescales as well. However, unlike in our
model, where recovery is determined primarily by the memory dynamics
of the second motif regardless of the stimulation frequency, Staddon sug-
gested that for high frequencies the first memory species, with its fast time
constant, would account for the fast recovery (see section 2.3.1). Despite
this difference, we find here that concatenation of two IFF motifs can ac-
count for frequency sensitivity in a biologically plausible setting and on a
continuous time-scale.

2.4 Intensity sensitivity

The same parameter set used above accounts for intensity sensitivity - the
fact that stronger stimuli result in slower habituation (Fig. 2.6). In this
case, the reversal of memory levels does not happen: at higher intensity,
the first response (R1) receives both a higher input (I1) and memory (M1),
reaching higher levels of active response species (R1) which is also passed
onto the second motif. Then, the second memory levels also increase more
for higher intensities. We see that this leads to more stimuli being required
to reach the habituated state, as well as more time for the memory to relax
and the system to recover (Fig. 2.6). It is worth remembering that intensity
sensitivity comprises only slower habituation for more intense stimuli, but
does not impose any condition on the recovery.
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Figure 2.6: Intensity sensitivity. Dynamics of the concatenated IFF model during
the habituation protocol. The simulation starts with all species inactive, and finishes
when the system is considered habituated, for different intensities, as detailed on
the left. S: stimulus intensity. T: stimulus period (in units of time). ht: habituation
time, in units of stimulus number. rt: recovery time, in units of time. The output
variable for this model is R2,a (second row, fourth column). Note that the data is
plotted as a function of stimulus number. See Appendix A.1.1 and Table A.2 for
the model equations and parameter values, respectively.

2.5 Potentiation and subliminal accumulation

Given these results, we decided to examine whether with the same parameter
set, the system could display other hallmarks of habituation. Potentiation
(hallmark #3 in Table 1.1) refers to faster habituation when a second train
of stimuli is applied after initial habituation and partial recovery. To test
for this, we stimulated the system until habituation, and then let it recover
for a fraction of its recovery time (for the concatenated IFF this fraction
was half of rt). Then we stimulated again with a train of pulses of the
same frequency and intensity as the first one. A detailed explanation of the
protocol to test potentiation is given in Appendix A.4. Notably, we found
that the second time the habituated state was reached with less stimuli for
any of the frequency/intensity settings tested previously. For the example
shown in Fig. 2.7A the habituation time is ht = 14 for the first habituation
protocol, and ht = 10 for the second train of stimuli. As seen in the plot,
there is still a residual amount of active M2 at the onset of the second train of
stimuli, which alters the dynamics of the memory build-up and the response
during the stimulation, leading to faster habituation.

A similar argument based on the levels of the memory species explains what
we call subliminal accumulation (hallmark #6 of Table 1.1): when addi-
tional stimuli are applied to the already habituated system, the active frac-
tion of M2 keeps accumulating, which consequently needs more time to be
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fully degraded when the stimulus is withdrawn. This results in slower re-
covery, as depicted in Fig. 2.7B. A detail explanation of the protocol to test
subliminal accumulation is also given in Appendix A.4.
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Figure 2.7: Potentiation of habituation and subliminal accumulation. (A) Po-
tentiation depicted in the concatenated IFF model. The dynamics of R2 and M2

during periodic stimulation until habituation, recovery until half the recovery time,
and subsequent re-habituation, with a stimulus of S=10, T=15. The dashed vertical
lines denote the habituation time (in stimulus number). (B) Subliminal accumula-
tion depicted in the concatenated IFF model. The dynamics of R2 and M2 during
habituation and recovery, when the system is stimulated just until habituation (top)
or beyond (bottom), which leads to a longer recovery time (rt). The stimulus period
and intensity are the same as used in (A). See Appendix A.1.1 and Table A.2 for
the model equations and parameter values, respectively.

2.6 Long-term habituation

We found similar results as those of the concatenated IFF model for a setup
with two concatenated NF motifs (Appendix A.1.2 and Fig. 2.8). More-
over, we noticed that in both cases, recovery times could be quite long in
comparison to the total time taken for the system to habituate. This was es-
pecially notable in the NF case, where we found a recovery time of ∼6700
time units, in comparison to the total time required for habituation of ∼60
time units. The last habituation hallmark is "long-term habituation" (hall-
mark #10 in Table 1.1), defined as effects lasting "hours, days or weeks".
Our results suggest that our models may readily account for this hallmark
as well, although given the lack of a clear threshold to consider the response
"long-term" we remain cautious about this point.
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Figure 2.8: Habituation mediated by two concatenated negative feedback (NF)
motifs. (A) Cartoon of the model. Each pair of circles represents the intercon-
version between active (a) and inactive (i) forms of Input (I), Memory (M) and
Response (R) molecular species. R2,a, in red, is taken as the output on which the
habituation hallmarks are examined. In the habituation protocol, the stimulus is
simulated as a square wave input function SQW(t) of period (T), and is main-
tained at intensity S over Ton time units, and at 0 otherwise. The model equations
are given in Methods, A.1.2, and the parameter values in Table A.3. (B) Frequency
sensitivity - habituation time. Dynamics of the model variables during the habit-
uation protocol. The simulation starts with all species inactive, and finishes when
the system is considered habituated, for different frequencies, as detailed on the
depicted table. S: stimulus intensity. T: stimulus period (in units of time). ht: ha-
bituation time, in units of stimulus number. rt: recovery time, in units of time. The
output variable for this model is R2,a (second row, fourth column). Note that data
is plotted as a function of stimulus number. (C) Frequency sensitivity - recovery
time. Recovery envelope: dynamics of the output variable R2,a in response to a sin-
gle stimulus, applied at different post-habituation times, normalized by the height
of R2,a’s first peak during the habituation protocol. The horizontal red dashed line
denotes the recovery threshold (0.95). (D) Intensity sensitivity. Dynamics of the
R2,a during the habituation protocol, starting with all species inactive, and until the
system is considered habituated, for different intensities, as detailed on the right.
Note that data is plotted as a function of stimulus number. (E) Potentiation of
habituation. The dynamics of R2 and M2 during periodic stimulation until habit-
uation, recovery until a third of the recovery time, and subsequent re-habituation.
The dashed vertical lines denote the habituation time (in stimulus number). (F)
Subliminal accumulation. The dynamics of R2 and M2 during habituation and
recovery, when the system is stimulated just until habituation (top) or beyond (bot-
tom), which leads to a longer recovery time (rt). The stimulus for (E) and (F) has
S=15 and T=15.



Chapter 2. Molecular models of habituation 31

2.7 Habituation in other architectures

2.7.1 Single motifs

As evident from the trajectories of the concatenated model in Fig. 2.4 for
the IFF motif, and Fig. 2.8 for the NF motif, the response of the first mo-
tif already shows a decrement in peak levels characteristic of habituation.
Therefore, we considered whether just a single IFF or NF motif could suf-
fice to reproduce all hallmarks. To this end, we applied the same parameter
search optimization as previously done for the concatenated models to find a
parameter set that would exhibit habituation, recovery, frequency and inten-
sity sensitivity. Despite habituation and recovery could be easily attained,
we only found parameter sets fulfilling weak intensity sensitivity, but not
frequency sensitivity. Moreover, when the best parameter set was tested for
potentiation of habituation and subliminal accumulation, these hallmarks
were much less apparent (Figs. 2.9 and 2.10). This suggests that the possi-
bility to combine different timescales and/or memory levels, as enabled by
joining together the two motifs, is key.

2.7.2 Non-identical motifs

Despite the IFF and NF architectures are frequently found in nature, they
may appear intertwined but not necessarily with two identical units con-
catenated, as considered above. Moreover, in the context of single cells,
it is very likely that the stimulus is sensed by a receptor on the cell mem-
brane. In order to account for this, we now adapt the concatenated IFF
model by replacing the first motif with a receptor/channel that can toggle
between an inactive, active, and refractory state, which cannot be activated
before returning to the inactive state (Fig. 2.11A). This 3-node receptor ar-
chitecture itself can constitute an habituating unit in which the refractory
conformation (Rr) accumulates during repetitive stimulation and consecu-
tively diminishes the fraction of inactive receptor that can become activated.
As before, we optimized parameter values and found that this model can
also account for all single-stimulus habituation hallmarks (Supplementary
Fig. 2.11). Like in the above presented models, we found a separation of
timescales between the decay of the two memory species and a reversal of
memory levels linked to frequency sensitivity.
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Figure 2.9: Habituation mediated by a single incoherent feedforward loop mo-
tif. (A) Cartoon of the model. Each pair of circles represents the interconversion
between active (a) and inactive (i) forms of Input (I), Memory (M) and Response
(R) molecular species. R1,a, in red, is taken as the output on which the habituation
hallmarks are examined. In the habituation protocol, the stimulus is simulated as a
square wave input function SQW(t) of period (T), and is maintained at intensity S
over Ton time units, and at 0 otherwise. The model equations are given in Methods,
A.1.3, and the parameter values in Table A.4. (B) Intensity sensitivity. Dynam-
ics of the model variables during the habituation protocol. The simulation starts
with all species inactive, and finishes when the system is considered habituated,
for different intensities, as detailed on the depicted table. S: stimulus intensity. T:
stimulus period (in units of time). ht: habituation time, in units of stimulus num-
ber. rt: recovery time, in units of time. The output variable for this model is R1,a

(fourth column). Note that data is plotted as a function of stimulus number. (E)
Potentiation of habituation. The dynamics of R1 and M1 during periodic stimu-
lation until habituation, recovery until a third of the recovery time, and subsequent
re-habituation. The dashed vertical lines denote the habituation time (in stimulus
number). (F) Subliminal accumulation. The dynamics of R1 and M1 during ha-
bituation and recovery, when the system is stimulated just until habituation (top) or
beyond (bottom), which leads to a longer recovery time (rt). The stimulus for (C)
and (D) has S=3 and T=4.
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Figure 2.10: Habituation mediated by a single negative feedback motif. (A)
Cartoon of the model. Each pair of circles represents the interconversion between
active (a) and inactive (i) forms of Input (I), Memory (M) and Response (R) molec-
ular species. R1,a, in red, is taken as the output on which the habituation hallmarks
are examined. In the habituation protocol, the stimulus is simulated as a square
wave input function SQW(t) of period (T), and is maintained at intensity S over
Ton time units, and at 0 otherwise. The model equations are given in Methods,
A.1.4, and the parameter values in Table A.5. (B) Intensity sensitivity. Dynam-
ics of the model variables during the habituation protocol. The simulation starts
with all species inactive, and finishes when the system is considered habituated,
for different intensities, as detailed on the depicted table. S: stimulus intensity.
T: stimulus period (in units of time). ht: habituation time, in units of stimulus
number. rt: recovery time, in units of time. The output variable for this model is
R1,a (fourth column). Note that data is plotted as a function of stimulus number.
(E) Potentiation of habituation. The dynamics of R1 and M1 during periodic
stimulation until habituation, recovery until a third of the recovery time, and sub-
sequent re-habituation. The dashed vertical lines denote the habituation time (in
stimulus number). The stimulus has S=9 and T=5. (F) Subliminal accumulation.
The dynamics of R1 and M1 during habituation and recovery, when the system is
stimulated just until habituation (top) or beyond (bottom), which leads to a longer
recovery time (rt). The stimulus has S=15 and T=5.
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(Caption on next page.)

It is common that receptors activate a cascade of signalling molecules that
subsequently inactivate or downregulate the receptor. So, we last tested
the "receptor + NF cascade model" (Fig. 2.12A) consisting of a three-
state channel whose active species activates a cascade of (three) intracellular



Chapter 2. Molecular models of habituation 35

Figure 2.11: Habituation mediated by a receptor + incoherent feedforward
loop motif. (A) Cartoon of the model. The receptor can toggle between an inac-
tive (Ri), active (Ra), and refractory (Rr) state, which cannot be activated before
returning to the inactive state. For the IFF each pair of circles represents the in-
terconversion between active (a) and inactive (i) forms of Input (I), Memory (M)
and Response (R) molecular species. R2,a, in red, is taken as the output on which
the habituation hallmarks are examined. In the habituation protocol, the stimulus
is simulated as a square wave input function SQW(t) of period (T), and is main-
tained at intensity S over Ton time units, and at 0 otherwise. The model equations
are given in Methods, A.1.5, and the parameter values in Table A.6. (B) Frequency
sensitivity - habituation time. Dynamics of the model variables during the habit-
uation protocol. The simulation starts with all species inactive, and finishes when
the system is considered habituated, for different frequencies, as detailed on the
depicted table. S: stimulus intensity. T: stimulus period (in units of time). ht: ha-
bituation time, in units of stimulus number. rt: recovery time, in units of time. The
output variable for this model is R2,a (second row, fourth column). Note that data
is plotted as a function of stimulus number. (C) Frequency sensitivity - recovery
time. Recovery envelope: dynamics of the output variable R2,a in response to a sin-
gle stimulus, applied at different post-habituation times, normalized by the height
of R2,a’s first peak during the habituation protocol. The horizontal red dashed
line denotes the recovery threshold (0.95). (D) Intensity sensitivity. Dynamics
of the R2,a during the habituation protocol, starting with all species inactive, and
until the system is considered habituated, for different intensities, as detailed on
the right. Note that data is plotted as a function of stimulus number. (E) Potentia-
tion of habituation. The dynamics of R2 and M2 during periodic stimulation until
habituation, recovery until half the recovery time, and subsequent re-habituation.
The dashed vertical lines denote the habituation time (in stimulus number). (F)
Subliminal accumulation. The dynamics of R2 and M2 during habituation and
recovery, when the system is stimulated just until habituation (top) or beyond (bot-
tom), which leads to a longer recovery time (rt). The stimulus for (E) and (F) has
S=5 and T=25.
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species that interconvert between an active and an inactive state. The last of
the three species inactivates the receptor (negative feedback). We optimised
the parameters considering as output the active receptor species (Fig. 2.12).
We found again two species that accumulate during repetitive stimulation:
the refractory channel species and the most downstream molecule of the cas-
cade (C3). Again, we also find the two features associated with frequency
sensitivity: a separation of timescales among the two, and a reversal in their
levels across the frequency extremes. The last species of the cascade acts
as a memory that feeds back to the receptor and accelerates the inactiva-
tion of the active receptor conformation. For lower stimulation frequencies,
the level of the cascade memory reaches typically higher levels (reversal),
causing more peaks to be required for habituation (slower habituation) and
more time for allowing a recovered response (slower recovery). Notably, the
receptor-cascade model differs from the other concatenated models in that
frequency sensitivity can be achieved already for the more upstream/periph-
eral habituating node. Moreover, for the same parameter set, we found that
the hallmarks also hold when considering as output the second element in
the cascade (C2, a in red in Fig. 2.12A).
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Figure 2.12: Habituation mediated by a receptor + NF cascade. (A) Cartoon of
the model. The receptor can toggle between an inactive (Ri), active (Ra), and re-
fractory (Rr) state, which cannot be activated before returning to the inactive state.
Ra activates a cascade of three intracellular species that interconvert among active
(a) and inactive (i) state. The last of the three (C3,a) inactivates the receptor (neg-
ative feedback). For the example showed here Ra, in red, is taken as the output on
which the habituation hallmarks are examined (C2,a was also tested as output). In
the habituation protocol, the stimulus is simulated as a square wave input function
SQW(t) of period (T), and is maintained at intensity S over Ton time units, and at
0 otherwise. The model equations are given in Methods, A.1.6, and the parameter
values in Table A.7. (B) Frequency sensitivity - habituation time. Dynamics of
the model variables during the habituation protocol. The simulation starts with all
species inactive, and finishes when the system is considered habituated, for differ-
ent frequencies, as detailed on the depicted table. S: stimulus intensity. T: stimulus
period (in units of time). ht: habituation time, in units of stimulus number. rt: re-
covery time, in units of time. The output variable for this model is Ra (first row,
fourth column). Note that data is plotted as a function of stimulus number. (C) Fre-
quency sensitivity - recovery time. Recovery envelope: dynamics of the output
variable Ra in response to a single stimulus, applied at different post-habituation
times, normalized by the height of Ra’s first peak during the habituation protocol.
The horizontal red dashed line denotes the recovery threshold (0.95). (D) Intensity
sensitivity. Dynamics of the Ra during the habituation protocol, starting with all
species inactive, and until the system is considered habituated, for different inten-
sities, as detailed on the right. Note that data is plotted as a function of stimulus
number. (E) Potentiation of habituation. The dynamics of Ra (output) and C3,a

(memory species that feeds back to degrade Ra) during periodic stimulation until
habituation, recovery until half the recovery time, and subsequent re-habituation.
The dashed vertical lines denote the habituation time (in stimulus number). (F)
Subliminal accumulation. The dynamics of Ra and C3,a during habituation and
recovery, when the system is stimulated just until habituation (top) or beyond (bot-
tom), which leads to a longer recovery time (rt). The stimulus for (E) and (F) has
S=10 and T=15.
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2.8 Robustness of the response

2.8.1 Perturbation analysis

To assess the robustness of the response, we looked only at frequency and
intensity sensitivity, given that we find the other hallmarks whenever these
two appear. A first analysis consisted of performing single-parameter sen-
sitivity analysis (see Appendix A.5.1 for details). We did this analysis for
the concatenated models (IFF and NF), the receptor + IFF, and receptor
+ NF cascade model. We found that some parameters need to be finely
tuned, as expected, but there was always some region around each parame-
ter that could still sustain the behavior. In general, for both receptor models
(Fig. 2.11A and 2.12A) the region of parameters that maintains frequency
and intensity sensitivity happens to be more constrained than for the IFF
and NF concatenated models (Fig. 2.1 and 2.8A). The results are displayed
in Figs. 2.13, 2.14, 2.15 and 2.16 for the concatenated IFF, concatenated NF,
receptor + IFF, and the receptor + NF cascade model, respectively.
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Figure 2.13: Sensitivity analysis for the concatenated IFF model. Analysis
around the parameter set shown in Fig. 2.4. See Methods A.5.1 for details. Re-
lated to Fig. 2.1.
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Figure 2.14: Sensitivity analysis for the concatenated NF model. Analysis
around the parameter set shown in Fig. 2.8. See Methods A.5.1 for details. Re-
lated to Fig. 2.8A.
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Figure 2.15: Sensitivity analysis for the receptor + IFF model. Analysis around
the parameter set shown in Fig. 2.11. See Methods A.5.1 for details. Related to
Fig. 2.11A.
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Figure 2.16: Sensitivity analysis for the receptor + NF cascade model. Analysis
around the parameter set shown in Fig. 2.12. See Methods A.5.1 for details. Related
to Fig. 2.12A.

2.8.2 Intermediate frequencies and intensities

We also checked that that the trend of frequency and intensity sensitivity
holds for intermediate frequencies and intensities, respectively (see Ap-
pendix A.5.2 for details). For frequency sensitivity, we tested if habituation
and recovery times were strictly monotonically increasing for intermediate
periods of the stimuli in the increasing range used for freq. sensitivity. For
example, for the concatenated IFF this range is from T=15 to T=25 (see col-
umn labeled T in the Table in Fig. 2.4). Similarly, the habituation time was
calculated for intermediate stimulus intensities in the range of intensities
previously used (from S=10 to S=30 for the concatenated IFF, see Fig. 2.6).
All models considered (concatenated IFF and NF, receptor + IFF, and recep-
tor + NF cascade) maintained the trend of frequency and intensity sensitivity
for the tested intermediate frequencies and intensities, respectively.

2.8.3 Habituation threshold

By definition a system has habituated if the peaks do not decrease signif-
icantly upon further stimulation. In order to computationally assess this it
was necessary to set a fixed threshold for relative peak differences. By de-
fault this threshold was set to 0.01 (see Section 2.2). In order to test whether
the hallmarks of frequency and intensity sensitivity are robust with respect to
the habituation threshold, habituation times were recalculated with different
(lower) threshold values (see Appendix A.5.3 for details). We computed the
minimum threshold with which frequency or intensity sensitivity is not lost.
The results for each of the presented models are shown in Appendix A.5.3.
In general, we saw that intensity sensitivity is maintained until lower thresh-
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olds than frequency sensitivity. This analysis could be either experimentally
irrelevant as it is not possible to distinguish relative changes that are very
small. Or it could mean that this habituation threshold is another relevant
parameter in the system, with our current output being non-linearly related
to a downstream response.

2.9 Discussion

While learning is typically linked to neuronal organisms, there exists sub-
stantial evidence of learning in individual cells and single-celled organisms
[17, 21, 23, 30]. This raises the question of how learning is executed at
the cellular level. In this Chapter we presented mechanistic models of ha-
bituation, a form of non-associative learning, which is commonly defined
as a reversible decrease in response upon repetitive stimulation. Our mod-
els can be interpreted within a cellular context without relying on any spe-
cific molecular substrate. Conceptually, habituation and recovery are easily
achieved with an incoherent feedforward (IFF) or negative feedback (NF)
network motif; both of them common cellular regulatory circuit architec-
tures [33]. However, addressing the nontrivial characteristics of frequency
and intensity sensitivity proves to be more challenging. In fact, to the best
of our knowledge no model that accounts for intensity sensitivity has been
reported so far.

In this study, we demonstrated that the concatenation of two IFF or two NF
motifs yields systems that exhibit all hallmarks related to the habituation
response to a single stimulus, including not only frequency and intensity
sensitivity, but also potentiation of habituation and subliminal accumulation
(see Table 1.1).

In these concatenated models, frequency sensitivity relies on a separation of
timescales and reversal of memory levels between the two motifs in response
to different stimulation frequencies. Notably, our model indicates that the
second motif, characterized by slower decay (less forgetful), plays a pivotal
role in determining the recovery dynamics of the entire system. This holds
true across all stimulation frequencies examined in our study. This finding
is opposed to Staddon’s idea that for higher frequencies recovery depends
on the memory dynamics of the first module [4]. For our model we find
that even for higher frequencies, the recovery dynamics is dependent on the
memory dynamics of the second motif.

In our model, with suitable parameter sets, more frequent stimulation results
in a higher level of memory species for the first, more peripheral IFF or NF
motif, leading to more pronounced habituation. Consequently, less input is
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transmitted to the second motif, resulting in a lower memory build-up and
faster recovery. This is precisely the reversal of memory levels between the
two motifs, that we mentioned before.

Beyond frequency sensitivity, the concatenated models also account for in-
tensity sensitivity. In this case, the reversal of memory levels does not hap-
pen. At higher intensity, the first response receives both a higher input and
memory, reaching higher levels of the response species. This is passed onto
the second motif, where the memory levels also increase more for higher
intensities. We see that this leads to more stimuli being required to reach
the habituated state.

Lastly, the concatenation of two IFF or NF motifs also yields potentiation
of habituation (second habituation protocol is faster than the first one), and
subliminal accumulation (stimulating the system beyond the habituated state
produces alterations such as longer recovery times). In both cases the key
point is the memory level build-up of the second motif.

Simplifying the model architecture to a single IFF or NF motif allows for
the retention of intensity sensitivity. Potentiation of habituation and sublim-
inal accumulation were much less apparent. Moreover, an exhaustive explo-
ration of the parameter space for the single IFF and single NF models did
not yield frequency-sensitive behavior. This indicates that the key point lies
in the ability to combine different timescales and/or memory levels, which
is made possible by integrating the two motifs.

Lastly, we explored models with non-identical concatenated motifs (IFF or
NF), as caused by the presence of a receptor/channel. In a series of very el-
egant experiments, Cheever and Koshland showed that habituation in PC12
cells upon ATP stimulation is mediated by a downregulation of calcium in-
flux through inactivation of the ATP-gated cation channels [27]. We see
with this the importance of a receptor/channel model. Moreover, Cheever
and Koshland conducted an initial modeling effort involving receptor/chan-
nel activation [29]. They presented a simple receptor/channel model that
can toggle between an active and inactive state. However, they did not ex-
plore how the habituating behavior could be influenced by the frequency
and intensity of stimulation.

In this sense, we developed a receptor/channel model that can toggle be-
tween an inactive, active and refractory state, which cannot be activated
before returning to the inactive state. This 3-state receptor itself constituted
an habituating unit. In order to obtain frequency sensitivity we concatenated
this receptor/channel motif with a second circuit. We elaborated two mod-
els: in the first one the receptor was concatenated to an IFF motif. The sec-
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ond one consisted of the same three-state channel, whose active species ac-
tivates a cascade of three molecular species. The last of those inactivates the
active species of the receptor (negative feedback). In both cases we found
appropriate parameter sets that yields systems with frequency and intensity
sensitivity, as well as potentiation and subliminal accummulation. Like in
the IFF or NF concatenated models, we found a separation of timescales be-
tween the two modules and a reversal of memory levels linked to frequency
sensitivity.

In sum, in the four models discussed here (concatenated IFF and NF motifs,
receptor + IFF, and receptor + NF cascade) the two modules operate on
different timescales. This suggests the potential use of different molecular
substrates for their implementation. Plausible candidates include receptor
modifications, signaling pathways, post-translational modifications, or gene
regulatory networks.

Furthermore, IFF and NF motifs have been shown to underlie perfect adap-
tation in enzymatic [36] and gene regulatory [37] settings. In this work, we
showed that a model of habituation can also be implemented with IFF or NF
motifs, based on enzymatic transformations. Considering the evidence men-
tioned for perfect adaptation, a potential future perspective is that a model
of habituation could be implemented with IFF or NF motifs based on gene
regulation.

While the models presented in this study operate at the single-cell level,
broader theories of habituation have been proposed in the context of neu-
ronal systems in the behavioral literature. Generally, two main concepts
stand out. Groves and Thompson’s dual-process theory emphasizes the ex-
istence of two distinct processes —decremental and incremental— that ac-
count for habituation and sensitization, respectively [89]. All of our models
presented initial sensitization preceding habituation for specific parameter
sets (see for example Supplementary Fig. 2.9B for the single IFF model).
This tendency is particularly notable at higher stimulation frequencies. A
plausible explanation is that if the positive interaction between the input and
response node occurs rapidly, the signal might be transmitted before sub-
stantial memory build-up. When the stimulation frequency is so high that
there is not enough time for the response to fully decay between two stim-
uli, sensitization may occur. The key distinction from the Groves-Thompson
model is the absence of an independent sensitization unit; instead, sensitiza-
tion is a property inherent to the habituating unit (which can be an IFF, NF
or receptor motif).

Sokolov, Konorski, and Wagner [90, 91] developed the second class of theo-
ries, which relies on the creation of an internal model formed through repet-
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itive stimulation and an arousal system responsible for sensing and ampli-
fying the stimulus. Within this framework, the internal model exerts an in-
hibitory interaction on the amplifying system. This structure bears evident
similarities to our considered habituating units (IFF, NF and receptor/chan-
nel motif), where the internal model functions as the inhibitory memory
species. The memory accumulation/build-up observed during habituation
in our models may be associated with the proposed creation of an internal
model. In the context of habituation, this internal model results in a decre-
ment in response, thereby causing a shift in behavior.

In closing, the models introduced in this chapter offer theoretical support
for the notion that habituation can be executed at the level of single cells,
without necessitating networks of neurons. This not only advances our com-
prehension of the impressive signal processing capabilities of cells, but also
provides insights into the evolutionary roots of learning.
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Chapter 3. Experience encoding in gene regulatory net-
works

The survival of any living system depends on its capacity to sense multiple
signals in their surroundings, integrate them, and activate an adequate re-
sponse. Animals need to extract information not only from the spatial, but
also the temporal structure of these signals. At present, our comprehension
predominantly leans towards the processing of spatial information. In fact,
it remains uncertain whether the spatial and temporal dimensions of stimuli
are processed by shared or distinct information-processing systems [47].

Temporal information is crucial to anticipate changes in the environment
in order to coordinate a suitable response. For example, in the mammalian
brain processing the temporal structure of visual stimuli gives information
on the direction and speed of the objects, as well as the duration and time
interval between events [47]. In the somatosensory system, the contribution
of temporal encoding is not limited to dynamic aspects of the stimulus, such
as motion detection, but it is also involved in stationary aspects like object
and texture discrimination [92].

The importance of processing temporal information is not limited to neu-
ral systems. Bacteria are able to relate groups of events that tend to occur
together or in a specific order, what is known as associative memory. For
example, Escherichia coli prepares itself for low oxygen conditions when
it detects a rise in temperature, an indication that it has been ingested by
a mammal [93]. Similarly, Candida albicans cells, a fungal pathogen, up-
regulates oxidative stress resistance genes when they detect higher glucose
levels, which indicate they have entered a host, preemptively reacting to the
immune system of the host [94].

Apart from this associative memory capacity, recent studies indicate that
microorganisms display both short- and long-term memory. For instance,
the stress response of Bacillus subtilis relies not solely on its present growth
conditions but also on previous ones [95]. However, the way in which this
record of previous history — i.e. memory— is integrated and stored in

47
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bacterial cells is not fully understood. We address this issue in what follows.

3.1 Computation with biological networks

It has been postulated that this adaptability relies in general on a complex
network of interactions between genes and proteins, frequently at the level
of transcriptional regulation [96, 97]. This type of networks are called gene
regulatory networks (GRN). Following previous work from [98, 99], in this
thesis we hypothesize that the inherent structure and dynamics of these net-
works establishes how they process temporal information. In other words,
we postulate that GRNs work as a reservoir computing system.

Reservoir computing (RC) [49] is a functional neural-network organization
that can process temporal information while featuring a very efficient learn-
ing process. It was derived from the concepts of Echo State Networks
(ESNs) [100] in the field of machine learning and Liquid State Machines
(LSMs) [44] in computational neuroscience. The key characteristic of RC
is that it separates memory encoding and prediction in different network
substructures, as depicted in Fig. 3.1. First, a substructure with recurrent
connections is needed to encode history: the reservoir. This structure re-
ceives the input signal(s). It is important to keep in mind that the reservoir
serves two functions at the same time:

(i) It acts as a nonlinear high-dimensional expansion of the input signal.

(ii) It allows the network to retain information for a certain time, giving
memory to the system [44, 47, 100].

The second substructure, the readout, is a feedforward architecture placed
downstream of the reservoir (see nodes in red in Fig. 3.1). The readout sub-
structure uses the history record encoded in the state of the reservoir to make
a prediction or a classification. Again, technically it separates the trajecto-
ries in the high-dimensional space. Thus, this separation of roles allows to
focus the training process, i.e. the modification of the network’s synaptic
strengths so that the desired output is produced, solely on the readout.

In other words, in the classical ESN approach the reservoir is generated ran-
domly, and only the readout is trained. Since feedforward structures are
much easier to train than recurrent ones, the RC framework has the com-
putational power of a recurrent network and the ease of training of a feed-
forward one [47]. Surprisingly, RC demonstrated outstanding performance
across various benchmark tasks, e.g. [53, 100, 102, 103, 104].

In this work we have examined the GRN of the bacterial species E. coli. We
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Figure 3.1: Structural and functional organization of reservoir computing..
The reservoir (green) is a subgraph with cyclic paths that can maintain a record of
the recent history in its dynamics. The readout (red) is a directed acyclic subgraph
that reads the information encoded in the reservoir state to perform a given task.
The structures shown correspond to the Escherichia coli network built in ref. [99]
from the database of ref. [101]. The nodes in the readout are grouped by the length
of the longest path from the reservoir to them.

have studied its temporal computing power under the framework of reser-
voir computing. In particular, we have first investigated the effect of the net-
work dynamics in its memory capacity. Furthermore, we have looked into
whether the local topology of biological GRNs contributes to their memory
encoding. Also, we examined if certain balance between activation and re-
pression is needed to have a functional reservoir. Finally, we have sought
for smaller set of genes of the E. coli’s network that can perform well in
memory-demanding tasks, which can be of great value for experimental val-
idation.

In the following section we will introduce the biological GRN we have stud-
ied, i.e., E. coli’s network.

3.2 The reservoir computing structure of E. coli’s GRN

We analyzed the gene regulatory network of the E. coli bacterium. This
network was built in ref. [99] using the information available from Eco-
Cyc [101], including the sigma factors as transcription factors. One reason
to choose a transcriptional network over other types of regulatory networks
-e.g. protein-protein interaction networks- is that the directionality of the
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interactions, and thus of the flow of information, is very well documented.
Moreover, in the particular case of E. coli, we also count with the informa-
tion of the effect of the regulation, i.e., if it is an activation or a repression.
We consider only the giant component of the GRN. Table 3.1 shows some
structural descriptors of the network under study.

Nodes Edges Mean degree
Whole graph 3236 8366 5.17

Reservoir 70 317 9.05

Table 3.1: General properties of E. coli’s whole GRN and its recurrent core.

Despite the complexity and large size of the network, the subgraph contain-
ing recurrent connections or feedbacks is the one considered to be relevant
for the temporal computational capabilities of a reservoir [105]. In this di-
rection, the network was simplified by removing all the strictly feed-forward
nodes, obtaining a minimal recursive subgraph, i.e., a subgraph containing
only the nodes and edges that form recursive structures. To do so, starting
from the giant component of the GRN, we pruned it by iteratively removing
any node that had either in-degree or out-degree equal to zero, until no more
nodes could be removed. The resulting subgraph is what will be referred as
core or reservoir. This core is depicted in Fig. 3.1 as the nodes and edges in
green. Table 3.1 shows some structural descriptors of the recurrent core.

The resultant reservoir has a higher mean degree than the whole graph. The
importance of the reservoir does not rely on a strongly connectivity among
its nodes, but rather on its central location in the graph. By construction,
there are no recurrences outside the reservoir, and thus all the readout nodes
(in red in Fig. 3.1) cannot affect its dynamics. As a consequence of this
central location, the dynamics of most of the network is affected by the
reservoir. This is what makes the reservoir key for the temporal computa-
tional capabilities of GRNs. In the following section we will describe the
dynamical model used for the reservoir nodes, as well as its training.

3.3 Reservoir dynamics and training

The dynamics of the E. coli’s reservoir was simulated using a discrete time
updating rule defined as:

xt = tanh(W inut +Wxt−1), (3.1)

where t = 1, ..., T are the discrete time points in the training dataset, xt ∈
RN×1 is the state vector of the reservoir units (N : the number of reser-
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voir nodes) and ut ∈ RNin×1 is the input signal vector (Nin: the num-
ber of inputs), both at time t. Following the notation used in Fig. 3.2,
W in ∈ RN×Nin is the weight matrix for the input-reservoir connections,
and W ∈ RN×N is the weight matrix for the recurrent connections within
the reservoir. The values of W in are randomly chosen to be either -0.05 or
0.05. At the same time, the values of the matrix W are real random numbers
drawn from a uniform distribution U(0,1) if the link exists, and 0 otherwise.
The sign of the non-zero elements of W is set accordingly to whether the
regulation is an activation or a repression. Additionally, the W matrix was
normalized to have a spectral radius of 0.9 to ensure the so-called echo-state
property [48, 100], which we will discuss in some detail in the next section.

Figure 3.2: Our ESN model. The input nodes in blue introduce the external signals
(ut) into random nodes of the reservoir with different strengths, defined by the input
weight matrix W in. The reservoir (green nodes) is built with recurrent connections
from the E. coli’S GRN dataset, defined by the matrix W . The output nodes (red)
form a feedforward subgraph that reads the information encoded in the reservoir to
make decisions. Only the readout weights W out (red arrows) are trained so that the
output Y approximates target output signal(s).

The dynamics of the reservoir is then fed into the readout nodes, which
define the output, as depicted in Fig. 3.2. Except where otherwise stated
we used as readouts ridge regression nodes. A ridge regression readout
computes a weighted sum of the state of the nodes it receives information
from as follows:

Y = W outX, (3.2)



52 Chapter 3. Experience encoding in gene regulatory networks

where Y ∈ RNout×T is a matrix with all predicted outputs over time (Nout:
the number of readout nodes/outputs), X ∈ RN×T is a matrix with the
reservoir nodes states over time, and W out ∈ RNout×N is the weight matrix
for the reservoir-readout connections, as schematized in Fig. 3.2. To fit
the W out weights a ridge regression is used, where the W out weights are
obtained from:

W out = Y targetXtr(XXtr + γ2I)−1 (3.3)

Here Y target ∈ RNout×T is a matrix with all expected/target outputs over
time, Xtr is the transpose of X , I is the identity matrix, and γ is a regular-
ization coefficient, which helps avoing overfitting (see Sec. 8 of ref. [48]
for details).

Ridge regression is a variation of the least squares method that penalizes
regression coefficients with large absolute values. In doing so it introduces
a certain bias, but on the other hand it also reduces the variance of the es-
timate. This allows estimating the parameters of a linear regression when
the predictor variables are strongly correlated, making it a common readout
choice in the context of reservoir computing [106].

Now that we have gone through the details of the ESN model we chose, we
will look into the first approach we took to study memory encoding in E.
coli’s GRN: does the dynamical regime of the reservoir have an impact on
its memory capacity?

3.4 Memory in E. coli’s reservoir: a dynamical approach

It is worth noting that in order to obtain operating reservoirs, some par-
ticular design properties are needed. When RC was initially introduced, a
series of theorems showed that the reservoir needs to have two fundamen-
tal attributes for the proper implementation of the paradigm [44]. Firstly,
reservoir dynamics must be able to separate different input features that are
meaningful for a variety of tasks. Secondly, this same dynamics should
be able to generalize to unseen examples, thus effectively mapping similar
inputs to proximate regions within the dynamical reservoir space.

Legenstein and Maass [107] analyzed how reservoir dynamics contributes
to these two desired reservoir properties. Reservoirs with simple attractor
dynamics lead to low separability, but large generalization, because large
classes of noisy input result in converging reservoir dynamics. On the other
hand, when the reservoir presents chaotic dynamics large separability, but
very low generalization capabilities, were obtained. This is because chaotic
systems are highly sensitive to initial conditions.
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In sum, to fulfill the conditions of separability and generalization, reservoirs
need to behave somehow in between ordered and chaotic dynamics, i.e., near
the so-called edge of chaos. This refers to a critical state between ordered
dynamics (where disturbances quickly die out into an attractor) and chaotic
dynamics (where disturbances are amplified). This property is particularly
interesting because of evidence in the literature that cortical circuits, which
are hypothesized to operate based on RC, are tuned to criticality (see e.g.
[108, 109, 110]).

For GRNs there is no evidence suggesting they operate near criticality. Since
we are interested in memory encoding in E. coli’s network, here we have
directly measured the the memory capacity of E. coli’s reservoir as it under-
goes a phase transition from ordered to chaotic dynamics. With this analysis
we seek to see if the dynamical regime of the reservoir has an effect on its
memory capacity.

Lastly, although relatively simple, our proposed ESN model has several hy-
perparameters that can be tuned to affect and change its operating dynami-
cal regime. For example, the spectral radius ρ —largest eigenvalue— of the
reservoir weight matrix W of Eq. (3.1) is one of the variables that usually
determines the dynamical regime within the reservoir [48]. The spectral ra-
dius controls the dynamical stability inside the reservoir when no input is
fed into the network. Thus, a spectral radius exceeding unity has been often
regarded as a source of instability in ESNs due to the loss of the so-called
echo state property, a mathematical condition ensuring that the effect of
initial conditions on the reservoir states fades away asymptotically in time
[45, 100, 111]. Large spectral radius values can lead to reservoirs hosting
multiple fixed point, periodic, or even chaotic (when sufficient nonlinearity
in the reservoir is reached) spontaneous attractor modes, which all violate
the echo state property. Taking this into account, we have tuned the spec-
tral radius value in order to obtain reservoirs with ordered as well as chaotic
dynamics.

In what follows we analyze the memory capacity of E. coli’s reservoir in
terms of ρ, and assess whether the reservoir presents ordered or chaotic dy-
namics. We have chosen a variation of a common benchmark task, namely
memory capacity [45] as a memory measure of the network. In order to
keep track of the transition from order-to-chaos we have used the Maximum
Lyapunov Exponent (MLE), a hallmark indicator of criticality, that has been
already applied in the RC framework [107, 112, 113].

We will explain the memory capacity measure and the MLE implementation
in the following subsections.
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3.4.1 Critical memory capacity

When aiming to quantify the amount of temporal information that a system
can store, we can compute the memory capacity of a dynamical network
as defined in [45]. We simulated the problem network with a single input
node feeding a signal ut drawn from a random uniform distribution U(-1,1).
Then a ridge regression node was trained to obtained an output that models
a delayed version of the input signal, i.e., output yt was trained on input
ut−k, where yt is the output Y at time step t (see eq. (3.2)).

To evaluate the short-term memory capacity, we computed the k-delay mem-
ory capacity (MCk) defined as

MCk =
cov2(ut−k, yt)

σ2(ut−k) · σ2(yt)
. (3.4)

The actual short-term memory capacity is defined as MC =
∑∞

k=1MCk,
where the infinite summation is approximated to a long enough finite one
[45]. The limitation, though, is that the time series needs to be orders of
magnitude longer than the size of the network to ensure that MCk tends to
0 as k increases. Otherwise, MCk will never reach 0 and MC will never
converge. Since we are dealing with a fairly large biological network, com-
puting the short-term memory capacity with a reasonable precision was not
feasible. As an alternative measure we defined the critical memory capacity
k∗ as the maximum delay k that fulfills MCk > 0.5. A similar modification
of the short-term memory capacity has been made in [113].

In order to measure MCk for each k, 10 input-output series (input: ut,
output: ut−k) of 1000 steps were generated, using 9 of them for the training
phase of the ridge regression, and the one remaining to test its performance
by measuring the corresponding MCk of Eq. (3.4). In the next subsection
we will define the measure we have chosen to characterize the order-to-
chaos transition in the reservoir.

3.4.2 Measuring chaos in reservoirs

Traditionally, to determine whether a dynamical system has ordered or chaotic
dynamics, it is common to look at the average sensitivity to perturbations
on the initial conditions [112, 114]. The rationale behind this is that small
differences in the initial conditions of two otherwise equal systems should
eventually die out if the system is in the ordered phase, or persist (and am-
plify) if it is in the chaotic phase. A measure for the exponential divergence
of two trajectories of a dynamical system in state space with very small ini-
tial separation is the Lyapunov (characteristic) exponent (LE). Although a
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whole spectrum of Lyapunov exponents is defined, the rate of divergence is
dominated by the largest exponent (maximum Lyapunov exponent or MLE).
It is defined as:

λ = lim
k→∞

1

k
ln(

γk
γ0

), (3.5)

with γ0 being the initial distance between the perturbed and the unperturbed
trajectory, and γk being the distance at time k. Thus, chaotic dynamics is
typically associated with a positive MLE (λ > 0), while for sub-critical
systems (ordered phase) λ < 0. A transition thus occurs at λ ≈ 0. Since
this is an asymptotic quantity, it has to be estimated for most dynamical
systems. For a detailed explanation of the algorithm used to compute the
MLE see Appendix B.

3.4.3 Maximal memory capacity at the edge of chaos

As explained before, we computed the critical memory capacity of the E.
coli’s recurrent core for different values of the spectral radius ρ. At the same
time, we calculated the MLE of the reservoir dynamics for each value of ρ.
These results are displayed in Fig. 3.3. In the first place, the figure shows
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Figure 3.3: Maximal memory capacity at the edge of chaos. Maximum Lya-
punov exponent (blue) and critical memory capacity (pink) as a function of the
spectral radius of the reservoir. The maximal critical memory capacity occurs in
the vicinity of the transition from ordered to chaotic dynamics (when λ ≈ 0, hor-
izontal dashed line in blue). The values shown are the mean over 50 realizations.
Errors were estimated as the standard deviation over 50 realizations of the ESN
with different random W in and W (see eq. (3.1)).

that the system transitions from a sub-critical (λ < 0) to a super-critical
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(λ > 0) state for a spectral radius ρ ≈ 0.88. In order to see more clearly this
transition from order to chaos we can look directly at the activities inside
the reservoir, which are shown in Fig. 3.4.
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Figure 3.4: Gene activities across different dynamical regimes. Activity of
three different reservoir nodes operating in the sub-critical, critical and super-
critical regimes (from top to bottom) when presented with an input signal drawn
from a uniform distribution U(-1,1). Each point in the panels represents the ac-
tivity xt,i of gene i at a different time step t as a function of the total input
ft,i = [W inut +Wxt−1]i arriving to it.

The columns in Fig. 3.4 correspond to three different randomly chosen sin-
gle genes. The rows correspond to three different choices of spectral radius
that set the network in different dynamical regimes (ordered, critical and
chaotic states). Each point in the panels of Fig. 3.4 represents the state
xt,i of a single gene i at a different time step t as a function of the total
input ft,i = [W inut + Wxt−1]i arriving to it. The plots show that when
the network is in an "ordered" state, with λ < 0 (upper row), the responses
of the nodes present differences when compared among them, but they are
highly localized within each gene, i.e., individual units experience a limited
response to stimuli. On the other hand, dynamical states characterized by
λ > 0 (bottom row) have genes whose response extends across the full range
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of the non-linearity (with higher probability along with the tails, reflecting a
saturated behavior), but it is this same “phase space expansion” that makes
units almost indistinguishable from each other. It is only around the critical
point or edge of chaos (λ ≈ 0, middle row), that we find a compromise
between dynamical richness in individual units and variability across them.

Coming back to Fig. 3.3, the maximal critical memory capacity of the E. coli
reservoir is found just above the onset of chaos when ρ ≈ 0.95. Taking this
into account, our biological reservoir has maximal memory at the vicinity
of the order-to-chaos transition.

In closing, the variation of the spectral radius ρ explored in Fig. 3.3 could
be accomplished experimentally by altering in a global manner the gene ex-
pression potential of cells (varying in a controlled manner the levels of re-
source cellular components such as RNA polymerases, housekeeping sigma
factors, or ribosomes). Thus if E. coli’s cell processes information accord-
ing to the reservoir computing paradigm, its memory capacity should vary
non-monotonically with its global expression capacity, considering the re-
sults of Fig. 3.3. Another interest open question in this case will then be if
natural networks are tuned to operate near the maximum memory capacity,
which occurs at the edge of chaos, as we have seen in this work.

3.5 Effect of local topology on memory capacity

In the previous section we analyzed the impact of the dynamical regime of
the E. coli’s reservoir on its memory capacity, following previous studies
on artificial ESNs that showed improved performance at the edge of chaos
[107]. In the following we take a different perspective: does the local topol-
ogy of biological reservoirs have an influence on its memory capacity?

Figure 3.5: Memory motifs in E. coli’s GRN. Local topology patterns analyzed.
From left to right: self-loop, mutual regulation and feedforward loop (FFL). The
sign of the interactions (arrows) is ignored.

As we know, E. coli’s GRN patterns of nodes and arrows are not random:
they have been shaped by evolution [33]. To look for meaningful patterns,
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we can compare the real network to an ensemble of randomized networks.
The randomized networks are networks with the same characteristics as the
real network (equal number of nodes and edges), but where the connections
between nodes are made at random. Patterns that occur in the real network
significantly more often than in randomized networks are called network
motifs [115, 116].

In our work we have focused on three circuits: self-loops, mutual regulation
circuits and feedforward loops (FFLs), which are displayed schematically in
Fig 3.5. The arrows of the motifs in Fig. 3.5 can represent either activation
or repression. Self-loops and FFLs have been reported to be network motifs
of E. coli’s GRN [33]. The mutual regulation circuit has been included,
since we hypothesize that some local recurrence is needed to have a network
with memory. From now on we will refer to the these three circuits as
memory motifs.

Tables 3.2 and 3.3 show the number of each memory motif for the whole
network and the reservoir, respectively. We compare these numbers with the
expected motifs in its correspondent randomized networks, and compute the
z-score.

Whole graph Real network
Randomized

network
z-score

self-loops 126 3 ± 2 79
mutual reg. 28 3 ± 2 14

FFL 4798 17 ± 4 1167

Table 3.2: Number of motifs in the whole graph. The number of motifs in the
real network is compared to the expected number in randomized networks with the
same number of nodes and edges (mean ± s.d. computed over 1000 realizations).
The z-score is computed as z-score= Nreal−⟨N⟩rand

σrand
.

Reservoir Real network
Randomized

network
z-score

self-loops 55 5 ± 2 26
mutual reg. 28 10 ± 3 5.8

FFL 147 73 ± 10 7.6

Table 3.3: Number of motifs in the reservoir. The number of motifs in the real
network is compared to the expected number in randomized networks with the same
number of nodes and edges (again, mean ± s.d. computed over 1000 realizations).
The z-score is computed as shown in the caption of Table 3.2 above.

Comparing Tables 3.2 and 3.3 reveals that the z-score of FFL is reduced
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by a factor of 154 between the whole graph and the reservoir. This proves
that the whole graph is much more enriched with FFLs than the reservoir.
This result makes sense if we think that the whole graph comprises both
the reservoir and the readout. The latter is a feedforward architecture with
98% of the nodes, which is locally enriched with feedforward loops (FFL)
motifs.

The self-loop’s z-score decreases by a factor of 3 between the whole graph
and the reservoir. However, looking at both z-scores, self-loops are a signif-
icantly relevant motif in both the reservoir and the whole graph. Similarly,
the mutual regulation’s z-score is reduced by a factor of 2.4 between the
whole graph and the reservoir. It is worth mentioning that all 28 mutual
regulation motifs of the whole graph are part of the reservoir.

3.5.1 Memory capacity of the memory motifs

To assess the relation of the three memory motifs in question with the reser-
voir memory capacity, we have sampled ≈ 2400 sub-reservoirs of different
sizes from the whole E. coli’s reservoir of 70 genes. For that purpose, we
started by removing a random node from the reservoir. Then, we pruned the
resulting network to make sure it is still a reservoir, and kept only its giant
connected component. We iterated this process until we reached a reser-
voir of only 3 nodes (minimum size considered). We repeated this process
100 times starting from different nodes, and ended up with a total of 2394
sub-reservoirs. To illustrate this, in Fig. 3.6 some small size examples of
the sub-reservoirs obtained are depicted. We obtained reservoirs with sizes
from 3 to 69 nodes. Figure 3.7 shows the distribution of the reservoir sizes.
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Figure 3.6: Sub-reservoirs of E. coli’s recurrent core. Small size examples of
the sub-reservoirs studied. For a clearer visualization the sign of the edge is not
highlighted, and self-loops are omitted. We obtained a sample of a total of 2394
sub-reservoirs with sizes from 3 to 69 nodes.

As a next step, we counted the number of each of the three memory motifs in
every reservoir. The distributions of network motifs is depicted in Fig. 3.8.
Besides, for all 2394 reservoirs we measured their critical memory capacity,
as defined in subsection 3.4.2. The results are shown in Fig. 3.9. Panels a,
b and c in this figure show the critical memory capacity as a function of the
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Figure 3.7: Size distribution of sub-reservoirs. They were generated from the E.
coli reservoir. The total number of sub-reservoirs is 2394. Related to subsection
3.5.1.
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Figure 3.8: Distribution of network motifs across all sub-reservoirs (size from
3 to 69 nodes/genes). (a) Self-loops. (b) Mutual regulation motif. (c) Feedforward
loop motif. Related to subsection 3.5.1.
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Figure 3.9: Critical memory capacity vs number of memory motif for sub-
reservoirs. (a) x-axis: number of self-loops. (b) x-axis: number of mutual regu-
lation. (c) x-axis: number of FFL. The critical memory capacity for each reservoir
was computed as the average over 50 realizations. Point color represents the num-
ber of nodes of the reservoir (from 3 to 69).

number of self-loop, mutual regulation and FFL motifs, respectively. Each
point represents a sub-reservoir, and the color reflects its number of nodes.
For the three cases we see an increasing relationship between the number of
motifs and the memory capacity. Also, as expected, the amount of motifs
grows with the size of the reservoir. On the other hand, by looking at the
x-axis we can see that the number of memory motifs range is different:
for self-loop is 0-55, for mutual regulation is 0-28 and for FFL is 0-147.
For example, networks with ∼ 30 mutual regulation motifs have a memory
capacity of ∼15.5, while networks with ∼ 30 self-loops have a memory
capacity of ∼12, and reservoirs with ∼ 30 FFLs have a memory capacity of
∼10. This suggests that mutual regulation is the motif that contributes the
most to memory, followed by self-loops, and then FFL.

In order to have more similar scales, we can analyze the memory capacity
in terms of the number of memory motifs normalized by the expected num-
ber in randomized networks. For that purpose, for each reservoir we simu-
lated its correspondent random network with the same quantity of nodes and
edges. We counted the number of self-loops, mutual regulation and FFL in
the random network. We repeated the process 1000 times, and then com-
puted the expected number as the mean of the 1000 realizations. The results
are depicted in Fig. 3.10.

In Fig. 3.10 we continue seeing the increasing relationship between the
normalized number of motifs and the memory capacity for the three pat-
terns: self-loops (Fig. 3.10.a), mutual regulation (Fig. 3.10.b) and FFL
(Fig. 3.10.c). We can see that the the sub-reservoirs are more enriched by
self-loops than mutual regulation and FFL motifs, as it was already noted
for the whole reservoir in Table 3.3. In the x-axis, the value x = 1 means
the reservoir has the same number of motifs as its corresponding random
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Figure 3.10: Critical memory capacity vs number of memory motif normalized
by expected number in randomized networks. (a) x-axis: norm. number of self-
loops. (b) x-axis: norm. number of mutual regulation. (c) x-axis: norm. number of
FFL. The critical memory capacity for each reservoir was computed as the average
over 50 realizations. Point color represents the number of nodes of the reservoir
(from 3 to 69). The expected numbers of motifs were calculated in random network
with the same number of nodes and edges (mean over 1000 realizations).

network. We can see sub-reservoirs can have up to 10 times more self-loops
than the randomized graph. For mutual regulation and FFL this factor goes
down to 3 and 2, respectively.

Another interesting feature of Fig. 3.10 is that FFLs do not determine the
reservoir’s memory capacity, since even networks with 0 FFLs have reser-
voirs with memory capacity in a broad range (from 0 to 8). Clearly, these
networks have other memory motifs that give them memory. Moreover,
observe that this broad range at 0 does not happen for self-loop or mutual
regulation motifs.

Coming back to the results in terms of the absolute number of motifs of
Fig. 3.9, we looked at the memory capacity distribution filtering for net-
works with less number of memory motifs than a threshold. The thresholds
used were 28 (maximum number of mutual regulation) and 55 (maximum
number of self-loops). The results are depicted in Fig. 3.11. This figure
shows that reservoirs with 28 or less mutual regulation motifs tend to have
more memory capacity than networks with an equivalent number of FFL
or self-loops. This suggests that from the three motifs studied, the one that
contributes the most to the temporal processing power of the recurrent core
is the mutual regulation motif. Analogously, if we compare the two remain-
ing motifs, we can see that self-loops make a greater contribution to memory
than FFL (see Fig. 3.11b).

Overall, we have investigated the memory capacities of the E. coli’s reser-
voir in terms of its local topology, which has not been done so far to our
knowledge. Firstly, what we have seen is that while the whole graph is
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Figure 3.11: Critical memory capacity distributions for reservoirs with less
motifs than an imposed threshold. (a) threshold = 28. Networks with 28 or less
mutual regulation motifs tend to have higher memory than reservoirs with 28 or
less self-loops or FFL. (b) threshold = 55. Networks with 55 or less self-loops tend
to have higher memory than reservoirs with 55 or less FFLs. The critical memory
capacity for each sub-reservoir was computed as the average over 50 realizations.

highly enriched in FFL, in the reservoir this enrichment is decreased by a
factor of 154 (see Tables 3.2 and 3.3). This result is logical if we take into
account that the whole graph is in its majority conformed by the readout, i.e.
a feedforward architecture. Besides, by analyzing a sample of sub-reservoirs
of varied sizes, we have seen that FFLs do not determine the memory ca-
pabilities of the reservoir. Contrarily, the mutual regulation is the strongest
indicator of memory capacity of the reservoir, followed by the self-loops.

Looking at the broader picture, this last remark goes in line with the idea
that recurrences, in this case within one (self-loop) and two (mutual regula-
tion) genes of the E. coli reservoir, grant systems with temporal information
processing capabilities. Opposite to this, strictly feedforward motifs like
FFL do not contribute to memory acquisition.

3.6 Activation/repression balance in GRNs

As previously mentioned, the dataset that we studied [101] reports the na-
ture of the transcriptional regulations, i.e. whether each arrow represents an
activation or repression. The proportion of repression in the whole graph
is 24%, while in the reservoir is 41%. In this sense, we wanted to investi-
gate if this activation/repression balance has an effect on the performance of
the network. Has evolution tuned the activation/repression ratio in natural
reservoirs to operate near optimal performance? Is the memory capacity of
the network affected if we modify this ratio?

This idea has been explored in the context of biological neural networks
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[117], but not in the field of gene regulatory networks. In that case, the ex-
citatory/inhibitory (E/I) balance, defined as the balance between excitation
and inhibition of synaptic activity in a neuronal network, plays a crucial role
in maintaining the regular functionality of the brain. This equilibrium, re-
sponsible for regulating normal spike rates, is disrupted in numerous patho-
logical conditions, resulting in either excessive or diminished excitation rel-
ative to inhibition, termed E/I imbalance [118, 119].

Our protocol to study the effect of the activation/repression balance in gene
regulatory networks consisted on randomizing only the signs of the reser-
voir edges, while maintaining a certain proportion of inhibition. The per-
formance of the E. coli’s reservoir was studied for seven repression/activa-
tion ratios. For this purpose we have chosen the 10th-order Nonlinear Au-
toregressive Moving Average (NARMA) task, a memory-demanding bench-
mark commonly used in the context of neural networks [120]. In the next
subsection we will summarize the details of this task.

3.6.1 10th-order NARMA task

The task consists in training a network to reproduce the output of the 10th-
order NARMA system [121]. This is a discrete time system where the input
values st are drawn from a random uniform distribution U(0, 0.5), and the
output yNRM(t) is defined by:

yNRM(t+1) = 0.3yNRM(t)+0.05yNRM(t)
9∑

i=0

y(t−i)+1.5s(t−9)s(t)+0.1

(3.6)

To test if the dynamics of E. coli’s reservoir can represent the temporally
correlated NARMA input, the network was simulated with a single input
node (in blue in Fig. 3.2) feeding the s(t) series in the system.

Then, a readout node was trained (in red in Fig. 3.2) to reproduce the output
yNRM(t) of the 10th-order NARMA system using only the instantaneous
state of the network (reservoir state in Fig. 3.2). For each realization, 10
NARMA series of 1000 steps were generated, using 9 of them for the train-
ing phase and the remaining one to test the performance.

The challenge of the NARMA task is that the output of the 10th-order
NARMA time series depends on the input and output values of the last 10
time steps (see yNRM(t) in Eq. (3.6)). This information about the past must
be encoded in the reservoir state for the predicted output of the readout node
to be able to accurately model the input.
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To quantify the network performance, we used the Normalized Root Mean
Squared Error (NRMSE) between the predicted and target output signals,
which is defined as

NRMSE =

√
⟨(y(t)− ytarget(t))2⟩t

⟨(ytarget(t)− ⟨ytarget(t)⟩t)2⟩t
, (3.7)

where y(t) is the output predicted by the readout, ytarget(t) is the target
output (yNRM(t) in this case), and ⟨·⟩t indicates the mean over time.

In the next subsection we will show the results of E. coli’s reservoir perfor-
mance when confronted with the NARMA task for varied activation/repres-
sion proportions.

3.6.2 Activation/repression ratio and reservoir performance

Having explained the details of the task in question, we have confronted
E. coli’s reservoir with the NARMA task varying the proportion of activa-
tion/repression. For that purpose, we randomized the signs of the edges,
while maintaining certain proportion of repression. The obtained results are
displayed in Fig. 3.12a. The results show that the performance of the E.
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Figure 3.12: E. coli’s reservoir performance in terms of activation/repression
ratio. (a) Results for the 10th-order NARMA task. (b) Results for the critical
memory capacity. The results for networks with randomized edge signs (conserving
a fixed repression proportion) are shown in blue. In turn, the result for the network
with the edge signs from the dataset [101] is depicted in orange. The values shown
are the mean over 100 realizations. Errors were estimated as the standard deviation
over 100 realizations.

coli’s reservoir for the NARMA task varies non-monotonically with respect
to the repression proportion across the network. In fact, the best perfor-
mance is observed when the percentage of repression is aorund 40%. In
orange, the performance of the network with the edge signs from the bio-
logical dataset [101] is shown. As we can see, the biological reservoir oper-
ates near the activation/repression ratio that yields optimal performance. In
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short, when the repression percentage deviates from 40% (above or below)
the performance worsens.

We checked if this effect also holds for the critical memory capacity task, as
defined in Section 3.4.1. The results for this second task are shown in Fig.
3.12b. Similarly to the case of the NARMA task, the memory capacity is
maximal at around a 40% repression rate, which is very close to the ratio
observed in biological networks.

In sum, by evaluating two memory-demanding tasks we can say that a cer-
tain balance between activation and repression is needed in the E. coli’s
reservoir in order to grant it with temporal-information processing capabili-
ties.

3.7 Smaller memorious GRNs

In this last section, the aim was to search for sub-networks of the E. coli’s
reservoir that perform well in memory-demanding tasks. This would be of a
great value for experimental validation. The smaller the number the genes,
the easier it is to obtain experimental evidence that the gene regulatory net-
work works as a reservoir computing system.

In this sense, we confronted the 2394 sub-reservoirs (introduced in Section
3.5.1) with the memory capacity and the 10th-order NARMA tasks defined
above, and also with a biologically inspired task, i.e. a delayed AND, which
we will explain in the next Section. Having done so, we looked for net-
works with a good size-performance trade-off across the three tasks. Before
continuing with the results we first describe the delayed AND task.

3.7.1 Delayed AND task

The goal of developing a delayed task was to have a more biologically re-
alistic problem, in comparison with the critical memory capacity and the
NARMA task. In this sense, the delayed AND task was inspired on the ex-
ample of associative memory of E. coli studied by Tagkopoulos et al. [93].
In that paper, the authors showed that E. coli is capable of associate groups
of events that tend to occur together or in a specific order. This kind of
association, for instance, allows the bacterium to prepare for low oxygen
conditions when it detects a rise in temperature, an indication that it has
been ingested by a mammal [93]. One way of conceptualizing this behavior
is that E. coli has learned that if an increase in temperature is followed by a
decrease in oxygen levels, then an appropriate response is needed in order
to survive the low oxygen condition.
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With this in mind we have designed the delayed AND task. The reservoir
is simulated with two input nodes: the first one would be representative
of temperature conditions and the second one of oxygen levels. The input
signal for each node consists of a 600 time step series with randomly dis-
tributed pulses of unit height with a duration of three time steps, as depicted
in Fig. 3.13 (top row). The output of the delayed AND task is calculated as
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Figure 3.13: A delayed AND task. Top row: time series of the two input signals
(I1[i] and I2[i]). Middle row: the input I1 delayed 6 time steps (I1[i-6]) in relation
to input I2[i]. Bottom row: the target output (red) at time step i is calculated as an
AND gate between I1[i-6] and I2[i]. In green the predicted output by the whole E.
coli’s reservoir is shown.

the AND gate of input I1 at time step i − 6 and input I2 at time step i. In
other words, if at time step i I2 = 1 and at time step i− 6 I1 = 1, then the
output ytarget = 1 (see Fig. 3.13 middle and bottom row).

The bottom row of Fig. 3.13 shows the output predicted by the whole E.
coli’s reservoir (70 genes) in green. To quantify the network performance,
we first binarize the output as follows:

outputbin =

{
0 if outputpred < 0.5,

1 if outputpred > 0.5.
(3.8)

The chosen threshold is shown as a grey line in Fig. 3.13 (third row). Once
binarized, the performance is computed by the NRMSE between the bina-
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rized predicted and target output signals (outputbin and ytarget), which has
been defined in Eq. (3.7).

3.7.2 Candidates for experimental validation

We confronted the sub-reservoirs introduced in Section 3.5.1) with the mem-
ory capacity, the 10th-order NARMA task, and the introduced delayed AND
task introduced in the previous Section. The results, filtering only reservoirs
whose performance is within 1.25 standard deviations from the mean value
across all sub-reservoirs, are depicted in Fig. 3.14. As shown in red in the
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Figure 3.14: E. coli’s sub-reservoirs performance in terms of network size. (a)
Results for the critical memory capacity. (b) Results for the 10th-order NARMA
task. (c) Results for the Delayed AND task. The performance for each sub-reservoir
was computed as the average over 50 realizations for each one of the three tasks. In
red we show the two identified networks with a good size-performance compromise
across the three tasks.

figure, we were able to find two sub-reservoirs of size ≈ 40 genes that have
a good size-performance trade-off across the three tasks considered. These
networks have really good performances in the three tasks in comparison
with other reservoirs of equal or similar size. In Tables 3.4 and 3.5 we re-
port their number of motifs and the correspondent z-scores.

Res. #591 Real network
Randomized

network
z-score

self-loops 32 4 ± 2 14
mutual reg. 18 9 ± 3 3

FFL 69 54 ± 9 1.67

Table 3.4: Number of motifs in reservoir #591. This reservoir has a good size-
performance trade-off for the memory capacity, NARMA10 and delayed AND
tasks. It has 42 genes and 181 edges. The number of motifs in the real network is
compared to the expected number in randomized networks with the same number
of nodes and edges (mean ± s.d. computed over 1000 realizations). The z-score is
computed as defined in Table 3.2.

The sub-reservoirs of Tables 3.4 and 3.5 have 57% of the nodes from the
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Res. #678 Real network
Randomized

network
z-score

self-loops 30 4 ± 2 13
mutual reg. 17 8 ± 3 3

FFL 75 48 ± 8 3.38

Table 3.5: Number of motifs in reservoir #678. This reservoir has a good size-
performance trade-off for the memory capacity, NARMA10 and delayed AND
tasks. It has 41 genes and 171 edges. The number of motifs in the real network is
compared to the expected number in randomized networks with the same number
of nodes and edges (again, mean ± s.d. computed over 1000 realizations). The
z-score is computed as defined in Table 3.2.

whole reservoir. Furthermore, they proved to have good performances across
three different memory-demanding tasks. Taking these facts into account,
they are good potential candidates for experimental validation on temporal
information processing in E. coli.

3.8 Discussion

In this Chapter we have analyzed the temporal information processing ca-
pabilities of the gene regulatory network of the bacterium Escherichia coli
within the reservoir computing (RC) framework. In RC, memory encoding
and decision making are processed in two different structures of the net-
work. The first structure, the reservoir, has recurrences that provide a fading
memory property so that it can efficiently encode recent history. The other
structure, the readout, has a feedforward structure and uses the information
it receives from the reservoir to make a classification or prediction. This
separation of roles allows the system to process temporal information while
still being very efficient at learning new tasks [47].

We first examined the GRN built originally by Gabalda-Sagarra et al. [99]
from dataset [101], confirming that its topology matches the RC structural
organization. We then focused on the dynamics of the reservoir, due to
its relevance in temporal information processing. We explored whether the
dynamical regime of the reservoir affects its memory capacity. This was
inspired by work done on artificial ESNs, where it has been seen that the
performance of reservoirs are optimal at the critical point of an order-to-
chaos transition, also known as edge of chaos [107, 122]. Beyond artificial
neural systems, cortical circuits have also been suggested to operate at a
critical state [108, 109, 110]. For GRNs we did not find any study on the
impact of reservoir dynamics on its processing capabilities. Here we saw
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that the E. coli’s reservoir has maximum memory capacity just above the
onset of the transition to chaos, i.e. in the vicinity of the critical point (edge
of chaos). In this sense, it would be interesting to study experimentally
whether GRNs are tuned to operate near optimal memory capacity. For this
purpose, a means of making the system undergo an order-to-chaos transition
is needed. A possible way of doing this would be to alter in a global manner
the gene expression potential of cells, as it has been previously suggested
[99].

Additionally, we delved into whether the local topology of GRNs contributes
to their memory-encoding capabilities. In this sense, network motifs are
significantly relevant patterns of nodes and edges across the network, which
were introduced by Alon and co-workers [115, 116]. In those studies, net-
work motifs in E. coli’s GRN were analyzed as simple building blocks of
networks, and the dynamic features of each network motif is examined.
Here we took a different approach: we constructed a sample of ≈2400 sub-
reservoirs from the full E. coli’s reservoir. Then we simulated their dynam-
ics in the framework of a memory-capacity task, and we aimed to find a
relation between the number of motifs in the sub-reservoirs and their mem-
ory capabilities. We focused on three network motifs: self-loops, mutual
regulation and feedforward loops (FFL). We saw that network motifs with
recurrences (self-loops and mutual regulation) are more important for the
reservoir’s memory capacity than feedforward circuits, such as FFL. For ex-
ample, a sub-reservoir with a fixed number of mutual regulation motifs has
in average more memory than another sub-reservoir with the same number
of FFLs. This approach to the temporal capabilities of genetic reservoirs has
never been analyzed before, to our knowledge, and we believe it may help to
reach a wider understanding on how biological networks process temporal
information.

We also explored whether the balance between transcriptional activation and
repression is relevant in order to obtain a functional GRN under the RC
framework. This approach was inspired on studies in biologic neural net-
works, where the excitatory/inhibitory balance has been proven to be funda-
mental in maintaining the regular functionality of the brain [118, 119, 123].
The repression percentage in the reservoir built from the dataset of [101] is
41%. By varying this percentage artificially we saw that the optimal perfor-
mance for two different memory-demanding tasks (memory capacity and
10th-order NARMA) are obtained for a repression percentage near 40%.
This reinforces the idea that regulations in GRN have been shaped by evo-
lution. Moreover, in future explorations on temporal signaling processing
in GRNs we need to take into account this activation/repression balance in
order to have a full picture.
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Lastly, we looked for E. coli’s sub-reservoirs with a good size-performance
compromise. We identified two different sub-networks that exhibit high
performance in three memory-demanding tasks: memory capacity, 10th-
order NARMA task, and the more biologically plausible delayed AND task.
These networks could be of great value, since searching for experimental
validation on RC for E. coli’s 70 genes reservoir is indeed challenging. The
networks we identified have almost half the size of the full reservoir, while
maintaining a really good performance on temporal processing tasks. In this
sense, they may make empirical verification way more approachable.
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Chapter 4. Experience-dependent behavior in a mini-
mal animal

Every organism makes decisions many times a day, and innumerable times
in their lifetime. These decision-making events are crucial for survival. This
is the case, for example, when animals navigate their complex and dynamic
environment in search of food, a mate or a breeding site, or to escape from
predators. In order to make decisions, animals usually evaluate signals from
their current external environment and integrate them with their past experi-
ences (which are encoded in their internal state) [124, 125, 126]. This results
in experience-dependent behaviors, where the individual’s past experiences
(or context) affect their present actions. One of the most important topics
of current research is to identify the molecular and cellular mechanisms that
underpin these adaptive behaviors.

The nematode Caenorhabditis elegans is an ideal organism in which to ex-
plore the neural basis of experience-dependent behaviors. C. elegans has
been an important model system for biological research over the years in
a variety of fields including genomics, cell biology, developmental biol-
ogy, and neuroscience [127, 128, 129, 130, 131]. Importantly for neuro-
science, in particular, the C. elegans connectome is by far the most com-
plete to date, comprising 302 neurons and over 7000 connections for the
hermaphrodite [54]. Despite its relatively simple nervous system, C. ele-
gans shows experience-dependent behavioral plasticity in response to a va-
riety of environmental cues, such as odor [57], taste [58], and temperature
[59], among others.

A series of elegant experiments performed over the years by the group
of Prof. Yuichi Iino at the University of Tokyo [65, 132, 133, 134] have
demonstrated that chemotaxis of C. elegans to sodium chloride (NaCl) is an
experience-dependent behavior. Specifically, animals migrate up or down
salt gradients towards the concentration that they have previously experi-
enced during cultivation [65]. In other words, if a worm cultivated at a high
NaCl concentration is set at a lower concentration in the middle of a salt
gradient, it crawls up the gradient (top panel of Fig. 1.3). Conversely, if

73
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the worm was cultivated at a low NaCl concentration, it crawls down the
gradient (bottom panel of Fig. 1.3).

In this Chapter we present a mechanistic model, strongly grounded in mul-
tiple experimental observations at different levels, that captures the above-
described experience-dependent chemotaxis to NaCl exhibited by C. ele-
gans. The model includes within an integrative framework the sensory com-
ponents of the process, at both the molecular and cellular levels, and the
motor features of the behavior observed, at the organismal level. The model
is biologically grounded, including all necessary and sufficient components
identified experimentally, without introducing artificial regulatory mecha-
nisms. At the same time it is not too overly detailed, avoiding unnecessary
molecular details that could lead to over-parameterization. One of the high-
lights of the model is that within a single framework we can account for the
two context-dependent behaviors, i.e. high- and low-salt attraction, accord-
ing to the worm’s previous experience, with the same circuit and without
changing parameter values.

4.1 Neuronal determinants of experience-dependent chemo-
taxis

The neural and molecular mechanisms that underlie the experience-dependent
behavior schematized in Fig. 1.3 have been studied experimentally in a se-
ries of landmark articles by the Iino group [65, 132, 133, 134]. These studies
have revealed several key players at both the cellular and molecular levels.
At the cellular level, the amphid sensory neuron right (ASER) has been
found to be necessary and sufficient for the behavior to occur. Specifically,
functional inhibition or genetic ablation of ASER completely impairs the
plasticity of salt chemotaxis, whereas disruption of the activity of other
chemosensory neurons has no substantial effect [65]. This demonstrates
that sensory input to ASER is critical for this adaptive behavior. Taking this
into account, in our model we limit the sensory aspects of the system to this
neuron.

The key question is how ASER drives this bidirectional reorientation behav-
ior, i.e. how it leads to high- and low-salt attraction in high- and low-salt
cultivated animals, respectively. It has been suggested that ASER generates
experience-dependent chemotaxis by altering the magnitude of excitatory
and inhibitory signals to its downstream interneurons AIA, AIB, AIY, and
AIZ [65, 135]. In our model, we consider for simplicity a single ASER
target, namely AIB, which is by far the most studied in this context.

AIB is a turn neuron, i.e. its activation leads to an increase in the probability
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Figure 4.1: Dual AIB response to ASER enables experience-dependent behav-
ior. This 2× cartoon matrix shows schematically the responses of the two neurons
considered in our model (the sensory neuron ASER and the turn interneuron AIB)
and the resulting behavior of the worm for two binary sets of environmental and ex-
periential conditions (rows and columns, respectively). Low AIB activity implies
enhanced turn probability (matrix cells labeled “turn” in red), while high AIB ac-
tivity implies decreased turn probability (matrix cells labeled “run” in green). As a
result the worm always tends to move towards the salt levels that it had previously
experienced.

that the worm re-orients its crawling direction [136, 137]. In that sense,
here we focus on the C. elegans locomotion strategy known as klinokinesis,
consisting of a biased random walk characterized by periods of forward
motion interrupted by sharp turns, in which the worm changes its orientation
in a random manner [138, 139]. Within that context, increased activity of
the AIB interneuron leads to more turns, and thus to a decreasing ability to
maintain the current course. Oppositely, AIB inhibition would compel the
worm to keep moving in the same direction.

How do the activities of the ASER and AIB neurons regulate the experience-
dependent chemotaxis shown in Fig. 1.3? A large body of experimental
knowledge has been amassed in recent years [65, 132, 133, 134, 135] to put
together a picture of what happens. ASER is an OFF sensory neuron, i.e.
it is activated (it depolarizes) upon decreases in NaCl concentration [140].
This can be seen in the bottom row of the 2×2 cartoon matrix shown in
Fig. 4.1, where the activity of ASER is shown schematically in response to
a down-step in salt. ASER activation in response to such stimulus occurs
in both high- and low-salt cultivation conditions (left and right columns of
the cartoon matrix, respectively). Conversely, ASER hyperpolarizes (it is
inhibited) by an increase in NaCl, again under both cultivation conditions
(top row in Fig. 4.1). We note that the changes in ASER activity in response
to salt steps need to be transient, to prevent the worm from being stuck in
the same direction of motion for long periods of time. Experiments show
that the timescale of these activity changes is of the order of seconds [65,
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140, 141].

It is worth emphasizing from the discussion above that the response of
ASER to a change in salt concentration is the same irrespective of whether
the worm had been previously cultivated in high or low salt conditions (com-
pare the behavior of ASER across a given row in the left and right columns
in the matrix of Fig. 4.1, respectively). How are then past experiences en-
coded in the system? What changes between the two cultivation conditions
is the effect that ASER has on its target neuron AIB [65, 133]: under high-
salt cultivation ASER activates AIB (red arrows, left column in the ma-
trix of Fig. 4.1), whereas cultivation in low salt leads to ASER inhibiting
AIB (blue blunt-end arrows, right column in the figure). The nature of the
neuronal connection does not depend on whether the current environmental
conditions correspond to an up-step or a down-step of salt. Additionally,
the timescale of the changes in the nature of connection from ASER to AIB
(from excitatory to inhibitory) has to be long enough to maintain a “mem-
ory” of the past experiences (on the order of minutes [132], not shown in
the figure).

In summary, the combination of two orthogonal effects (current salt changes
affecting the activity level of ASER, and past experiences affecting the way
in which ASER acts upon AIB) enables combinatorially the four different
actions that underlie experience-dependent salt chemotaxis in C. elegans:

• A salt up-step after high-salt cultivation leads to ASER inhibition and
an excitatory connection between ASER and AIB, which in turn leads
to AIB inhibition and motion forward (top left panel in the matrix of
Fig. 4.1).

• A salt up-step after low-salt cultivation leads to ASER inhibition and
an inhibitory connection between ASER and AIB, which in turn leads
to AIB activation and increased turns (top right panel in the figure).

• A salt down-step after high-salt cultivation leads to ASER activation
and an excitatory connection between ASER and AIB, which in turn
leads to AIB activation and increased turns (bottom left panel in the
figure).

• A salt down-step after low-salt cultivation leads to ASER activation
and an inhibitory connection between ASER and AIB, which in turn
leads to AIB inhibition and motion forward (bottom right panel in the
figure).

These four situations lead to the expectation that the worm should be able to
move towards or away from high salt concentrations depending on whether
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it had previously experienced high- or low-salt conditions, respectively. How-
ever, it is still unclear whether this behavior would take place in a gradient,
where the perceived changes in salt concentrations are continuous instead of
consisting of finite steps. Filling this gap can be accomplished by modeling
mathematically the neural dynamics described above in an in silico gradient,
and quantifying statistically the trajectories of simulated worms undergoing
biased random walks. In order to implement this model in a biologically re-
alistically manner, however, we first need to establish the molecular mecha-
nisms underlying the neural dynamics previously outlined.

4.2 Molecular determinants of experience-dependent
chemotaxis

As discussed above, the plasticity of salt chemotaxis in C. elegans relies on
two types of encoding, which need to be explained molecularly: the encod-
ing of the current environment in the activity of ASER, and the encoding of
past experiences in the nature of the connection between ASER and AIB. In
what follows we discuss the two processes separately.

4.2.1 Molecular encoding of current environmental conditions

We explained in Section 4.1 above that ASER responds to steps in NaCl by
transiently depolarizing (hyperpolarizing) in response to a down-step (up-
step) in salt. No explicit molecular mechanisms underlying such a response
have been reported yet, to our knowledge. The ASER response to a salt step
is an instance of perfect adaptation, since after the transient, the activity of
the neuron goes back to the level it had prior to the change in salt concen-
tration (even though the NaCl level is now different). This property can be
used as a constraint when searching for a potential molecular circuitry that
exhibits this response [34, 35, 142]. In what follows we hypothesize a spe-
cific molecular mechanism based on a systematic search of the C. elegans
literature on chemosensory signal transduction, constrained by the need of
explaining perfect adaptation.

ASER senses salt stimuli through guanylyl cyclase receptors (rGCs) [143].
These membrane proteins consist of two parts: an extracellular receptor
domain and an intracellular guanylyl cyclase activity domain. When salt
binds the extracellular domain of rGC, cyclase activity is inhibited and sig-
naling is silenced. Conversely, signaling is initiated when salt is removed
and the intracellular cyclase domain induces the production of cyclic guano-
sine monophosphate (cGMP) [143]. cGMP binds to and opens cGMP-gated
calcium channels in ASER, leading to an influx of calcium ions, and con-
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sequently to neuronal depolarization. In parallel, cGMP activates PKG (a
cGMP-dependent protein kinase, also called EGL-4 in the C. elegans liter-
ature). PKG is known to be required in ASER for calcium signals to arise
in response to salt [143], but its targets and role are unknown. One of the
proposed hypothesis is that PKG inhibits cGMP-gated channels, thereby in-
hibiting the influx of calcium ions [143]. Together, these interactions take
the form of an incoherent feedback circuit between cGMP, PKG and Ca2+,
with NaCl acting as upstream input. This is shown in Fig. 4.2 (molecular
circuit inside the triangle representing ASER, top of the figure). Incoher-
ent feedforward circuits are among a handful of molecular circuits that can
exhibit perfect adaptation [34, 35, 142], which makes this hypothesis poten-
tially attractive. In the following section we will include this feedforward
circuit in our integrative model of experience-dependent behavior.

Figure 4.2: NaCl chemotaxis sensorimotor circuit. Salt inhibits the activity of the
sensory neuron ASER (triangle), which in turn affects the activity of the interneuron
AIB (hexagon). The state of AIB controls the motion of the worm by modulating
the probability at which random reorientations of its motion occur. Finally, the
motor activity of the organism feeds back on the level of salt that it senses, since the
salt concentration will depend on the worm’s location. The molecular components
considered in our integrative model, and the interactions between them, are shown.

4.2.2 Molecular encoding of past experiences

The experience-dependent change of synapse polarity between ASER and
AIB shown schematically in Fig. 4.1 is known to arise through glutamate
signaling. ASER releases glutamate upon activation, which is sensed by
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AIB through two types of glutamate receptors: an excitatory glutamate-
gated cation channel and an inhibitory glutamate-gated chloride channel
[133, 134]. Crucially, these two receptors have different sensitivities: the
inhibitory receptor has a smaller glutamate threshold than the excitatory one
[134]. This leads to a U-shaped response of AIB to glutamate, as shown in
Fig. 4.3.

Figure 4.3: Dual regulation of AIB by ASER encodes past experiences. Re-
sponse of AIB in terms of its postsynaptic current as a function of glutamate levels.
Top: under high-salt cultivation conditions, the synapse operates in the right-hand
side of the U curve, thus acting in an excitatory manner. Bottom: under low-salt
cultivation conditions, the synapse operates in the left-hand side of the U curve,
thus acting in an inhibitory manner.

Given this non-monotonic response of AIB to ASER, the worm can set the
nature of the synaptic connection to be either excitatory or inhibitory by
operating in high or low glutamate concentration ranges, respectively. Re-
cently it was proposed, on the basis of experimental observations, that this
can be achieved by controlling the level of basal glutamate release by ASER
[134]. This strategy is based on the way in which synaptic transmission oc-
curs in C. elegans: unstimulated sensory neurons release a basal amount of
neurotransmitter, which gradually increases or decreases based on sensory
perception [144, 145, 146].

In our case, when basal glutamate is low, the synapse operates in a predom-
inantly inhibitory mode (blue section of the response curve in Fig. 4.3, bot-
tom panel). Conversely, when basal glutamate is high, the effect of ASER’s
additional glutamate release will be excitatory (red section of the postsynap-
tic current curve in Fig. 4.3, top panel). The intriguing question now is how
the level of basal glutamate released by ASER is regulated in an experience-
dependent manner: for high-salt cultivated animals the basal release should
be high, while under low-salt cultivation basal glutamate should be low.
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Glutamate release by C. elegans sensory neurons is known to be up-regulated
by the DAG/PKC-1 signalling pathway [144]. In particular, DAG/PKC-1
has been found to up-regulate glutamatergic transmission by ASER [134].
Furthermore, it has been shown that DAG levels in ASER are dynamically
regulated in response to step changes in NaCl concentration [132], with
DAG increasing (decreasing) transiently in a response to down-step (up-
step) in salt. Taken together, these features suggest a possible explanation
of how basal glutamate release is regulated in an experience-dependent man-
ner. Specifically, high-salt cultivated animals face a down-step in salt, and
thus a transient increase in DAG, when placed in the middle of a gradient
[132]. Such an increase in DAG would produce an increase in basal glu-
tamate, leading to an excitatory connection between ASER and DAG, as
expected (left column in Fig. 4.1 and top panel in Fig. 4.3). Conversely,
for low-salt cultivated animals NaCl concentration is increased when trans-
ferred to the gradient plate, which lowers DAG levels [132]. This decreases
basal glutamate release, leading to an inhibitory postsynaptic response in
AIB (right column in Fig. 4.1 and bottom panel in Fig. 4.3). Notably, DAG
levels are maintained for tens of minutes in the ASER neuron [132], which
coincides with the time span necessary to guide the worm towards the culti-
vation concentration [134].

The molecular and cellular processes described above seem to explain the
experience-dependent character of salt chemotaxis in C. elegans. On the
other hand, the connection between the two modes of encoding is still un-
clear, as is the extrapolation of responses to step changes in salt to a gradient,
as mentioned in Section 4.1 above. To put all the ingredients together and
bridge the gap between molecular/cellular mechanisms and behavior, we
now implement an integrative mathematical model that bridges the molecu-
lar, cellular and organism scales.

4.3 An integrative model of experience-dependent be-
havior

In this Section we describe how we built our mathematical model based on
the previously described experimental observations. As depicted in Fig. 4.2,
our model includes a sensory neuron, ASER, that affects the activity of an
interneuron, AIB, which in turn regulates the motor system of the worm.
This cellular description is complemented at the molecular level by specific
circuits regulating the responses of the two neurons, and at the behavioral
level by a description of how the activity of AIB affects the motor output of
the organism, which leads to motion changes (or lack thereof) in a gradient,
and thus to changes in the sensed NaCl, closing the loop.
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4.3.1 An intracellular sensory feedforward circuit

We begin with the dynamics of the sensory neuron ASER. As mentioned
above, ASER produces Ca2+ transients in response to NaCl concentra-
tion changes [140]. Our aim is to model this response with a biologically
grounded yet simple circuit. We have not found in the literature this kind of
model for ASER, or for any other C. elegans sensory neuron. There are ef-
fective models that use explicit derivative-like operations to account for the
transduction of a salt step into a Ca2+ pulse [73, 74]. The advantage of those
frameworks is that they are easy to construct and tune, but they do not pro-
vide a molecular basis for the derivative-like operations mentioned above.
On the other hand, there are physiologically grounded models for C. elegans
sensory neurons, such as the neurons AWC [147] and ASH [148], but they
are overly detailed models, which are difficult to tune and lack experimen-
tal evidence to support some of the assumptions made and the parameter
values.

In that context, a parsimonious framework is missing, biologically-grounded
and yet not too complex. The feedforward circuit proposed in Section 4.2.1
above is an adequate choice for such a model. As we described there (see
also Fig. 4.2), cGMP activation in ASER affects Ca2+ influx in two ways:
directly via the opening of cGMP-gated channels (leading to an increase in
Ca2+ influx), and indirectly via the activation of the cGMP-gated channel
inhibitor PKG (leading to a decrease in Ca2+ influx). The dynamics of this
incoherent feedforward circuit can be represented by the following system
of coupled differential equations:

dcGMP

dt
= α

1

1 + [NaCl]/K
− δGMP · cGMP, (4.1)

dPKG

dt
= γ · cGMP− δPKGPKG, (4.2)

dCa2+

dt
= βσ(cGMP− PKG)− δCaCa

2+, (4.3)

The first term in Eq. (4.1) represents the inhibition of rGC-mediated cGMP
production by NaCl, as discussed in Section 4.2.1 above [143]. To model
this we have chosen a standard repressing Michaelis-Menten function [33].
The first term in Eq. (4.2) represents the activation of PKG by cGMP, as-
sumed to be linear. Equation (4.3) corresponds to the dynamics of the vari-
able Ca2+, which represents the change in calcium levels relative to its base-
line (thus Ca2+ can assume positive and negative values). In particular, the
first term in Eq. (4.3) represents the calcium influx due to the opening of
cGMP-gated channels, which are inhibited by PKG. According to this ex-
pression, calcium influx increases (with respect to its baseline) when cGMP
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surpasses PKG according to a threshold function given by the sigmoid func-
tion

σ(x) = tanh(bx) . (4.4)

The last terms in Eqs. (4.1)-(4.3) represent the decay of the three species.
The values of these decay rates (see Table 4.1) are chosen such that the
timescale of calcium dynamics is fast enough (on the order of seconds) to
avoid locking the organism in a fixed direction of motion for too long. The
resulting time traces of Ca2+ levels inside ASER in response to NaCl steps
are shown in Fig. 4.4.

All parameter values can be found in Table 4.1. We estimated the concen-
tration units of the model variables per cell from the available literature:
for cGMP (µM) [149], PKG (µM) [150], Ca2+ (µM) [151], DAG (lipid
concentration in µM) [152] and Glu (mM) [153].

Param. Value Eq.
α 825 µM · s−1 4.1
K 300 mM 4.1

δGMP 50 s−1 4.1
γ 0.12 4.2

δPKG 0.12 s−1 4.2
β 1.0µM · s−1 4.3
δCa 1.0 s−1 4.3
b 2.0 µM−1 4.4

βDAG 0.7 s−1 4.5
δDAG 0.001 s−1 4.5
αGlu 1.345 mM 4.7
βGlu 0.055 mM 4.7
α∆ 1000 4.7

Param. Value Eq.
θ 0 µM 4.7
τ 0.1 s 4.9

ωinh 10.0 mV 4.9
ωexc 50.0 mV 4.9
Vrest -55.0 mV 4.9
bexc 27 mM−1 4.11
θexc 1.481 mM 4.11
binh 92 mM−1 4.10
θinh 0.054 mM 4.10
ωlow 0.03 s−1 4.13
ωhigh 50.3 s−1 4.13
Vlow -50.035 mV 4.13
v 0.022 cm/s 4.12

Table 4.1: Parameter values of the experience-dependent chemotaxis model in C.
elegans.

Figure 4.4 shows that ASER depolarizes (its Ca2+ levels increase) in re-
sponse to a NaCl decrease, and hyperpolarizes when NaCl increases. Ex-
perimentally, the Ca2+ response to a NaCl downstep is more pronounced
than to an upstep [140]. However, in our model the responses are consid-
ered symmetric, as show in Fig. 4.4. This simplification has already been
used in other models of C. elegans navigation [141], for the same parsimo-
nious reasons as ours. The parameters of Eqs. (4.1)-(4.4) were chosen to
match the experimental response time of ASER’s Ca2+ levels upon a NaCl
decrease (defined as the time to reach half the distance between the peak
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Figure 4.4: Simulated response of ASER’s activity to NaCl steps. The intracel-
lular Ca2+ concentration of ASER is shown for a NaCl upstep (a) and downstep
(b). The response time of the model is in agreement with the one measured experi-
mentally [134] (τ1/2 ∼ 10 s).

and resting level) [134]. Specifically, the response time to a 25 mM NaCl
step is ∼ 10s, as depicted in Fig. 4.4.

4.3.2 A dual neuronal signaling process

The response of DAG to changes in NaCl concentration that we described
in Section 4.2.2 above has been shown to be caused to changes in the neural
activity of ASER [132]. Specifically, ASER’s intracellular Ca2+ enhances
DAG production, most likely via the PLC-β/EGL-8 pathway [134]. We
represent this effect in our model via the following equation:

dDAG

dt
= βDAGCa

2+ − δDAGDAG, (4.5)

where DAG up-regulation by Ca2+ is modeled as a linear activation, and
the variable represents changes in DAG levels relative to its baseline (and
thus it can assume positive or negative values). The simulated responses of
DAG activity in the ASER neuron for both a salt upstep and downstep are
shown in Fig. 4.5.

Figure 4.5 shows that DAG levels decrease upon a sudden NaCl increase
(panel a), while they rise upon a sudden NaCl decrease (panel b), in both
cases mediated by Ca2+. Similarly to the case of the sensory feedforward
circuit discussed in Section 4.3.1 above, the parameters of Eq. (4.5) were
chosen to match the experimentally observed decay time of DAG [132, 134],
which is ∼10 min.

The next step in our model is to describe the effect of the sensory neuron
ASER on the turn neuron AIB. As discussed in Section 4.2.2, ASER com-
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Figure 4.5: Simulated response of DAG levels to NaCl steps. The intracellular
DAG concentration in ASER is shown for a NaCl upstep (a) and downstep (b).
The model response time is in agreement with the measured in Ref. [132] (τ1/2 ∼
600 s).

municates with AIB synaptically via the neurotrasmitter glutamate. The glu-
tamate released by ASER has two components: a slow basal level Glubasal
controlled by DAG, and a fast instantaneous level ∆Glu controlled by the
intracellular calcium concentration of ASER [134]:

Glu = βGlu +Glubasal +∆Glu (4.6)

= βGlu + αGluH(DAG− θ) + α∆Ca
2+, (4.7)

where βGlu is a (small) background glutamate level. We assume that basal
glutamate is produced when DAG exceeds a threshold value θ, as described
by the Heaviside step function H(x) (which is 1 when x ≥ 0 and 0 oth-
erwise). The instantaneous excess glutamate, ∆Glu, is assumed in turn to
increase linearly with the intracellular Ca2+ levels of ASER. It is worth
mentioning that Glubasal and ∆Glu have different timescales, correspond-
ing to those of their activating factors: Glubasal, regulated by DAG, has
a characteristic time ∼ 10 minutes [132], whereas ∆Glu operates in time
scales on the order of ∼ 10 seconds, corresponding to the Ca2+ dynamics
of ASER [65, 140, 141].

The total glutamate released by ASER acts upon AIB via the excitatory
and inhibitory synapses discussed in Section 4.1, such that the dynamics of
AIB’s membrane potential is given by:

τ
dVAIB

dt
= ωinhS

inh(Glu) + ωexcS
exc(Glu) (4.8)

− (VAIB − Vrest), (4.9)

where the first and second terms in the right-hand side represent the in-
hibitory and excitatory currents, respectively [133], with ωinh and ωexc de-
noting the weights of the corresponding connections. The synaptic currents
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are assumed to depend on glutamate through the sigmoid functions

Sinh(x) =
e−binh(x−θinh)

1 + e−binh(x−θinh)
(4.10)

Sexc(x) =
1

1 + e−bexc(x−θexc)
, (4.11)

where bj and θj (j = exc, inh) correspond to the steepness and threshold of
each synaptic function. The inhibition threshold is smaller than the excita-
tion threshold (see Table 4.1), and as a result the overall response of VAIB

to glutamate is U-shaped, as shown in Fig. 4.3 above. This enables two
different responses to the fast transient pulse in glutamate, ∆Glu, caused
by present changes in NaCl such as a downstep (Fig. 4.6a). For low-salt
cultivated animals Glubasal is 0, so the postsynaptic response is inhibitory
(Fig. 4.6b, blue curve). On the contrary, for high-salt cultivated animals
Glubasal is high, giving rise to an excitatory postsynaptic response (red
curve).
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Figure 4.6: Experience-dependent VAIB response. (a) Instantaneous change of
glutamate released by ASER (∆Glu = α∆Ca

2+) in response to a NaCl downstep.
(b) corresponding AIB response to the ∆Glu depicted in the left panel. Blue curve:
inhibitory response for high salt cultivation (Glubasal = 0). Red curve: excitatory
response for low salt cultivation (Glubasal > 0).

4.3.3 Effect on the worm’s motion

Finally we need to couple the molecular and cellular dynamics described
about to the worm’s motion. To that end we take into account that AIB acti-
vation determines motor output, by producing instantaneous turning events
that underlie the worm’s pirouettes [154]. In this sense, our model assumes
that during locomotion the body follows the head, allowing us to focus on
the sensory-motor control of a point worm. At each point in time the worm
is modeled as a point at coordinates (x(t), y(t)), with its head being directed
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towards an angle φ(t), as depicted in Fig. 4.2 and expressed mathematically
by

d(x, y)

dt
= (v cosφ, v sinφ), (4.12)

where we assume that the worm moves at a fixed speed v.

Pirouettes are executed by resetting the orientation angle φ. The probability
of a pirouette per unit time PΩ is determined by the activation of the AIB
turn neuron. We represent this by the following piece-wise monotonically
increasing function of VAIB:

PΩ =

{
ωlow if VAIB ≤ Vlow,

ωhigh if VAIB > Vlow,
(4.13)

where the parameters ωlow and ωhigh represent base pirouette rates. When
a pirouette is executed, the heading φ is instantaneously set to a random
angle, drawn from a uniform distribution between 0 and 2π.

When the worm’s position changes according to Eq. (4.12), C. elegans will
sense a new NaCl concentration value, which will serve as new sensory
input to ASER neuron (see Eq. (4.1) and curved arrows in Fig. 4.2). We
now put all these pieces together to model the behavior of C. elegans in a
NaCl concentration gradient for our two different past experiences (high and
low salt cultivation).

4.4 Behavioral modeling

Having studied the response of the different molecular and cellular model
variables to NaCl steps, we now aim to see whether this minimal sensory
system, alongside with the simplified motor system also described above,
can give rise to the behaviors observed experimentally when worms are
placed in a continuous gradient, instead of facing sharp NaCl steps. To that
end, we have followed the chemotaxis assay protocol depicted schemati-
cally in Fig. 1.3 and previously described in [65, 134]. In the experiment,
worms were cultivated at a constant concentration of NaCl (25 mM, 50 mM,
or 100 mM) for 6 hours. In those conditions, any perturbations in DAG lev-
els during the pre-cultivation phase fully vanish and DAG activity returns
to baseline. The animals are then transferred to the center of a plate with
a salt gradient, and allowed to move freely for about ∼10 min. We have
used a virtual gradient similar to the experimental one [65, 134], which has
a low (∼30 mM) and high (∼95 mM) NaCl area, with a background salt
concentration in the rest of the plate of 50 mM, as shown in Fig. 4.7. The
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Figure 4.7: Chemotaxis assay. Virtual agar plate with NaCl gradient used in our
simulations. The virtual worms are placed initially inside the start area, and the
number of worms that reach the low and high NaCl areas by the end of the simula-
tion are counted.

(a) (b) (c)

Figure 4.8: Behavioral traces. Trajectories of ten virtual worms during the chemo-
taxis assay. Animals are placed at the center of the gradient plate and allowed to
move for 600 s. Trace color represents time. (a) Worms cultivated at low [NaCl]
(25 mM) move towards the low NaCl area (∼30 mM). (b) Worms cultivated at
the background [NaCl] of the gradient plate (50 mM) move around areas where
[NaCl]=50 mM. (c) Worms cultivated at high [NaCl] (100 mM) migrate to the high
NaCl area (∼95 mM).
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Figure 4.9: DAG dynamics and perceived NaCl concentration during the
chemotaxis assay. Example time series of DAG levels during the chemotaxis as-
say. The dashed line shows the threshold θ of Eq. (4.7). (a) For high-salt cultivated
animals DAG levels increase at the start of the assay due to the sensed decrease
of [NaCl]. Increased DAG levels ensure an excitatory synapse between ASER and
AIB, which guides the worm to higher [NaCl] areas. (b) For low-salt cultivated an-
imals DAG decreased levels enable an inhibitory synapse between ASER and AIB,
which guides the worm towards lower [NaCl] areas.

simulated gradient is given by the following equation:

[NaCl](x, y) = Cback + Cmaxe
− (x−xmax)

2

2σ2

− Cmine
− (x−xmin)2

2σ2 (4.14)

We also tested our model using other NaCl gradient shapes, such as a uni-
modal gaussian and a conical function (linear with distance to the peak). In
all cases, we obtained consistent results, which shows our results are not
dependent on the particular shape of the gradient.

Figure 4.8 shows typical trajectories of ten virtual worms place in the gra-
dient (4.14), as generated by our integrative model, with different initial
orientations (φ in Eq. (4.12)), for pre-assay cultivations at 25 mM, 50 mM
and 100 mM, respectively. As shown in the figure, cultivation with different
salt concentrations leads to correspondingly different [NaCl] preferences in
the chemotaxis assay, as seen experimentally [65]. The different behavioral
preferences of Fig. 4.8 arise from the same minimal sensorimotor system of
Fig. 4.2, without any change in the model parameters.

As explained before, the essential mechanism underlying this experience-
dependent behavior is that DAG levels in ASER are dynamically regulated
according to salt changes. To see this more clearly, Fig. 4.9 shows DAG
levels during the chemotaxis assay for an representative virtual worm. For
high-salt cultivated animals DAG increases at the start of the assay due to
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the sensed [NaCl] decrease when they are transferred from the cultivation
plate (where [NaCl] is 100 mM) to the center of the gradient plate (where
[NaCl] is ∼50 mM). This increase in DAG levels above the threshold θ of
Eq. (4.7) (dashed line in Fig. 4.9a) leads to an excitatory synapse between
ASER and AIB, which gives rise to high salt attraction. As we can see in
Fig. 4.9a, as the worm migrates to higher [NaCl] areas in the plate, DAG
levels decrease accordingly.

The situation is reversed in the case of low-salt cultivated animals. There,
DAG decreases at the start of the assay due to the worm being transferred
from its cultivation plate (where [NaCl] is 25 mM) to the center of the gra-
dient plate (where [NaCl] is ∼50 mM). Decreased DAG levels lead to an
inhibitory synapse between ASER and AIB, which gives rise to low salt
attraction. As we can see in Fig. 4.9b, DAG levels increase according to
migration towards lower [NaCl] areas.

4.5 Chemotaxis assay for simulated mutant worms

To validate quantitatively the model described so far, we now compare the
behavior of wild-type worms with mutants where some system components
are altered or eliminated altogether. Some of the mutants studied have been
characterized experimentally, and thus are here used as validations of the
model, while others have not been studied in the laboratory, and can thus be
considered model predictions.

To quantify the behavior of the worms we use the chemotaxis index (C.I.),
defined as [65]

C.I. =
NHigh −NLow

N −NStart
, (4.15)

where NHigh (NLow) denotes the number of animals in the high (low) NaCl
area, i.e. within a 1.05 cm radius from xmax (xmin) –see Eq. (4.14)–, at the
end of the assay. N is the total number of simulated worms, and NStart is
the number of animals within a 1-cm radius from the start point at the end
of the assay (the center of the plate). We consider N = 100 worms in every
assay.

A C.I. of 1 and -1 represents total preferences for high and low concentra-
tions, respectively. A C.I. of 0, on the other hand, can represent a preference
for the background concentration (50 mM), equal distribution of the popu-
lation between both end areas, or a random distribution. All the parameters
characterizing the NaCl gradient and the C.I. areas are given in Table 4.2.

Figure 4.10 shows the chemotaxis indices exhibited by the wild-type (WT)
worms and eight mutants for low and high NaCl pre-cultivation concen-
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Parameter Value
Cmax 45.0 mM
Cmin 20.0 mM
Cback 50.0 mM
xmax (3.0, 0.0) cm
xmin (-3.0, 0.0) cm
σ 0.7 cm
R 4.25 cm

Table 4.2: Parameter values of the salt gradient of eq. (4.14).

trations, and for the control case in which the worms are cultivated at the
intermediate assay concentration (50 mM). In the WT case, the chemotaxis
indices confirm the behavior reported in Fig. 4.8: worms cultivated at low
[NaCl] (25 mM) are attracted to low salt concentrations (C.I. ∼-1), whereas
animals cultivated at high [NaCl] (100 mM) are attracted to high salt con-
centrations (C.I. ∼1). Lastly, for worms cultivated at the background con-
centration of the gradient plate (50 mM), the C.I. ∼0, which corresponds
in this case to a preference for that same concentration. These chemotaxis
indices are in close agreement with the experimental results of Ref. [134].
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Figure 4.10: Chemotaxis index for different pre-assay cultivations. Results for
wild-type worms (WT) and eight mutants are displayed. Mean ± s.e.m.; n = 6
assays. 100 worms were simulated within each assay.

Besides the wild-type worms, Fig. 4.10 shows the chemotaxis indices for
two types of mutants. Specifically, the three cases shown in the middle
section of the figure correspond to animals that have been previously studied
experimentally in a gradient similar to the one of Fig. 4.7. Additionally, the
five cases at the right of the plot correspond to mutants for which there are
not experimental measurements, to our knowledge.
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The first mutant corresponds to NaCl sensing loss-of-function (lf), which is
associated with the inhibition on cGMP production by NaCl. We have mod-
eled this situation by decreasing the value of the parameter α in Eq. (4.1).
As can be seen in Fig. 4.10, the C.I. for this mutant is close to zero irrespec-
tive of the pre-assay cultivation. This result coincides with the one reported
in Ref. [65], where the authors examined a mutant strain severely impaired
in its ability to sense chemicals (dyf-11).

Next we aimed at replicating a gain-of-function (gf) mutation on the DAG/PKC-
1 signalling pathway, which corresponds to a higher baseline level of DAG.
To that end, we added in Eq. (4.5) a constant production rate αDAG (inde-
pendent of Ca2+ levels):

dDAG

dt
= αDAG + βDAGCa

2+ − δDAGDAG (4.16)

As shown in Fig. 4.10 for DAG (gf), these mutant worms migrate towards
higher NaCl concentration regardless of the at pre-assay cultivation concen-
tration. This can be understood by taking into account that as DAG levels
are increased, the worms are mostly in the regime of an excitatory synapse
between ASER and AIB for all pre-assay conditions, which explains the re-
sultant overall high salt attraction. This behavior agrees with experimental
results of a gf mutant in the DAG pathway (egl-30) [65].

The DAG/PKC-1 signalling pathway has been further explored experimen-
tally with a PKC-1 loss of function (lf) mutant [134]. PKC-1 is a protein
kinase downstream of DAG, which regulates the basal glutamate release in
ASER (Glubasal in our model) by modulating the phosphorylation of a tar-
get protein. We simulated this lf mutant by setting αGlu = 0.0 in Eq. (4.7),
which leads to a constitutively low level of Glubasal. In this case, the model
predicts (fourth set of bars in Fig. 4.10) that worms with this mutation have
a preference for low salt concentrations irrespective of the pre-assay culti-
vation conditions. These results are in agreement with the ones reported in
Ref. [134] for PKC-1 lf mutants.

Another way of decreasing the activity of the DAG/PKC-1 signalling path-
way is by acting directly on DAG. We implemented this perturbation by
adding a constant degradation rate in Eq. (4.5). Similarly to the PKC-1
lf mutant (and oppositely to the DAG gf mutant) the DAG baseline is de-
creased, which leads to a predominantly inhibitory synapse between ASER
and AIB. Consequently, the model predicts again that worms will move to-
ward lower NaCl concentrations for all pre-assay conditions, as shown in
Fig. 4.10. This is similar to the behavior of the PKC-1 lf mutant described
above, but in this case the behavior is due to low DAG levels, instead of low
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Glubasal release from ASER. Interestingly, in the DAG lf mutant worms
cultivated at high salt concentrations (100 mM), the attraction to low salt
concentration is weaker than in PKC-1 lf mutants discussed above.

To explore our hypothesis that NaCl sensory transduction takes place via a
feedforward circuit mediated by PKG, we next simulated loss- and gain-of-
function PKG mutants. We did so by setting the value of γ in Eq. (4.2) to
zero or by rising its value, respectively. In both cases, worms are predicted
to move randomly for all cultivation conditions, as shown in Fig. 4.10. The
fact that these opposite mutants lead to the same behavior can be explained
from the symmetric response of the AIB neurons to low and high glutamate
levels, as given by the U-shaped response curve discussed in Section 4.3.2
and shown in Fig. 4.3 above. Low PKG levels in the lf mutant lead to con-
sistently high Ca2+ levels, which places the operating point of the neuron
in the saturating region to the right of the AIB response curve shown in
Fig. 4.3, for which high AIB activity and consequently high turn probability
(and random motion of the worm) irrespective of how sensed NaCl is chang-
ing. In the PKG gf mutants, in turn, Ca2+ levels are consistently low, which
places the neuron in the saturating region to the left of the AIB response
curve (see again Fig. 4.3), for which AIB activity is also high, leading once
again to frequent turns and random motion in the NaCl gradient.

Finally, we used the model to probe the relevance of the dual synaptic char-
acter in the experience-encoding, by considering loss-of-function mutants
that alter the inhibitory and excitatory strengths of glutamate signaling from
ASER to AIB. Our simulations show that when the inhibitory current in
AIB is eliminated by setting ωinh = 0.0 in Eq. (4.9), worms cultivated at
low [NaCl] lose their low-salt attraction (next-to-last case in Fig. 4.10),
while high-salt attraction is retained for worms cultivated at high [NaCl]. In
turn, when the excitatory current in AIB is eliminated by setting ωexc = 0.0,
high-salt cultivated worms do not have a [NaCl] preference, while the be-
havior of low-salt cultivated worms stays the same as the WT (last case in
Fig. 4.10). All the modified parameter values used for the mutants can be
found in Table 4.3.

4.6 Discussion

In this work we have developed a mechanistic model that captures experience-
dependent chemotaxis to NaCl in C. elegans. Specifically, we wanted to
model how worms migrate to the salt concentration at which they have been
previously fed [65]. Through a set of elegant experiments, Yuichi Iino and
collaborators have identified the key molecular and cellular factors associ-
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Mutant Parameter New value Equation
NaCl (lf) α 0.0825 µM · s−1 (4.1)
DAG (gf) αDAG 0.01 µM · s−1 (4.16)
pkc-1 (lf) αGlu 0.0 mM (4.7)
DAG (lf) αDAG -0.01 µM · s−1 (4.16)
PKG (lf) γ 0.0 (4.2)
PKG (gf) γ 1.0 (4.2)
ωinh (lf) ωinh 0.0 mV (4.9)
ωexc (lf) ωinh 0.0 mV (4.9)

Table 4.3: Parameter values for the C. elegans mutants.

ated with this behavior. In particular, DAG levels in the salt-sensing neu-
ron ASER are regulated in response to the difference between the previ-
ously and currently perceived NaCl levels. DAG activity, in turn, affects
the glutamate-modulated connection between ASER and the motor neuron
AIB, which can be switched between excitatory and inhibitory. By this
mechanism, animals are guided toward the NaCl concentration they have
previously experienced.

Based on these experimental observations, we have built a minimal integra-
tive sensorimotor model of the experience-dependent chemotaxis to NaCl.
The model covers the molecular, cellular and behavioral scales within a
parsimonious framework: it is biologically grounded yet not too overly
complex. One of the salient features of our model is that we can explain
the two experience-dependent behaviors, high-salt and low-salt attraction,
with a single framework without any modification in the model parameters.
Salt preference arises from dynamically regulating DAG levels according
to changes in the perceived NaCl concentration. Besides being able to re-
produce the observed chemotaxis behavior of wild-type worms, our min-
imal model also reproduces the behavior of mutants involving molecular
elements of both the sensor and actuator components of the system. Ad-
ditionally, we have simulated untested mutations in ASER circuitry and in
post-synaptic AIB neuron, whose behavior constitute model predictions to
be tested experimentally.

While our work is based on experimental measurements of ASER’s cal-
cium and DAG dynamics in response to step changes in NaCl concentration
[132, 134, 140], the results of our model show that the proposed mecha-
nism can also explain the observed behavior in continuous salt gradients.
The model is also relevant because its essential principle, i.e. the modula-
tion of the DAG signalling pathway, is not specific of chemotaxis to NaCl,
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but is also involved in experience-dependent behaviors in response to other
sensory cues such as temperature (thermotaxis) and volatile odorant (odor
chemotaxis), among others [155, 156].

Finally, our model of NaCl chemotaxis is a suitable starting point to explore
the interplay between different stimuli, such NaCl and nutrients. It has been
shown that pairing starvation with exposure to NaCl reverses the well-fed
behavior [58]: after being starved in the presence of high (low) NaCl, C. ele-
gans moves towards low (high) concentrations if set in a gradient [65]. DAG
dynamics is known to be located downstream of the insulin signaling path-
way [132, 157], which is in turn required for the starvation response [64].
This could explain why the DAG response to NaCl changes is diminished
in starved worms in comparison with the well-fed case [132]. Similarly to
what we have done in this chapter, mathematical modeling could be used
to put together these observations to provide us with an integrative perspec-
tive on how living organisms respond to multivariate time-dependent signals
from their environment.
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Living systems, across the wide spectrum from single cells to multicellu-
lar organisms, have complex temporal information processing capabilities.
Nevertheless, we are far from fully understanding their underlying mech-
anisms. In this Thesis we have analyzed how biological systems process
information depending on their previous experiences, a feat that naturally
requires taking into account the time-dependent character of an organism’s
environment. Our main interest was to try to help in the comprehension of
how temporal information, such as the previous experience of the organism,
or sensory stimuli that has some temporal statistics, is encoded in biological
systems. To do so we have explored a wide range of dynamical behav-
iors. In the following, we provide an overview of the conclusions obtained
in the three different systems we studied, and potential future directions of
research for each one of them.

5.1 Habituation

Arguably one of the most remarkable information processing capability of
living organisms is learning, which enables them to modify their behavior
in response to past stimuli. The ability to learn has typically been attributed
to neuronal organisms and the connectivity of their multicellular nervous
systems. However, there is evidence for learning in unicellular eukaryotes.
This raises the question of how learning is implemented outside the brain,
in single cells. In Chapter 2, in order to provide conceptual insight in this
direction, we investigate plausible molecular mechanisms underlying habit-
uation, a kind of non-associative learning behavior.

We investigate models based on common cellular regulatory circuit archi-
tectures –the negative feedback and the feedforward motif– and plausible
biochemical interactions among molecular species. We find that a combina-
tion of two such motifs yields systems that exhibit all hallmarks related to
the habituation response to a single stimulus, including frequency and inten-
sity sensitivity, potentiation of habituation and subliminal accumulation [2].

95
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This work emphasises the remarkable capabilities of cells for processing
information, with implications for unicellular and multicelluar organisms,
and the evolution and mechanisms of learning. Apart from this, the study of
habituation itself has recently re-emerged, since it was proven its relevance
in intellectual disorders. Specifically, it was seen in Drosophila that habitu-
ation is related to intellectual disability, and it can serve as a potential target
for pharmacologic intervention to treat it [158].

Concerning open perspectives for this project, a straightforward direction
is to extend our habituation model to include the remaining hallmarks of
habituation, which involve more than one type of stimuli (hallmarks #7, #8
and #9 of Table 1.1). In this case, two different stimuli would arrive to our
system, but only one of them activates our habituation circuit. This would
account for the stimulus specificity hallmark. To account for dishabitua-
tion, i.e. presentation of a different stimulus resulting in an increase of the
decremented response to the original stimulus, we could consider an addi-
tional species that degrades the memories of our system. Lastly, habituation
of dishabituation can be incorporated by considering a second habituation
model for the new memory degrading species.

Another interesting perspective is to study differential signatures that could
help discerning which of the four different circuit architectures we proposed
is underlying habituation for a specific organism. This was done in the
context of adaptation in order to discern single negative feedback (NF) and
incoherent feedforward loop (IFF) motifs [159]. In that case, it was proven
that oscillating stimuli help differentiate which of the both architectures is
underlying adaptation for different living organisms. For habituation we
would need to extend this, since we are considering concatenated NF and
IFF, and also receptor/channel models.

5.2 Recurrent biological networks

In Chapter 3 we employed the reservoir computing paradigm to investigate
the computational capabilities in the gene regulatory network (GRN) of Es-
cherichia coli. Originating from the fields of machine learning and com-
putational neuroscience, this paradigm defines a system comprising a net-
work of interacting elements capable of processing complex temporal infor-
mation, and simultaneously, being efficiently trainable. More specifically,
the system consists of a reservoir, which is a subnetwork featuring recur-
rences —i.e., cyclic paths— that encodes temporal information through its
complex dynamics. The readout is a component downstream the reservoir,
constituting a simple feed-forward structure capable of extracting pertinent
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information from the transient multidimensional dynamics of the reservoir
to make predictions or classifications. The key point of reservoir computing
is that for the network to learn a certain task, it is only necessary to train
the readout, and not the recurrent sub-network. In this sense, we worked
under the assumption that the integration of information in regulatory net-
works operates based on the reservoir computing paradigm, i.e. it occurs
dynamically at the system-wide scale, without the need for a specialized
architecture but rather in a decentralized manner.

We found that the gene regulatory network of E. coli follows the reservoir
computing structure: a small proportion of genes with recurrent regulatory
interactions is upstream of most of the rest of the network, which has a fully
feedforward topology (readout). We then focused our study in analyzing
the temporal processing capabilities of the network’s reservoir. We have
first investigated the effect of the network dynamics in its memory capacity.
In this regard, we saw that the E. coli’s reservoir has maximum memory
capacity just above the onset of a transition from order to chaos, i.e. in the
vicinity of the critical point (edge of chaos).

Furthermore, we have looked into whether the local topology of the GRN
contributes to their memory encoding. We focused on three significant mo-
tifs of the reservoir: self-loops, mutual regulation (mutual feedback between
two nodes) and feedforward loops (FFL). We saw indeed that network mo-
tifs with recurrencies (self-loops and mutual regulation) are more decisive
for the reservoir’s memory capacity than feedforward patterns, such as FFL.
This goes in line with the idea that strictly feedforward architectures are
incapable of awarding memory to a system.

An examination was also conducted to ascertain whether certain balance
between activation and repression is needed within the reservoir in order to
perform well in memory-demanding tasks. By artificially varying the acti-
vation/repression ratio of the reservoir, we saw that the optimal performance
in two different tasks was encountered when the repression percentage was
very close to the real one (40%). This phenomenon has been seen in cor-
tical neural networks [117], but it has not been explored before in a gene
regulatory setting.

Lastly, we identified smaller groups of genes within the E. coli’s reservoir,
which have a good compromise between their size and performance across
three different memory-demanding tasks, holding potential significance for
experimental validation.

Related to this last point, a future outlook entails the pursue of experimen-
tal validation on gene regulatory networks working as computational reser-
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voirs. Searching for evidence on reservoirs with a large number of genes is
quite a challenging endeavour. This effort becomes a simpler task if we deal
with a smaller-sized reservoir. On the other hand, in our study the nonlinear
dynamics of the network has been largely simplified with a formalism used
for neural networks. The real gene regulatory dynamics, with more real-
istic interactions and different time scales for each gene, would add more
complexity to the network behavior and increase the memory of the system
[160, 161, 162]. In this sense, this can consist of a possible direction to
extend our present model.

5.3 Behavior

Lastly, in Chapter 4 we use a series of previously published experimental
results to build a mechanistic model that captures the experience-dependent
salt chemotaxis behavior in the nematode C. elegans. Specifically, when
worms are set in a salt gradient, they migrate to the salt concentration (high
or low) at which they have been previously fed [65]. Our model integrates
the sensory aspects of the process, encompassing both molecular and cellu-
lar levels, with the motor features of the observed behavior at the organismal
level, all within a unified framework. It is biologically grounded, including
all experimentally identified necessary and sufficient components, without
introducing artificial regulatory mechanisms. Simultaneously, it avoids un-
necessary molecular details that could result in over-parameterization.

The model proposes specific molecular mechanisms for the encoding of cur-
rent conditions and past experiences in key neurons associated with this
response. A notable feature of the model is its ability to encompass both
experience-dependent behaviors —specifically, high- and low-salt attrac-
tion— within a unified framework. This is achieved using the same circuit
and without any alterations to parameter values based on the worm’s prior
experiences.

In addition to accurately replicating the chemotaxis behavior observed in
wild-type worms, our minimal model also mimics the behavior of mutants
affecting molecular elements in both the sensor and actuator components of
the system. Furthermore, we have conducted simulations involving untested
mutations in the ASER circuitry and post-synaptic AIB neuron. These sim-
ulations provide model predictions that can be experimentally tested.

Two separate branches of follow-up work can be distinguished. First, the
model predictions can be tested experimentally. Second, the model can be
further extended in several (non-exclusive) ways.
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Regarding the first point, we have proposed a particular minimal circuit
for the sensory neuron involved in chamotaxis, i.e. ASER. It consists of
a molecular circuit with an incoherent feedforward loop architecture. In this
sense, a next step can be pursuing experimental validation of such circuit.
On the other hand, as we said before, we have simulated the behavior of
untested mutants worms in the chemotaxis assay, which hopefully can be
tested experimentally too.

Secondly, our model can be extended following different directions from
its current state. One possibility is to extend the present model in order to
include the two orientation strategies of the worm. In our work, we only
modeled klinokinesis, which consists of a biased random walk character-
ized by periods of forward motion interrupted by sharp turns, in which the
worm changes its orientation in a random manner [138, 139]. The second
mechanism is called klinotaxis or steering, and is based on gradual (continu-
ous) reorientations towards preferred directions by sampling in space [138].
Klinokinesis has been suggested to have a greater effect on experience-
dependent chemotaxis, but the behavior is best achieved with both mech-
anisms acting together [65]. The minimal klinotaxis model by Izquierdo et.
al. [73] has been implemented by us (data not shown), and can be easily in-
corporated to our model. Second, the model can be extended to look closer
at the NaCl sensing circuit, adding the first layer interneurons downstream
of ASER. This would give a more comprehensive view of the chemotaxis
neuronal circuit.

Lastly, our NaCl chemotaxis model serves as a suitable starting point for
exploring the interaction between different stimuli, such as NaCl and nu-
trients. Previous studies have demonstrated that associating starvation with
exposure to NaCl can reverse the well-fed behavior [58]. Specifically, af-
ter experiencing starvation in the presence of high (low) NaCl, C. elegans
migrates towards low (high) concentrations when placed in a gradient [65].
Moreover, the insulin signaling pathway, necessary for this starvation re-
sponse [64], has a downstream target that is part of our proposed molecular
circuit for the well-fed behavior.

Looking back, with these three projects we investigated a wide range of
aspects in experience-dependent biocomputation. In that sense, this Thesis
represents a small contribution to the exciting landscape of open avenues in
the study temporal information processing in living systems.
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Appendix A. Modeling habituation

A.1 Model equations

The network topologies investigated in this work are implemented as Ordi-
nary Differential Equations (ODEs), assuming Michaelis Menten or mass
action kinetics for the molecular reactions. Each molecular species can be
either in its active (Xa) or inactive (Xi) state. We assume that the total
concentration of each molecular species Xtot = Xa + Xi is constant. We
explicitly model the time evolution of the relative concentration of the ac-
tive form of each species (Xa), normalized to this total (set to 1). Unless
indicated otherwise, subscripts 1 and 2 refer to each of the two motifs in the
model, ki are the reaction rates, and Ki the Michaelis-Menten constants. S
is the input. ẋ stands for dx/dt.

For simplicity in what follows for all the species we drop the subscripts Xa

and Xi. Instead, we call the active species X and the inactive one (1−X).

A.1.1 Concatenated IFF model

İ1 = SQW(t)× kIa1(1− I1)− kIi1I1

Ṁ1 = I1 × kMa1(1−M1)− kMi1M1

Ṙ1 = I1 × kRa1(1−R1)−MkRi1
R1

K1 +R1

İ2 = R1 × kIa2(1− I2)− kIi2I2

Ṁ2 = I2 × kMa2(1−M2)− kMi2M2

Ṙ2 = I2 × kRa2(1−R2)−M2kRi2
R2

K2 +R2
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A.1.2 Concatenated NF model

İ1 = SQW(t)× kIa1(1− I1)− kIi1I1

Ṁ1 = R1 × kMa1(1−M1)− kMi1M1

Ṙ1 = I1 × kRa1(1−R1)−MkRi1
R1

K1 +R1

İ2 = R1 × kIa2(1− I2)− kIi2I2

Ṁ2 = R2 × kMa2(1−M2)− kMi2M2

Ṙ2 = I2 × kRa2(1−R2)−M2kRi2
R2

K2 +R2

A.1.3 Single IFF model

İ1 = SQW(t)× kIa1(1− I1)− kIi1I1

Ṁ1 = I1 × kMa1(1−M1)− kMi1M1

Ṙ1 = I1 × kRa1(1−R1)−MkRi1
R1

K1 +R1

A.1.4 Single NF model

İ1 = SQW(t)× kIa1(1− I1)− kIi1I1

Ṁ1 = R1 × kMa1(1−M1)− kMi1M1

Ṙ1 = I1 × kRa1(1−R1)−MkRi1
R1

K1 +R1

A.1.5 Receptor + IFF model

Ṙr = kaRa − krRr

Ṙi = krRr − SQW(t)× kiRi

Ṙa = SQW(t)× kiRi − kaRa

İ2 = Ra × kIa2(1− I2)− kIi2I2

Ṁ2 = I2 × kMa2(1−M2)− kMi2M2

Ṙ2 = I2 × kRa2(1−R2)−M2kRi2R2
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A.1.6 Receptor + NF cascade model

Ṙr = kaRa + kFBC3Ra − krRr

Ṙi = krRr − SQW(t)× kiRi

Ṙa = SQW(t)× kiRi − kFBC3Ra − kaRa

Ċ1 = Ra × ka1(1− C1)− ki1C1

Ċ2 = C1 × ka2(1− C2)− ki2C2

Ċ3 = C2 × ka3(1− C3)− ki3C3

A.2 Model simulations and habituation protocol

Given a model and a set of parameters (see A.3) we investigate the response
and recovery of the model to trains of repetitive stimulation with different
frequencies and intensities, in order to test for the various hallmarks of habit-
uation. The repetitive stimulus is simulated as a square wave input function
SQW(t) (see equation in the previous section and Fig. 2.1) with fixed inten-
sity (S) for the duration of stimulation (Ton) and zero input otherwise. We
assume the model starts with all species inactive. In order to reduce numer-
ical inaccuracies that can arise due to the sharp change in input, stimulat-
ing and non-stimulating sub-intervals are integrated consecutively, setting
as initial condition for the next sub-interval the variable values of the last
time point of the previous sub-interval. In Python, we integrated using the
odeint routine from Scipy [163]. In C++, we integrated using the function
integrate const from boost’s odeint library [164]. For each
sub-interval, integration is initially performed with a relatively large maxi-
mum step size (10−2) which is successively lowered down to 10−6 in case
of integration failure.

Given the diversity of habituation times for different parameter values, for
a given parameter set and stimulation protocol, at each stimulus we tested
whether or not the system has habituated, and simulated only until that point.
We only considered parameter sets that did habituate within 50 stimuli.

The final simulations shown in this thesis were performed in both C++
and Python and the coincidence of the habituation and recovery times dou-
blechecked across the two methods.

A.3 Parameter search

Given a model, we searched for a suitable set of parameter values that would
yield habituation, recovery, frequency and intensity sensitivity. We did not
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specifically search for the rest of hallmarks, but found that they were also
satisfied for the selected parameter sets.

(i) Definition of a suitable region in parameter space
For each model we first define a region of the parameter space where
habituating trajectories are obtained. For that purpose, we initially
chose frequencies in the ranges 5-20 and intensities in the ranges 5-20
and subsequently reduced or amplified them if needed. Analogously
we did the same with Ton in the range 0.5-1.2. Then, we integrate
for a maximum of 50 stimuli the system for random parameter val-
ues. For each period between two stimuli, the peaks and troughs of
the output trajectory are extracted as the maxima and minima of the
trajectory. This gives an array of peaks and troughs, respectively, on
which the following filters were applied. If the parameter set satisfies
all following points, the solution is considered "habituating", and if
not, "non-habituating".

1) The array of peaks must not be empty.

2) The highest peak must not be found later than at the third posi-
tion. This allows for some sensitization for the very first stimuli,
which is a phenomenon that has been observed experimentally
in habituating organisms [2, 89].

3) The first peak must not be much lower than the highest peak (by
default not lower than 50% of highest peak).

4) All peaks after the highest peak must be monotonically decreas-
ing.

5) There must be at least two peaks after the highest peak.

6) There must be a substantial difference between the highest and
the lowest peak (by default at least 20% signal decrease).

7) There must be a substantial difference between the first few
peaks and troughs (by default the difference between each nor-
malized peak and trough must be at least 0.05). This serves the
purpose of filtering out smoothly decaying curves.

8) Trough levels must not be too high (by default not higher than
60% of the highest peak).

9) The last trough must be almost zero (by default not higher than
2% of the highest peak).

10) The number of high troughs is limited (by default there must
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not be more than five troughs which are higher than 10% of the
highest peak).

By analyzing the clusters of habituating and non-habituating solutions
in the space of pairs of parameters, we iteratively restrain each param-
eter range to encompass ranges where all responses are habituating.
The corresponding ranges for each model are shown in Table A.2
for the concatenated IFF model, Table A.3 for the concatenated NF
model, Table A.4 for the single IFF model, Table A.5 for the single
NF model, Table A.6 for the Receptor + IFF model and Table A.7 for
the Receptor + NF cascade model.

(ii) Search for parameters that enable frequency and intensity sensitivity
After defining the suitable region of the parameter space, we searched
for parameter sets that would yield habituating responses that sat-
isfy frequency and intensity sensitivity using an evolutionary algo-
rithm that iteratively modifies a population of solutions (parameter
sets) by mutating each parameter and evaluating the performance of
each solution with a cost function described below. In particular,
we used the implementation of the full Evolution-Strategy with self-
adaptive mutation mechanism from the open-source Paradiseo frame-
work [165, 166]. This method adjusts in an online manner the stan-
dard deviation of the distribution used to mutate the parameters in the
evolutionary search. For a detailed explanation of this algorithm we
refer the reader to the Paradiseo tutorial on this algorithm [167].

Each evaluated parameter set is simulated with three frequencies fi =
1/Ti, ( 1

T1
> 1

T2
> 1

T3
) for a fixed intensity S, and the correspond-

ing habituation times (htf1, htf2, htf3) are calculated. Analogously, we
simulate the system for three intensities (S1 < S2 < S3) at fixed
frequency, and compute the habituation times (htS1 , htS2 , htS3).

The cost function that we minimize with the evolutionary algorithm
is given by:

Cost function =
htf1
htf2

+
htf2
htf3

+
htS1
htS2

+
htS2
htS3

(A.1)

If each of the first two terms of eq. (A.1) are less than one, the habit-
uation times are monotonically increasing for decreasing frequencies
(htf1 < htf2 < htf3) which is a necessary condition for frequency sen-
sitivity (higher frequency leads to faster habituation, ie smaller ht).
Analogously, intensity sensitivity requires the last two terms of eq.
(A.1) being less than one (higher intensity leads to slower habituation,
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ie higher ht). The evolutionary algorithm minimizes the cost function
of eq. (A.1), and assigns each parameter set its respective cost value.
Only the solutions with a cost function lower than 4 · 0.95 = 3.8 are
analyzed further.

Note that the cutoff does not ensure that the conditions for both fre-
quency and intensity sensitivity are met, since small ratios (< 1) in
some of the fractions may compensate larger ratios (> 1) for others.
Moreover, frequency sensitivity requires also that recovery is faster
with higher frequencies. However, at this step we do not check re-
covery times because the algorithm to compute the recovery time is
quite time-consuming. All this is checked at a final filtering step as
explained in the next point.

(iii) Final filtering
Finally, we keep only the ≈20 fittest parameter sets resultant from the
evolutionary algorithm (the solutions with the 20 lowest cost function
values). For each one of them we check if they are frequency and
intensity sensitive. A model and its parameter set were considered
frequency sensitive if habituation and recovery times were strictly
monotonically increasing with the three increasing frequencies for the
tested intensity. Analogously, intensity sensitive systems are strictly
monotonically increasing in habituation time with increasing intensi-
ties for a fixed frequency.

If there is more than one solution meeting the frequency and intensity
sensitivity criteria, we chose to show here the one with the lowest cost
function value.

A.4 Potentiation of habituation and subliminal accu-
mulation

In order to test our models for the hallmark of potentiation of habituation, we
first choose a frequency and intensity and simulate the system to calculate
habituation (ht) and recovery time (rt). We then i) simulate the system
starting from the standard initial condition until it habituates, ii) starting
from the habituated state, we let the system recover (S = 0) for a fraction
f ∈ (0, 1) of the recovery time, and iii) starting from the partially recovered
state, we execute the habituation protocol again, yielding a new habituation
time (ht′). We consider ht′ < ht as potentiation of habituation.

In order to test for the hallmark of subliminal accumulation, we first calcu-
late habituation and recovery in the standard way, considering that habitu-
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ation is reached when the relative peak difference is less than 0.01, which
gives a given ht and rt. We simulate again for the same conditions, but
considering a smaller threshold (0.005) to define habituation. Effectively,
this means that the system is simulated beyond ht for a few more peaks. We
then calculate recovery from this state (rt′). We consider that the criterion
for subliminal accumulation is fulfilled if rt′ > rt.

A.5 Sensitivity analysis

A.5.1 Perturbation analysis

In nature, parameters such as catalytic rate constants and Michaelis-Menten
constants are often subject to fluctuations due to changes in temperature, in-
tracellular pH, or conformational changes and mutations of the correspond-
ing enzymes. Maintaining unrestricted functionality under different condi-
tions requires that the general behavior of cells must be unaffected by these
parameter fluctuations.

We performed a sensitivity analysis in order to test how much the parame-
ters of the model in question can be changed without losing frequency and
intensity sensitivity (since we found that if these hallmarks are fulfilled,
the others as well). Each parameter was individually multiplied by a per-
turbation factor (between 0.1 and 10.0) and the new system was tested for
frequency and intensity sensitivity.

To test frequency sensitivity we used the same frequencies and intensity as
in the parameter search of Section A.3. The new parameter set (with a sin-
gle perturbed parameter) was simulated with three frequencies fi = 1/Ti,
( 1
T1

> 1
T2

> 1
T3

) for a fixed intensity S, and the corresponding habituation
times (htf1, htf2, htf3) and recovery times (rtf1, rtf2, rtf3) are calculated. If
htf1
htf2

< thr, htf2
htf3

< thr, and rtf1
rtf2

< thr, rtf2
rtf3

< thr, the system is considered
to be frequency sensitive. The threshold (thr) in all cases was chosen as
0.95 for all the models, except for the recovery times in the concatenated
NF model, where thr = 0.97.

Analogously, we simulate the system with the perturbed parameter for three
intensities (S1 < S2 < S3) at fixed frequency, and compute the habituation
times (htS1 , htS2 , htS3). If htS1

htS2
< thr and htS2

htS3
< thr, the system is considered

to be intensity sensitive. For all the models we chose thr = 0.95.

The maximal perturbations which did not affect these hallmarks are dis-
played on a log10 scale in Fig. 2.13 for the concantenated IFF model, Fig. 2.14
for the concantenated NF model, Fig. 2.15 for the receptor + IFF model, and
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Fig. 2.16 for the receptor + NF cascade model.

A.5.2 Check for intermediate frequencies and intensities

We also performed some extra check-ups for the parameter set found for
each model. For frequency sensitivity, we tested if habituation and recov-
ery times were strictly monotonically increasing for intermediate frequen-
cies between the three chosen increasing ones ( 1

T3
< 1

T2
< 1

T1
). We only

checked for all intermediate integer values of frequencies. All the studied
models passed this test.

Analogously, for intensity sensitivity, we tested if habituation times were
strictly monotonically increasing for all the intermediate integer values of
intensities between the three chosen increasing ones (S1 < S2 < S3). All
the studied models passed this test.

A.5.3 Check for habituation’s threshold

We also explored whether frequency and intensity sensitivity are preserved
for the parameter set of each model when we modify the threshold between
two neighboring peaks to define when a system has habituated (see Section
2.2.1). For each model we lowered this threshold (starting from the one we
used: 0.01) and tested if the system still is frequency or intensity sensitive.
The minimum threshold which did not affect frequency or intensity sensi-
tivity is shown in Table A.1 for each model. In this case we applied a more
permissive definition of frequency or intensity sensitivity by choosing the
threshold defined in Section A.5.1 as thr = 1.0.

Min. habituation threshold
Model Freq. sens. Inten. sens.
Concatenated IFF 0.006 0.002
Concatenated NF 0.005 0.002
Receptor + IFF 0.007 0.004
Receptor + NF cascade 0.008 0.006

Table A.1: Robustness of habituation threshold. Minimum threshold values for
the definition of habituation time that maintain frequency or intensity sensitivity.

A.6 Parameter values for each model
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Parameter Search range Best solution
kIa1 [0.01; 0.25] 0.023
kIi1 [30.0; 50.0] 34.44
kMa1 [8.0; 20.0] 17.71
kMi1 [0.01; 0.1] 0.0382
kRa1 [57.0; 80.0] 57.92
kRi1 [1.00; 2.10] 1.39
K1 [0.00025; 0.002] 0.000534
kIa2 [0.012; 0.12] 0.0160
kIi2 [0.873; 20.0] 14.3
kMa2 [2.52; 20.0] 4.34
kMi2 [0.001; 0.01] 0.00147
kRa2 [1.976; 49.7] 26.2
kRi2 [12.77; 49.7] 45.99
K2 [0.75; 2.0] 0.791

Table A.2: Parameter values of the concatenated IFF model. For frequency
sensitivity the periods tested were: T = 15, 20, 25 with stimulus intensity S = 10.
For intensity sensitivity the intensities tested were: S = 10, 20, 30 with period
T = 15. In all cases Ton = 1.11.

Parameter Search range Best solution
kIa1 [0.0225; 0.0235] 0.023
kIi1 [30.0; 50.0] 33.97
kMa1 [0.04; 0.076] 0.049
kMi1 [0.02; 0.046] 0.0211
kRa1 [5.80; 15.90] 7.74
kRi1 [15.40; 35.50] 18.19
K1 [0.00025; 0.002] 0.000691
kIa2 [0.03; 0.06] 0.0373
kIi2 [14.0; 37.0] 15.94
kMa2 [0.5; 2.03] 1.026
kMi2 [0.00014; 0.0018] 0.000423
kRa2 [4.71; 18.8] 7.51
kRi2 [12.77; 49.7] 22.39
K2 [0.5; 1.58] 1.147

Table A.3: Parameter values of the concatenated NF model. For frequency
sensitivity the periods tested were: T = 5, 10, 15 with stimulus intensity S = 15.
For intensity sensitivity the intensities tested were: S = 10, 15, 20 with period
T = 10. In all cases Ton = 1.11.
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Parameter Search range Best solution
kIa1 [0.15; 0.25] 0.214
kIi1 [6.0; 9.0] 6.85
kMa1 [0.001; 0.01] 0.00995
kMi1 [0.01; 0.1] 0.0249
kRa1 [0.01; 0.1] 0.0118
kRi1 [0.01; 0.6] 0.30
K1 [0.0001; 0.001] 0.000279

Table A.4: Parameter values of the single IFF model. For intensity sensitivity
the intensities tested were: S = 4.5, 9.0, 13.5 with period T = 5. In all cases
Ton = 0.5.

Parameter Search range Best solution
kIa1 [0.15; 0.25] 0.15
kIi1 [6.0; 9.0] 6.85
kMa1 [0.1; 1.0] 0.214
kMi1 [0.01; 0.1] 0.0249
kRa1 [0.01; 0.1] 0.0236
kRi1 [5.0; 10.0] 9.00
K1 [0.0001; 0.001] 0.00279

Table A.5: Parameter values of the single NF model. For intensity sensitivity the
intensities tested were: S = 2.0, 4.5, 9.0 with period T = 5. In all cases Ton = 0.5.

Parameter Search range Best solution
ka [0.1; 5.0] 1.497
kr [0.001; 0.01] 0.00830
ki [0.01; 1.0] 0.1255
kIa2 [0.012; 0.12] 0.01519
kIi2 [0.1; 20.0] 11.20
kMa2 [2.52; 20.0] 7.65
kMi2 [0.0001; 0.01] 0.00079
kRa2 [1.976; 49.7] 25.96
kRi2 [12.77; 49.7] 36.52

Table A.6: Parameter values of the receptor + IFF model. For frequency sensi-
tivity the periods tested were: T = 10, 15, 25 with stimulus intensity S = 5. For
intensity sensitivity the intensities tested were: S = 2, 5, 15 with period T = 25.
In all cases Ton = 1.0.
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Parameter Search range Best solution
ka [0.1; 5.0] 0.773
kr [0.01; 0.5] 0.1046
ki [0.01; 1.0] 0.1236
kFB [0.01; 1.0] 0.9039
ka1 [0.012; 1.5] 1.033
ki1 [0.1; 20.0] 5.046
ka2 [0.1; 2.0] 1.002
ki2 [0.1; 10.0] 5.757
ka3 [1.0; 5.0] 2.52
ki3 [0.0001; 0.001] 0.000594

Table A.7: Parameter values of the receptor + NF cascade model. For frequency
sensitivity the periods tested were: T = 5, 10, 15 with stimulus intensity S = 10.
For intensity sensitivity the intensities tested were: S = 3, 5, 10 with period T =
10. In all cases Ton = 1.0.
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Appendix B. Computation of Lyapunov exponents

To ascertain whether a dynamical system exhibits ordered or chaotic dy-
namics, a common approach involves examining the average sensitivity to
perturbations in its initial conditions [112, 114]. The underlying logic is that
small differences in the initial conditions of two otherwise identical systems
should eventually diminish if the system is in the ordered phase, or persist
(and amplify) if it is in the chaotic phase. The Lyapunov (characteristic)
exponent (LE) serves as a measure for the exponential divergence of two
trajectories in the state space of a dynamical system with very small ini-
tial separation. Although a spectrum of Lyapunov exponents is defined, the
rate of divergence is predominantly influenced by the largest exponent. It is
defined as:

λ = lim
k→∞

1

k
ln

(
γk
γ0

)
, (B.1)

with γ0 being the initial distance between the perturbed and the unperturbed
trajectory, and γk being the distance at time k. Thus, super-critical or chaotic
dynamics is typically associated with a positive MLE (λ > 0), while for
sub-critical systems (ordered phase) λ < 0. A phase transition thus occurs
at λ ≈ 0 (called the critical point, or edge of chaos).

Since, this is an asymptotic quantity, it has to be estimated for most dynam-
ical systems. We employ the approach outlined in ref. [168] (Chap. 5.6).
Two identical networks are simulated for a duration of 1,000 steps (although
longer durations were experimented with, they were determined to have an
insignificant impact). Following this initial period designed to eliminate
transient random initialization effects, the procedure is as follows:

1. Introduce a minor perturbation into a unit n of one network, while
leaving the other network unperturbed. This results in a separation
between the state of the perturbed network (x2) and the state of the
unperturbed network (x1) by an amount represented by γ0. This ini-
tial separation has to be chosen carefully. It should be as small as
possible, but still large enough so that its influence will be measur-
able with limited numerical precision on a computer. We found 10−2

113
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to be a robust value in our simulations.

2. Advance the simulation one step and record the resulting state differ-
ence for this kth step γk =

∥∥x1(k)− x2(k)
∥∥. The norm ∥·∥ denotes

the Euclidean norm in our case, but can be chosen differently.

3. Reset the state of the perturbed network x2 to x1(k)+(γ0/γk)(x
2(k)−

x1(k)). This renormalization step keeps the two trajectories close to
avoid numerical overflows.

We repeat these simulation and renormalization steps for a total of 1,000
times (again, longer durations were tested, but found not to change results
significantly), and then average the logarithm of the distances along the tra-
jectory as λn =

〈
ln(γkγ0 )

〉
k
.

For a reservoir with N units that is tested, we calculate N different λn val-
ues, choosing a different reservoir unit n to be perturbed each time. These
values are then averaged to yield a final estimate of the Lyapunov exponent
λ = ⟨λn⟩n.
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1 Maria Sol Vidal-Saez, Oscar Vilarroya and Jordi Garcia-Ojalvo, “A
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search Communications, Feb. 2024. Available on arXiv: https:
//arxiv.org/abs/2402.05251.
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