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Abstract 

The main objective of this thesis is to develop and validate simple but sufficiently accurate 
mathematical models for single-phase and three-phase transformers, by estimating their parameters 
from simple laboratory tests and field measurements, in particular, from the information obtained from 
the inrush current.  

The energizing process of a transformer results in the generation of a high inrush current due to the 
saturation of the transformer core. This current can cause several problems, such as protections 
tripping and consequently being out of service. Clearing faults in the transmission network can also 
lead to transformer saturation. A part of this work aims to develop methodologies for the reduction of 
these high inrush currents. 

In the literature, a great effort has been dedicated to the modeling, identification and analysis of 
electrical transformers. The representation of a transformer can be very complex due to the different 
types of core configurations and the large number of transformer parameters, as well as the fact that 
some of these parameters are nonlinear and even frequency dependent. These include core and coil 
configurations, self and mutual inductances among coils, dispersion fluxes, skin and proximity effects 
in coils, magnetic core saturation, hysteresis cycles, losses due to eddy currents, and capacitive effects. 

The materials commonly used in transformer cores, like ferromagnetic materials, exhibit non-linear 
magnetic permeability, and usually work slightly saturated. The behavior of a non-linear core is given 
by the relationship between the magnetic field and magnetic induction, known as the magnetization or 
saturation curve. There are different ways to model the nonlinear operation of a magnetic core, 
ranging from finite elements to single-valued functions, through especially complex models such as 
Jiles-Atherton or Preisach hysteretic models. 

This work is focused on low frequencies models (up to a few kHz), whose parameters reproduce in 
detail those situations in which the nonlinearity of the magnetic circuit significantly influences its 
dynamic behavior. For example, inrush current can be predicted, for which modeling or estimation of 
the residual flux is necessary. The adjustment of the parameters will be based on experimental 
measurements to which the developed adjustment algorithms will be applied. These measurements 
will be obtained both in specific laboratory tests and in transient connection records in transformers 
connected to the distribution network. 

Although articles on transformers have been published for more than seventy years, the high number 
of current publications on their modeling and on the problems derived from their non-linear behavior 
is an indication that the issue has not been resolved satisfactorily and which is still relevant. 

This document is structured as follows. The Introduction (Chapter 1) begins with an analysis of 
transformer operation and modeling. The primary issues arising in electrical power systems due to 
transformer nonlinearity are then mentioned. The chapter also states the reasons that underscore the 
importance and novelty of the proposed topic before outlining the main objectives. 

Chapter 2 introduces a simplified single-phase transformer model based on a magnetic circuit, and 
focused on characterizing the inrush current and other core phenomena. Additionally, the chapter 
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provides a comprehensive analysis of the inrush current and how it is influenced by each transformer 
parameter. 

In Chapter 3, the earlier model is expanded to incorporate core hysteresis, enabling the modeling and 
prediction of residual flux. This chapter also analyses the residual flux phenomenon and the de-
energization trajectories, and also presents a simple smart switching strategy to avoid inrush currents. 

Chapters 4 and Chapter 5 introduce methodologies for estimating saturation curves, including deep 
saturation from single-phase and three-phase three-legged transformers, respectively. These 
methodologies are based on the harmonic content of no-load currents and on the inrush currents. 

Chapter 6 focuses on current transformers for protection, offering a comprehensive analysis of their 
saturation across various conditions, especially during inrush currents measurement. It details how 
each parameter affects to saturation. This chapter also explores briefly the estimation of the saturation 
curve of protection current transformers. 

Chapter 7 summarizes the main contributions of the thesis and draws conclusions. Finally, several 
annexes present a portion of the work conducted throughout the thesis. 

Keywords: inrush current, residual flux, single-phase transformer, three-legged transformer, current 
transformer, saturation curve, reluctance. 
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Resumen 

El objetivo principal de esta tesis es desarrollar y validar modelos matemáticos simples pero 
suficientemente precisos para transformadores monofásicos y trifásicos, estimando sus parámetros a 
partir de pruebas de laboratorio simples y mediciones de campo, en particular, a partir de la 
información obtenida de la corriente de conexión. 

El proceso de energización de un transformador resulta en la generación de una corriente de arranque 
elevada debido a la saturación del núcleo del transformador. Esta corriente puede causar varios 
problemas, como disparos de protecciones y, consecuentemente, dejar fuera de servicio al 
transformador. La corrección de fallas en la red de transmisión también puede llevar a la saturación 
del transformador. Una parte de este trabajo tiene como objetivo desarrollar metodologías para la 
reducción de estas corrientes de arranque elevadas. 

En la literatura, se ha dedicado un gran esfuerzo a la modelización, identificación y análisis de 
transformadores eléctricos. La representación de un transformador puede ser muy compleja debido a 
los distintos tipos de configuraciones del núcleo y al gran número de parámetros del transformador, así 
como al hecho de que algunos de estos parámetros son no lineales e incluso dependientes de la 
frecuencia. Estos incluyen configuraciones de núcleo y bobina, inductancias propias y mutuas entre 
bobinas, flujos de dispersión, efecto pelicular y efecto proximidad en bobinas, saturación del núcleo 
magnético, ciclos de histéresis, pérdidas debidas a corrientes de Foucault y efectos capacitivos. 

Los materiales comúnmente utilizados en los núcleos de transformadores, como los materiales 
ferromagnéticos, exhiben permeabilidad magnética no lineal y suelen trabajar ligeramente saturados. 
El comportamiento de un núcleo no lineal está dado por la relación entre el campo magnético y la 
inducción magnética, conocida como curva de magnetización o de saturación. Existen diferentes 
formas de modelar el funcionamiento no lineal de un núcleo magnético, desde elementos finitos hasta 
funciones unievaluadas, pasando por modelos especialmente complejos como los modelos de 
histéresis de Jiles-Atherton o Preisach. 

Este trabajo se enfoca en modelos de baja frecuencia (hasta unos pocos kHz), cuyos parámetros 
reproducen en detalle aquellas situaciones en las que la no linealidad del circuito magnético influye 
significativamente en su comportamiento dinámico. Por ejemplo, la corriente de conexión puede ser 
predicha, para lo cual es necesaria la modelización o estimación del flujo residual. El ajuste de los 
parámetros se basará en mediciones experimentales a las cuales se aplicarán los algoritmos de ajuste 
desarrollados. Estas mediciones se obtendrán tanto en pruebas de laboratorio específicas como en 
registros transitorios de conexiones de transformadores conectados a la red de distribución. 

Aunque se han publicado artículos sobre transformadores durante más de setenta años, el alto número 
de publicaciones actuales sobre su modelización y los problemas derivados de su comportamiento no 
lineal es una indicación de que el problema no se ha resuelto satisfactoriamente y que sigue siendo 
relevante. 

Este documento está estructurado de la siguiente manera. La Introducción (Capítulo 1) comienza con 
un análisis del funcionamiento y la modelización del transformador. Luego profundiza en los 
problemas principales que surgen en los sistemas de energía eléctrica debido a la no linealidad del 
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transformador. En el capítulo también se exponen las razones que subrayan la importancia y novedad 
del tema propuesto antes de esbozar los objetivos principales. 

El Capítulo 2 presenta un modelo simplificado de transformador monofásico basado en un circuito 
magnético y centrado en la caracterización de la corriente de conexión y otros fenómenos del núcleo. 
Además, el capítulo ofrece un análisis exhaustivo de la corriente de conexión y de cómo influye en 
ella cada parámetro del transformador. 

En el Capítulo 3, el modelo anterior se amplía para incorporar la histéresis del núcleo, permitiendo la 
modelización y predicción del flujo residual. Este capítulo también analiza el fenómeno del flujo 
residual y las trayectorias de desenergización, y presenta una estrategia simple de conmutación 
inteligente para evitar corrientes de arranque. 

Los Capítulos 4 y 5 presentan metodologías para estimar curvas de saturación, incluida la saturación 
profunda de transformadores monofásicos y trifásicos de tres columnas, respectivamente. Estas 
metodologías se basan en el contenido armónico de las corrientes de vacío y en las corrientes de 
conexión. 

El Capítulo 6 se centra en los transformadores de corriente para protección y ofrece un análisis 
exhaustivo de su saturación en diversas condiciones, especialmente durante la medición de corrientes 
de conexión. Se detalla cómo afecta cada parámetro a la saturación. Este capítulo también explora 
brevemente la estimación de la curva de saturación de los transformadores de corriente para 
protección. 

El Capítulo 7 resume las principales contribuciones de la tesis y presenta conclusiones. Finalmente, 
varios anexos presentan una parte del trabajo realizado a lo largo de la tesis. 

Palabras clave: corriente de conexión, flujo residual, transformador monofásico, transformador de tres 
columnas, transformador de corriente, curva de saturación, reluctancia. 
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Chapter 1. Introduction 

Power transformers are essential devices widely employed in electric power systems. Their 
energization or the process of restoring them after faults is an important subject, as they may drive the 
magnetic core of the transformer into saturation, causing high transient currents, known as inrush 
currents. These inrush currents can lead to undesirable events, such as wrong operation of protective 
relays, mechanical damage to the transformer windings, excessive stress on the insulation, and 
disturbances like voltage sags or harmonic distortion [1]-[7]. These disturbances can impact the power 
quality of the electric system and neighboring facilities [8]-[10]. 

In [2], issues related to the energization of large furnace power transformers in an industrial facility 
are discussed. Overvoltages may occur if the system is tuned to one of the harmonics of the inrush 
current. This can happen, e.g., when a large capacitor bank is installed in the system. Insulation 
failures due to the frequent switching of a no-load transformer are investigated in [3]. The mechanical 
forces in the winding caused by the inrush currents are compared with those from short-circuit 
currents.  Other instances of disturbances caused by inrush currents are documented in [4]-[7]. 

It is necessary to predict the magnitudes of inrush currents and their durations for the proper design 
and operation of protective devices, preventing undesirable events [11]-[13]. Several analytical 
formulas have been proposed to calculate the initial peaks of inrush current and its rate decay [14]-
[19], each one with different levels of simplicity and accuracy. For example, in [14], the primary 
winding resistance is not considered.  Additionally, some formulas can provide an approximated 
waveform of the inrush currents [20]-[23], and different methods for computational simulation of the 
inrush currents are presented in [24]-[30]. Other analytical formulas have been suggested to compute 
an approximated evolution of the second harmonic [31]-[32], which is a distinctive characteristic 
commonly used as a criterion to discriminate inrush currents from fault currents [33]-[34]. 

A detailed prediction and estimation of inrush currents is possible by an accurate modeling of the 
transformer, particularly their nonlinear magnetizing core. An accurate representation of every 
transient situation demands a model valid for a frequency range from direct current (DC) to several 
MHz. However, this task is very complex, and not feasible in most cases. For this reason, transformer 
models are commonly developed to ensure accuracy within a specific range of frequencies. The 
accurate modeling up to 10 kHz, allows a correct prediction of inrush currents, as well as other low-
frequency transients, such as ferroresonance or geomagnetic-induced currents. Different models 
suitable for inrush currents simulation are proposed in [35]-[44]. Some of these models have several 
parameters, which estimation requires detail transformer data that can be difficult to obtain. 

Transformer modeling is a very broad subject. Even in a specific range of frequencies, there are 
different ways to model the nonlinear behavior of a transformer with different levels of detail. 
Saturation, hysteresis and eddy current losses are the main nonlinear effects to be considered in the 
modeling of an iron-core. 
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1.1. Objectives 

1.2. Main objective 

The main objective of this thesis is to develop and validate simple but sufficiently accurate 
mathematical models for single-phase and three-phase transformers, by estimating their parameters 
from different laboratory tests and, in particular, from the measurement of the inrush current. Value 
ranges for the parameters of these models will also be proposed to simulate the behavior of a true 
transformer. 

1.3. Specific objectives 

The specific objectives of this thesis are: 

1. To estimate the parameters that define the linear and nonlinear behavior of a single-phase 
transformer using minimal data. Specifically, this involves utilizing the maximum value of 
the inrush current, the decay time constant, and the harmonic content of the no-load current. 

2. To estimate the parameters defining the linear and nonlinear behavior of a three-phase 
transformer using the complete records of the inrush currents. This envolves measuring the 
temporal waveform of inrush currents. 

3. To analyze the residual flux behavior and its de-energization trajectories. 

4. To analyze the impact of residual flux and winding connections on the waveform of inrush 
currents. 

5. To incorporate iron losses into the equivalent electrical circuit of the magnetic circuit. 

6. To develop a methodology for reducing inrush current. 

7. To analyze the current transformer saturation and to develop a simple model. 

1.4. Thesis outline 

The thesis work is structured as follows: 

Chapter 2 introduces a simplified single-phase transformer model based on a magnetic circuit, and 
focused on characterizing the inrush current and other core phenomena. Additionally, the chapter 
provides a comprehensive analysis of the inrush current and how it is influenced by each transformer 
parameter. 

In Chapter 3, the single-phase transformer model is improved to incorporate core hysteresis, enabling 
the modeling and prediction of residual flux. This chapter also analyses the de-energization trajectories 
and presents a simple smart switching strategy to avoid inrush currents. The proposed smart switching 
only requires two pieces of data (RM and i0, flux values of the static and dynamic loops when the 
respective currents are null), calculated from two simple no-load tests. It has a clear advantage over 
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common approaches: no need to estimate or measure the residual flux during transformer de-
energization or before each connection. 

Chapters 4 and 5 introduce methodologies for estimating saturation curves, including deep saturation, 
from single-phase and three-phase three-legged transformers, respectively. Both methodologies are 
based on the harmonic content of no-load currents and on the inrush currents. 

For both transformer types, there exists a distinctive pattern or signature that characterizes all potential 
inrush currents in a specific transformer. In single-phase transformers, this signature is the envelope of 
the waveform of the most severe case of inrush current. Conversely, in the case of three-legged 
transformers, the instantaneous reactive power shares common characteristics among all potential 
inrush transients in a given transformer, allowing it to be used as a distinctive signature. 

Unlike other methodologies in literature, the proposal for three-legged transformers only requires 
terminal measurements (only one three-phase inrush test and only one three-phase no-load test) 
without breaking the winding connections and without knowledge of the residual flux. No special tests 
with specific winding connections are necessary. 

Both methodologies are validated through multiple laboratory measurements, demonstrating its 
effectiveness by showing close agreement between measured and estimated inrush currents and 
no-load hysteresis loops. 

Chapter 6 focuses on current transformers for protection, offering a comprehensive analysis of their 
saturation across various conditions, especially during inrush currents measurement. It details how 
each parameter affects to saturation. This chapter also explores briefly the modeling of protection 
current transformers and the estimation of the saturation curve based on minimum information 
provided by standards and/or the manufacturer. 

Finally, Chapter 7 summarizes the main contributions of the thesis and draws conclusions. Finally, 
several annexes present a portion of the work conducted throughout the thesis. 

1.5. Thesis publications 

The author’s publications in journals related to the thesis topic are listed below:  

1. G. de J. Martínez-Figueroa, F. Córcoles and S. Bogarra, “A Novel Methodology to Estimate 
the Nonlinear Magnetizing Characteristic of Single-Phase Transformers Using Minimum 
Information,” IEEE Trans. Power Del., vol. 37, no. 4, pp. 2503-2513, Aug. 2022, doi: 
10.1109/TPWRD.2021.3111709. 

2. G. de J. Martínez-Figueroa, F. Córcoles-López, and S. Bogarra, “FPGA-Based Smart 
Sensor to Detect Current Transformer Saturation during Inrush Current Measurement,” 
Sensors, vol. 23, no. 2, p. 744, Jan. 2023, doi: 10.3390/s23020744. 

3. G. de J. Martínez-Figueroa, S. Bogarra, and F. Córcoles, “Smart Switching in Single-Phase 
Grid-Connected Photovoltaic Power Systems for Inrush Current Elimination,” Energies, 
vol. 16, no. 20, p. 7211, Oct. 2023, doi: 10.3390/en16207211. 

4. G. de J. Martínez-Figueroa, F. Córcoles and S. Bogarra, “Saturation Curve Estimation of 
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Three-Legged Three-Phase Transformers Using Inrush Current Waveforms,” IEEE Trans. 
Power Del., 2023, doi: 10.1109/TPWRD.2023.3334102. 

1.6. Other publications 

The author’s publication in conference no related to the thesis topic is: 

5. G. de J. Martínez-Figueroa, S. Bogarra, F. Córcoles, L. Sainz, L. Fernández and R. Sarrias 
“Real-Time Implementation of qZSC for MVDC to Microgrids Link,” 20th International 
Conference on Renewable Energies and Power Quality (ICREPQ’22), Vigo, Spain, 27-29 
July 2022, pp. 228-233, doi: 10.24084/repqj20.270. 
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Chapter 2. Single-Phase Transformer Model and Inrush 
Current Analysis 

2.1. Introduction 

This chapter presents a mathematical model of the single-phase two-winding transformer, suitable for 
simulating the inrush current with sufficient accuracy. The model is described by one electric 
equivalent circuit and a magnetic equivalent circuit. An important advantage of this model over others 
is that the parameters characterizing the saturation have a clear physical meaning. Analytical 
expressions for the flux and the inrush current are calculated from the model, as well as a simple 
analytical formulation to predict the maximum inrush current peak. Finally, it is also analyzed and 
discussed comprehensively the overall inrush current phenomenon and the influence of each parameter 
of the transformer. 

2.2. Single-phase transformer model 

The single-phase transformer depicted in Fig. 2.1 is modeled by the electric and magnetic equivalent 
circuits. 

ϕd2ϕd1

i1

u1 u1

ϕ

ϕT1 ϕT2

i2

N1 N2

 

Fig. 2.1. Single-phase two-winding transformer. 

The fluxes across both windings are: 

 ϕT1: total flux per turn linked by the primary winding. 

 ϕd1: flux per turn that passes only through the primary winding (leakage flux). 

 ϕ: flux per turn through the primary and secondary windings (core flux). 

 ϕT2: total flux per turn linked by the secondary winding. 

 Φd2: flux per turn that passes only through the secondary winding (leakage flux). 
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It can be seen that 

 T1 d1

T2 d2

   
   

  (2.1) 

and the total flux linked by each winding is 

 
 
 

1 1 T1 1 d1

2 2 T2 2 d2

N N

N N

      

      
  (2.2) 

2.2.1. Electric equivalent circuit 

The electric equivalent circuit is depicted in Fig. 2.2. It incorporates the internal resistances of the 
windings, R1 and R2, the constant leakage inductances, Ld1 and Ld2, and the induced primary and 
secondary voltages, e1 and e2, resulting from the core magnetic flux, ϕ. Since the leakage fluxes follow 
a path mainly surrounding the air, Ld1 and Ld2 can be considered linear inductances. The currents i1 and 
i2 represent the respective currents flowing through the primary and secondary windings. 

u1

R1 R2Ld1 Ld2i1 i2

+ +

–

+

–

+

u2

i1m

iFE

e1 e2RFE'

 

Fig. 2.2.  Electric circuit of a single-phase transformer. 

The iron-core losses are accounted for by adding a constant shunt resistance, RFE', placed in parallel 
with e1. This resistance incorporates both eddy current and hysteresis losses, and its value is valid only 
for the nominal frequency. This approach can be neglected for modeling inrush currents. 

The electric relations of the transformer windings are 

 

1
1 1 1 d1 1 1 1

2
2 2 2 d2 2 2 2

d d
,

d d
d d

,
d d

i
u R i L e e N

t t
i

u R i L e e N
t t


   


   

  (2.3) 

where u1, u2, i1, and i2 are the voltages and currents of the primary/secondary windings, and N1 and N2 
denote the number of primary and secondary winding turns, respectively. 

The magnetizing current, i1m, is the required current to generate the magnetic flux in the core. It is 
given by 
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 1
1m 1 FE 1

FE

d

' d

N
i i i i

R t


      (2.4) 

where iFE is the current through the resistance RFE', which models the core losses. 

2.2.2. Magnetic equivalent circuit 

Fig. 2.3 depicts the magnetic equivalent circuit for a single-phase transformer. It includes the primary 
and secondary magnetomotive forces, F1 and F2, which depend on currents, im and i2, respectively. The 

nonlinear behavior of the core is represented by a nonlinear reluctance, R, which depends on its own 

magnetic potential, f. 

+

+
+

ϕ 

–
f

1 1 1mN iF

2 2 2N iF

 fR

 

Fig. 2.3.  Magnetic circuit of a single-phase transformer. 

The magnetic circuit relation is 

 1 1m 2 2 0N i N i f     (2.5) 

2.2.3. Saturation curve 

To represent the core nonlinear behavior, it is proposed a functional relationship between the magnetic 
potential in the core and the flux through it 

  f f  R   (2.6) 

The analytical single-valued function selected to model the nonlinear reluctance is [45]: 

   1 1
21/

KNEE

1

pp

K
f K

f

f

  
       

R   (2.7) 

where K1, K2, p and fKNEE, are experimental parameters that allow this single-valued function to be 
fitted to the transformer saturation curve (ϕ–f), illustrated in Fig. 2.4. These four parameters have a 
clear physical meaning: 

 K1 and K2 are defined by the slopes in the non-saturated and saturated regions of the curve, 
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respectively. When expressed in pu, K2 is equivalent to the air-core inductance. 

 p influences the sharpness of the saturation knee. 

 fKNEE is the magnetic potential where saturation begins when the curve is approached by two 
slopes. 

It is important to note that the graphic curve f depicted in Fig. 2.4, represents an inverse reluctance. 
The reluctance of (2.7) is inversely proportional to the theoretical magnetizing inductance, Lm', as 

 
2

1
m '

N
L 

R
  (2.8) 

if it were placed on the primary side of the electric circuit. This magnetizing inductance is not directly 
included into the model. 

00

Saturated slope K2

p = 1.5

fKNEE

ϕ (Wb)

Unsaturated slope K1 + K2 ≈ K1

f (Aꞏt)

p = 50
ϕKNEE

 

Fig. 2.4.  Flux-magnetic potential characteristic of the proposed saturation curve for the following parameters: p = 1.5 and 
50, r = K1/K2 = 2000. 

Transformers are usually designed to operate at a point lightly below the knee point (fKNEE, ϕKNEE). Due 
to this, a fifth parameter is introduced, the degree of saturation at rated flux, kSAT, whose value can 
typically range from 0.4 to 1. With this parameter in mind, fKNEE is defined as 

 N N
SAT

1 KNEE KNEE

2 2
k

K f

   
 


  (2.9) 

where ϕN is the RMS value of the nominal magnetic flux and ϕKNEE is the flux where saturation begins 
when the curve is approached by two slopes. 

It is important to highlight that, depending on the p value, the knee point (fKNEE, ϕKNEE), does not 
correspond exactly to the point where slight saturation begins, as illustrated in Fig. 2.4 for p = 1.5. 

The saturation curve can be approached by less complex functions, useful in some cases. A first 
function, depicted in Fig. 2.5(a), is given by 
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  

SS
KNEEKNEE

22

KNEE KNEE
1 1

S S
KNEE KNEE

2 2

1
1 if if 

1
if if 

1if 1 if 

KK

f
f

K K

K K

    
         

              
                

R   (2.10) 

where 

 2
S KNEE

1

1
K

K

 
    

 
  (2.11) 

ϕ (Wb)

f (Aꞏt)

(a)

ϕ (Wb)

(b)

ϕKNEEϕKNEE
ϕS

−ϕKNEE

−ϕS
−ϕKNEE

f (Aꞏt)

 

Fig. 2.5.  Approximated saturation curves. 

This function is represented by a piecewise linear curve composed only of two slopes, K1 and K2, 
representing the unsaturated and saturated regions, respectively. While this approach to model the 
saturation curve usually provides sufficient accuracy in predicting inrush current peaks, it is not 
suitable to accurately estimate the shape of the no-load current. 

Another approximation of the saturation curve, as depicted in Fig. 2.5(b), considers an infinite slope in 
the unsaturated region, indicating that the magnetic potential is null in the absence of saturation. The 
function for this saturation curve is defined as 

  

KNEEKNEE
KNEEKNEE

22

KNEE KNEE

KNEE KNEE
KNEE KNEE

2 2

1
1 if if 

0 if 0 if 

1if 1 if 

KK
f

f

K K

                           
                 

R   (2.12) 
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Usually, it is not possible to measure or estimate the true values of the magnetic reluctance, since the 
number of winding turns are unknown or not measurable. In Appendix A, it is explained how to 
eliminate the number of winding turns from the model equations, by a reduction to pu (per unit) or by 
a reduction to the primary or secondary sides. 

2.3. No-load current 

Assuming a single-phase transformer under no-load conditions (secondary winding unloaded, i2 = 0) 
and supplied with a purely sinusoidal voltage, the primary current i1 (no-load current) is very small. 
Furthermore, since the values of R1 and Ld1 are also typically small, it can be considered that 

 
1 1

2 2

d

d
d

d

u N
t

u N
t







  (2.13) 

The last equation indicates that the flux will be proportional to the derivative of the voltage, so if the 
voltage is purely sinusoidal, the flux will also be purely sinusoidal, shifted 90º behind the voltage. This 
will always be the case, regardless of whether the transformer is operating in the linear or nonlinear 
zone of the core saturation curve. Power transformers are typically designed to operate slightly above 
the knee point of the saturation curve, as can be seen in Fig. 2.6(a). Therefore, to achieve pure 
sinusoidal flux, the magnetizing current i1m = f / N1 (since i2 = 0) cannot be sinusoidal; instead, it will 
have the typical bell shape waveform, as illustrated in Fig. 2.6(b). Since the effect of iron losses must 
also be considered, the resulting current i1 is not perfectly symmetrical about the vertical axis, as 
exemplified in Fig. 2.6(b). 

t

im
i

(a) (b)

 

 

 

t

im 

 
ϕ

t f 

u1

ϕ

Core flux
Primary voltage

Saturation curve
Magnetizing current

Primary current

ϕ

 

Fig. 2.6. (a) Steady-state operation of a no-load transformer and (b) typical waveforms of the magnetizing current and the 
no-load current. 

The magnetizing current, being non-sinusoidal, exhibits harmonic distortion, specifically containing 
the first odd harmonics. As mentioned, the no-load current is further distorted due to core losses 
(resulting in a hysteresis loop). Specifically, the typical harmonic content of the no-load current is: 
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 Third harmonic, with amplitude between 10% and 60% of the fundamental component. 

 Fifth harmonic, with amplitude between 0% and 30% of the fundamental component. 

 Seventh harmonic, with amplitude between 0% and 20% of the fundamental component. 

2.4. Inrush current 

A slight increase in the flux beyond the knee point of the saturation curve, results in the saturation of 
the core. A DC flux component can be provoked by a sudden change in the primary voltage, which 
can be caused by the transformer energization or a fault restoration. The saturation of the core leads to 
a noticeable rise in primary current (several times the nominal current), as the slope in that region of 
the curve is very small. 

As illustrated in Fig. 2.7(a), when a transformer is energized, the instantaneous magnitude of the flux 
at the instant of energization equals the residual flux, R, which is the flux retained by the 
ferromagnetic core after de-energization due to hysteresis effects. Then, the core is driven into a deep 
asymmetrical saturation, which results in the typical inrush current waveform with a decay direct 
component shown in Fig. 2.7(b). 

(a)

(b)

i

t

Core flux

Primary voltage

Supply voltage

Prospective flux

Saturation curve

Primary current

 

 

 u, u1

ϕ

t

t 

t

f

ϕ

ϕR

Energization point-
on-wave

im Magnetizing current

 

Fig. 2.7. (a)Inrush current generation after transformer energization and (b) typical inrush current waveform. 

The offset (DC component) of the generated flux during the energization depends, mainly, on both the 
residual flux R and the energization point-on-wave, αE. The flux can reach a maximum theoretical 
value of two times the nominal flux peak plus the residual flux (MAX = 22N + R). After the flux 
reaches its maximum value, it begins to decay at a non-constant rate that depends on the own 
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saturation curve, the primary winding impedance, and even the overall system supply impedance. In 
the following subsections, analytical expressions of the transient flux and the inrush current after the 
energization are developed. Furthermore, the influence of each transformer parameter on the inrush 
current is examined. 

2.4.1. Theoretical calculation of inrush current 

When a single-phase transformer is unloaded, there is no current through the secondary winding and 
the magnetomotive force F1 of the magnetic circuit is directly equivalent to the magnetic potential f at 

the nonlinear reluctance R (see Fig. 2.3). If the iron-core losses are neglected, the magnetic circuit 

equation leads to 

 
 
1 1

1

N i

i
 

R
  (2.14) 

The expression (2.14) implies that the current in the primary winding depends on the concatenated 
flux through the core. Using the approach of saturation curve depicted in Fig. 2.5(a), (2.14) leads to 

  

S
KNEE

1 2

1 KNEE
1 1

S
KNEE

1 2

if 

if 

if 

 
  


     

  

  


N K

i
N K

N K

  (2.15) 

Relationship (2.15) represents the primary current as a piecewise-defined function of the flux. To 
derive expressions for both flux and current as functions of time, it is necessary to solve the electric 
primary circuit, which is defined by the first equation in (2.3). The transformer exhibits three different 
behaviors: when  ≥ KNEE, when || < KNEE, and when  ≥ −KNEE. Next, the procedure for solving the 
electric primary circuit will be explained. 

The first equation in (2.3) is a first-order linear ordinary differential equation. This equation involves 
two variables, i1 and , both of which are dependent on a third independent variable, time. When 
deriving (2.15), the result is the derivative of the primary current as 

 
KNEE

1 11

KNEE
1 2

1 d
if 

dd

1 dd
if 

d

N K ti

t

N K t

        


  (2.16) 
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ϕKNEE

Saturation

Non-saturation
 

Fig. 2.8. Saturation and non-saturation of the flux. 

First, for the case when  ≥ KNEE (see Fig. 2.8), next expression is obtained by substituting (2.15) and 
(2.16) in (2.3) 

      S d1
1 E 1 1

1 2 1 2

d
2 cos

d

   
     

 

t tL
U t R N

N K N K t
  (2.17) 

where the primary voltage u1 has been assumed to be purely sinusoidal as  1 E2 cosU t  , where 

αE is the energization point-on-wave assuming that the energization is produced at instant t = 0. Now, 
the first equation in (2.3)  has been transformed into a differential equation with only one variable, the 
flux, which depends on the independent variable, the time. This equation can be rewritten as 

        2
1 2 1 E 1 S 1 d1 1 2

d
2 cos

d

t
N K U t R R t L N K

t


           (2.18) 

The solution of (2.18) consists of two parts, the solution of the homogeneous equation, and a particular 
solution. 

First, the solution corresponding to the homogeneous equation of (2.18) must be found. The 
homogeneous equation is given by 

      2
1 d1 1 2

d
0

d

t
R t L N K

t


      (2.19) 

This is a differential equation in which each of the variables,  and t, that can be separated on either 
side of the equation by elementary algebra, yielding to 

 
 2

d1 1 2

1

d
d

L N K
t

R

  



  (2.20) 

By integrating both sides of the equation and rearranging, it can be obtained the solution to the 
homogeneous equation as 

   K2
H e

t

t C


    (2.21) 
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where 

 
 2

d1 1 2
K2

1

L N K

R


    (2.22) 

By other hand, in (2.18), R1S can be considered as a DC voltage source. In the presence of only a DC 
voltage source, after a certain time, the inductor (Ld1 + N1

2K2) in the circuit will behave only as a wire, 
so the flux will be constant and equal to S, which is a part of the particular solution. Therefore, to 
determine the remaining part of the particular solution of (2.18), it is only necessary to solve the 
following equation 

        2
1 2 1 E 1 d1 1 2

d
2 cos

d

t
N K U t R t L N K

t


         (2.23) 

The solution is assumed to be of the form 

    STEADY,K2 1 E 2 E( ) cos sent t t             (2.24) 

where 1 and 2 are two unknown constants. By substituting (2.24) and its derivative in (2.23), it can 
be obtained 

 
     

   

2
1 2 1 E 1 1 d1 1 2 2 E

2
1 2 d1 1 2 1 E

2 cos cos

sen

N K U t R L N K t

R L N K t

             
          

  (2.25) 

Equation (2.25) is fulfilled as long as the following expressions are fulfilled 

 
 
 

2
1 1 d1 1 2 2 1 2 1

2
1 2 d1 1 2 1

2

0

R L N K N K U

R L N K

     

     
  (2.26) 

The values of the constants 1 and 2 are obtained as 

 
 

 

 

1 1 2 1
1 22 2 2

1 d1 1 2

d1 1 2 1 2 1
2 22 2 2

1 d1 1 2

2

2

N R K U

R L N K

L N K N K U

R L N K

 
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 
 

  

  (2.27) 

By substituting these values in (2.24), the steady-state response is obtained as 

  
 

     21 2 1
STEADY,K2 1 E d1 1 2 E22 2 2

1 d1 1 2

2
cos sen

N K U
t R t L N K t

R L N K

            
  

 (2.28) 

equivalent to 
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  
 

 1 2 1
STEADY,K2 E22 2 2

1 d1 1 2

2
cos

N K U
t t

R L N K

    
  

  (2.29) 

where 

 
 2

d1 1 2

1

arctan
L N K

R

  
  
 
 

  (2.30) 

By combining the homogeneous solution and the particular solution, the general solution is obtained 
as 

    K2

STEADY Se

t

t C t


        (2.31) 

This solution is known as general because it contains an unknown constant C, whose value depends on 
the initial conditions, in this case, the conditions of the transformer when saturation is reached. At time 
t = t0, it can be considered that (t0) = 0. Substituting these values into (2.31) yields to 

  
 0

K2
0 S STEADY,K2 0 e

t t

C t

 
         (2.32) 

Substituting (2.32) into (2.31) yields the specific solution for (2.18), that is, the flux as a function of 
time when  ≥ KNEE 

    
 

 
0

K2
0 S STEADY,K2 0 STEADY,K2 Se

t t

t t t

 
              (2.33) 

When  ≤ KNEE, the flux is given by 

    
 

 
0

K2
0 S STEADY,K2 0 STEADY,K2 Se

t t

t t t

 
              (2.34) 

Finally, for the case when || < KNEE, employing a similar process to solving (2.3), the flux is given by 

    
 

 
0

K1
0 STEADY,K1 0 STEADY,K1e

t t

t t t

 
          (2.35) 

where 
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 
 

 

 

 

1 1 1
STEADY,K1 22 2 2

1 d1 1 1

2
d1 1 1

K1
1

2
d1 1 1

1

2
cos

arctan

E
N K U

t t

R L N K

L N K

R

L N K

R

     
  


 

  
  
 
 

  (2.36) 

Each of the three previous equations determines the behavior of the transformer at different moments. 
It must be noted that the sub-indexes K1 and K2 have been used to distinguish between unsaturated or 
saturated conditions, respectively. 

As it will be explained in detail later, the residual flux R after a de-energization is never greater than 
the saturation flux KNEE. Therefore, when a transformer is energized under normal conditions, it does 
not immediately enter into saturation. During the first instants of time, the flux will be less than the 
saturation flux, as illustrated in the example of Fig. 2.9. As long as this is the case, the flux will be 
determined by (2.35), where 0 corresponds to the residual flux 0,1 = R, and the initial time t0 
corresponds to the energization instant, which has been considered t0,1 = 0. After a certain amount of 
time, the flux may reach the saturation (positive or negative). Then, the initial flux 0 in (2.33) and 
(2.34) is always equal to KNEE or KNEE, respectively, while the initial time t0 in both equations 
always corresponds to the saturation instant. When the flux drops beyond the saturation level, the 
equation (2.35) once again determines its behavior, but at this time 0 corresponds either to KNEE or 
KNEE, which is the same for all subsequent cycles, and t0 corresponds to the de-saturation instant. 

t0,1 = 0
 ϕ0,1 = ϕR

ϕKNEE

Saturation

Non-saturationt0,2 t0,4 t0,6

t0,3 t0,5 t0,7

 

Fig. 2.9. Typical transient flux waveform. 

The analytical expressions of the primary current, can be obtained by directly substituting the flux 
expressions, (2.33), (2.34) and (2.35), into (2.15), resulting in 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

17 

 

 

   
 

   
 

   
 

0

K2

0

K1

0

K2

0 STEADY,K2 0KNEE 1 STEADY,K2

0 STEADY,K1 0KNEE 1 STEADY,K1

0 STEADY,K2 0KNEE 1 STEADY,K2

( )If e ( )

( )If e ( )

( )If e ( )

t t

t t

t t

i i tt i t i t

i i tt i t i t

i i tt i t i t

 


 


 


      

      

      

  (2.37) 

where 

 

STEADY,K2
STEADY,K2

1 2

STEADY,K1
STEADY,K1

1 1

( )
( )

( )
( )

t
i t

N K

t
i t

N K







  (2.38) 

At energization, the initial current, i0,1, is not null with this model because the initial flux is not null; 
thus, i0,1 = R / N1K1. For subsequent cycles, either saturation or desaturation, it corresponds to the 
current at the knee-point: i0,n = KNEE / N1K1 (where n = 2,3,4...). In contrast, the initial current at 
energization is null if the simplified saturation curve depicted in Fig. 2.5(b) is used. The corresponding 
equations for this simplified model can be obtained from the previous ones by imposing, without 
significant loss of accuracy, that K1 = ∞ and S = KNEE. 

The resulting flux expressions are given by: 

 

         
 

       

         
 

0

K2

0

K2

KNEE STEADY,K2 STEADY,K2 0 KNEE

KNEE STEADY STEADY 0 0

KNEE STEADY,K2 STEADY,K2 0 KNEE

If e

If

If e

t t

t t

t t t t t

t t t t

t t t t t

 


 


           

         

           

  (2.39) 

where 

  STEADY N E2 cos
2

t t
        

 
  (2.40) 

and N is the nominal flux.  

The corresponding current expressions are 

 

   
 

   

   
 

0

K2

0

K2

0 STEADY,K2 0KNEE 1 STEADY,K2

KNEE 1

0 STEADY,K2 0KNEE 1 STEADY,K2

( )If e ( )

If 0

( )If e ( )

t t

t t

i i tt i t i t

t i t

i i tt i t i t

 


 


      

   

      

  (2.41) 
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The main difference with this approach is that the current during no-saturation conditions is zero; 
therefore, the energization flux (residual flux R) involves an initial energization current that is null. 
Moreover, since the current during the non-saturation intervals is zero, the initial current i0,n previous 
to each saturation interval is also zero. 

For simplicity, the source impedance has not been considered in the formulation of the inrush current, 
nor in the rest of the chapter. The source impedance has the same effects on the inrush current as R1 
and Ld1. Therefore, it can be considered as part of R1 and Ld1. 

2.4.2. Inrush current peak and decaying evolution 

In this subsection, the derivation of an analytical formulation to calculate directly the maximum peak 
of the inrush current will be addressed. The overall evolution of the inrush current is also analyzed and 
discussed, as well as the influence of each transformer parameter. 

Assuming K1  ∞ and t0,1 = 0, the flux at the first saturation instant, t0,2, which from this point will be 
referred to as tSAT, is given by 

  SAT R N SAT E E KNEE2 cos cos
2 2

t t
                         

  (2.42) 

As KNEE  2N, for saturation to occur in the positive direction, it must be fulfilled that 

 KNEER
E

N N

cos 1
22 2

         
  (2.43) 

while for saturation to occur in the negative direction, it must be fulfilled that 

 KNEER
E

N N

cos 1
22 2

          
  (2.44) 

Therefore, (2.42) can be rewritten as 

 

 SAT R N SAT E E

KNEE 1 E 1

KNEE 2 E 2

2 cos cos
2 2

    if  90 90

 if  90 90

t t

 

 

                        
          
       

  (2.45) 

where θ1 and θ2 are the boundary angles around 90° and 90°, respectively, where saturation occurs. 
These angles can be calculated as 
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KNEE R
1

N

KNEE R
2

N

arccos 1
2

arccos 1
2

   
       

   
     

  (2.46) 

With known values of αE, R, and KNEE, (2.45) yields infinite solutions for ωtSAT, as the cosine is a 
periodic function and its domain is the set of all real numbers. If the domain of the cosine is restricted 
to [π, π], only four different solutions can be obtained. Two solutions correspond to positive 
saturation, while the other two solutions correspond to negative saturation. In both cases, a solution 
corresponds to the angle at which the flux reaches saturation, and the other solution corresponds to the 
angle at which the flux drops beyond the saturation level, that is, the angle at which the core undergoes 
desaturation. The angle for positive saturation is given by 

 KNEE R
SAT E E

N

arccos cos
2 22

t
                    

  (2.47) 

while the angle for negative saturation is given by 

 KNEE R
SAT E E

N

arccos cos
2 22

t
                   

  (2.48) 

From the previous equations, some insights can be deduced about inrush current. The saturation or the 
non-saturation of the transformer during the energization depends uniquely on the energization point-
on-wave αE, the residual flux R, and the saturation flux level KNEE. Fig. 2.10 shows tSAT, as a function 
of R and αE for two different KNEE values. In transformers with higher KNEE values, it is more 
difficult to get saturation during energization, meaning there are fewer combinations of R and αE 
values that result into saturation. The empty spaces in both plots in Fig. 2.10 denote that the respective 
values of R and αE do not lead to saturation.  Additionally, in Fig. 2.10, it can be observed that, for a 
given R and αE, a higher KNEE results in a higher tSAT, it takes more time to reach saturation. 
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Fig. 2.10. First saturation time for different KNEE values: (a) ϕKNEE = 1.05√2ϕN  pu, and (b) ϕKNEE = 1.45√2ϕN  pu. 

It can be deduced from flux and current expressions, (2.39) and (2.41), that the flux and the current 
reach their maximum values, when the term cos(ωt + αE  ) is equal or very near to 1 and 1. Then, 
the time instant at which occurs the maximum peak of the inrush current, tPEAK, can be approached as 

 

E
1 E 1

PEAK
E

2 E 2

         if  90 90   

     if  90 90

t

 

 

                        
 

  (2.49) 

Therefore, the maximum peak of the inrush current can be approached as 

    
1

PEAK SAT2
d1 1 2

( )

PEAK STEADY,K2 SAT,1 E
ˆ 1 cos e

R
t t

L N K
i I t





 
        
  

  (2.50) 

while the maximum peak of the flux can be approached as 

    
1

PEAK SAT2
d1 1 2

( )

PEAK STEADY,K2 SAT,1 E KNEE
ˆ 1 cos e

R
t t

L N K
I t





 
           
  

  (2.51) 

where STEADY,K2Î  is given by 

 

 
1

STEADY,K2 22 2 2
1 d1 1 2

2ˆ U
I

R L N K


  

  (2.52) 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

21 

 

A simpler approximation of the maximum peak of the inrush current can be obtained. Assuming that 
t0,1 = 0 and neglecting R1 and Ld1, it can be considered that the flux at any time is given by 

   N E E R2 cos cos
2 2

t t
                        

  (2.53) 

Then, PEAK can be approached as 

 PEAK N R N E2 2 cos
2

          
 

  (2.54) 

and iPEAK can be approached as 

 PEAK KNEE
PEAK

1 2

i
N K

  
   (2.55) 

The PEAK and iPEAK values obtained with this approach are not accurate and correspond only to ideal 
values, as they do not consider the voltage drop across the winding impedance. However, they are 
useful to understand the influence of R and αE. Fig. 2.11 shows the maximum peak of the flux (with 
the last approach) as a function of R and αE. It can be seen that the worst energization points-on-wave 
are 90° (voltage zero-crossing in positive direction) and 90° (voltage zero-crossing in negative 
direction) when R is zero, resulting in positive and negative saturation, respectively. Conversely, the 
most favorable energization points-on-wave, when R is zero or unknown, are 0° and 180°. If R is 
known with a non-zero value, the worst and the most favorable energization points-on-wave are 
different; they vary as a function of R. The most severe cases of inrush current happen when the core 
has the maximum R and the energization occurs at the instant of voltage zero-crossing with a polarity 
that increases the flux in the core. 
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Fig. 2.11. Maximum peak of the transient flux as a function of the energization point-on-wave and the residual flux. 
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Fig. 2.12. Comparison of flux and inrush current for different saturation flux levels, KNEE. 

A comparison of transient flux and inrush current for different KNEE values is illustrated in Fig. 2.12. 
According to (2.50) and (2.51), PEAK and iPEAK depend on the absolute value of cos(ωtSAT + αE  ). As 
stated before, a higher KNEE implies a higher tSAT, resulting in a lower cos(ωtSAT + αE  ). 
Consequently, a higher KNEE leads to decreased PEAK and iPEAK, as shown in Fig. 2.12. It can also be 
observed that the difference between the final peaks for different KNEE values is smaller than the 
difference between the initial peaks. Lastly, a lower KNEE results in wider inrush current cycles due to 
a smaller tSAT. 

Based on flux and current expressions, (2.39) and (2.41), it is evident that higher resistance R1 and 
higher leakage inductance Ld1 reduce the initial peaks of the transient flux and, consequently, the 
initial peaks of the inrush current, as illustrated in Fig. 2.13 and Fig. 2.14, respectively. However, a 
proportional increment in Ld1 has a more significant impact than the same proportional increment in 
R1. The resistance R1 also reduces the magnitude of the last peaks of the inrush current. It is 
responsible for damping the direct component of the flux and, consequently, for damping the inrush 
current, as shown in Fig. 2.13. However, the same effect is not observed for Ld1. A higher Ld1 leads to 
a major opposition to current changes, as it is like a circuit inertia. Therefore, a higher Ld1 results in a 
slower damping of the inrush current, as shown in Fig. 2.14. 
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Fig. 2.13. Inrush current comparison for different R1 values. 
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Fig. 2.14. Inrush current comparison for different Ld1 values. 

By other hand, some authors [16],[46] simplify the direct component as a decaying exponential, but 
this approach is erroneous. Assuming that K1  ∞ (or K1 is very large), the damping of the inrush 
occurs only during the saturation intervals, as the current is zero (or very small) during no-saturation 
intervals. As illustrated in Fig. 2.15, the DC component of the flux (given by -STEADY, since during 
steady-state conditions after inrush, the flux is equivalent to STEADY) during no-saturation intervals 
remains constant. There is damping only during saturation intervals. 
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Fig. 2.15. Evolution of the flux and its components after energization. 

The non-sinusoidal component during saturation intervals, 

        K20 /
STEADY,K2 STEADY,K2 0 e t tt t t       , does exhibit an exponential evolution, as illustrated in 

Fig. 2.15, but this exponential does not encompass the entire evolution of the inrush. At the exact 
instant of saturation, the exponential term is equal to 1, and the initial value of the non-sinusoidal 
component for each saturation interval is determined only by the term STEADY,K2(t0), dependent on the 
corresponding saturation instant t0. The saturation angle, ωt0, is greater in each cycle, so the term 
STEADY,K2(t0) = cos(ωt0 + αE  ) gets closer to 1 with each cycle. In other words, the exponential term 
is reset at the beginning of every saturation intervals, and the overall inrush evolution is like an 
extended sinusoidal segment. It is important to note that, due to the exponential term, the inrush 
current cycles are not symmetrical around their peaks. In Fig. 2.13, it can also be seen that a higher R1 
results in narrower inrush current cycles, due to a faster decaying of the exponential term. In opposite, 
a higher Ld1 results in wider inrush current cycles, as illustrated in Fig. 2.14. 
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The inductance during saturation intervals, N1
2K2, has exactly the same effects on the flux as Ld1. Fig. 

2.16 illustrates the resulting fluxes and inrush currents for different K2 values. 
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Fig. 2.16. Comparison of flux and inrush current for different K2 values. 

Finally, Table 2.1 and Table 2.2 summarize the influence of each parameter on the inrush current. As 
higher resistance R1 reduces the first inrush current peak and higher leakage inductance Ld1 reduce the 
decay time (inrush duration), τ, it is important to note that larger transformers present less severe 
inrush currents but with a longer duration (as larger transformers have more leakage inductance, as 
shown in Appendix C). 

Table 2.1. Influence of each transformer parameter on the inrush current. 

Parameter Saturation / 
Non-saturation 

First inrush current peak, 
iPEAK 

Decay time, 
τ 

Winding resistance, R1 No influence Influence Influence 
Leakage Inductance, Ld1 No influence Influence Influence 

Saturation slope, K2 No influence Influence Influence 
Saturation flux level, KNEE Influence Influence Influence 

Non saturation slope, K1 Negligible influence No influence No influence 
Energization 

point-on-wave, αE 
Influence 

(depending on R) 
Influence 

(depending on R) 
Influence  

(depending on R) 

Residual flux, R 
Influence 

(depending on αE) 
Influence 

(depending on αE) 
Influence  

(depending on αE) 

Table 2.2. Influence of the main parameters on the inrush current peak and the decay time. 

Parameter First inrush current peak,  
iPEAK 

Decay time, τ 

Winding resistance, R1 ↑ ≈ ↓ 
Leakage Inductance, Ld1 ↑ ↓ ↑ 
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Chapter 3. Residual Flux and Inrush Current Elimination in 
Single-Phase Transformers 

3.1. Introduction 

As stated in previous chapter, there are several variables and parameters that influence the magnitude 
of the inrush current of a no-load transformer. These are the residual core flux, the magnitude of the 
supply voltage, the energization point-on-wave, the primary winding impedance, the magnetizing 
characteristic and even the impedance of the source. Of all these variables and parameters, the residual 
flux and the energization point-on-wave are, in practice, the only ones that can be controlled. The 
worst case of inrush current happens when the core has the maximum residual flux and the 
energization occurs at the instant of voltage zero-crossing with a polarity equal to that of the residual 
flux. Then, the most favorable switching angle depends on the existing residual flux, turning this 
variable the most critical. Therefore, this chapter is focused on switching angle and residual flux 
variables in order to eliminate the inrush current during energization. 

The techniques for inrush current reduction in single-phase transformers can be classified into four 
general types: (1) external devices insertion [47]-[53], (2) methods that change the transformer design 
[54]-[57], (3) residual flux reduction [58]-[62], and (4) controlling the energization point-on-wave 
[63]-[67]. 

In the first approach, the most common technique is the resistor insertion in series with the transformer 
primary winding. This technique has the drawbacks of poor adaptability and increased losses during 
normal operation. Other proposals with better results are the insertion of diode bridges structures or 
superconducting fault current limiters, but, in general, these proposals require additional control 
circuitry outside the transformer, so they can be impractical or expensive. Techniques based on 
transformer design, such as reduced flux density designs, air-gaps, and low permeability iron core are 
more robust alternatives, but may be even more expensive and impractical (they result in larger 
transformers). Moreover, the inrush currents are not totally removed with some of these solutions [57]. 

The last two approaches are intricately linked to each other. When a transformer is de-energized, a 
residual flux can remain in the iron core due to the hysteresis characteristics of ferromagnetic 
materials. The determination of the most favorable energization point-on-wave, crucial for avoiding 
inrush current, relies on the value of this residual flux. The energization point-on-wave and the 
residual flux (in an indirect manner) are the only controllable parameters among all those on which the 
inrush current depends. 

To achieve controlled energization, prior knowledge of the residual flux is essential. To address this 
challenge, there have been publications focusing on measuring and estimating the residual flux  
[68]-[75], as well as pre-setting a known residual flux value [76]. Since the residual flux can be 
different before each energization, it becomes necessary to consistently measure or estimate it before 
energizing the transformer using these approaches. This requires continuously acquiring signals and 
performing online calculations. Furthermore, most methodologies require specialized equipment and 
complex setups, typically implemented only in laboratories, resulting unsuitable for specific 
applications. 
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In this chapter, it is presented a smart switching for inrush current elimination. The smart switching 
avoids the need to measure or estimate the residual flux before each energization, which results into a 
more simple methodology than those of the literature. The no need to measure the residual flux is 
possible by using only two pieces of data (calculated from two no-load tests which characterize the 
static hysteresis loop and the de-energization flux trajectories): RM and i0, or the corresponding 
voltage points-on-wave αRM and αi0, along with understanding of the used breaker technology. Fig. 3.1 
presents a comparison between the flowchart of common approaches and the proposed smart 
switching, while Fig. 3.2 provides a comparison between the experimental setups. It can be seen that 
the proposal is more simple and avoids the stage of measuring, eliminating or presetting the residual 
flux, with the corresponding saving of specific equipment and/or processing cost. Despite the 
proposed smart switching is applicable to SCR and IGBT breakers as well, the SCR breaker is a more 
cost-effective solution suitable for large power systems. 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

29 

 

Controlled
de-energization

Controlled 
switching

Inrush current
elimination

Pre-design 
stage

Primary 
voltage

(b)

(a)

Pre-fluxing or
demagnetization

Controlled 
switching

De-energization

Inrush current 
reduction

Pre-design 
stage

Primary 
voltage

Processing stage

Controlled 
switching

Residual flux 
measurement or 

estimation

De-energization

Inrush current
reduction

Signals
acquisition

Primary 
voltage

Common approaches

Proposed smart switching

 

Fig. 3.1. Flowcharts of (a) common approaches for inrush current reduction and (b) the proposed smart switching for inrush 
current elimination. 
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Fig. 3.2. Experimental setups of (a) common approaches for inrush current reduction and (b) the proposed smart switching 
for inrush current elimination. 

This chapter also focuses on: 

 A comprehensive analysis of the residual flux. 

 The study of the de-energization trajectories. 

 The presentation of a simple non-hysteretic model capable of store the residual flux value. 
This simple model avoids the use of complex hysteresis models like Jiles-Atherton and 
Preisach. 

3.2. Hysteretic transformer model 

The only way to characterize the residual flux after de-energization is with a correct iron core model 
incorporating hysteresis [77], which exhibits a memory-like or storage-like effect. Modeling a 
transformer iron core is complicated by its nonlinear magnetic characteristics. Saturation, hysteresis 
and eddy current losses are the main features to be taken into account. Saturation has been discussed 
previously; therefore, this section focuses on the last two features. 
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3.2.1. Hysteresis 

In ferromagnetic materials, such as the iron used in transformer cores, the relationship between the 
magnetic field intensity, H, and the magnetization, M, is highly nonlinear and exhibits magnetic 
hysteresis [78]-[80]. This phenomenon occurs when an external magnetic field is applied to a 
ferromagnetic material and the magnetic dipoles align with it in the same direction, generating their 
own magnetic field. Moreover, M is not only a nonlinear function of H; it also depends on its previous 
states, that is, on its history. Each H value is associated with an infinite number of possible 
magnetizations; therefore, M is a multi-valued function of H, resulting into an MH loop. After the 
magnetic field is removed, a portion of the alignment persists, effectively magnetizing the material. 
Hysteresis allows ferromagnetic materials to retain a magnetized state, known as remanence (MR), 
when the applied magnetic field is no longer present. Once magnetized, the material will remain 
magnetized indefinitely, requiring an opposing magnetic field to demagnetize it. 

The general relation among the flux density, B, M, and H, is 

  0B H M    (3.1) 

where µ0 is the vacuum magnetic permeability. Then, an MH loop can be represented also as a BH 
loop, which is a more usual representation. This loop is commonly known as hysteresis loop. 

The modeling of hysteresis can be approached at different scales of length. The basic physical 
principles of hysteresis can be treated at either an atomic or a macroscopic (ultra-millimeter) scale. For 
modeling a transformer iron-core, it is sufficient with a macroscopic scale. In macroscopic models, the 
magnetization is in general modeled as the global result of contributions from several magnetic 
domains. These models are not strictly based on a comprehensive analysis on the nature of the 
physical system; instead, they are primarily formulated to represent input-output relationships that are 
experimentally observed [81]. The most commonly used macroscopic hysteresis models are the Jiles-
Atherton [82]-[83] and Preisach [84] models. Additionally, there exist other less commonly employed 
but more intricate models, such as Stoner-Wohlfarth [85] and Globus [86] models. In [87], it can be 
found a comprehensive comparison between these four hysteresis models, their advantages and their 
disadvantages. Many of the recent developed hysteresis models are actually extensions or 
combinations of them [88]-[101]. For instance, [101] discusses certain non-physical solutions that the 
original Jiles-Atherton model can produce, such as the non-closure of minor loops. Some 
modifications to the Jiles-Atherton model are also proposed to address these issues. An accurate 
hysteresis model must be capable of representing all the MH loops and curves illustrated in Fig. 3.3 
[87]. The slope of these curves is equivalent to the incremental magnetic susceptibility [102], χm. 

When the iron-core is demagnetized, meaning that H = 0 and M = 0, and H is increased, the M–H 
curve follows what is known as the initial magnetization curve, whose initial susceptibility is different 
to zero. At first, this curve increases rapidly with the field and then approaches the magnetic 
saturation, Ms. When the magnetic field is reduced monotonically, the magnetization follows a 
different trajectory, known as the negative branch. At H = 0, the magnetization retains a non-zero 
remanence MR. The remanence is the responsible of the residual flux in a transformer core after a de-
energization. If the magnetic field continues to decrease, it eventually reaches negative saturation and 
then gradually increases back to positive saturation, following a new path called the positive branch. 
Then, a closed loop will be created, known as major loop [103], illustrated in Fig. 3.3. This loop 
represents the largest possible loop in which the endpoints reach saturation. Any other closed loop is 
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referred to as a minor loop, with a further distinction between symmetric and asymmetric minor loops 
[104]. 

M

H

MR
Major loop (static hysteresis) 

Symmetric minor loop

Initial curve

Anhysteretic curve

Asymmetric minor loop

MS

 

Fig. 3.3. Different types of hysteresis loops. 

Symmetric minor loops are the closed loops within the major loop and centered with respect to the 
origin. They result from a cyclic H of lower magnitude than that which led to the major loop [105]. 
The shape of the symmetric minor loops is similar to the shape of the major loop. A set of different 
symmetric minor loops is depicted in Fig. 3.4. The tips of these loops are connected by the initial 
curve [87].  

M

H

Major  loop

Initial curve

 

Fig. 3.4. Set of different symmetric minor loops. 

Other important inner trajectories (inside the major loop) are the first-order reversal curves (FORCs), 
which determine the behavior of the asymmetric minor loops [104]. Each FORC starts on a branch of 
the major loop and ends at its opposite tip, as illustrated in Fig. 3.5. They are generated when, during 
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the tracing of the descending or the ascending branch of the major loop, the direction of the magnetic 
field H is abruptly reversed. The shape of the reversal curve is uniquely determined by the last reversal 
point (red circles in Fig. 3.5). Conversely, if H is reversed once more before reaching the opposite tip 
of the major loop, an asymmetric minor loop is generated [106]. In general, asymmetric minor loops 
often result from partial demagnetization, changes in operating conditions, or transient states. 
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M

 

Fig. 3.5. Illustrative first-order reversal curves. 
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Fig. 3.6. Reversal curves and asymmetric minor loops. 

Fig. 3.6 shows a set of reversal curves and asymmetric minor loops. They are obtained when, during 
the major loop tracing, the magnetic field H is then cycled at decreasing levels, beginning at point 1 an 
ending with a final reversal at point 9, followed by a positive increase to return to the major loop 
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[107]. Due to symmetry, each reversal curve tends to return to the reversal point immediately 
preceding the last [108].  For example, after point 2 the curve tends to return to point 1, and after point 
5 the curve tends to return to point 4. It must be noted that the generated minor loops converge to a 
non-zero magnetization (near to point 9), which depends on the location of the first reversal at point 1. 
Thus, the symmetry of minor loops is not necessarily aligned with that of the major loop. 
Nevertheless, the incremental magnetic susceptibility following a reversal appears to have a slope 
similar to that in the saturated region of the major loop. During the tracing of a FORC, the curve can 
return to the major loop, or if H is reversed once again, a second-order reversal curve is described (for 
example, from point 2 to point 3) [104], [108]. 

The anhysteretic curve is the M–H relationship that, according to its own definition, would result if 
there were no hysteresis effect [87]. It is a single-valued function, and is also known as saturation 
curve. Unlike the other curves, the anhysteretic curve cannot be measured directly. Nonetheless, it can 
be estimated by several methodologies. This anhysteretic behavior is important because, if the 
saturation curve is defined, the model only requires the addition of hysteresis and losses. 

3.2.2. Iron core losses 

According to Bertotti [109], losses in a transformer iron core can be divided into three categories: 
hysteresis losses, classical eddy-current losses, and excess or anomalous losses. Next, these three 
categories are explained. 

It is known that the flux–current loops of a transformer core are frequency dependent [110]. However, 
the mentioned Jiles-Atherton and Preisach hysteresis models, do not exhibit this frequency 
dependence [111]. Consequently, these hysteresis models are considered static. The term static 
indicates that the branches and reversal curves of hysteresis loops are solely determined by the past 
minimum and maximum values (tips and reversal points) of the input variable (flux in the case of a 
transformer), while the rate of input variation has no influence on the description of branches and 
reversal curves [103]. 

Hysteresis losses are caused by the magnetic hysteresis explained above, specifically due to cyclic 
magnetization and demagnetization of the iron core as current flows in both directions, representing an 
energy loss [112]. The energy lost depends on the coercive force needed to reverse the magnetic 
dipoles in the material, which is directly proportional to the area enclosed by the static hysteresis loop 
[113]. This area can be obtained through integration and is proportional to the square of the maximum 
flux density, BMAX

2. Therefore, the hysteresis power losses per period in a transformer core are directly 
proportional to the product of frequency f and BMAX

2 [114]. 

The fluxcurrent loops in the transformers also depend due on the eddy currents in the core 
laminations. The eddy current losses can be estimated by applying the Faraday’s law to a given 
geometry, assuming that the magnetic field penetrates uniformly throughout the iron core. These 
power losses per unit of volume and per period are proportional to the product of the square of the 
frequency, f 2, and BMAX

2 [115]-[116]. However, the theoretical calculation of eddy-current loss does 
not agree with measurements of the frequency-dependent losses. The discrepancy has been called 
excess or anomalous losses [117]. 
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To reproduce the experimentally observed nonlinear frequency dependence of energy losses in 
transformer iron-cores, composite models based on the losses separation have proven to be valuable 
for transformer transient simulation [36], [43], [118]-[120]. 

The total energy losses (hysteresis, eddy, and excess losses) per unit of volume and per period, WT, are 
proportional to the involved area by the BH loop as follows [121]: 

 T
T d

P
W H B

f
  Ñ   (3.2) 

where PT are the total power losses per unit of volume and per period. Then, the total energy losses per 
unit of volume and per period are given by 

 T H EDDY EXCESSW W W W     (3.3) 

where WH, WEDDY and WEXCESS represent the hysteresis energy losses, the classical eddy-current energy 
losses, and the excess energy losses, respectively. The hysteresis losses are considered static, while the 
eddy-current and excess losses are frequency (f) dependent (WEDDY  f, WEXCESS  f 1/2), so they are 
referred to as dynamic losses [122]. According to equation (3.2), the losses in terms of power, are 
frequency dependent as follows: PH  f, PEDDY  f 2 and PEXCESS  f 3/2. 

For low frequencies and thin core laminations, H and B can be assumed uniform over the whole cross-
section of a lamination. Under these conditions, the losses separation can be translated into their 
respective magnetic field components, HH(t), HEDDY(t), and HEXCESS(t), as follows [123]: 

 
 

H EDDY EXCESS

0.5

H EDDY

( ) ( ) (d / d ) ( ,d / d )

d d d
( ) sign

d d d

H t H B H B t H B B t

B B B
H B k G B

t t t

  

     
 

  (3.4) 

where kEDDY is a constant parameter which depends on physical aspects of the iron-core, and G(B) is a 
nonlinear function. In [124]-[128] some functions with different accuracy are proposed. Then, by 
applying the Ampère’s law, the current consumed by a single-phase transformer at no-load conditions 
can be considered as 

 e H EDDY EXCESS
( )

( ) ( ) ( ) ( )
H t

i t l i t i t i t
N

      (3.5) 

where N is the number of winding turns through which the current i flows, le [m] is the effective length 
of the iron-core, and iH(t), iEDDY(t) and iEXCESS(t) are the static hysteresis current, the eddy current, and 
the excess current, respectively. 

The flux  and the uniform B in the transformer iron-core are related, according to Faraday’s law, by 

 e( ) ( )t B t S     (3.6) 

where Se [m
2] is the cross-sectional area of the core. Then, (3.5) can be rewritten as [123],[125] 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

36 

 

 
 

   

0.5

H EDDY EXCESS H EDDY

0.5
H EDDY

d d d
( ) ( ) ( ) ( ) ( ) sign

d d d

( ) sign

i t i t i t i t i k G
t t t

i k e G e e

            
 

    

  (3.7) 

where e is the induced voltage at the winding by the flux . 

The previous composite models, describe the frequency dependence by individually modeling each 
loss component. By combining a static hysteresis model with two dynamic components (eddy-current 
and excess) to build a dynamic hysteresis model, this type of iron-core models would have the ability 
to characterize the frequency dependency. The composite models avoid the need to modify the 
equations of classic static hysteresis models to generalize them into dynamic models (referred to as 
mathematical dynamic models [129]-[131]). 

The three-component dynamic hysteresis models typically include a static hysteresis model 
implemented as a hysteretic inductor, along with two parallel resistors, one linear and one nonlinear, to 
replicate classical eddy-current and excess losses, respectively [132]. Fig. 3.7 illustrates the typical 
shapes of the i loops (iH, iEDDY, and iEXCESS) of each component, as well as the dynamic 
hysteresis loop resulting from the superposition of the static hysteresis loop and the other two loops. 
The typical shape of the eddy-current loop is a symmetrical ellipse centered at origin. The shape of the 
excess losses loop differs, exhibiting a wider width near the knee point. Increasing the frequency leads 
to higher losses per cycle, resulting in a wider dynamic hysteresis loop. 

=ϕ
i i EDDYi H

+ +

i EXCESS  

Fig. 3.7. Typical dynamic i loop composed by three components: static hysteresis loop plus two dynamic loops. 

Fig. 3.8 depicts some composite approaches for the equivalent electric circuit of an iron core. The first 
circuit in Fig. 3.8(a) is composed by a nonlinear inductor without hysteresis and a parallel linear 
resistor, which represents all losses grouped into a single component. The inductor represents the 
anhysteretic magnetization curve (saturation curve) used to characterize the nonlinearity of the iron 
core. A linear resistor can adequately represent the average losses per period only for a specific 
operating frequency, but does not accurately reproduce the current waveforms and the hysteresis 
loops. Moreover, this approach is not suitable for simulating the transformer de-energization and the 
residual flux. 

In the circuit depicted in Fig. 3.8(b), the losses are separated and modeled by three parallel resistors, 
each one for each type of losses. The static hysteresis loop is determined by a nonhysteretic inductor, 
and the superposition of the loop generated from a resistor, such that iH = im + iHL, which could be 
nonlinear for better accuracy. The resistor for excess losses modeling is nonlinear. This second model 
leads to an improved reproduction of the current waveforms and the hysteresis loops for different 
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operating frequencies, but it is not suitable for simulating transformer de-energization and residual 
flux since the nonlinear inductor is non-hysteretic. 

The last two circuits, depicted in Fig. 3.8(c) and Fig. 3.8(d), are composed by a hysteretic inductor 
which allows both circuits to adequately simulate the transformer de-energization and the residual 
flux. Moreover, with the inclusion of nonlinear elements to model the excess losses, they are capable 
of accurately reproducing the current waveforms and the hysteresis loops for different operating 
frequencies, up to about 3 kHz [133]. Higher-order losses separation approaches and models suitable 
for higher frequencies are proposed in [134]-[138]. Formulations for calculating iron core losses 
during non-sinusoidal excitation are proposed in [139]-[141]. 

Fig. 3.9(a) illustrates the static hysteresis loops (iH), for different flux levels, of the circuit in Fig. 
3.8(b). As the inductor in Fig. 3.8(b) is nonlinear and non-hysteretic, the model is unable to accurately 
reproduce the initial curve or the minor loops. The static hysteresis loops (major and symmetric minor 
loops) are the result of an anhysteretic curve plus a width from a resistor. As a result, the tips of all 
symmetric minor loops are part of the saturation curve. Fig. 3.9(b) illustrates the static hysteresis loops 
(iH) for the circuits in Fig. 3.8(c) and Fig. 3.8(d) with a hysteretic inductor. In this case, the tips of 
the minor loops are part of the initial curve, which is different from the saturation curve. 
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Fig. 3.8. Iron-core composite electric equivalent circuits: (a) classical non-hysteretic model, (b) non-hysteretic composite 
model, (c) hysteretic composite model, and (c) alternative hysteretic composite model. 
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Fig. 3.9. Comparison between static hysteresis loops from (a) the model with a non-hysteretic inductor of Fig. 3.8(b), and (b) 
the model with a static hysteretic inductor of Fig. 3.8(c) and Fig. 3.8(d). 

3.2.3. Hysteretic core models for residual flux prediction 

As the classical eddy losses and the excess losses do not influence the residual flux, both components 
are grouped together as eddy losses from this point onward. Then, the hysteretic core model in this 
chapter will consists of only hysteresis (subindex H) and eddy (subindex E) components, and the no-
load current i1 is the sum of iH and iE, as shown in Fig. 3.10. Commonly, the maximum residual flux 
value, RM, is incorrectly marked in many textbooks as the crossings of the dynamic hysteresis loop 
with the vertical axis, that is, the corresponding flux value when i is null (red point 0 in Fig. 3.10). 
This error is usually due to a lack of understanding of the different losses in a core and a confusion 
between the static and the dynamic hysteresis loops. The residual flux, R, only depends on the static 
hysteresis loop, which cannot be directly measured with a classical no-load test. Therefore, the correct 
RM value corresponds to the green point in Fig. 3.10, that is, the corresponding flux value when iH is 
null. The green zone in Fig. 3.10 represents the range of the residual flux, which will be explained in 
next Section 3.3. 
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Fig. 3.10. Static loop (internal loop), dynamic loop (external loop) and residual flux range. 

Fig. 3.11 depicts four distinct unloaded single-phase transformer models, all sharing the same 
electrical circuit but featuring different magnetic circuits for different types of core modeling. These 
differences in core modeling through the magnetic circuit result in different predictions of the residual 
flux. 

The electric circuit includes the winding resistances, R1 and R2, the constant leakage inductances, Ld1 
and Ld2, and the induced primary voltage, due to the core magnetic flux, ϕ. 

The residual flux is physically retained in the iron-core when the transformer is disconnected. 
Therefore, the modeling must also include a storage function to trap such flux. The magnetic 
inductance (also called transferance) LE represents the eddy losses, while LH (only present in Type II 

and Type IV) represents the internal loop hysteresis losses. Note that the hysteresis losses in Type I 
and Type III are embedded into a hysteretic reluctance R. The magnetic inductances LE and LH could 

be placed into the electric circuit as parallel resistances by applying the duality principle [142], as 
made in most research papers. 
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Fig. 3.11. Electric (top) and magnetic circuits (bottom) of an unloaded single-phase transformer, and residual flux ranges for 
the four models. 

The main features of these four types of models are: 

 Type I. Reluctance R is hysteretic and capable of reproducing major and minor loops, both 

symmetric and asymmetric ones. Jiles-Atherton and Preisach models, in their classic static 
versions, are the best examples of this type. This type of models can accurately predict all 
the residual flux values inside the allowable range. 

 Type II. Non-hysteretic reluctance R is capable to reproduce major loops when combined 

with LH. The set composed by LH and the magnetic switch provides the memory and storing 

features to this model. If the magnetic switch is closed due to a transformer de-energization 
event, the current through LH (representing the residual flux) will continue circulating 

indefinitely. The magnetic switch is closed when next conditions are met simultaneously: 
current i1 is null, and magnetic potential at LH is null. This model predicts the residual flux 

values inside the allowable range with less accuracy than Type I models. 

 Type III. Hysteretic reluctance R can only reproduce a unique and rigid major loop [143]. 

This model only leads to the maximum or minimum residual flux values. 

 Type IV. Non-hysteretic reluctance R. When combined with LH, it can reproduce major 

loops as those in Fig. 3.9(a). This model always leads to a null residual flux value. 

Type II model is an original proposal developed expressly for this thesis. 

Only Type I (with Jiles-Atherton and Preisach) and Type II models are used in this chapter. Jiles-
Atherton and Preisach hysteresis models are detailed in Appendix B. 
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3.3. De-energization trajectories and range of the residual flux 

This section describes the trajectories during the de-energization transient and the resulting range of 
possible residual fluxes. In the authors’ knowledge these trajectories are not sufficiently well 
explained in the literature, mainly when the residual flux value range is of concern. 

Fig. 3.12 illustrates two representative de-energization transient trajectories. Let us now to consider 
that the circuit breaker aperture starts at the instant marked with a blue circle in Fig. 3.12(a). The flux 
trajectory follows the major loop illustrated in the figure until the residual flux reaches the value RM. 
Note that only the internal hysteresis loop has been taken into account, because the eddy losses do not 
influence the achieved residual flux. 

In the example of Fig. 3.12(b), the circuit breaker aperture initiates at another different instant. In this 
case, the flux follows the trajectory of an asymmetric minor loop until the residual flux reaches a value 
R, which is smaller than RM. 
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flux direction

(b)

ϕR

ϕRM

ϕR

(a)

ϕRM

Abrupt change 
in flux direction

ϕ ϕ

ti, iH 

ϕ ϕ

ti, iH 

 

Fig. 3.12. Two representative de-energization transient trajectories and their respective flux waveforms. 

The above two examples are representative of all de-energization transients in the hysteresis loop: 

 Transients that follow the major loop because the breaker aperture does not provoke a 
change in flux direction. 

 Transients that follow an asymmetric minor loop because the breaker aperture provokes an 
abrupt change in flux direction. 
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Based on this, four different regions of the hysteresis loop can be highlighted, which are illustrated in 
Fig. 3.10. Each zone leads to different well defined residual flux values, because the transient in the 
hysteresis loop depends only on the instant of breaker aperture initiation. This instant of aperture 
initiation is best characterized by the corresponding supply voltage point-on-wave (with reference to 
the maximum of the voltage), and will be called from now on as de-energization point-on-wave, αD. 

If the disconnection starts at a point-on-wave, αD, between 90° and αRM (between points 1 and 2 in Fig. 
3.10), the residual flux will be always RM. Symmetrically, the residual flux will be always −RM if the 
switching point-on-wave is between 270° and 270°+αRM (between points 3 and 4). The value of αRM 
varies for each transformer, and depends on core parameters. Its value can be calculated from some 
no-load tests, as is detailed in next section. 

The possible residual flux values in the remaining two zones are as follows. If αD is between αRM and 
270° (between points 2 and 3), the residual flux can reach a value between RM and −RM (green zone 
in Fig. 3.10). However, there is no ambiguity as the specific value will be uniquely defined by the 
specific minor loop trajectory followed, which will depend only on αD. The opposite happens for the 
region between 270°+αRM and 90° (between points 4 and 1), the residual flux values can be within the 
range −RM to RM. This dependence on the de-energization point-on-wave is shown in Table 3.1. 

Table 3.1. Possible residual flux values. 

Points on Fig. 3.10 De-energization point-on-wave αD Residual flux range ϕR Trajectory 
1 to 2 90° to αRM  ϕRM Major loop 
2 to 3 αRM to 270°      ϕRM to −ϕRM Minor loop 
3 to 4 270° to αRM + 270°  −ϕRM Major loop 
4 to 1 270° + αRM to 90° −ϕRM to ϕRM Minor loop 

Fig. 3.13 illustrates two de-energization trajectories at two different circuit breaker interruption 
speeds. It can be seen that the interruption speed only influences the de-energization trajectory of the 
external loop and the decaying time of i1. In contrast, the de-energization trajectory of the internal loop 
and the decaying time of iH are uniquely determined by the hysteretic reluctance (e.g., that of Type I 
model in Fig. 3.11). Thus, the reached residual flux is the same for both breaker speeds. As the 
residual flux only depends on iH, the interruption speed and the eddy losses have no influence on the 
residual flux R. This is also stated in [19] as follows: “the residual flux pattern is determined by static 
characteristics of the core”. In summary, it could be said that once the current begins to be interrupted 
and the flux begins to decay, the value of the future residual flux is already predetermined. 

The depicted de-energization trajectories in Fig. 3.12 and Fig. 3.13 contrast with the snailed 
trajectories shown in some publications [77], which are caused by the inclusion of large external shunt 
capacitances, mainly due to capacitor banks to compensate reactive power and to model the 
capacitance of the transmission cables. These capacitances are not included in the models used in this 
work because they are external to the transformer. The parasitic capacitances are internal to the 
transformer, but they can be neglected in the modeling due to their low values (usually, in the order of 
some picofarads, even in large transformers). The laboratory measurements shown in the following 
sections can be reproduced accurately without the inclusion of any parasitic capacitances into the 
model. 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

43 

 

Lastly, Fig. 3.14 shows an example of the residual flux in function of αD, obtained by simulation of a 
single-phase transformer T11 (100 kVA, 15 kV/420 V, short-circuit reactance 0.034 pu) with a Type I 
model (Jiles-Atherton static hysteresis). 
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Fig. 3.13. De-energization trajectories and their respective current waveforms (i1 and iH) at two different interruption speeds 
of the circuit breaker. 
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Fig. 3.14. Simulated residual flux values in function of the de-energization point-on-wave (bottom) and its corresponding de-
energization trajectories (top) for the transformer T11 (100 kVA). 
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3.4. Inrush current elimination 

3.4.1. Circuit breakers 

Current chopping (or simply chopping) in a circuit breaker is the phenomenon in which the current is 
forcibly interrupted before the natural current zero-crossing. In power systems, the vacuum or SF6 
circuit breakers and the unused air blast circuit breakers have chopping capability. In contrast, the old 
and unused oil circuit breakers do not have chopping capability. 

Three different circuit breakers have been used to de-energize and energize the tested transformers: 

1. SCR-based breaker: semiconductor breaker composed of two antiparallel silicon-controlled 
rectifiers. Once the trip signal is sent, the current is not interrupted until its natural 
zero-crossing, and this happens regardless of the load nature (resistive or inductive). As a 
consequence, no electric arc is produced. This null chopping capability can be assimilated 
to that in oil breakers. 

2. Electro-mechanical contactor: circuit breaker with chopping capability. If the load is 
inductive, an electric arc is produced and the interruption will not be instantaneous, but the 
current will be brought to zero before its natural current zero-crossing. This chopping 
capability can be assimilated to that in vacuum or SF6 breakers. 

3. IGBT-based breaker: semiconductor breaker composed of two IGBTs (each one with an 
antiparallel diode) connected in series with a common emitter. It has high chopping 
capability, with a low clearance time at any instant, regardless of the nature of the load. No 
electric arc is produced. Its high chopping capability cannot be assimilated to any circuit 
breaker of the power system. 

There is a time lapse between the trip signal and the start of the breaker opening (or de-energization 
point-on-wave). In the SCR breaker, this delay is on the order of hundreds of microseconds. Thus, the 
trip signal must be sent, at least, around 10° before the desired zero-crossing. In the IGBT breaker, the 
delay is in the order of microseconds. Then, this delay can be neglected in the IGBT breaker, and trip 
signal and point-on-wave terms can be used indistinctly. In the contactor, the delay could be on the 
order of several milliseconds (5 to 10 milliseconds). This delay is undetermined because it depends on 
the instant at which the trip signal is sent. Thus, the de-energization point-on-wave cannot be 
controlled in the contactor. 

3.4.2. Smart switching to avoid inrush current 

At the instant of transformer energization, the flux equals the residual flux. The time evolution of the 
generated flux depends on the energization point-on-wave. The basic principle to eliminate flux 
asymmetry and thereby minimize inrush currents is to ensure that the prospective flux at energization 
matches the residual flux. Thus, the optimal energization point-on-wave occurs when the prospective 
flux equals the residual flux, as shown in Fig. 3.15. Although there are two optimal energization 
points-on-wave for each residual flux value, for simplicity, only one of them will be considered. 

As the residual flux is only determined by the de-energization trajectory (as shown in previous 
subsection), which is only influenced by the de-energization point-on-wave, the magnitude of the 
inrush current can be determined by controlling the de-energization and energization points-on-wave. 
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Fig. 3.15. Optimal energization of a single-phase transformer to avoid asymmetrical flux and therefore inrush current. 

The proposed strategy comprises two steps: 

  Step 1: forcing that the residual flux after de-energization is at its maximum value: RM or 
RM. It is proposed to use RM or RM because these values can be accurately determined 
as the crossings of the internal hysteresis loop with the positive vertical axis. For simplicity, 
only RM will be considered in this chapter. 

 Step 2: energizing the transformer at the optimum energization point-on-wave for RM. 

The next issue is the plotting of the static hysteresis loop iH to accurately estimate RM from such 
iH loop. There are two straightforward methods to obtain the iH loop: 

 Method 1: this method consists of a no-load test at a very low frequency f (e.g., 2 Hz). To 
maintain rated flux in the core, the supply voltage must be U = UNꞏ(f / fN). This low 
frequency test provides the quasi static loop as i1  iH. 

 Method 2: this method consists in a no-load test at nominal frequency, and a second test at 
another frequency. Both tests must be made at rated flux. Then, iH can be calculated 
according to 

 1 1
H 1 E 1 1

E

u u
i i i i i

R U I
     

 
  (3.8) 

where u1 and i1 are the primary voltage and current from the nominal frequency test, and 
ΔU / ΔI is the ratio of change of primary voltage and current between both tests. 
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Fig. 3.16. Regions of the hysteresis loop where the trip signal must be sent to each breaker. 

To force RM in the step 1 of the proposed strategy, the de-energization point-on-wave αD must be 
between 90° and αRM (Table 3.1). The angle αRM can be obtained as 

 RM RM
RM

PEAK 1

180 asin 180 asin
2U

   
              

  (3.9) 

The trip signal of the SCR breaker for current interruption in a no-load transformer can be sent at any 
instant between 90° and αRM because there is only one possible de-energization point-on-wave (see 
Fig. 3.16). As a consequence, the residual flux RM will be always achieved. 

In the case of the contactor, the current interruption is not abrupt. Thus, no overvoltages are produced 
and αD can take any value between 90° and αRM (see Fig. 3.16). In practice, αD cannot be accurately 
controlled as previously explained. Anyway, the proposed strategy would be applicable if the 
contactor were truly controllable. Remember also that the contactor chopping capability can be 
assimilated to that of vacuum and SF6 power system breakers.  

Lastly, the current interruption of a no-load transformer with an IGBT breaker can provoke large 
overvoltages because the interruption of this breaker is typically abrupt. These overvoltages can 
damage the transformer isolation. To avoid this, the de-energization trip signal must be sent to the 
IGBT breaker when the current is near to zero (see Fig. 3.16). This de-energization point-on-wave, α0, 
can be calculated as 
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 0 0
0

PEAK 1

180 asin 180 asin
2U

   
              

  (3.10) 

where 0 is the instantaneous flux when i1 is null, whose value can be obtained from the plotting of the 
external loop. 

Table 3.2. Smart switching to avoid inrush currents. 

Laboratory 
tested  

breakers 

Equivalent 
power system 

breakers 

Trip signal for 
de-energization 

De-energization 
point-on-wave, 

αD 

Residual 
flux 

 

Energization 
point-on-wave, 

αE 
SCR breaker Oil breakers 180° + α0 to α0 α0 ϕRM αRM 

Contactor 
Vacuum and 
SF6 breakers 

90° to αRM*        90° to αRM ϕRM αRM 

IGBT breaker -  α0  α0 ϕRM αRM 

*Neglecting the delay between the trip signal and αD. 

On the other hand, neglecting the primary winding resistance and the primary leakage inductance, the 
flux after energization is given by 

    1
R E

2
sin sin

U
t         

  (3.11) 

which illustrates that the energization transient flux is affected by the energization point-on wave, αE, 
and the residual flux R. To avoid the subsequent inrush current, the offset in (3.11) must be null. 
Then, if R is equal to RM, the optimal αE is 

 RM
E RM

PEAK

180 asin
 

       
 (3.12) 

The whole smart switching strategy with different types of breakers to avoid inrush current in single-
phase transformers is illustrated in Fig. 3.17 and summarized in Table 3.2. 
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Fig. 3.17. De-energization and energization strategy to avoid inrush current. Opening and closing regions for each breaker. 
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Finally, if the de-energization cannot be controlled, a compromise solution must be adopted: the 
recommendation is to energize at a point-on-wave of 0° (when the voltage is at its positive peak). This 
energization point-on-wave is optimum to avoid inrush current when R is null. Thus, the flux peak 
will be equal or lower than PEAK = 2N + R. 

3.5. Simulations and experimental results 

3.5.1. Residual flux 

The analysis of the residual flux and its de-energization trajectories was supported by several 
experiments conducted on two different single-phase transformers of 320 VA, 120/72 V, short-circuit 
reactances 0.046 pu and 0.07 pu, respectively, which are denoted as T1 and T3. The laboratory setup 
for these experiments is depicted in Fig. 3.18. 
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Fig. 3.18. Experimental setup with the IGBT breaker. 

Each experiment consists of two stages: (a) transformer de-energization at a desired point-on-wave 
and (b) transformer energization at upward zero-crossing of the voltage, which results in the most 
severe positive inrush current when ϕR is null. As the residual flux cannot be measured directly, it has 
been estimated offline using the resultant inrush, as proposed in [144]. The IGBT breaker has been 
used in both commutations because the absence of electric arc allows a clearer comprehension of the 
residual flux phenomenon. In each experiment, αD is varied from 0° to 360° in steps of 10°. The 
subsequent energizations have been achieved at a constant αE = 270°, in order to validate the residual 
flux value. The closing and aperture of the circuit breaker has been controlled with a Typhoon 
HIL-402, which is a powerful platform for prototyping and real time control. Typhoon HIL-402 has 
also used for the measured signals acquisition. The obtained results are summarized in Table 3.3 and 
Fig. 3.19. It can be verified that all results are consistent with the residual flux analysis discussed in 
Subsection 3.3. 

The maximum residual flux values obtained during experiments are ϕRM = 0.326 pu for T1 and 
ϕRM = 0.344 pu for T2. These values fall within the typical range established for small transformers in 
[77]. The results corroborate that the residual flux only depends on αD as illustrated in Fig. 3.14. 
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Table 3.3. Summary of the results of residual flux experiments. 

De-energization  
point-on-wave αD 

Estimated residual flux (pu) 
 Subsequent energization at αE = 270°  
  Inrush current peak (pu) 

 T1 T3  T1 T3 
0º −0.125 −0.136  9.83 5.59 

10º −0.026 −0.037  11.32 7.05 
20º 0.084 0.071  12.97 8.79 
30º 0.179 0.169  14.11 10.10 
40º 0.249 0.238  14.76 11.19 
50º 0.285 0.285  15.17 11.84 
70º 0.306 0.308  15.39 11.81 
70º 0.313 0.325  15.50 12.11 
80º 0.312 0.326  15.57 12.41 
90º 0.313 0.328  15.53 12.38 

100º 0.315 0.333  15.34 12.47 
110º 0.317 0.333  15.51 12.45 
120º 0.319 0.337  15.29 12.57 
130º 0.325 0.338  15.66 12.56 
140º 0.326 0.344  15.81 12.34 
150º 0.324 0.327  15.54 12.59 
160º 0.292 0.299  15.26 11.91 
170º 0.223 0.224  14.72 11.13 
180º 0.130 0.130  13.54 9.81 
190º 0.022 0.024  12.03 7.97 
200º −0.087 −0.083  10.91 6.44 
210º −0.181 −0.178  9.56 4.99 
220º −0.246 −0.253  8.30 4.20 
230º −0.282 −0.294  7.87 3.83 
240º −0.298 −0.318  7.73 3.66 
250º −0.304 −0.331  7.34 3.64 
260º −0.305 −0.335  7.42 3.49 
270º −0.305 −0.335  7.49 3.49 
280º −0.307 −0.338  7.50 3.47 
290º −0.309 −0.342  7.42 3.52 
300º −0.313 −0.343  7.51 3.47 
310º −0.317 −0.344  7.51 3.37 
320º −0.320 −0.344  7.33 3.39 
330º −0.313 −0.335  7.53 3.51 
340º −0.283 −0.299  8.19 3.77 
350º −0.217 −0.232  9.20 4.37 
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Fig. 3.19. Results of the residual flux experiments. 

A second subset of experiments consisted of the de-energization at any point-on-wave with the SCR 
breaker and the subsequent energization at 0°. The obtained inrush currents in the experiments with 
the SCR breaker were always of the same amplitude. These results confirm that the de-energization 
with the SCR breaker always leads to residual fluxes −ϕRM and ϕRM. 

Some dynamic loops and the corresponding external de-energization trajectories obtained during the 
experiments with the IGBT and SCR breakers are depicted in Fig. 3.20 and Fig. 3.21, respectively. 
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Fig. 3.20. Measured external loops and de-energization trajectories when the IGBT breaker is used. 
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Fig. 3.21. Measured external loops and de-energization trajectories when the SCR breaker is used. 

Both transformers T1 and T3 have also been simulated in the Matlab environment to validate the 
experimentally obtained residual flux values. Each transformer was modeled with two Type I models 
(Jiles-Atherton and Preisach), as these models are able to accurately represent the residual flux 
behavior. Both transformers were also simulated using the proposed Type II model. 

The value of LE is calculated from the previously mentioned two no-load tests (Subsection 3.4.2) at 

two different frequencies with the same flux level: 

 
2 2

1 1
E

E

N N

R U I
 

 
L   (3.13) 

where N1 is the number of primary winding turns. The value of LH for the Type II model, has been 

manually adjusted by using the same measurements. The winding parameters, R1, R2, Ld1 and Ld2, are 
estimated with the classical short-circuit test. 

The Jiles-Atherton model parameters have been adjusted manually (Table 3.4). The Preisach 
Distribution Functions (PDFs) of the Preisach models have been calculated with the centered cycles 
method [51]. This method uses a set of steady-state symmetrical static hysteresis loops at different 
voltage levels. 

Table 3.4. Jiles-Atherton parameters. 

Parameter T1 T3 
a1 1.91×104 1.78×104 
a2 3.25×104 3.21×104 
a3 9.90×106 9.00×106 
b 2 2 

Ms 22.35×106 21.57×106 
c 0.54 0.492 
α 5.00×10−7 1.00×10−9 
ke 500 400 
kns 0.70 0.45 
ks 1.32 2.04 
RE 3 kΩ 2.9 kΩ 

In all simulations, the circuit breaker is supposed to be ideal (close to the behavior of the IGBT 
breaker).  Fig. 3.22 depicts a comparison between the measured dynamic loops and those obtained 
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through simulations, as well as a comparison between measured and simulated de-energization 
trajectories. 

Fig. 3.23 shows the residual flux values as a function of αD, obtained from Jiles-Atherton and Preisach 
simulations, as well as the values estimated from the experiments. There is a close agreement between 
the experiments and the simulations, and the results validate the presented analyses of the residual flux 
and the de-energization trajectories. 

The Jiles–Atherton and Preisach hysteresis models have yielded accurate predictions of the residual 
flux, even when the parameter estimation in both models has been based on limited information (only 
from no-load tests). The inclusion of additional information from asymmetric minor loops in the 
parameter estimation process does not result in significant improvements in the prediction of residual 
fluxes. 

The purple line in Fig. 3.23 shows the proposed model (Type II) prediction of the residual flux values 
in function of αD. The accuracy in the regions 1 to 2 and 3 to 4 is reasonable, while the errors in the 
other two regions are larger than in the Type I models. This is because this model is unable to recreate 
asymmetric minor loops. At any case, this model is a suitable option, better than the type III and IV 
models. In addition, this proposed model accurately predicts the residual flux for circuit breakers with 
no chopping capacity, i.e., in breakers where the effective interruption of the current is produced in the 
natural zero crossing, as the SCR breaker. The antique, but still in use, oil based circuit breakers are 
other representative breakers of this family. 
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Fig. 3.22. Comparison between measured (blue line) dynamic loops and simulated static and dynamic loops (red and yellow 
lines, respectively). 
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Fig. 3.23. Residual flux values in function of the de-energization point-on-wave: (a) T1, (b) T3. 

The measurements and simulations results validate the previous statements about the residual flux: 

 The residual flux values are bounded by the internal hysteresis loop, i.e., between −ϕRM and 
ϕRM. 

 The eddy losses do not influence the residual flux. 

 The residual flux values only depend on the de-energization point-on-wave αD, not on the 
circuit breaker interruption speed. 

3.5.2. Smart switching results 

The proposed strategy to avoid large inrush currents was validated for the SCR and the IGBT 
breakers. 

The maximum residual flux value, obtained from the mentioned frequency no-load tests in 
Subsection 3.4.2 is ϕRM = 0.326 pu for T1 and ϕRM = 0.344 pu for T2. Equation (3.9) provides the 
energization point-on-wave when IGBT breaker is used: αRM = 166.7° for T1 and αRM = 165.9° for T3. 
The classical no-load test determines the instantaneous flux value when i1 is null (crossing between the 
vertical axis and the external loop): ϕ0 = 1 pu for T1 and ϕ0 = 0.94 pu for T3. Lastly, (3.10) yields the 
de-energization point-on-wave: α0 = 132.5° for T1 and α0 = 138.4° for T3. 

The proposed strategy to avoid large inrush currents was validated for the SCR and the IGBT 
breakers. Fig. 3.24 shows inrush currents of different severity for transformer T1 with a de-
energization point-on-wave αD = 90°. 

Fig. 3.24(a) shows the worst case of inrush current (around 12 pu) for transformer T1 when αD = 90° 
and αE = 270°. In this figure, both switchings have been made with the SCR breaker. It is important to 
take into account that the maximum residual flux for large transformers is a bit larger (around 0.7 pu) 
and the resulting inrush currents with this approach could be more severe, despite they are limited by a 
larger leakage inductance. Fig. 3.24(b) shows the resulting currents with the proposed smart switching 
using the SCR and the IGBT breakers. As can be seen, there is no overcurrent. 
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Lastly, Fig. 3.25 depicts the proposed compromise solution (energization point-on-wave αE = 0°) when 
the de-energization cannot be controlled. The inrush current is less severe, with a first peak of around 
1 pu. This demonstrates that good results can be obtained even with uncontrolled de-energization 
when the energization is adequately controlled. 
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Fig. 3.24. (a) Experimental inrush current resulting from random switching with T1, (b) experimental current resulting from 
smart switching with T1. 
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Fig. 3.25. Experimental current with the proposed compromise solution: only controlled energization at αE = 0°, without 
controlled de-energization or prior residual flux knowledge. 
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Chapter 4. Saturation Curve Estimation of Single-Phase 
Transformers using Inrush Currents 

4.1. Introduction 

This chapter presents a novel methodology for estimating the saturation curve of the single-phase 
transformer model in Chapter 2. 

Some of the existing methodologies for parameters estimation of the nonlinear core models present 
some problems or limitations. First, standard tests do not drive transformer core into deep saturation 
and may lead to significant errors in the parameters estimation, affecting the estimation of inrush 
currents. For example, [145]-[146] propose an algorithm to convert a root mean square (RMS) current-
voltage piecewise curve into an instantaneous current-flux piecewise curve. The RMS curve is usually 
provided by the manufacturer but is limited to light saturation. In [147]-[149], several techniques 
based on optimization algorithms are presented to estimate the transformer parameters, but all of them 
consider that the core magnetizing reactance is linear. Thus, they are not suitable for simulating the 
inrush current. In [150], the saturation characteristic is fitted from current and voltage real-time 
measurements, but does not match the simulated inrush current. 

To diminish these deficiencies, some authors suggest performing inrush tests [144], [151]-[152], being 
[144] the most remarkable paper. As the inrush current is a transitory phenomenon associated with 
transformer energization, it is mostly influenced by the residual core flux and the supply voltage phase 
at the switching instant. The estimation methodologies that perform inrush tests usually have a 
limitation: it is difficult to adequately measure or compute the residual flux. Reference [144] estimates 
the residual flux by integration of the registered voltage during the energization transient, assuming 
that the residual flux is zero to obtain a transient flux and its corresponding transient flux–current loop. 
Then, the residual flux is the vertical displacement of this transient flux–current loop until it overlaps 
the flux–current loop from the no-load test. Once the residual flux is obtained, the true transient flux is 
obtained. Other of the most well-known techniques to compute the residual flux is to record the de-
energization voltage waveform to integrate it, but this requires an extra test as in [151]. Finally, [152] 
proposes an algorithm for determining the saturation curve from measured inrush and steady-state 
current waveforms, based on the minimization of a specifically defined cost function. 

Another method to estimate the flux–current curve of a single-phase transformer is presented in [153], 
which is based on formulae proposed by Holcomb [20]. They use as data the peak values at each cycle 
of the worst case of inrush current. The worst case is used to avoid controlling or knowing the 
switching angle. Moreover, the authors do not propose any new method to measure or estimate the 
residual flux, and they only suggest that the typical higher value provided by some manufacturers can 
be used. 

W. Sima et al., present in [154] a method to measure deep-saturated magnetizing inductances for 
single-phase transformers, using an AC source and a DC source. 

The main advantages of the proposed methodology in this chapter are: 

 It accounts for deep saturation. 
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 It requires minimal information from only one no-load test and only one inrush test. 

 It is not necessary to record voltage and current waveforms. 

 In the case of the inrush test, the methodology eliminates the need to know the 
corresponding residual flux and the energization point-on-wave. 

 It is computationally straightforward. 

An important contribution of this chapter is the introduction of a signature capable of characterizing 
all possible inrush currents of a given single-phase transformer. 

4.2. Saturation curve 

The saturation curve from which the parameters are estimated is that described in Chapter 2. This 
analytical single-valued function is defined by: 

   1 1
21/

KNEE
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pp
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f

f

  
       

R   (4.1) 

where K1, K2, p and fKNEE, are experimental parameters that allow this single-valued function to be 
fitted to the transformer saturation curve (ϕ–f). 

Transformers are usually designed to operate at a point lightly below the knee point (fKNEE, ϕKNEE). Due 
to this, a fifth parameter is introduced, the degree of saturation kSAT, whose value can typically range 
from 0.4 to 1. With this parameter in mind, fKNEE is defined as 
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1 KNEE KNEE
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K f
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
  (4.2) 

where ϕN is the RMS value of the nominal magnetic flux and ϕKNEE is the saturation flux, related to 
fKNEE by K1. 

4.3. Saturation curve estimation 

The general block scheme of the proposed methodology is illustrated in Fig. 4.1. The parameters of 
the saturation curve are estimated in two stages. 
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Fig. 4.1.  General structure of the proposed estimation methodology. 

First, it is necessary to define the decay time, τ, of an inrush current: τ is the elapsed time from the first 
peak, iPEAK, until the current has dropped to 37% of the difference between iPEAK and the steady-state 
peak value, iSTEADY. For example, in Fig. 4.2, the simulated transformer T11 of 100 kVA has a decay 
time of τ = 0.085 s. 

0

5

10

15

20

25

0.37·(iPEAK – iSTEADY)

i (
pu

)

iSTEADY

iPEAK

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
t (s)

τ

 

Fig. 4.2.  Example of inrush current for the single-phase transformer T11 (100 kVA, R1 = 0.01 pu and Ld1 = 0.0173 pu). 

During Stage 1, the parameter K2 is estimated using the absolute value of iPEAK and τ from a unique 
inrush test. Since iSTEADY is significantly lower than iPEAK, it is neglected. Additionally, the RMS pu 
value of the voltage at which the inrush test was conducted, U, is required, along with the values of R1 
and Ld1. These two winding parameters can be reasonably estimated through the classical short-circuit 
test. 
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During Stage 2, the third and fifth harmonics ratio of the no-load current, I3/I1 and I5/I1, are used to 
estimate the rest of the saturation curve parameters, K1, p, and kSAT. 

4.3.1. Stage 1: K2 estimation 

In order to estimate the slope K2, the simplified saturation curve of Fig. 2.5(b) is used. This simplified 
curve only depends on the parameters K2 and ϕKNEE. 

Next variables and parameters influence the inrush current of a transformer: the residual core flux (ϕR), 
the primary voltage, the energization point-on-wave (αE), the primary winding impedance (R1 and Ld1), 
the saturation curve and the impedance of the source (RS and LS, which have the same influence as R1 
and Ld1). For brevity purposes, RS and LS will be omitted from this point, although their values can be 
added to R1 and Ld1 if their influence is significant. 

The worst case of inrush current occurs when the core has the maximum residual flux and the 
switching occurs at the instant of voltage zero-crossing with a polarity that increases the flux in the 
core. For the same conditions of energization, the inrush current is also more severe for lower R1 and 
Ld1, higher values of kSAT and lower values of K2. 
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Fig. 4.3.  Matching of the main envelope with the envelopes of other different inrush currents for transformer T11. 

The envelopes (red line in Fig. 4.2) of all possible inrush currents of a given transformer may appear 
different, but they are closely interrelated. It has been verified, that all envelopes match with a 
segment of the worst-case inrush current envelope (referred to as the main envelope), as illustrated in 
Fig. 4.3. In other words, the envelope of any inrush current of a given transformer can be considered a 
segment of the main envelope, regardless of the residual flux value and the energization point-on-
wave. Assuming an infinite K1 slope, the inrush current is null during the periods when the transformer 
is unsaturated. Nonzero current occurs only during saturation intervals, so the core flux, and therefore 
the inrush current, is damped only during saturation. In conclusion, the inrush current damping in a 
single-phase transformer is affected only by R1, Ld1, and the K2 slope. By this reason, the main 
envelope can be considered as a kind of “signature” of the transformer. 

Therefore, if for each transformer exists a main envelope with a unique and general shape, also exists 
a unique iPEAK–τ curve which can be easily obtained from the main envelope. This iPEAK–τ curve also 
depends only on R1, Ld1 and K2. Even for different values of kSAT, the curve is exactly the same. The 
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algorithm to estimate K2 is based on this statement but in a reverse way. It is important to stand out 
how this highly nonlinear problem affected by some variables can be completely characterized by its 
main envelope, or by its iPEAK–τ curve.  

The previous statements are not true when the nominal flux is greater than ϕKNEE, that is, when kSAT is 
greater than 1, which does not correspond to usual transformer designs. 

K2 estimation involves a simulated set of iPEAK–τ curves: a different curve for a different value of K2 
inside a range. For example, Fig. 4.4 shows the set of curves for the transformer T11 of the example. 
The steps to estimate K2 are: 

1. R1 and Ld1 are estimated. 

2. A K2 value is supposed to be known within a common range (e.g., from 0.001 pu to 1 pu). 

3. The worst case of inrush current for supposed K2 is analytically calculated (kSAT = 1, 
αE = −90°, ϕR = 0.9 pu) by using the model equations in Chapter 2. Then, the main envelope 
(similar to that in Fig. 4.2) is obtained. 

4. The iPEAK –τ curve is calculated from the main envelope. To avoid multiple inrush current 
calculations, which is not feasible, it can be assumed that each point of the main envelope 
corresponds to a different test, resulting in a different value for iPEAK. Then, τ is calculated 
for each iPEAK value. 

5. The previous steps are repeated for all supposed values of K2, until a set of iPEAK –τ curves 
(as those in Fig. 4.4) is obtained. The supposed values of K2 are varied logarithmically 
within a range of values chosen according to the rated power of the transformer. 

6. The true value of K2 is estimated from the iPEAK–τ curves for the unique measured pair of 
values iPEAK and τ. 
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Fig. 4.4.  Set of curves iPEAK–τ, for the transformer T11 (100 kVA) for different values of K2. 
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Fig. 4.5 shows the flowchart of the algorithm. 

Obtaining
iPEAK– curve from the 

main envelope 

Search

Analytical calculation 
of the main envelope

K2 from 0.001 
to 1

K2

iPEAK,   

R1, Ld1

U

Set of curves 
iPEAK–

 

Fig. 4.5.  Stage 1: flowchart of Algorithm 1. 

4.3.2. Stage 2: K1, p and kSAT estimation 

The magnetizing current of a transformer contains harmonic distortion due to the nonlinear 
magnetizing characteristic of the core. According to [155], for transformers with CRGO (Cold Rolled 
Grain Oriented) material, the magnitudes of the third harmonic is between 0.3 and 0.5 pu, and the fifth 
harmonic is between 0.1 and 0.3 pu, respectively, when the fundamental component is 1 pu.  

In the model derived from (4.1), the magnetizing current distortion only depends on p, kSAT and 
µr = K1/K2. Assuming µr is known, the parameters p and kSAT can be estimated from I3/I1 and I5/I1 in a 
reverse way. 

The procedure to estimate p, kSAT and K1 is next described. As K2 has been previously estimated, an 
initial value of K1 is proposed from no-load measurements, as U0 / I0 in pu. Then, the parameters p and 
kSAT are estimated with Algorithm 2, which will be explained later. Using this saturation curve, a 
steady-state current is calculated or simulated. Then, the peak value of this current is compared with 
that measured. If both values are not similar, the value of K1 is modified and all process is repeated. 
When the values are similar, the estimation process is finished. Note that only the peak values of the 
no-load currents are compared, instead of the no-load entire waveforms, as the core losses are 
neglected in the model. 
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Fig. 4.6.  Stage 2: flowchart of Algorithm 2. 

Fig. 4.6 depicts the general flowchart of the Algorithm 2 whose steps are: 

1. A pair of values for p and kSAT is supposed within ranges from 0.3 to 5 and from 0.4 to 1, 
respectively. 

2. The parameter K2 is known at this point while p, kSAT and K1 have been supposed, leading to 
a saturation curve valid for this iteration. The magnetizing current is simulated assuming a 
pure sinusoidal flux with a RMS value of 1 pu. 

3. The harmonic content of the magnetizing current, I3/I1 and I5/I1, are calculated by a Fast 
Fourier Transform (FFT). 

4. The previous steps are repeated for all supposed values of p and kSAT. Two surfaces for I3/I1 
and I5/I1 in function of p and kSAT are obtained as illustrated in Fig. 4.7(a). These surfaces 
are unique for a single-phase transformer when K1 and K2 are given. 
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5. The harmonic content of the laboratory measured no-load current, I3/I1 and I5/I1, are 
calculated by a FFT. 

6. Each of both surfaces is intersected by a perpendicular plane to the z-axis at the respective 
harmonic value measured at the laboratory no-load test, resulting in two curves. The 
intersection point of both curves provides the estimation for p and kSAT, as illustrated in Fig. 
4.7(b). 
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Fig. 4.7. (a) Harmonic surfaces, I3/I1 and I5/I1, in function of p and kSAT, and (b) resultant curves for p and kSAT estimation. 

Typically, the no-load test is performed at nominal voltage. However, this voltage can be insufficient 
to characterize the knee of the saturation curve. Thus, it is recommended to carry out the no-load test 
at enough voltage to ensure that the transformer is operating above the knee point during the test. In 
our experience, this is achieved when the third and fifth harmonics are above 30% and 12%, 
respectively. 

4.4. Experimental validation 

In order to validate the proposed methodology, about thirty experimental tests are carried out on 
different single-phase transformers. Each transformer has different primary winding resistance and 
short circuit reactance, within the range of (near to) 0 pu to 20 pu, and different no-load current and 
spectra. All inrush tests are performed without controlling the switching angle, and most of them 
without controlling the residual flux, they are totally random. A few other tests are performed with 
previous demagnetization in order to get a null residual flux [156]. Such variety of transformers 
verifies that the methodology is efficient regardless of their parameters. In this section, twelve tests 
from three of these transformers are presented. These transformers were not chosen for showing the 
best estimation results, but to illustrate a rich variety of parameters in true transformers. 
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The nominal characteristics and parameters of the transformers are shown in Table 4.1. The 
impedance of the source (autotransformer) used in the tests is RS = 1.15 Ω and LS = 2.5 mH. 

Table 4.2 summarizes the results from three inrush tests (without previous demagnetization) for each 
transformer, as well as the estimated value for K2 from each test. As can be seen, the values of K2 from 
different tests are very close only for transformer T6. Regarding transformer T1, the estimation from 
test 1.2 deviates from that of tests 1.1 and 1.3 by around a 50%. This deviation is due to the fact that 
tests 1.2 and 2.3 involve more severe inrush currents than the other tests. Something similar is true for 
transformer T3. For the three transformers, the K2 corresponding to the most severe inrush current will 
be taken as the most accurate value, as in these cases the transformer saturation is deeper. 

Table 4.1. Characteristics and parameters of the tested transformers. 

 T1 T3 T6 
SN (VA) 320 320 360 
UN1 (V) 120 120 120 
R1 (pu) 0.0206 0.0172 0.02775 
Ld1 (pu) 0.02335 0.03575 0.04055 

Table 4.2. Data from inrush tests and estimated K2 parameters. 

 T1 T3 T6 
Inrush test 1.1 1.2 1.3 3.1 3.2 3.3 6.1 6.2 6.3 

U  (pu) 1.049 1.049 1.049 1.055 1.055 1.055 1.03 1.03 1.03 
iPEAK (pu) 7.44 14.8 9 10.43 8.0 11.6 10.3 11.6 11.3 
τ (ms) 34.2 19.6 27.4 28.3 36.2 24.2 30.4 28.4 29.3 
K2 (pu) 0.03 0.015 0.026 0.02 0.02 0.009 0.057 0.048 0.052 

Table 4.3 shows the results from the inrush tests with null residual flux, achieved with a previous 
demagnetization. The estimated values of K2 using these tests are very similar to the values from less 
severe previous inrush tests without demagnetization. This is not due to the zero residual flux but to 
the lower depth of saturation. So, the residual flux does not affect to the estimation. 

Table 4.3. Data from inrush tests with null residual flux and estimated K2 parameters. 

Transformer T1 T3 T6 
Inrush test 1.4 2.4 3.4 

U  (pu) 1.04 1.04 1.04 
iPEAK (pu) 7.08 9.09 10.24 
τ (ms) 35.4 31.2 30.3 
K2 (pu) 0.031 0.02 0.058 

Table 4.4 shows the data from the no-load tests and the rest of estimated parameters (K1, p and kSAT). 
T1 and T3 transformers have small p and kSAT, but large K1 values, which means that the knees of their 
saturation curves are not very pronounced as both transformers saturate slowly. 
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Table 4.4. Data from no-load tests and estimated parameters. 

 T1 T3 T6 
U0  (pu) 1.18 1.35 1.02 
I0 (pu) 0.38 0.44 0.24 
I3/I1 0.51 0.51 0.28 
I5/I1 0.16 0.14 0.15 

K1 (pu) 250 1050 8 
p 0.41 0.3 3.0 

kSAT 0.6 0.41 1 

Finally, the comparison between the measured hysteresis loops (one loop has been obtained from the 
no-load test and the other loop has been obtained from the inrush test) and the estimated saturation 
curves are shown in Fig. 4.8. They are very close, with a slight deviation above the knee. Despite this, 
the close agreement reflects the estimation accuracy. 
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Fig. 4.8. Comparison between measured hysteresis loops and estimated saturation curves of (a) T1, (b) T3  and (c) T6. 

4.4.1. Inrush current simulations 

To simulate the inrush currents, the transformer model was numerically solved with an ODE solver. 
To simulate correctly the inrush currents without demagnetization, it is necessary to know the residual 
fluxes and the switching angles from each test. The switching angles are easily obtained from the 
recorded voltage waveforms. The residual fluxes could have been estimated as in [144], but the 
validation of the proposed methodology would be influenced by the residual fluxes estimation 
accuracy. Thus, it was decided to tie the first peaks of the currents by varying the only unknown 
variable, the residual flux, and to evaluate and validate the methodology by comparing the values of 
the subsequent peaks. Table 4.5 summarizes the values for the second and the third peaks of all 
measured and simulated inrush currents, as well as the errors. The best results are obtained with 
transformer T3. The good results in all cases show that the saturation parameters have been 
determined with enough accuracy. Fig. 4.9 shows the comparison between both currents. It can be 
seen the excellent agreement in all cases. 
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Table 4.5. Comparison of measured and simulated current peaks of the inrush tests. 

Transformer Test Number of 
peak 

Measured peak 
(pu) 

Simulated peak 
(pu) 

Absolute error 
(pu) 

Relative error 
(%) 

T1 

1.1 
2nd 3.45 3.68 0.23 6.66 

3rd 2.37 2.30 0.07 2.95 

1.2 
2nd 4.7 5.47 0.77 16.38 

3rd 2.93 3.01 0.08 2.73 

1.3 
2nd 3.87 4.12 0.25 6.46 

3rd 2.55 2.5 0.05 1.96 

T3 

3.1 
2nd 4.43 5.06 0.63 14.22 

3rd 2.93 3.15 0.22 7.5 

3.2 
2nd 3.92 4.28 0.36 9.18 

3rd 2.69 2.79 0.10 3.72 

3.3 
2nd 4.61 5.41 0.9 19.52 

3rd 3.11 3.29 0.18 5.79 

T6 

6.1 
2nd 4.75 4.75 0.0 0.0 

3rd 2.78 2.78 0.0 0.0 

6.2 
2nd 5.15 5.12 0.03 0.58 

3rd 2.83 2.92 0.09 3.18 

6.3 
2nd 5.13 5.07 0.06 1.17 

3rd 2.83 2.9 0.07 2.47 
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Fig. 4.9. Comparison between recorded inrush currents (full lines) and simulated inrush currents (dotted lines), for the three 
tested transformers. First column corresponds to T1, second column to T3 and third column to T6. 

By other hand, Fig. 4.10 shows the comparison between measured and simulated currents with null 
residual flux. Table 4.6 summarizes measured and simulated first peak values and the corresponding 
errors. As can be seen, the relative errors are very small, 2.83% for the worst estimation. 
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Fig. 4.10. Comparison between recorded inrush currents (solid lines) and simulated inrush currents (dotted lines) with null 
residual flux, for the three tested transformers. First column corresponds to T1, second column to T3 and third column to T6. 
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Table 4.6. Comparison of measured and simulated first peak of the inrush test with null residual flux. 

Transformer T1 T3 T6 
Inrush test 1.4 2.4 3.4 

Measured iPEAK (pu) 7.08 9.09 10.24 
Simulated iPEAK (pu) 7.16 8.86 9.95 
Absolute error (pu) 0.08 0.23 0.29 
Relative error (pu) 1.13 2.53 2.83 

4.4.2. Scalability to larger transformers 

The proposed methodology can also be applied to larger transformers. This is because the estimation 
methodology has been tested, by simulation, with realistic power transformers ranging from several 
tenths of VA to several tenths of MVA, with short-circuit reactances between 0.03 pu and 0.20 pu, 
with short-circuit reactance to resistance ratio from 1 to 50, with magnetizing reactances between 0.04 
pu and 0.004 pu, and with core losses between 0.005 pu and 0.0005 pu. These simulations have been 
done by using different programming environments such as PSpice, Simscape and PSCAD, each one 
with a different transformer model. About the knee shape of the simulated saturation curves (p and 
kSAT parameters), the harmonic distortion of the magnetizing current is inside the usual range in all 
analyzed cases. 

It has been also verified in the laboratory that the method is still valid even with a 320 VA transformer 
with a 0.04 pu of short-circuit impedance, but only a 0.004 pu of short-circuit reactance (almost all 
short-circuit impedance is resistive). This is one of the eight transformers previously referenced in the 
introduction of this section. The results are not included here because it does not represent a realistic 
grid transformer, despite being a commercial unit. 

Table 4.7 contains the characteristics of four of the simulated power transformers, as well as their 
estimated parameters. T11 has been simulated in PSpice according to the model of Chapter 2, and is 
the transformer previously used as example in Fig. 4.2, Fig. 4.3, and Fig. 4.4. T12 has been 
implemented in Simscape, using the Nonlinear Transformer Block (T-model), with the magnetization 
inductance parameterized by a single saturation point (two straight lines). The last two units have been 
simulated in PSCAD, T13 with the classical model and T14 with the UMEC (Unified Magnetic 
Equivalent Circuit) model. 

Table 4.7. Data from model power transformers and estimated parameters. 

Transformer T11 T12 T13 T14 
SN (MVA) 0.1 1  50 100  
UN1 (kV) 15 13.8  47  230  
R1 (pu) 0.01 0.006  0.004 0.0015 
Ld1 (pu) 0.0173 0.0295  0.04 0.065 
U0  (pu) 1 1.1 1 1 
I0 (pu) 0.03 0.18 0.0173 0.0157 
I3/I1 0.2365 0.86 0.1520 0.3172 
I5/I1 0.0569 0.77 0.0464 0.0512 

K1 (pu) 72 119 80 390 
p 1.49 3.5 2.61 0.7 

kSAT 0.85 0.93 0.88 0.69 
K2 (pu) 0.035 0.064 0.068 0.121 
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Fig. 4.11 compares the model hysteresis loops (from no-load and inrush tests) and the estimated 
saturation curves. The close agreement confirms the suitability to power transformers. Fig. 4.12 shows 
the model (given by the PSpice, Simscape or PSCAD models) and the estimated (predicted with the 
estimated parameters) inrush currents. Table 4.8 shows the model and the estimated first peak values 
of inrush currents and the corresponding errors. The results are satisfactory in all cases, with a relative 
error of 2.4% for the worst estimation. 
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Fig. 4.11. Comparison between the model hysteresis loops and the estimated (predicted with the estimated parameters) 
saturation curves of power transformers T11 to T14. 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

71 

 

0 0.05 0.1 0.15 0.2 0.25

t (s)

0 0.05 0.1 0.15 0.2 0.25

t (s)

T11 T12

(11.1) (12.1)

0 0.05 0.1 0.15 0.2 0.25

t (s)

T13 T14

0 0.5 1.0 1.5 2.0 2.5

t (s)

(13.1) (14.1)

0

2

4

6

8

10

12

i (
pu

)

0

2

4

6

8

10

12

i (
pu

)

0

2

4

6

8

10

12

i (
pu

)

0

2

4

6

8

10

12

i (
pu

)

 

Fig. 4.12. Comparison between the model and the estimated (predicted with the estimated parameters) inrush currents of 
power transformers T11 to T14. Dotted lines correspond to estimated (predicted) currents. 

Table 4.8. Comparison of model and estimated (predicted with the estimated parameters) first peak of the inrush test. 

Transformer T11 T12 T13 T14 
Test 11.1 12.1 13.1 14.1 

Simulated iPEAK (pu) 11.24 10.55 9.827 4.09 
Predicted iPEAK (pu) 11.22 10.52 9.945 4.19 

τ (ms) 215.2 243.9 397 2140 
Absolute error (pu) 0.02 0.03 0.118 0.10 
Relative error (pu) 0.0018 0.0028 0.012 0.024 
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Chapter 5. Saturation curve estimation of three-phase, three-
legged transformers using inrush currents 

5.1. Introduction 

As explained, power transformer energization may cause large inrush currents when core is saturated. 
Accurate modeling of the nonlinear magnetizing core of three-phase transformers is an essential 
subject to efficiently predicts inrush currents. There are different approaches to estimate the saturation 
curve of three-legged transformers [144], [157]-[175].  

The modeling of three-legged transformers is complicated due to the difficulty to obtain all necessary 
information uniquely from terminal measurements without breaking the winding connection or 
without using manufacturer data. When a three-legged transformer is energized, the fluxes produced 
by the phase windings interact with each other. In consequence, the measured currents from a regular 
three-phase no-load test do not represent the actual magnetizing currents that produce the 
magnetomotive forces. This phenomenon is known as magnetic coupling or current distortion, because 
the shape of the currents is distorted, as shown in Fig. 5.1(a), compared with the typical bell shape of 
the magnetizing current in a single-phase transformer or a three-phase bank, shown in Fig. 5.1(c). Fig. 
5.1(b) and Fig. 5.1(d) show the typical i loops for three-legged and three-phase bank transformers, 
respectively. The distortion shows interdependence between the three phases, making the separation of 
their individual effects a difficult task. To accurately model three-legged transformers, it becomes 
imperative to consider this magnetic coupling effect. 

Some measuring techniques have been proposed in [157]-[165] to disentangle the intertwined currents, 
enabling a clearer insight into the magnetizing currents. However, these techniques require specific 
winding connections or different excitations compared to regular operation, making them feasible only 
in a laboratory. The most notable technique following this approach is the one proposed in [157]. 

In [166], a methodology is proposed wherein all necessary information can be obtained from 
measurements taken at the transformer terminals without breaking the winding connections. While this 
methodology yields good results, it does not consider the deep saturation. The methodology presented 
in [167] follows a similar approach, but it is very complex since it is based on the finite elements 
method. Although it considers the deep saturation, the results in this region of the curve are not 
accurate. The proposal in [168] uses a measured set of inrush currents for the estimation. However, 
this methodology does not consider magnetic coupling and core asymmetry, limiting its applicability 
to three-phase banks. 

An analytical algorithm is introduced in [144] for both wye and delta connections. It computes the 
numerical values of the saturation curve by using measurements obtained from single-phase and three-
phase inrush and no-load tests. The methodology needs the residual flux value of each inrush test. To 
estimate it, the proposal requires single-phase tests. 

Estimating the saturation curve becomes more difficult with a delta connection in the secondary, as it 
is necessary to measure the secondary current, which may not be always feasible. Several algorithms 
that address this issue are proposed in [169]-[171]. 
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Fig. 5.1. Comparison between typical current waveforms and hysteresis loops during no-load conditions from three-legged 
transformers and  three-phase bank. 

They are other approaches based on modern optimization methods (such as Nelder-Mead or PSO) or 
learning algorithms to estimate the magnetizing characteristics or other parameters of transformers 
[172]-[175], but most of them are only applicable to single-phase transformers or three-phase banks. 

Newer three-legged transformer models have been presented in [176]-[177], as well as several tests to 
estimate their parameters. 

This chapter presents an innovative methodology for the estimation of the saturation curve of 
three-phase three-legged transformers, including deep saturation and using only one three-phase inrush 
test and only one three-phase no-load test, both without the need to break the winding connections. 
This methodology extends the principles outlined in Chapter 4, which were originally developed for 
single-phase transformers, to the context of three-phase three-legged transformers. 

The proposal eliminates the requirement to have knowledge of the residual fluxes, the energization 
point-on-wave of the used inrush test, and the zero-sequence air path reluctance, as these variables do 
not affect the methodology. Moreover, there is no requirement to do specific tests. The saturation 
curve used in previous chapters is also employed in this methodology, which has the usefulness that 
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the involved parameters have a clear physical interpretation. The methodology has been validated with 
multiple laboratory tests on a small three-phase three-legged transformer and with the inrush 
measurements during the energization of a 7.5 MVA distribution transformer. 

5.2. Transformer model 
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Fig. 5.2.  Three-phase, two winding, three-legged transformer. 

Fig. 5.2 shows the geometry and the magnetic flux distribution of a three-phase, two-winding, three-
legged transformer. In this figure, ϕk is the flux at k core leg, ϕd1k and ϕd2k are the winding leakage 
fluxes, ϕab and ϕcb, are the fluxes at the yokes, and ϕda, ϕdb, and ϕdc are the fluxes through the air paths. 

In this chapter, the transformer is modeled by an electric circuit and a magnetic circuit. This model is 
simple, but provides accurate results in simulating inrush currents. 

5.2.1. Electric circuit 

The electric circuit depicted in Fig. 5.3 includes the winding resistances, R1 and R2, the linear leakage 
inductances, Ld1 and Ld2, and the primary and secondary induced voltages, e1k and e2k, induced by the 
magnetic fluxes across the winding legs, ϕk. Iron-core losses, which include eddy and hysteresis 
losses, are modeled by a constant resistance in parallel with e1k. This resistance is calculated for the 
nominal frequency. 

The electric circuit of the transformer is defined by the following equations 
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  (5.1) 

where u1k, u2k, i1k, and i2k represent the voltages and currents of the primary/secondary windings, and 
N1 and N2 denote the number of turns in the primary and secondary windings, respectively, and the 
currents iFEk represent the currents through the resistances RFE', which model the core losses. 
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Fig. 5.3.  Electric circuit of a Wye-Wye transformer. 

5.2.2. Magnetic circuit 

Fig. 5.4 depicts the magnetic equivalent circuit of the three-legged iron-core in Fig. 5.2. This magnetic 
circuit includes the primary and secondary magnetomotive forces, F1k and F2k, which depend on 

currents i1mk and i2k. The nonlinear behavior of each core leg is individually represented by a nonlinear 
reluctance, RLk, while the core yokes are characterized by the nonlinear reluctances RYab and RYcb. 

The reluctances of the zero-sequence air paths, Rda, Rdb, and Rdc, are assumed to be constant. The air 

paths and fluxes passing through them are different for each leg (Rdk and dk). The low values of the 

yoke reluctances RYab and RYcb (when they are not saturated) compared with the high value of Rda, 

Rdb and Rdc allows approaching the magnetic circuit in Fig. 5.4 with the simplified magnetic circuit in 

Fig. 5.5. 

In the magnetic equivalent circuit in Fig. 5.5, the nonlinear behavior of each core leg is represented 
separately from each other by a nonlinear reluctance, Rk, which depends on its own magnetic 

potential, fk. The reluctance of the air path, Rd = Rda || Rdb || Rdc, is assumed to be constant. It is 

assumed that phase b current flows through the winding of the central leg. It is also assumed that the 
outer core legs (subscripts a and c) length are twice to that of the central leg (subscript b) as the yoke 
reluctances of Fig. 5.4 have been included into the reluctances of the external legs of Fig. 5.5. 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

77 

 

2a 2 2aN iF

1b 1 1mbN iF 1c 1 1mcN iF

2b 2 2bN iF 2c 2 2cN iF

1a 1 1maN iF

+

+

+

+

+

+

ϕa ϕb ϕc ϕdcϕda

ϕdbLaR LbR LcR

daR dbR
dcR

YabR

YabR

YcbR

YcbR
 

Fig. 5.4. Magnetic equivalent circuit of a three-legged transformer. 

The relation between the fluxes and the phase currents given by the simplified magnetic circuit are 
described by the following equations 
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where ϕd is the flux through the air path and fd is the magnetic potential across the air path. 
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Fig. 5.5.  Simplified magnetic equivalent circuit of a three-legged transformer. 
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5.2.3. Saturation curve 

The saturation curve corresponding to the nonlinear reluctances is the same to that used for the single-
phase transformer model in Chapter 2. The analytical single-valued function is 
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R   (5.3) 

where K1, K2, p and fKNEE, are experimental parameters that allow this single-valued function to be 
fitted to the transformer saturation curve (ϕ–f). 

Transformers are usually designed to operate at a point lightly below the knee point (fKNEE, ϕKNEE). Due 
to this, a fifth parameter is introduced, the degree of saturation kSAT, whose value can typically range 
from 0.4 to 1. With this parameter in mind, fKNEE is defined as 

 N N
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1 KNEE KNEE

2 2
k

K f

   
 


  (5.4) 

where ϕN is the RMS value of the nominal magnetic flux and ϕKNEE is the saturation flux, related to 
fKNEE by K1. 

5.3. Theoretical considerations 

5.3.1. Harmonics in the three-phase transformer bank 

A three-phase transformer bank consists of a three-phase connection of three single-phase 
transformers. The main difference with respect to the three-legged transformer is that the magnetic 
circuits of each phase (of each single-phase transformer) are independent of each other. Consequently, 
there is no interaction between the three magnetic fluxes. The magnetic circuit of this transformer can 
be modeled with the equivalent circuit of the three-legged transformer, but considering that the 
columns a, b, and c are identical, and considering that the reluctance Rd is equal to zero, as depicted in 

Fig. 5.6. 

The harmonics in a three-phase transformer bank depend on the winding connections, so the 
waveform of the no-load currents is not always the same as that of a single-phase transformer. 

For a primary grounded wye connection with the secondary windings disconnected (YN connection), 
if the bank is energized with a symmetrical and balanced voltage system, the resulting fluxes and the 
secondary voltages are purely sinusoidal, with the same amplitude and shifted 120º among them. In 
these conditions, the no-load currents are similar to that of a single-phase transformer. The harmonic 
components of the three currents have the same amplitude and are shifted 120º between the three 
currents (in a direct- or inverse-sequence), except for the third harmonic. The third harmonics have the 
same amplitude and are also in phase, meaning they are in zero-sequence. Since the sum of the 
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components in direct- or inverse-sequence is zero, only the sum of the third harmonics circulates 
through the neutral of the primary connection. 
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Fig. 5.6. Magnetic equivalent circuit of a three-phase transformer bank. 

When the neutral is disconnected from the primary windings (Y connection), the third harmonics 
cannot circulate through any wire and therefore disappear. In this case, the magnetizing current 
waveforms do not have the typical bell-shape and the fluxes as well as the primary and secondary 
voltages become distorted due to the presence of third harmonics. If both windings are ungrounded 
wye connected (Yy), it is clear that all current, voltage, and flux waveforms remain the same, because 
again, there is not any possibility for the circulation of the third harmonics. However, it is important to 
note that the composite secondary voltages are purely sinusoidal in this situation. Conversely, if the 
wye connected secondary supplies a three-phase load with the neutral connected (transformer 
connection is then Yyn), the third harmonics can circulate through this neutral wire. However, the 
three-phase bank with this connection is not commonly used. 

When the three-phase bank has a primary grounded connection and a secondary delta connection 
(YNd) at no-load conditions, the third harmonic circulates by both the primary and the secondary 
windings. Note that by the secondary winding (delta) only circulates third harmonic. With this type of 
winding connection, the magnetic potentials are composed by the primary (magnetizing) and the 
secondary currents, fk = N1i1mk + N2i2k. Therefore, the primary (magnetizing) currents i1mk have the 
typical bell-shape waveforms, and the fluxes and voltages are sinusoidal. If the neutral wire is 
disconnected from the primary windings (Yd connection), the third harmonics disappear from the 
primary windings, and only circulate by the secondary winding (connected in delta). 

Finally, if the primary windings are delta connected and the secondary windings have any connection 
(Dd, or Dy), it is clear that the third harmonics can circulate through the primary delta winding, 
without any problem. 

5.3.2. No-load currents and harmonics in the three-phase three-legged transformer 

The behavior of the three-legged transformer in terms of harmonics is different from that of the three-
phase bank.  
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Firstly, the sum of the fluxes in the three-phase bank may not be zero, while in the three-legged 
transformer the sum must be zero (assuming an infinite Rd) or near zero (a large Rd). Thus, the 

zero-sequence flux is null or small. For this reason, the behavior of the three-legged transformer with 
Yy winding connection is different from that of the three-phase bank. The fluxes and voltages with 
this winding connection are quasi-sinusoidal, and the no-load currents do not contain third harmonics 
(assuming the three core legs are of equal length). This is because in the three-legged transformers the 
relationship ki1mk does not match the relationship kfk (or BH relationship of the respective leg). In 
this type of transformers with Yy connection and no-load conditions it follows that 
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where fd depends on a, b, and c, therefore: 
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that is, each core leg flux depends on the other core leg fluxes, the three core legs interact among them 
(magnetic cross-coupling). This interaction is responsible for the fact that the no-load current 
waveforms in a three-legged transformer do not have the typical bell-shape, but are distorted. 

However, the core legs in a true three-legged transformer are of different lengths (the outer legs length 
can be considered around twice to that of the central leg), that is, the core has an asymmetrical design. 
Due to this, in a true three-legged transformer with Yy winding connection, the third harmonics are 
not of zero-sequence (the third harmonic of the central leg is shifted 180º with respect to the other 
third harmonics), which allows the presence of third harmonics in the no-load currents even if the 
neutral wire is unconnected. Despite this, the fluxes may not be purely sinusoidal as they may have 
small odd harmonics (depending on Rd), which, however, can be ignored from a practical point of 

view. Even if the primary neutral wire is connected (YNy), the third harmonics in the no-load currents 
are not of zero-sequence due to the core asymmetry. For the secondary windings with a delta 
connection (YNd or Yd), the current inside de delta wingings also contain odd harmonics besides to 
the fundamental component.  

Finally, when the primary windings are delta connected (Dd or Dy) the no-load currents harmonics 
can circulate without any limitation, leading to quasi-sinusoidal fluxes. 
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Fig. 5.7. Simulated transformer T31 (100 kVA) with Yy connection. 

Fig. 5.7 illustrates the typical waveforms of the currents and loops for a three-legged transformer with 
Yy connection (they are similar for the YNy connection). Fig. 5.7(a) depicts the no-load currents 
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waveform without the bell-shape (distorted), while the corresponding kik loops are depicted in Fig. 
5.7(b). It can be seen clearly that the current of the central leg is of lower magnitude, due to the lower 
length of this core leg. Fig. 5.7(c) and Fig. 5.7(d) illustrate the magnetizing currents and the respective 
kimk loops, that is, the no-load currents and the loops without taking into account the core losses. It is 
important to note that despite the absence of core losses and despite the use of an anhysteretic curve 
for the core, the loops in Fig. 5.7(d) still have an area, which does not occur in a three-phase bank or a 
single-phase transformer when the core is also modeled with an anhysteretic curve. This phenomenon 
is due to the magnetic cross-coupling. Fig. 5.7(e) and Fig. 5.7(f) depict the magnetic potentials and the 
respective saturation curves. It can be seen that the magnetic potentials are not distorted, and they have 
the typical bell-shape waveforms. 

5.3.3. Inrush currents in the three-phase three-legged transformer 

According to (5.6), each core leg flux depend on all the fluxes at every time. Due to this, a phase 
current during the inrush is always influenced by the other phase currents. For instance, consider the 
simulation of the transformer T31 (100 kVA), depicted in Fig. 5.8. In this simulation, an infinite K1 
(slope of the linear part of the saturation curve) has been assumed for the three core legs. 
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Fig. 5.8.  Illustrative fluxes, currents and magnetic potentials during the inrush of the simulated transformer T31 (100 kVA) 
with Yy connection. 

It can be seen that after the transformer energization, all three core legs are unsaturated (each leg 
corresponds to each phase). After a while, the A phase enters into saturation, causing the respective 
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magnetic potential fa and the corresponding current i1a to increase. At this moment, the other two 
phases remain unsaturated, but it can be seen that their respective currents also start to increase, 
despite their respective magnetic potentials do not increase (they remain null). During these 
conditions, fb = 0 and fc = 0, therefore, the magnetic circuit of the transformer is equivalent to that 
depicted in Fig. 5.9 (assuming an infinite K1 for the three core legs). According to this circuit, the 
magnetizing currents imb and imc must be the same, and the following equation is accomplished: 

 d a 1 ma 1 mb 1 mcf f N i N i N i        (5.7) 

This means that the inrush currents during unsaturated conditions of their respective core legs must be 
very similar (they are not identical because of the core losses). As a consequence, during each cycle, 
the inrush currents may have one, two or even three peaks, although only one of them is due to the 
saturation of the corresponding core leg. 

++ +
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fd
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dR
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Fig. 5.9. Magnetic circuit during the saturation of the leg corresponding to phase a, while the other legs are unsaturated. 

Other important notes on inrush currents in the three-legged transformer are: 

 All three phases can never be saturated at the same time (only two of them at most). 

 With YNy and Yy winding connections, the magnetic potential of the air branch fd, is equal 
to the respective non-saturated current at each moment but with opposite polarity, according 
to (5.7). This is not true for primary delta connections.  

 After an uncontrolled energization, when all three phases are connected at the same time, at 
least one of the three phases will be saturated. 

 Ideally, the three residual fluxes always add up to zero. 

Fig. 5.10 shows some inrush currents from the simulated transformer T31 with different winding 
connections (YNy, YY, YNd and Yd), while Fig. 5.11 depicts the inrush currents for Dy connection. It 
can be seen that the magnetic potential of the air branch fd multiplied by 1 for YNy and Yy 
connections, equals the respective non-saturated current at each time, which is not true for primary 
delta connections (Fig. 5.11). Also, it can be appreciated that the grounded connections allow a non-
zero neutral current. 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

84 

 

ia
ib
ic
in
−fd

t (ms)

i k,
 f d

 (
pu

)

t (ms)

0 20 40 60 80 100 120 140

0 20 40 60 80 100 120 140

0 20 40 60 80 100 120 140

0 20 40 60 80 100 120 140

−25

−20

−15

−10

−5

0

5

10

15

20

−25

−20

−15

−10

−5

0

5

10

15

20

−25

−20

−15

−10

−5

0

5

10

15

20

−25

−20

−15

−10

−5

0

5

10

15

20

t (ms) t (ms)
(a) (b)

(d)(c)

i k,
 f d

 (
pu

)

i k,
 i n

, f
d 

(p
u)

i k,
 i n

, f
d 

(p
u)

ia
ib
ic
in
−fd

ia
ib
ic

−fd

ia
ib
ic

−fd

 

Fig. 5.10. Inrush currents from the  simulated transformer T31 (100 kVA) with (a) YNy connection, (b) Yy connection, (c) 
YNd connection, and (c) Yd connection. 
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Fig. 5.11. Inrush currents from the simulated transformer T31 (100 kVA) with Dy connection. 
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5.4. Estimation methodology 

In Chapter 4, a methodology was proposed for estimating the saturation curve parameters of single-
phase transformers. This chapter extends the methodology to include three-phase three-legged 
transformers. 

The estimation of K2 was based on the inrush current damping. The envelopes of all possible inrush 
currents of a given single-phase transformer match a segment of the most severe case’s envelope, 
regardless of the residual flux value and regardless of the energization point-on-wave, αE. This is true 
because the inrush current damping in a single-phase transformer is affected only by the winding 
longitudinal impedance and the K2 slope (assuming an infinite K1 slope).  The flux, and therefore the 
inrush current, is damped only during saturation lapses, as the current is null when there is no 
saturation. Thus, the K2 value can be directly related to the damping of the inrush current. However, 
this is not possible for three-legged transformers. As has been explained, a non-zero current continues 
to circulate through a phase even if the respective core leg is not saturated (as illustrated in Fig. 5.8 for 
transformer T31), which causes the respective flux to be damped even without saturation, i.e., it is 
damped all the time until it reaches the steady state. Unlike single-phase transformers, the evolution of 
a phase inrush current in a three-legged transformer depends on all three phases. This is why the 
methodology for single-phase transformers in Chapter 4 cannot be directly applied to three-legged 
transformers. This situation suggests that for K2 estimation, the three currents should be considered 
collectively as a single entity at any instant. 

Estimating the rest of parameters (K1, p and kSAT) for single-phase transformers was based on the 
harmonic distortion of no-load currents, specifically the third and fifth harmonics. This approach 
cannot be directly applied to three-legged transformers due to interaction between the fluxes of the 
core legs. As explained in Subsection 5.3.2, the relationship ki1mk does not match the relationship 
kfk. In other words, the equivalence between magnetic potential and magnetizing current (which is 
present on a no-load single-phase transformer) is not fulfilled in three-legged transformers, as shown 
in first equation of (5.2) and in (5.5). This implies that, to estimate the parameters K1, p and kSAT, it is 
necessary the knowledge of the magnetic potentials harmonics instead of the no-load currents 
harmonics. 

The general block scheme of the proposed methodology is depicted in Fig. 5.12, which is divided into 
two stages. In Stage 1, the parameter K2 is estimated using as information the recorded current and 
voltage waveforms from only one inrush test. The values of R1 and Ld1 are needed (they are obtained 
from the classical short-circuit test). In Stage 2, only the waveforms of the three no-load currents at 
steady state (wye-wye or wye-delta connections) are used to estimate the parameters K1, p, and kSAT, 
which can be different for each leg. 
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Fig. 5.12.  Schematic representation of the saturation curve estimation. 

5.4.1. Stage 1: K2 estimation 

The K2 estimation is inspired on the “p-q theory” in [178], which considers the three-phase systems as 
a unit, not a superposition or sum of three single-phase circuits. 

The algorithm uses a novel equation for the instantaneous reactive power which flows between the 
grid and the entire three-phase transformer during the inrush, evaluated as 
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where ud, uq, u0, id, iq, and i0 are the supply voltages and the consumed currents in the dq0 reference 
frame, and ω is the supply pulsation. Voltages and currents are defined by the Park’s transformation as 
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  (5.9) 

where x can be either a current i or a voltage u, and θ is the Park’s transformation angle: θ = ωt. 

From the instantaneous reactive power, q(t), it is calculated the average value for each period, 
resulting a new signal, Q(t). Fig. 5.13(a) illustrates q(t) and Q(t) for the simulated transformer T31. 
The maximum value of Q(t) is called QMAX, and the elapsed time until Q(t) has decreased to a 37% of 
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QMAX value, is called τ. These values are illustrated in Fig. 5.13 (a). By repeating all possible inrush 
cases to a given transformer, a set of QMAX-τ points are obtained, as illustrated with the circles of Fig. 
5.13 (b). These possible inrush cases are obtained by modifying the residual flux values and/or the 
energization point-on-wave, αE. 
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Fig. 5.13.  (a) Magnitudes q(t) and Q(t), (b) generation of a QMAX–τ curve from several inrush cases, (c) QMAX–τ curves for 
different winding connections, and (d) QMAX–τ curves for different K2 values.. 

It has been verified by extensive simulations (and by laboratory measurements as shown in next 
section) that all possible QMAX-τ points (from all possible inrush cases) approximately fall around a 
unique QMAX–τ curve, as illustrated in Fig. 5.13(b). Furthermore, it has also been verified by extensive 
simulations (and by laboratory measurements) that, for the different winding connections, the QMAX-τ 
points approximately fall again around the same QMAX–τ curve, as illustrated in Fig. 5.13(c). In 
consequence, this curve can be considered as a “signature” of such three-legged transformer. 

Lastly, it has also been verified through extensive simulations that the shape of the QMAX–τ curve is 
almost insensitive to the parameters K1, p kSAT, R0, and RFE, and it is only sensitive to R1, Ld1, and K2. 

Lastly, Fig. 5.13(d) shows a set of these curves for different K2 values. 

The K2 estimation procedure requires a simulated set of QMAX–τ curves: a different curve for a 
different supposed value of K2, e.g., the four curves of Fig. 5.13(d).  
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As was explained, the QMAX–τ curve shown in Fig. 5.13(b) can be obtained through multiple inrush 
cases for αE ranging from 0° to 360°. In our experience, the number of simulations can be reduced to 
only two distinct inrush cases (αE = 60° and 120°). These αE values have been chosen empirically to 
obtain the best results. From these two inrush cases, the two Q(t) signals and the two QMAX–τ curves of 
Fig. 5.14 are obtained. Note that the QMAX-τ points for each curve are obtained from the same Q(t) 
signal. The final approach for the QMAX–τ curve is the average curve of the two preceding ones. 
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Fig. 5.14. Proposed approach for the QMAX–τ curve by using only two simulated inrush cases (αE = 60° and 120°). 

The steps of Algorithm 1 (Fig. 5.15) for K2 estimation are as follows: 

1. R1 and Ld1 are estimated from the classical short-circuit test. 

2. A value for K2 is assumed within a typical range (according to the rated power of the 
transformer). 

3. The QMAX–τ approached curve (as that in Fig. 5.14) is calculated for the assumed K2 value. 
For these calculations, any winding connection (e.g. YNy) and any residual flux values can 
be used, but it is more practical to use the following empirical values: ϕR,a = 1.0 pu, ϕR,b = –
0.5 pu, ϕR,c = –0.5 pu. 

4. The two previous steps are repeated for all assumed K2 values, to obtain a set of QMAX–τ 
curves. 

5. Finally, the K2 parameter is estimated from the calculated set of QMAX–τ approached curves, 
using the QMAX and τ values obtained from the unique measured inrush test, as illustrated in 
Fig. 5.16. 

In summary, the K2 estimation of the tested transformers in this chapter only required 20 inrush 
simulations (for 10 different K2 values and for the 2 commented αE values) and only one measured 
inrush test. This illustrates the simplicity of the method. 

As mentioned earlier, the QMAX-τ curve and its approach are only sensitive to K2 and to the winding 
leakage impedance. Thus, an error in the winding leakage impedance could lead to an error in K2 
estimation. 
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During this Stage 1, it is considered a K2 value for the central leg twice to that of the outer legs. 
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Fig. 5.15. Flowchart of Algorithm 1. 
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Fig. 5.16. Search of K2 from the measured inrush test and the QMAX-τ approached curves. 

5.4.2. Stage 2: K1, p and kSAT estimation 

Stage 2 cannot be applicable to Delta-connection in the primary winding by using the line currents; it 
is necessary to use the phase currents, which cannot be measurable in most practical cases. 

In opposite to the single-phase core, the harmonics of the no-load currents of a three-legged 
transformer are not useful for estimation purposes. It is necessary to obtain the harmonics of the 
magnetic potentials fk, which directly depend on µr = K1/K2, p, and kSAT. 
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It is assumed that phase b current flows through the winding of the central leg. It is also assumed that 
the outer core legs (subscripts a and c) length are twice to that of the central leg (subscript b). In this 
case, the third harmonic of fk can be approached by 

    a3 1 a b b3 c3 1 c b3 3
2 2 , 2F N i i F F N i i               (5.10) 

This equation only applies to the third harmonics. It must be noted that, despite the transformer is 
three-legged, a small quantity of third harmonic component in the line currents is present due to the 
asymmetric core design. 

The fundamental and the fifth harmonic of fk are considered to be of positive- and negative-sequence, 
respectively. Both components of fk can be approached by 

 

a b c
1 1 1

1

a b c
5 1 1

5

4 2 4

4 2 4

k k

k k

i i i
F N i N

i i i
F N i N

       
  

       
  

  (5.11) 

The procedure to estimate K1, p, and kSAT for each leg is shown in Fig. 5.12 and described below. As 
K2 has been previously estimated, an initial value of K1 is assumed from no-load measurements, i.e. 
U0 / I0 in pu. Then, the parameters p and kSAT are estimated with Algorithm 2, which will be explained 
below. Using these saturation curve parameters, the steady-state magnetic potential is calculated for 
any leg as follows: as fk = k  Rk(fk) and assuming k is sinusoidal with a RMS value of 1 pu, the fk 

waveform can be evaluated. Then, the fundamental and the two first odd harmonics of this magnetic 
potential (Fk1, Fk3, and Fk5) are compared with those previously estimated from measurements. If these 
values are not similar, the value of K1 is modified and the whole process is repeated. The estimation 
process is finished when the values are similar (with an error lower to 10%). 

The Algorithm 2 is detailed in Fig. 5.17, and it is composed by the following steps: 

1. A pair of values for p and kSAT is assumed to be known, with p ranging from 0.3 to 5 and 
kSAT ranging from 0.3 to 1. 

2. As K2 has been previously estimated and p, kSAT and K1 have been assumed, a saturation 
curve can be constructed for this iteration. Then, a magnetic potential is simulated using 
(5.3) and assuming a pure sinusoidal flux with a RMS value of 1 pu.  

3. The harmonic content of the simulated magnetic potential, Fk1, Fk3 and Fk5, is calculated by 
using the Fast Fourier Transform (FFT). 

4. The previous steps are repeated for all assumed combinations of p and kSAT. Then, two 
surfaces for Fk3 and Fk5 depending on p and kSAT are obtained, as those depicted in Fig. 
5.18(a). 

5. The spectrum of the k magnetic potential, Fk1, Fk3 and Fk5, are calculated from no-load 
currents measured at the laboratory, according to (5.10) and (5.11). 

6. A perpendicular plane to the z-axis intersects each of the surfaces at the corresponding Fk3 
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and Fk5 values of the previous step, resulting in the two curves of Fig. 5.18(b). The 
intersection point between these curves yields the p and kSAT estimation. 
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Fig. 5.17. Flowchart of Algorithm 2. 
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Fig. 5.18. (a) Harmonic surfaces for the magnetic potential, Fk3 and Fk5, in function of p and kSAT, and (b) resultant curves 
for p and kSAT estimation. 

5.5. Experimental validation and results 

The proposed methodology has been validated with multiple experimental tests on a 720 VA, 
280/104 V, three-phase, three-legged transformer (namely T21), as well as with the field 
measurements on a 7.5 MVA, 66/15 kV, Ucc = 9% distribution transformer (namely T22) with YNd 
connection. 

The nameplate of transformer T21 is in Table 5.1. Several inrush tests for K2 estimation were 
performed to this transformer without controlling the energization point-on-wave or the residual 
fluxes, resulting in completely random conditions. As the windings of this transformer are available, 
different inrush tests have been conducted for each winding connection (YNy, Yy, YNd, Yd and Dy). 
No-load tests at steady-state were also carried out for each winding connection (except Dy) to estimate 
the rest of the parameters, which are contained in Table 5.1. The reluctance R0 of this transformer has 

been estimated with the zero-sequence no-load test proposed in [157]. This reluctance is used only for 
validation purposes. The core losses resistance RFE', has been estimated with the classical no-load test. 
Again, this resistance is used only for validation purposes. The laboratory setup for this transformer 
includes an autotransformer with impedance RS = 1.2 Ω and LS = 2.5 mH. 
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Table 5.1. Transformer T21: nameplate data and estimated parameters. 

 T21 
SN 720 VA 

UN1/UN2 280/104 V (YNy) 
Ucc (%) 12 
r (pu) 0.1197 
x (pu) 0.055 

RFE (pu) 50 
Rd (pu) 5.7 

 Phase a Phase b Phase c 
Fk1 (pu) 0.1524 0.0798 0.1855 
Fk3 (pu) 0.0625 0.0312 0.1275 
Fk5 (pu) 0.0153 0.0088 0.0211 
K1 (pu) 360 700 350 
K2 (pu) 0.2 0.4 0.2 

p 0.467 0.512 0.452 
kSAT 0.704 0.757 0.739 

Table 5.2 summarizes the results from the inrush tests of T21, as well as the estimated K2 value from 
each test. As it can be seen, all the estimated values of K2 from different tests are very close, with a 
mean value of 0.200 pu and a standard deviation of 0.065 pu. The estimations with a higher deviation 
are those with lower QMAX values or lower τ values. Fig. 5.19 shows the QMAX-τ points obtained from 
all inrush tests conducted on T21. As can be seen, all points fall around the same curve, as stated in 
previous section. 

Table 5.2. Transformer T21: data from inrush tests and K2 estimations. 

Connection YNy  Yy 
Test 1 2 3 4  5 6 7 8 

QMAX (pu) 4.084 4.758 3.184 4.189  2.976 4.283 3.671 3.847 
τ (ms) 39.72 35.10 49.68 38.84  49.95 35.28 33.72 48.33 

Estimated 
K2 (pu) 

0.186 0.171 0.242 0.175 
 

0.235 0.166 0.134 0.228 

Connection YNd  Yd  
Test 9 10 11 12  13 14 15  

QMAX (pu) 2.992 4.118 2.193 3.520  3.836 3.394 4.035  
τ (ms) 49.48 29.28 74.65 45.23  43.05 47.99 41.54  

Estimated 
K2 (pu) 

0.231 0.114 0.380 0.235 
 

0.220 0.237 0.206  

Connection Dy   
Test 16 17 18 19      

QMAX (pu) 2.810 2.201 2.673 1.531      
τ (ms) 42.80 51.15 24.41 59.47      

Estimated 
K2 (pu) 

0.172 0.200 0.056 0.203 
 

    

K2 mean 
value (pu) 

 
0.200 

Standard 
deviation 

 
0.065 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

94 

 

0.03 0.04 0.05 0.06 0.07 0.08 0.09
1

1.5

2

2.5

3

3.5

4

4.5

5

τ (s)

Q
M

A
X

  (
pu

)

 

Fig. 5.19. Transformer T21: QMAX-τ points from experimental inrush tests. 

Fig. 5.20 and Fig. 5.21 depict a comparison between the measured and the estimated i hysteresis 
loops of T21 for Yy and YNy connections during a no-load test at rated voltage, as well as the 
comparison between the measured and the estimated no-load currents. 
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Fig. 5.20.  Transformer T21 with connection Yy: three-phase no-load test at rated voltage. Measured (solid lines) and 
simulated (dotted lines). 
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Fig. 5.21.  Transformer T21 with connection YNy: three-phase no-load test at rated voltage. Measured (solid lines) and 
simulated (dotted lines). 

To simulate the inrush currents, the transformer model was implemented in Simscape. It is necessary 
to know the residual fluxes and the energization point-on-wave from each test. The energization 
points-on-wave can be easily obtained from the recorded voltage waveforms. A comparison between 
the measured and the simulated inrush currents for the Yy connection of T21 is shown in Fig. 5.22(a). 
This inrush test was conducted with a prior demagnetization, gradually reducing the supply voltage 
magnitude before de-energization. Fig. 5.22(b) depicts another comparison of the inrush currents for 
the Yd connection. In this second inrush test, there was no prior demagnetization and the values of the 
residual fluxes were roughly estimated to align the first peaks of the inrush currents. The excellent 
agreement in both cases demonstrates that the saturation parameters have been accurately determined. 

Table 5.3 contains the nameplate data of transformer T22 (7.5 MVA, 66 kV/15 kV, 9%), as well as the 
estimated parameters. 
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Fig. 5.22.  Transformer T21 with (a) Yy connection, and (b) Yd connection: measured (solid lines) and simulated (dotted 
lines) inrush currents. 

Table 5.3. Transformer T22: nameplate data and estimated parameters. 

 T22 
SN 7,5 MVA 

UN1/ UN2 66/15 kV (YNd) 
Ucc (%) 9 
r (pu) 0.01189 
x (pu) 0.09 

RFE (pu) 500 
Rd (pu) 1000 

 Phase a Phase b Phase c 
Fk1 (pu) 0.027 0.0135 0.027 
Fk3 (pu) 0.0051 0.0025 0.0051 
Fk5 (pu) 0.001 0.0005 0.001 
K1 (pu) 100 200 100 
K2 (pu) 0.0085 0.017 0.0085 

p 1.5 1.5 1.5 
kSAT 0.8 0.8 0.8 

Fig. 5.23 shows the measured inrush during the energization of this transformer. The estimated K2 
value is 0.0085 pu, with a QMAX value of 2.15 pu and a τ value of 0.16 s. Fig. 5.23 also shows the 
simulated inrush currents for the same event. Since the grid impedance is unknown, the measured 
primary voltages have been used for the validation procedure. The close agreement reflects the 
suitability of the methodology for large transformers. 
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Fig. 5.23.  Transformer T22 (7.5 MVA, 66/15 kV, 9%) with YNd connection: measured (solid lines) and simulated (dotted 
lines) energizing inrush currents. 
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Chapter 6. Characterization of Protective Current 
Transformer and Analysis of its Saturation 

6.1. Introduction 

 Current transformers (CTs) are essential instrumentation elements between power systems and 
measurement devices or protective relays. The main function of a CT is to reduce a large primary 
current to a lower secondary level that is appropriate for the connected devices. The CT’s accurate 
reproduction of the primary current is a relevant concern. While an ideal CT faithfully reproduces the 
primary current without any type of error, this is not true for real CTs. In reality, not all of the primary 
current flows through the secondary circuit due to core consumption, which means that the primary 
current is not exactly reproduced. 

Under certain conditions, the transformation error is abruptly increased by core saturation (due to core 
nonlinearity), which causes not only an error in the magnitude and phase of the secondary current but 
also distorts its waveform, affecting the fidelity of primary current reproduction [179]. 

Classical CTs are classified for metering or protection purposes: 

 CTs for metering are accurate between 5% and 125% of rated primary current. Above this 
level of current, the CT starts to saturate, and the secondary current is clipped to protect the 
inputs of a connected metering instrument. Metering class accuracy is usually between 0.2% 
and 1%. 

 CTs for protection, in contrast, provide a linear transformation of the primary to secondary 
current at high overload levels, as they are used for overcurrent protection relays. A relay 
trip setting is normally 10 to 15 times the maximum load current, and this level should falls 
on the linear part of the CT saturation curve. Protection class accuracy is usually 1% or 3% 
at rated primary current and 5% to 10% at 10, 15 or 20 times rated current. 

Thus, during overcurrent conditions, the metering CTs must saturate as much as possible to protect the 
metering instruments, and the error in the secondary current is not a problem but an objective. On the 
other side, protective CTs must be as linear as possible in case of overcurrents. The error in the 
secondary current must be relatively small for protection reliability. In order to achieve this objective, 
the study of the saturation is of great importance in CTs for protection, while it has no importance in 
CTs for metering. By this reason, this chapter deals with CTs for protection, despite most of the 
technical characteristics are also valid for metering CTs, starting by the equivalent circuit. 

The saturation of CTs for protection can happen mainly in two scenarios [180]: (a) when the primary 
current is symmetrical but too large, or (b) when it is a transient current with a maintained direct 
current (DC) component, such as fault currents on networks with a large X/R ratio or inrush currents 
during energization of large transformers (i.e. with a large time constant). There is a third situation for 
CT saturation, when the load impedance is not small enough. However, this situation does not occur in 
practice, as the secondary circuit supplied by the CT is always designed to have a low impedance 
value. 
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One of the main concerns in CTs for protection is the discrimination between faults and inrush 
currents of large transformers. For example, the inrush current is distinguished from an internal fault 
in the differential protection of a transformer. One of the most common technique is known as the 
second harmonic restraint method, which consists in the calculation of the rich spectra of the inrush 
current, and blocking the trip signal of the protection relay when the second harmonic content is larger 
than a given percentage. 

If the secondary current is distorted due to saturation, it is mandatory to compensate such current to 
substantially mitigate the vulnerability of protective relays to CT saturation and ensure their safe 
operation. Research efforts are directed toward mitigating saturation effects during transient conditions 
and improving CT performance in non-sinusoidal or distorted current waveforms. There are several 
methodologies to recover the primary current from distorted CT secondary current [181]-[191], but 
almost exclusively for typical fault current waveforms, not for inrush currents. Most of the 
methodologies are based on advanced signal processing techniques and intelligent algorithms. 

Thus, the aims of this chapter are the study of the protection CTs during inrush current, as it has not 
been sufficiently investigated in the literature, and the characterization of the CTs parameters. 

6.2. Current transformer model 

Fig. 6.1 shows the equivalent circuit of a CT. It includes an ideal CT with a turns ratio N1/N2, the core 
branch composed by the nonlinear magnetizing inductance referred to the secondary, Lm, and the core 
losses referred to the secondary, RFE, the primary and secondary winding resistances, R1 and R2, the 
leakage inductances, Ld1 and Ld2, and the burden impedance, ZB. Note that, despite Lm and RFE are 
referred to the secondary, the double prime is omitted in this chapter. 

R2 Ld2 i2i1

–

+

R1 Ld1

RFE

iE

N1 N2 u2

–

+

um
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N
i

N
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imiFE

RB
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Fig. 6.1.  CT equivalent circuit. 

6.2.1. On the equivalent circuit for protection current transformers 

The accuracy and the dynamic behavior of the CTs for protection are greatly influenced by the 
summation of the series impedance of the transformer and the burden impedance. Not only the 
magnitude of these impedances determine the CT transient behavior, but also the character of both 
impedances has a decisive influence, as will shown later. As the series impedance of the CT depends 
on its construction, a first classification of conventional CTs can be considered: 

 Window CTs, consist of a secondary winding wrapped around a core, with the primary 
conductor passing through the opening window in the core. The primary series impedance is 
negligible: R1 ≈ 0 and Ld1 ≈ 0. Window CTs are manufactured as toroidal or rectangular 
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cores, as shown in Fig. 6.2. This is the most common type of CT, and they are considered in 
this chapter. 

 Wound CTs, feature separate primary and secondary windings wound around a laminated 
core. The primary series impedance must be considered, as it is not null: R1 ≠ 0 and Ld1 ≠ 0. 
These CTs are rarely used in practice, as they are typical of very low ratios. As a result, they 
are not considered in this chapter. 

Another construction characteristic which influences its series impedance is the continuity of the core: 

 Continuous core. If the windings in these cores are fully distributed, the leakage reactance is 
negligibly small and can be considered to be zero, as all the flux circulates by the core. This 
is illustrated in Fig. 6.2(c). Thus, the series impedance of this transformer is uniquely 
composed by the secondary resistance. 

 Split core: one segment of the core is removable to allow retrofit installation, Fig. 6.2(b), 
and the segment does not contain its share of the total winding. Thus, the windings are 
wounded on only a portion of the core. The leakage reactance cannot be neglected because 
the leakage flux is not null as shown in Fig. 6.2(d). 

(a) (b)

(c) (d)
 

Fig. 6.2. Protection CTs with different construction: (a) continuous core, (b) split core. Detail of the magnetic fluxes in CTs 
with: (c) toroidal core with fully distributed winding, and (d) split core with winding partially wounded. 

Lastly, the IEEE C37.110 defines the following accuracy classes for protection CTs based on the 
leakage reactances: 

 C class (C means calculated): transformers whose leakage reactances are very low, so that 
the accuracy can be calculated by the secondary excitation characteristic and the equivalent 
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circuit. In general, the continuous core CTs with fully distributed windings could be 
included into this group. If the CT is multiratio, all windings including turns between taps 
should be fully distributed around the core periphery. 

 T class (T means tested): transformers with a high leakage reactances that cannot be 
neglected. As this leakage impacts the CT performance, such performance can only be 
accurately determined by test. In general, this group should include CTs with split core or 
with non-distributed windings. 

As a summary, the most common CTs for protection are window CT, usually toroidal, with a 
continuous core and a fully distributed secondary winding. Unless otherwise stated, this chapter will 
deal with this type of CTs, whose model is represented in Fig. 6.2. Remember that the series 
impedance of this transformer is composed uniquely by the secondary resistance. 

In window CTs, the primary impedance (R1 and Ld1) is negligible. When studying the transient 
behavior of a CT during saturation, the core losses can be neglected. Fig. 6.3 illustrates a simplified 
model for window CTs, where the ideal transformer has been eliminated. 
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Fig. 6.3.  Simplified model of protection CTs for transient conditions. 

The nonlinear inductance, Lm, has a high value under normal conditions and a low value (it tends to 
behave as if it were a short-circuit) when the CT is saturated. The nonlinearity of Lm is characterized 
by the saturation curve, which relates the magnetizing current, im, to the flux . 

In opposite to a voltage transformer, the primary winding of a CT is connected in series with the 
network or the measured system, which means that the primary current is stiff and completely 
unaffected by the secondary burden. By this reason, the current (N1/N2)i1 in Fig. 6.3 is represented by a 
current source. 

The circuit of Fig. 6.3 can be solved by writing Kirchhoff’s voltage law around the secondary (right) 
loop, as 

 2
m T 2 T

d
0

d

i
u R i L

t
     (6.1) 

where RT = R2 + RB and LT = LB. 

The magnetizing voltage, um, at the magnetizing inductance, Lm, is given by 

 m 2

d

d
u N

t


   (6.2) 
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The secondary current, i2, 

  1
2 1 m

2

N
i i i

N
  (6.3) 

where N1 and N2 are the primary and secondary winding turns (N1 is commonly the unity). 

Substituting (6.2) in (6.1), the magnetic flux in the core is given by 

  T 2 T 2 R
2

1
dR i t L i

N
       (6.4) 

where R is the residual flux in the CT core. Equations (6.3) and (6.4) clearly demonstrate that the 
behavior of a CT is influenced by the characteristics of the CT itself and the burden to which the CT is 
connected. 

6.3. Steady-state behavior and excitation curves 

American manufacturers and industry standards usually illustrate the CT operation by using excitation 
curves. These curves depict the relationship between the RMS values of the secondary magnetizing 
voltage (Um, secondary voltage minus the voltage drop in R2) and the excitation current (IE, 
magnetizing current plus core losses current). Fig. 6.4 displays a typical set of logarithmic-logarithmic 
excitation curves for a C-class CTs family (multi-ratio CT) of an American manufacturer, whose 
secondary winding resistances, R2, are contained in Table 6.1. These curves represent the RMS values 
of the voltage and current waveforms, unlike in the typical saturation curves, where the instantaneous 
values of the flux and the current are represented. 
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Fig. 6.4.  Typical excitation curves for a C-class multi-ratio CT. 

Table 6.1. Typical secondary winding resistance, R2, values for the C-class multi-ratio CT of Fig. 6.4. 

Current ratio Turns ratio Secondary winding resistance, R2 (Ω) 

100:5 20:1 0.05 

200:5 40:1 0.10 

300:5 60:1 0.15 

400:5 80:1 0.20 

500:5 100:1 0.25 

600:5 120:1 0.31 

800:5 160:1 0.41 

900:5 180:1 0.46 

1000:5 200:1 0.51 

1200:5 240:1 0.61 

The steady-state behavior of the CT can be analyzed by using (6.3). It can be seen that i2 will never be 
an exact replica of i1; there will always be an error. The error is defined by the standards in a different 
way for rated and for highly saturation conditions (i.e., when protection relays must operate). 

At rated conditions, the standards limit the ratio error, ɛ, which is the difference among the RMS 
primary (referred to the secondary) and secondary currents: 
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 r 2 1

1

100%
k I I

I


     (6.5) 

where kr is the nominal transformation ratio, and I1 and I2 are the actual primary current and the actual 
secondary current under measurement conditions, respectively. 

When there is a large harmonic content due to CT saturation, it is not possible to use phasors to 
account for the ratio error. Therefore, at highly saturation conditions, the standards limit the composite 
error, ɛc, which is the true RMS value of the excitation current: 

  22
c E r 2 1

1 10 0

1 1 1 1
d 100% d 100%

T T

i t k i i t
I T I T

         (6.6) 

where T is the frequency period. 

6.4. Core saturation 

One of the critical considerations in a CT is core saturation. Saturation occurs when the ferromagnetic 
core is unable to properly handle an increase in its own magnetic flux density. As the voltage across 
the CT secondary winding increases because either the current or the secondary impedance (secondary 
winding impedance plus burden) is increased, the flux in the CT core will also increase. This 
phenomenon leads to an appreciable waveform distortion of the secondary current being measured.  

There are two general types of CT saturation: symmetrical and asymmetrical. Symmetrical saturation 
is due to large symmetrical currents, Fig. 6.5(a). Asymmetrical saturation can be caused by 
asymmetrical fault currents, Fig. 6.5(b), or by transformer inrush currents, Fig. 6.5(c). 
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Fig. 6.5.  Typical waveforms of different saturated secondary currents due to: (a) large symmetrical primary currents, (b) 
fault primary currents, and (c) inrush primary currents. 

6.4.1. Symmetrical saturation 

The symmetrical saturation happens when a symmetrical primary current, without DC offset, is 
excessively large for the CT core to handle for a given secondary impedance. According to (6.4), a 
larger secondary impedance results in a larger flux, leading to a more severe saturation. Ideally, if the 
CT secondary winding is short-circuited and its impedance is zero, it will never reach saturation, 
despite the magnitude of the primary current (although it is not a realistic situation). The symmetrical 
saturation can happen when there is a usual secondary impedance and a very large primary current, or 
when there is a usual primary current and a very large secondary impedance (despite not being 
realistic this last situation). 

Fig. 6.6 illustrates two examples of symmetrical saturation. In the first case depicted in Fig. 6.6, the 
primary current is excessively high (20 pu) with a purely resistive impedance of 2 pu. In the second 
case depicted in Fig. 6.6(b), the primary current is smaller (1 pu) but the resistance is of 40 pu. It can 
be seen that in both cases, the flux increases until it reaches saturation. However, despite the two cases 
appear equivalent, their dynamic behavior is not identical, and their flux and current waveforms are 
slightly different. 

When the CT is unsaturated, the magnetizing reactance is very high, causing most of the primary 
current to flow through the secondary winding. Conversely, when the CT saturates, low magnetizing 
reactance consumes most of the primary current. This provides a definition of saturation in the time 
domain: the CT saturates during the sections of the waveform where the flux does not change and the 
secondary current drops to zero. 
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Fig. 6.6.  Examples of symmetrical saturation in a protection CT 2000/5 A, C400 (CT4) under different conditions. 

In the case of Fig. 6.6(a), where the secondary impedance is small and the current is high, there is a 
smaller transformation error during unsaturated conditions, because the small total secondary 
impedance allows most of the current to flow through the secondary winding. When the CT becomes 
saturated, the flux can grow beyond the saturation point, resulting in a more severe saturation. On the 
other hand, when there is small current and a very large total secondary impedance, Fig. 6.6(b), the 
transformation error is greater when CT is unsaturated as the larger total secondary impedance results 
into a lower secondary current. During saturation, all the current flows through the magnetizing 
branch, causing in the secondary current an abrupt drop to zero. 

It is also important to note that different types of total secondary impedances lead to different saturated 
current waveforms. Fig. 6.7 illustrates different waveforms for three different types of total secondary 
impedance: purely resistive, resistive and inductive, and purely inductive. 

Note that the purely resistive case of Fig. 6.7(a) is considered to be the base case (RT = 1 pu), while 
Fig. 6.7(b) is aimed to analyze the influence of adding inductance to this base case (by this reason, RT 
is maintained into 1 pu). In both cases, the secondary current drops to zero during saturation intervals 
twice during each cycle (once during the positive half-cycle and once during the negative half-cycle). 
The difference between both waveforms is because the current through an inductive load cannot 
change instantaneously, so it takes some time to decay. If the total secondary impedance is more 
resistive, the current drops to zero more abruptly. In summary, it can be concluded that of the addition 
of the inductance LT to the secondary changes the waveform of the secondary current. 
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Fig. 6.7. Typical saturated waveforms when the secondary total impedance is of different nature: (a) resistive, (b) resistive 
and inductive, and (c) purely inductive. 
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In the pure inductance case, Fig. 6.7(c), the saturated current never drops to zero, but the current peaks 
are truncated. However, total secondary impedances that are purely inductive for a CT are not 
common, so this last saturation type can be considered unrealistic. 

6.4.2. Asymmetrical saturation 

The asymmetrical saturation happens when the applied primary current has high levels of DC offset, 
as is the case of the inrush currents in power transformers or fault currents in a power system. The DC 
offset of an asymmetrical current greatly increases the flux in the CT, resulting into a flux waveform 
radically different from that of the symmetrical case. The main difference between the typical 
symmetrical and asymmetrical fluxes is illustrated in Fig. 6.8. With the mentioned saturation, the 
secondary current is saturated only once at each cycle and every during the same half cycle (always 
positive or negative). 

(a)

(b)

t

t

ϕ 

ϕ 

 

Fig. 6.8.  Typical flux waveforms during CT saturation: (a) symmetrical saturation, (b) asymmetrical saturation. 

It is important to highlight that even though the asymmetrical saturation is caused mainly by the DC 
offset, the magnitude current and other factors also influence to its severity. As happens in the 
symmetrical case, the secondary impedance also determines the shape of the secondary current during 
the saturation intervals. 

Fig. 6.9 and Fig. 6.10 illustrate the effect of the secondary impedance nature (purely resistive, resistive 
plus inductive, and purely inductive) on the CT transient behavior during fault and inrush currents. 

Note again that the purely resistive case in Fig. 6.9(a) and Fig. 6.10(a) is considered to be the base 
case (RT = 1 pu), while the resistive and inductive case is aimed to analyze the influence of adding 
inductance to this base case (by this reason, RT is maintained into 1 pu). A more detailed comparison 
between these two cases is illustrated in Fig. 6.11 and Fig. 6.12. 
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Fig. 6.9.  Asymmetrical saturation in CT4 due to a fault current when the total secondary impedance is of different nature: 
(a) purely resistive, (b) resistive and inductive, and (c) purely inductive. 
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Fig. 6.10.  Asymmetrical saturation in CT4 due to an inrush current when the total secondary impedance is of different 
nature: (a) purely resistive, (b) resistive and inductive, and (c) purely inductive. 
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Fig. 6.11.  Comparison of asymmetrical saturation in CT4 due to a fault current when the total secondary impedance is of 
different nature: purely resistive, and resistive and inductive. 
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Fig. 6.12.  Comparison of asymmetrical saturation in CT4 due to an inrush current when the total secondary impedance is of 
different nature: purely resistive, and resistive and inductive. 

According to (6.4), a component of the flux is proportional to the integral of the secondary current, 
due to the effect of resistance RT. Consequently, in the presence of a primary current DC offset, the 
integration of the current leads to a continuous increase in flux until the saturation level is reached, 
Fig. 6.9(b) and Fig. 6.10(b). Once the flux reaches saturation, it begins to gradually decrease, first 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

111 

 

below the saturation level and then to become symmetrical. It is evident from (6.4) that a higher DC 
offset in the primary current and an increased resistance RT prompt a more rapid increase in flux, 
leading to faster saturation. 

By other hand, the inductance LT contributes to a flux component that is directly proportional to the 
secondary current. However, this flux component due to LT does not have a large influence on the 
overall dynamic behavior of the total flux (when compared with the purely resistive case), Fig. 6.9(a) 
and Fig. 6.10(a). In particular, LT does not appreciably influence the growth rate of the flux, i.e., the 
time taken by the CT to reach the saturation for the first time (time-to-saturation) is similar in both 
cases. 

In summary, it can be concluded that the addition of the inductance LT to the secondary does not have 
a large influence on the the time-to-saturation nor the damping rate of the flux. 

Lastly, when the secondary impedance is purely inductive, the flux is only proportional to the 
secondary current, meaning there is no integration of DC offset, Fig. 6.9(c) and Fig. 6.10(c). It is 
important to emphasize that an inductive reactance is not equivalent to a resistance of the same 
magnitude, as they have different effects. 

The time-to-saturation and the damping rate of the flux during transient conditions depend on several 
factors: the own saturation curve of the CT, the total secondary resistance RT, the magnitude of the DC 
offset, the shape of the primary current, the residual flux on the CT core, and the X/R ratio of the 
measured system. Some of these factors also affect to the amount of time that the CT is saturated at 
each cycle. 

A higher amount of residual flux, a lower saturation flux, a larger total secondary resistance, a larger 
current magnitude, and more DC offset, result in a shorter time-to-saturation. Regarding the residual 
flux, the time-to-saturation is lower when there is residual flux with the same polarity of the DC 
component in the asymmetrical current; and it is larger when the residual flux has the opposite 
polarity. The effects of the residual flux are illustrated in Fig. 6.13. In this example, the CT is sized to 
perfectly handle an AC current without DC offset, as shown in Fig. 6.13(a), where there is no residual 
flux. Fig. 6.13(b) demonstrates how the same current leads to CT saturation when there is a residual 
flux of 70% of the saturation flux (see Subsection 6.4.4 for definition of the saturation flux, SAT, in 
different standards). 

Fig. 6.13(c) and Fig. 6.13(d) show how a residual flux with the same polarity than the DC offset of the 
primary current, aggravates the asymmetric saturation and also leads to an earlier saturation. As it can 
be seen from these examples, saturation as a result of residual flux is short-lived, lasting about half a 
cycle. Despite the more severe saturation when there is a residual flux, the saturation ends at about the 
same time in both cases. The residual flux of non-gapped CTs can be as high as 80% of the saturation 
flux. 

The amount of time the CT is saturated is less at each cycle as the DC component decays, which is 
ruled by the X/R ratio of the power system at the point of the fault in the case of a fault current, or by 
the power transformer in the case of an inrush current. When the DC offset is at its maximum level in 
a fault current, the CT flux can potentially increase to 1 + X/R. The inrush current magnitude is usually 
lower than fault current magnitude. 
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Fig. 6.13.  Influence of the residual flux on CT saturation of CT4: (a) symmetrical primary current with null residual flux and 
(b) with no null residual flux, and (c) fault primary current with null residual flux and (d) with no null residual flux. 

Not all saturated waveforms are obvious at first sight as those of the last figures, which have sharp 
edges and large portions missing. When saturation is low, it is difficult to detect if the waveforms are 
or not saturated. Appendix F proposes an FPGA-based smart sensor to detect CT saturation, 
specifically developed for inrush current. 

6.4.3. Residual flux 

Similarly to power transformers, CTs also experience the phenomenon of residual flux. Likewise, the 
de-energization trajectories and all aspects related to residual flux, as explained in Chapter 3, are 
applicable to CTs. The maximum residual flux in CTs (green point) is usually referred to the 
saturation flux (see Subsection 6.4.4 for definition of the saturation flux, SAT, in different standards). 

When a breaker operates, the current is usually interrupted at a zero crossing. For both symmetrical 
and asymmetrical currents, there is a positive or negative flux in the core when a current zero crossing 
occurs. This flux can be significant during high-magnitude asymmetrical current (when a DC 
component is present). This flux remains in the CT after the breaker opens and affects their behavior 
the next time it is energized. 

As explained before, the residual flux can either help or hinder a CT’s performance, depending on 
whether the residual flux has the same or opposite polarity to that of the measured current. It takes 
more time for the CT to saturate if the residual flux has the opposite polarity to the measured current 
and less time if it has the same polarity. 
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The only way to eliminate the residual flux is by CT demagnetization. It can be done by applying 
primary rated current and a variable burden to the CT secondary. Initially, the burden must have a high 
resistance to cause the CT to saturate in both positive and negative directions. Then, the CT is brought 
out of saturation by gradually decreasing the burden, and consequently the secondary voltage, to zero. 
This demagnetization procedure is typically only feasible in laboratories or during system 
maintenance, but it is almost never done in practice. 

The saturation as a direct result of the residual flux is of short duration, lasting about half a cycle. 
Because of this short saturation time, the residual flux has little effect on standard protection 
algorithms and it is normally neglected in CT saturation calculations. Despite this, negative effects for 
certain protection functions due to residual flux can be avoided by application of gapped CT cores. 
With gapped cores and reasonable core sizes, the residual flux is significantly reduced. It also 
increases the magnetizing current, but this increase in magnetizing current due to a small gap will have 
no significant effect on the protection accuracy rating of the CT. 

The maximum residual flux of non-gapped cores is typically in the range of 60% to 95% of the 
saturation flux, and it depends on the magnetic core material. 

Another option to reduce the residual flux is to use different grades of steel for the core. Cold-rolled, 
grain-oriented, silicon steel is the core material used for almost all protective CTs. This material can 
have a residual flux as high as 80%. While hot-rolled silicon steel does not have as high permeability 
or as low losses as cold-rolled steel, its maximum residual flux is about half that of cold-rolled steel. 

Biased-core CTs have been also proposed to reduce the maximum residual flux [192]. These CTs 
consist of a core made of two equal sections. Through a suitable arrangement of bias windings and a 
DC power supply, one core section is magnetically biased to approximately 75% of the maximum flux 
density in the positive direction, while the other core section is magnetically biased in the negative 
direction. The transformer operates as a conventional transformer, except for the flux-resetting action 
of the bias windings, which prevents any residual flux from being retained in the core. 

Table 6.2 shows the results of a survey on the residual flux values of 141 CTs for a 230 kV system. 

Table 6.2. Residual flux survey on a 230 kV system [193]. 

Residual flux as a percentage of the saturation flux Percentage of CTs 
0-20 39 

21-40 18 
41-60 16 
61-80 27 

6.4.4. Definitions of the knee-point voltage, the saturation voltage and the saturation flux 
according to IEEE and IEC standards 

In addition to defining saturation in the time domain, it is also important to define saturation in terms 
of RMS quantities so that the equivalent circuit of the CT and the excitation curve can be worked out. 
IEEE and IEC standards give different definitions for the knee-point voltage, UKNEE, for the saturation 
voltage, USAT, and for the saturation flux, SAT, resulting in different numerical values for the same CT. 
To further complicate the situation, some definitions have recently changed in sucesive versions of the 
same standard. 
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According to the IEEE standards [193]-[194], the knee-point voltage, UKNEE, of a CT with a non-
gapped core is the point of maximum permeability on the excitation curve, plotted on logarithmic–
logarithmic axes with square decades, where the tangent to the curve makes a 45° angle with the 
abscissa. This is exemplified in Fig. 6.14, and results in a knee-point of about 300 V for a 1200:5 CT. 
When the CT has a gapped core, the knee-point voltage is the point where the tangent to the curve 
makes an angle of 30° with the abscissa. 
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Fig. 6.14. IEEE definitions of knee-point voltage and saturation voltage. 

The IEC [195]-[196] gives a different definition of the knee-point voltage. They locate it at a point on 
the excitation curve where an increase in the secondary voltage of 10% causes an increase in current 
of 50%. It is important to note that the IEEE and the IEC definitions yield to different knee-points for 
the same CT. On a square log–log excitation curve, a tangent straight line through this point will have 
a slope as log(1+0.1) / log(1+0.5) = 0.235. The tangent line ascends by 1 vertical decade across 4.25 
horizontal decades, creating an angle of 13° with the abscissa. The voltage at this point is 
approximately 20% to 25% higher than the knee-point voltage given by the IEEE definition. 

Regarding the saturation voltage, USAT, the newest IEEE C37.110 standard version redefines it as the 
RMS value of the symmetrical voltage across the secondary winding of the CT for which the peak 
induction just exceeds the saturation flux density. It can be found graphically by locating the 
intersection of the straight portions of the excitation curve on log–log axes (red point in Fig. 6.14). The 
IEEE saturation flux, SAT, is calculated from USAT as 
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where f  is the voltage frequency. 

Originally, the IEC defined the saturation flux as the peak value of the flux which would exist in a 
core in the transition from the non-saturated to the fully saturated condition and deemed to be that 
point on the saturation curve at which a 10 % increase in the excitation current causes flux to be 
increased by 50 %, see Fig. 6.15. This definition gained no acceptance because the saturation value 
was too low, and led to misunderstandings and contradictions. 

The IEC has redefined the saturation flux as the maximum value of the flux enclosed by the secondary 
winding in a CT, corresponding to the magnetic saturation of the core material. According to IEC, a 
sinusoidal voltage must be applied to the secondary winding with the primary winding open-circuited, 
at a very low frequency to minimize eddy losses (known as DC saturation test), and the waveforms of 
both the applied voltage and the excitation current must be recorded. When integrating the voltage, a 
saturation curve must be result, where the saturation flux will correspond to the flux value at which the 
curve becomes practically horizontal. 

Fig. 6.15 shows the static hysteresis loop of the CT, obtained by a DC saturation test. The old and new 
definitions of the saturation flux, according to the IEC, has also been marked in the figure. 
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Fig. 6.15. IEC definitions of the saturation flux. The static hysteresis loop allows the maximum residual flux acquisition. 
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Then, the IEC saturation voltage is calculated from the saturation flux as 
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This subsection finishes with another definition of the saturation voltage: the point where the CT error 
starts to exceed the 10% of 20 times the rated current. That is, the saturation voltage is the voltage Um 
for a composite error ɛc = 10%, i.e., for IE equal to 10% of 20 times the rated current. This definition is 
related with the IEEE C-rating: secondary voltage U2 (U2 = Um  R2∙20IN2) for a composite error 
ɛc = 10%, i.e., for IE equal to 10% of 20 times the rated current. Related to this last definition of 
saturation voltage, a popular rule of thumb to avoid saturation is to assure that the IEEE C-rating is 
twice the secondary voltage induced by the maximum fault current [197]. This ensures operation near 
the knee-point for the maximum symmetrical fault current, as that the knee-point voltage can be 
typically considered the 46% of the last defined saturation voltage. 

6.5. Saturation curve estimation 

The dynamic study of the CT requires the knowledge of the instantaneous -i saturation curve. This 
curve can be obtained from the UmIE excitation curve in RMS values by using the Dommel-Neves 
algorithm [146]. The excitation curves of the protection CT4 used in the most examples of this chapter 
are shown in Fig. 6.16(a) in log-log scale, and in Fig. 6.16(b) in linear scale. The point values of the 
excitation curve for the 2000/5 ratio are given in Table 6.3 [197]. 

The remaining characteristics of CT4 are: 

 Multi-ratio CT 2000/5 A, C400. 

 Secondary winding resistance: R2 = 1.02 Ω. 

 Ratio error ɛ = 3% at rated current, and composite error ɛc = 10% at 20 times the rated 
current. 

 Rated burden B-4.0 at 60 Hz (see Table 6.4): ZB = 4 Ω, RB = 2 Ω, LB = 9.2 mH, PFB = 0.5, 
SB = 100 VA. 

 IEC equivalence (see Table 6.5): 100 VA, 5P20, with a ratio error ɛ = 1% at rated current, 
and a composite error ɛc = 5% at 20 times the rated current. Rated burden ZB = 4 Ω, PFB = 1, 
SB = 100 VA. 
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Table 6.3. Excitation curve values of the protection CT 2000/5 A, C400 (CT4). 

IE (A) Um (V) 

0.001 3.0 

0.002 7.5 

0.003 12.5 

0.004 18 

0.010 60 

0.020 150 

0.025 200 

0.030 235 

0.040 276 

0.050 300 

0.080 356 

0.100 372 

0.200 400 

1.000 447 

4.000 466 

6.000 472 

10.00 486 

(a) (b)
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Fig. 6.16. Excitation curves of the protection multi-ratio CT 2000/5 A, C400 (CT4): (a) log-log scale, and (b) linear scale. 

Given the data of any curve in Fig. 6.16, the data of another curve can be easily extracted by taking 
into account that the secondary magnetizing voltages are proportional to the ratio while the excitation 
currents are inversely proportional to the ratio. For example, the points of the 100/5 A curve can be 
obtained from the points of the 2000/5 A curve by dividing the voltages by (2000/5)/(100/5) = 20, 
while the currents are multiplied by 20. Regarding the secondary winding resistances, they are 
proportional to the ratio, e.g., the resistance of the 100/5 winding is 20 times smaller than the 
resistance of the 2000/5 winding. 
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Table 6.4. Standard relaying burdens for CTs with 5 A secondary windings according to IEEE. 

Burden 
designation 

Resistance 
(Ω) 

Inductance 
(mH) 

Impedance 
(Ω) 

Total 
power at 
5 A (VA) 

Power 
factor 

Secondary 
terminal voltage 

(V) 
B-0.1 0.09 0.116 0.1 2.5 0.9 10 
B-0.2 0.18 0.232 0.2 5.0 0.9 20 
B-0.5 0.45 0.580 0.5 12.5 0.9 50 
B-1.0 0.50 2.300 1.0 25.0 0.5 100 
B-2.0 1.00 4.600 2.0 50.0 0.5 200 
B-4.0 2.00 9.200 4.0 100.0 0.5 400 
B-8.0 4.00 18.400 8.0 200.0 0.5 800 

Table 6.5. Equivalence between IEEE and IEC protective accuracy classes for 5 A CTs. 

Secondary terminal 
voltage (V) 

Secondary burden 
designation 

Impedance 
(Ω) 

IEEE protective 
accuracy 

Equivalent IEC 
protective accuracy 

10 B-0.1  0.1  C10  2.5VA-5P20 

20  B-0.2  0.2  C20  5.0VA-5P20 

50  B-0.5  0.5  C50  12.5VA-5P20 

100  B-1.0  1.0  C100  25VA-5P20 

200  B-2.0  2.0  C200  50VA-5P20 

400  B-4.0  4.0  C400  100VA-5P20 

800  B-8.0  8.0  C800  200VA-5P20 

The instantaneous -i curves of CT4 obtained with the Dommel-Neves algorithm are shown in Fig. 
6.17(a). Next, the CT4 curves of Fig. 6.17(a) have been adjusted to the saturation curve of (2.7), and 
the estimated parameters are shown in Table 6.6. Fig. 6.17(b) plots the predicted curves with the 
estimated parameters. Lastly, Fig. 6.18 compares three of the original curves in Fig. 6.17(a) with the 
estimated curves in Fig. 6.17(b). It is apparent the goodness of the estimation as the curves are very 
similar, specially by taking into account that original data of Fig. 6.16(a) was given in logarithmic 
scale. 
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Fig. 6.17. Saturation curves of CT4: (a) direct conversion from points in excitation curve, and (b) saturation curve from 
estimated parameters. 
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Fig. 6.18. Comparison between three of the original saturation curves of CT4 in Fig. 6.17(a) (dotted line) with those 
predicted by the estimated parameters in Fig. 6.17(b) (solid line). 
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Table 6.6. Estimated saturation curve parameters of the protection multi-ratio CT 2000/5 A, C400 (CT4). 

Ratio K1 (Wb/A∙t) K2 (Wb/A∙t) p kSAT 

2000/5 0.0670 21.2ꞏ10−6 1.393 0.0466 
1200/5 0.0402 12.7ꞏ10−6 1.393 0.0467 
1000/5 0.0335 10.6ꞏ10−6 1.393 0.0468 
900/5 0.0302 9.5ꞏ10−6 1.393 0.0469 
800/5 0.0268 8.5ꞏ10−6 1.393 0.0470 
600/5 0.0201 6.4ꞏ10−6 1.393 0.0471 
500/5 0.0167 5.3ꞏ10−6 1.393 0.0472 
400/5 0.0134 4.2ꞏ10−6 1.393 0.0473 
300/5 0.0101 3.2ꞏ10−6 1.393 0.0474 
200/5 0.0067 2.1ꞏ10−6 1.393 0.0475 
100/5 0.0034 1.1ꞏ10−6 1.393 0.0476 

6.6. Experimental results 

Three CTs have been tested in the laboratory. CT1 is a protection transformer of 100/5 A, 5 VA, with 
no other data available. CT2 is a protection transformer of 1000/5 A, 20 VA, 5P10 (i.e., the ratio error 
at rated current is ɛ = 1%, and the composite error at 20 times the rated current is ɛc = 5%). CT3 is a 
metering transformer of 800/5 A, 15 VA, class 0.5 (i.e., the ratio error at 0.05 times the rated current is 
ɛ = 1.5%, and the ratio error at rated current is ɛ = 0.5%). 

Different excitation tests were made at eight different secondary voltages and rated frequency, and the 
instantaneous waveforms of secondary voltage and current were registered. The results are shown in 
Fig. 6.19(a), Fig. 6.20(a) and Fig. 6.21(a). It can be observed that the no test was made at a depth 
saturation voltage. The instantaneous -i curve was obtained from the excitation tests, and the results 
are shown in Fig. 6.19(b), Fig. 6.20(b) and Fig. 6.21(b). 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

121 

 

−0.6 −0.4 −0.2 0 0.2 0.4 0.6
−2.5

0

2.5

0 1 2 3
0

0.5

1

2.5

ϕ 
(W

b)

iE (A)

ϕ 
(W

b)

iE (A)

(a) (b)

CT1

10−3 10−3

2

1.5

 

Fig. 6.19. Protection CT 100/5 A, 5 VA (CT1): (a) Excitation tests at different levels of current, and (b) obtained saturation 
curve. 
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Fig. 6.20. Protection CT 1000/5 A, 20 VA, 5P10 (CT2): (a) Excitation tests at different levels of current, and (b) obtained 
saturation curve. 
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Fig. 6.21. Metering CT 800/5 A, 15 VA (CT3): (a) Excitation tests at different levels of current, and (b) obtained saturation 
curve. 

For comparison purposes, the Um-IE excitation curves in RMS values and in log-log scale for the three 
CTs are illustrated in Fig. 6.22. It is clear from this figure that the achieved saturation was no severe in 
all cases. 

CT1
CT2

CT3

100

10−110−2

101

100

U
m
 (

V
)

IE (A)  

Fig. 6.22. Experimental excitation curves for CT1, CT2, and CT3. 
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Chapter 7. Conclusions and further work 

7.1. Main contributions and conclusions 

The main contributions of this thesis and their respective conclusions can be summarized as follows: 

Single-phase power transformer 

1. An analysis of the inrush current phenomenon and all the variables and parameters affecting 
its severity has been carried out. 

2. The residual flux phenomenon and the de-energization trajectories have been thoroughly 
examined in order to predict the residual flux value in a very simple manner. 

3. A straightforward strategy (smart switching) has been proposed to avoid inrush current, 
without the need to measure or estimate at any time the residual flux, either during de-
energization or before energization. 

4. Using a simple transformer model, a novel and simple methodology has been developed to 
estimate the saturation curve (including the slope of the saturation zone), employing 
minimum information from straightforward measurements (no-load test and inrush current). 

The transient de-energization trajectories of the single-phase transformer have been analyzed in this 
paper for three main purposes: (1) understanding its behavior, (2) predicting residual flux values, and 
(3) to propose a methodology to avoid inrush currents in single-phase transformers, more simple than 
the literature methodologies. It has been demonstrated that: (a) the range of residual flux values is 
determined by the static hysteresis loop, while eddy losses have no influence, (b) the residual flux 
value is independent of the circuit breaker interruption speed and (c) only depends on the de-
energization point-on-wave. The proposed smart switching only requires two pieces of data (obtained 
from only two simple no-load tests): RM and i0, or the corresponding voltage points-on-wave αRM and 
αi0, along with understanding of the used breaker technology. In opposite to the literature 
methodologies, the proposed smart switching does not require to estimate the residual flux or to preset 
a known value previous to each energization, avoiding complex measurement setups and continuous 
signal acquisition during each de-energization. It can be applied to any power transformer installed on 
the grid or in industrial facilities, extending beyond transformers in laboratories. Although the 
proposed methodology is applicable to SCR and IGBT breakers with equal results, the SCR breaker is 
a more cost-effective solution suitable for large power systems. 

By other hand, among the hundreds of papers in the literature using an inrush test to, e.g., validate 
their proposed models, only a few papers use an inrush test to estimate the transformer parameters. In 
contrast to such literature methods, the one described in this paper: (a) does not need the knowledge of 
the residual flux or the knowledge of the energization point-on-wave, and (b) no values for these two 
variables are assumed. Strictly speaking, it is not required all the inrush current waveform as only the 
iPEAK and τ values are the unique inputs for the estimation procedure of the saturation slope K2. Even, 
these two pieces of information (iPEAK and τ) could be visually obtained from a simple scope, but also 
from manufacturer data tables or from the protective relays programming experience. The results show 
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that a more severe inrush test leads to a more accurate K2 estimation. The saturation curve obtained 
from a given test characterizes with a good accuracy all possible equally or less severe inrush tests.  

The results demonstrate that a saturation curve model with only two slopes is accurate enough to 
predict inrush currents. 

An important contribution is that the nonlinear transformer core can be fully characterized by its 
signature (main envelope of the inrush current peaks in the worst case) plus the harmonic content of 
the no-load current. 

Three-phase three-legged power transformer 

1. An innovative methodology to estimate the saturation curve, including deep saturation. 
Unlike other methodologies, the proposal only requires terminal measurements (only one 
three-phase inrush test and only one three-phase no-load test) without breaking the winding 
connections and without knowledge of the residual flux. No special tests with specific 
winding connections are necessary. 

The proposal is applicable to all transformers, regardless of their winding connections. In contrast to 
other methodologies described in the literature, the approach presented in this paper does not need the 
knowledge of the residual flux or the knowledge of the energization point-on-wave, in such a way that 
an inrush test with controlled switching is not necessary. Moreover, there is no requirement to 
determine the air path reluctance or assume any value prior to the saturation curve estimation. These 
remarkable features allow the methodology to be applied to any transformer installed on the grid or in 
industrial facilities, extending its practicality beyond laboratory transformers. Consequently, it is a 
more practical alternative compared to other methodologies described in the literature. 

An important contribution lies in the characterization of the nonlinear transformer core and the 
magnetic interaction between its core legs through its signature: the instantaneous reactive power. 

Current transformer 

1. A comprehensive analysis of the current transformer saturation has been carried out. 

2. An approach has been proposed to characterize the magnetizing characteristics of the 
current transformer solely based on the nameplate and the class information provided in the 
IEEE and IEC standards. 

3. An FPGA-based smart sensor has been developed to detect current transformer saturation, 
particularly during inrush current measurements. 

It has been observed that the time-to-saturation mainly depends on the total secondary resistance, 
whereas the total secondary inductance does not exert significant influence. Saturation during inrush 
currents (which has not been extensively studied in the literature) is more likely to occur with a higher 
inrush current decay constant, a condition found in large transformers. 

The points of the saturation curve (instantaneous values) of a CT have been obtained from the points 
of the excitation curve (RMS values). Using these points of the saturation curve, the parameters of a 
simple model of saturation curve can be adjusted. 
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Finally, it has been proposed a new methodology to detect the CT saturation mainly during inrush 
conditions, as well as its implementation into an FPGA-based smart sensor. This represents an 
important initial step towards secondary current compensation. 

7.2. Further work 

The possible lines of research opened up by the present work are the following: 

1. Extension to three-phase transformers of the methodology to avoid inrush currents, without 
the need to measure and/or estimate residual fluxes. 

2. Extension of the methodology from Chapter 6 to estimate the saturation curve of 
five-legged transformers. 

3. Analysis of the phenomenon of sympathetic currents that occur when multiple transformers 
operate in parallel. 

4. Development of models for three-winding transformers. 

5. Proposal of typical values for the parameters of the saturation curve of protection CTs. This 
is especially interesting for CTs based on IEC standards, as the excitation curve is not 
provided by the manufacturer, in contrast to the CTs based on IEEE standards. 

6. Furthermore, the compensation of the saturated current needs to be implemented based on 
the knowledge developed in this thesis. 
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Appendix A. Elimination of the Number of Winding Turns in 
Transformer Model Equations 

The experimental determination of the reluctance in the magnetic circuit of the transformer models has 
a significant drawback. Typically, it is not possible to measure or estimate the true values of its 
parameters, since the exact numbers of winding turns in the transformer windings is often unknown. 
This, in turn, also complicates the measurement or estimation of the flux based on voltage 
measurements. Therefore, it is recommended to exclude the numbers of winding turns in the 
transformer equations. 

This drawback can be addressed in two different ways: by reducing all the equations to per unit (pu) or 
by reducing only the magnetic circuit variables with a reduction to the primary side. 

A.1. Per unit reduction 

The base values for the per unit reduction of a single-phase transformer are as follows: 
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where ωB can be either ωB = 1 rad/s or ωB = ωN = 2πfN rad/s. The second option offers the advantage 
that the RMS value of the reduced flux is equal to 1 pu, while the reduced reluctances and the reduced 
inductances are equal. 

The reduced equations of the single-phase transformer model in Chapter 1 are the following 
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where the reduced signals and reduced reluctance are indicated with the superscript “pu”, while the 
reduced linear parameters are denoted by lowercase letters, calculated as 
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It can be seen that the writing of the reduced equations is identical to the equation system presented in 
Chapter 2, but eliminating the numbers of winding turns and pre-multiplying the derivative operator 
by 1/ωb. 

The reduced expression of the saturation curve is given by 
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where the reduced parameters are calculated as 
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The reduced equations for the three-phase transformer model from Chapter 4, can be calculated in the 
same way, with the base voltages being the nominal voltages of the windings (not the phase voltages) 
as following 
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The reduced equation system results in 
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A.2. Reduction to the primary of magnetic variables 

This second option for eliminating the number of winding turns in transformer model equations has 
the advantage that the external variables from both windings, i.e., the variables from the electric circuit 
(voltages and currents), are represented in true values, while only the variables from the magnetic 
circuit are modified. 

The base values for the reduction to the primary of a single-phase transformer are as follows: 

 

B B

B1 B2
tr

B1 B2 tr

B1 B2 2
tr

B1 B2 2
B tr B

B1 B2
B tr B

B
B 1 tr B 2

2 2 2
B B 1 B 2 tr

B 1 2 tr

1,

1
1

1

1
1

1 1

1 1

1 1

S

U U
r

I I r

Z Z
r

L L
r

r

N r N

N N r

N N r

 

 

 

 

 
 

   
 

  
 

   

 

R

F

  (A.8) 

The equations reduced to the primary of the single-phase transformer model in Chapter 2, introducing 
new magnetic variables, are the following 
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where the total flux linked by the primary winding is 1 = N11, rtr = N1/N2 is the ratio between the 
numbers of winding turns, and the new magnetic variables are 
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These new magnetic variables are indicated with a prime superscript, and have been calculated using 
ωB = 1. The ratio between the numbers of winding turns can be determined experimentally, or 
approached as the transformation ratio, rt = UN1/Un2. 

The saturation curve reduced to the primary is given by 
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It is important to note that the original equation system in Chapter 2 is identical to the equation system 
reduced to the primary, when the following modifications to the original system are taken into 
account: 
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The reduced equations for the three-phase transformer model from Chapter 5, with the base voltages 
being the nominal voltages of the windings (not the phase voltages), are given by 
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where, again, the value of rtr can be determined experimentally or obtained from the transformation 
ratio, rt = UN1/Un2, and both winding connections. 

An important consideration to take into account is that although the two reductions presented fulfill 
the objective of eliminating the numbers of winding turns from the equations, both numbers are still 
required for performing the reductions (to calculate the base values), which seems contradictory to the 
objective. In reality, for both reductions, any values of N1 and N2 can be assumed, as long as the rtr 
ratio is satisfied, and the reduced values will always be the same. Without performing the reduction, 
the variables and parameters of the magnetic circuit would be indeterminate since different values of 
N1 and N2, even if they satisfy the rtr ratio, would result in different magnetic circuits. 
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Appendix B. Transformer tests to determine linear parameters 

To determine the linear parameters of a transformer, two classical tests can be performed: the no-load 
test and the short-circuit test. To perform the tests, it is necessary to know the nominal power, SN, the 
nominal voltages, UN1 and UN2, and from these values the nominal currents, IN1 and IN2. 

The two tests are valid for both single-phase and three-phase transformers, with the exception that 
when referring to real powers in a three-phase transformer, these are three-phase, and when referring 
to real voltages and currents, these are line values. 

B.1. No-load test 

In this test, one winding of the transformer (typically the low-voltage winding, although it can also be 
done through the high-voltage winding) is energized at its nominal voltage, while the other winding is 
left open (no-load). This test measures the supplied voltage (U0), consumed current (I0), and consumed 
power (W0). The no-load current during the test is much smaller than the nominal current (I0 << IN2). 

x r

LV / HV

bm gFE02i

02u

 

Fig. B.1. Reduced scheme of the no-load test, with the transformer energized by the low-voltage winding. 

With the per unit reduced scheme depicted in Fig. B.1, it is satisfied that 

 0 01 02 0 01 02,u u u i i i      (B.1) 

The parameters bm and gFE can be calculated as follows 
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  (B.2) 

considering that u0 = 1 pu. 
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B.2. Short-circuit test 

In this test, one winding of the transformer (typically the high-voltage winding, although it can also be 
done through the low-voltage winding) is energized until the consumed current reaches the nominal 
current (the voltage is gradually increased from 0 V), while the other winding is short-circuited. This 
test measures the supplied voltage (Usc), consumed current (Isc), and consumed power (Wsc). The short-
circuit voltage during the test is much smaller than the nominal voltage (Usc << UN1). 

xr

HV / LV

bm gFE

sc1i

sc1u

 

Fig. B.2. Reduced scheme of the short-circuit test, with the transformer energized by the high-voltage winding. 

With the per unit reduced scheme depicted in Fig. B.2, it is satisfied that 

 sc sc1 sc2 sc sc1 sc2,u u u i i i      (B.3) 

The parameters r and x can be calculated as follows 
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considering that isc = 1 pu. 
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Appendix C. Summary of typical and measured values in the 
literature for power transformer parameters and currents 

In this appendix, several tables are provided with typical and/or measured values of various 
transformer parameters that can be found in the literature. Data from inrush currents and no-load 
currents are also presented. 

C.1. Typical parameters 

Table C.1. Minimum short-circuit impedance that power transformers must have according to standard IEC 60076-5 [198]. 

SN (kVA) Minimum zcc (pu) 
<= 630 0.04 

631-1250 0.05 
1251-2500 0.06 
2501-6300 0.07 

6301-25000 0.08 
25001-40000 0.10 
40001-63000 0.11 

63001-100000 0.125 
> 100000 > 0.125 

Table C.2. Typical ranges of leakage reactance as a function of voltage for transformers 25 MVA and larger [199]. 

UN1 (kV) xsc (pu) 
Forced-air-cooled Forced-oil-cooled 

34.5 0.05-0.08 0.09-0.14 
69 0.06-0.10 0.10-0.16 

115 0.06-0.11 0.10-0.20 
138 0.06-0.13 0.10-0.22 
161 0.06-0.14 0.11-0.25 
230 0.07-0.16 0.12-0.27 
345 0.08-0.17 0.13-0.28 
500 0.10-0.20 0.16-0.34 
700 0.11-0.21 0-19-0.35 

Table C.3. Typical values of short-circuit resistances for oil-immersed three-phase transformers [200]. 

SN (MVA) / UN1 (kV) 
rsc (pu) 

15 69 138 230 500 765 
2 0.0073 0.0081 0.01 - - - 
4 0.0063 0.0066 0.008 - - - 

10 0.0052 0.0054 0.006 0.0067 - - 
20 0.0044 0.0045 0.0049 0.0052 - - 
40 0.0035 0.0036 0.0039 0.0042 - - 

100 - 0.0026 0.0028 0.0030 - - 
255 - - - - - 0.0095 
750 - - - - 0.00176 - 
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Table C.4. Typical values of power transformer parameters in pu [201]. 

SN (MVA) Usc (pu) wsc (pu) i0 (pu) w0 (pu) 
150 0.11 0.0031 0.003 0.001 
240 0.15 0.0030 0.0025 0.0006 
426 0.145 0.0029 0.002 0.0006 
630 0.143 0.0028 0.004 0.0007 

Table C.5. Maximum allowable values of no-load current, no-load losses, short-circuit losses at 85°C and short-circuit 
voltage at 85°C for single-phase transformers with primary voltages of 13.2 kV, 11.4 kV, 7.62 kV and 4.16 kV [202]. 

SN (kVA) i0 (pu) W0 (W) Wsc (W) usc (pu) 
3 0.025 21 70 0.03 
5 0.025 30 90 0.03 

10 0.025 50 140 0.03 
15 0.024 70 195 0.03 
25 0.02 100 290 0.03 

37.5 0.02 135 405 0.03 
50 0.019 160 510 0.03 
75 0.017 210 710 0.03 

Table C.6. Maximum allowable values of no-load current, no-load losses, short-circuit losses at 85°C and short-circuit 
voltage at 85°C for single-phase transformers with primary voltage of 34.5 kV [202]. 

SN (kVA) i0 (pu) W0 (W) Wsc (W) usc (pu) 
25 0.024 185 360 0.04 

37.5 0.02 230 490 0.04 
50 0.02 265 605 0.04 
75 0.019 330 820 0.04 

Table C.7. Maximum allowable values of no-load current, no-load losses, short-circuit losses at 85°C and short-circuit 
voltage at 85°C for three-phase transformers with primary voltages of 4.16 kV, 11.4 kV and 13.2 kV [202]. 

SN (kVA) i0 (pu) W0 (W) Wsc (W) usc (pu) 
30 0.036 135 515 0.03 
45 0.035 180 710 0.03 
75 0.035 265 1090 0.035 

112.5 0.026 365 1540 0.035 
150 0.024 450 1960 0.04 
225 0.021 615 2890 0.04 
300 0.020 765 3575 0.045 
400 0.019 930 4730 0.045 
500 0.017 1090 5780 0.05 
630 0.016 1285 7140 0.05 
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Table C.8. Maximum allowable values of no-load current (I0), no-load losses (W0), short-circuit losses (Wsc) at 85°C and 
short-circuit voltage at 85°C (usc) for three-phase transformers with primary voltage of 34.5 kV [202]. 

SN (kVA) i0 (pu) W0 (W) Wsc (W) usc (pu) 
75 0.035 390 1370 0.06 

112.5 0.026 500 1890 0.06 
150 0.025 610 2400 0.06 
225 0.025 790 3330 0.06 
300 0.020 950 4210 0.06 
400 0.020 1150 5320 0.06 
500 0.017 1330 6370 0.06 
630 0.017 1540 7690 0.06 

Table C.9. Three-phase transformer parameters provided by manufacturers [203]. 

Parameters Transformers 
SN (MVA) 20  50 160 
UN1 (kV) 66 70.5 220 
UN2 (kV) 10.6 10.5 66 
usc (pu) 0.147 0.11 0.178 

Wsc (kW) 87.6 116 459 
W0 (kW) 10.3 31.3 71.4 
i0 (pu) 0.00077 0.0023 0.00104 

Table C.10. Liquid-immersed three-phase distribution transformers with Dyn winding connection [204]. 

SN (kVA) UN1 (kV) UN2 (V) Max. W0 (W) Max. Wsc (kW) usc (pu) 
100 10 400 145 1.75 0.04 
100 20 400 145 1.75 0.04 
160 10 400 210 2.35 0.04 
160 20 400 210 2.35 0.04 
250 10 400 300 3.25 0.04 
250 20 400 300 3.25 0.04 
400 10 400 430 4.6 0.04 
400 20 400 430 4.6 0.04 
630 10 400 600 6.5 0.04 
630 20 400 600 6.5 0.04 
800 10 400 650 8.4 0.06 
800 20 400 650 8.4 0.06 

1000 10 400 770 10.5 0.06 
1000 20 400 770 1.5 0.06 
2000 10 400 1450 18 0.06 
2000 20 400 1450 18 0.06 
2500 10 400 1750 22 0.06 
2500 20 400 1750 22 0.06 
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Table C.11. Measured short-circuit reactances for two different transformers [205]. 

Type SN (MVA) UN1 (kV) UN2 (kV) Windings xsc (pu) 
Single-phase 360 230 24 - 0.1454 
Three-phase 
four-winding 

96 400 6.8 1 and 2 0.23 
6.8 1 and 3 0.232 
6.8 1 and 4 0.24 

Table C.12. Typical values of short-circuit reactances and impedances in single-phase transformers [206]. 

SN (kVA) UN1 (kV) 
2.5 15 25 69 

 xsc (pu) zsc (pu) xsc (pu) zsc (pu) xsc (pu) zsc (pu) xsc (pu) zsc (pu) 
3 0.011 0.022 0.008 0.028 - - - - 
10 0.015 0.022 0.013 0.024 0.044 0.052 - - 
25 0.020 0.025 0.017 0.023 0.048 0.052 - - 
50 0.021 0.024 0.021 0.025 0.049 0.052 0.063 0.065 

100 0.031 0.033 0.029 0.032 0.050 0.052 0.063 0.065 
500 0.047 0.048 0.049 0.050 0.051 0.052 0.064 0.065 

Table C.13. Comparison of measurements and finite-elemnt simulations of air-core inductance for different single-phase 
transformers [207]. 

SN (kVA) Core type Winding Measured LAIR (H) FEM LAIR (H) 
1 Shell 1 640 645 

2 894 850 
3 973 1069 
4 1267 1300 

1 Toroidal 1 314 316 
2 374 383 

4 Toroidal 1 81 75.2 
2 118 119.6 

25 Toroidal 1 50 51.7 

C.2. No-load and inrush currents 

Table C.14. Typical magnetizing current values [200]. 

SN (MVA) / UN2 (kV) im (pu) 
350  650 900 1300 

20 0.0080 0.0090 0.0010 0.012 
40 0.0065 0.0074 0.0082 0.0094 
60 0.0058 0.0065 0.0073 0.0084 
80 0.0054 0.0061 0.0068 0.0077 

100 0.0051 0.0059 0.0065 0.0073 
150 0.0047 0.0053 0.0061 0.0067 
200 - 0.0051 0.0058 0.0064 
300 - 0.0049 0.0055 0.0061 
500 - 0.0047 0.0053 0.0059 
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Table C.15. Typical no-load current values of three-phase transformers [206]. 

SN (kVA) / UN1 (kV) i0 (pu) 
2.5 15 25 69 138 161 

500/3 0.037 0.037 0.038 0.049 - - 
1000/3 0.033 0.033 0.036 0.043 - - 
2500/3 - 0.031 0.032 0.038 - - 
5000/3 - - 0.028 0.031 0.025 0.041 

10000/3 - - 0.030 0.031 0.024 0.036 
25000/3 - - 0.022 0.024 0.031 0.039 
50000/3 - - - - 0.031 0.039 

Table C.16. No-load currents of different 25 kVA single-phase transformers excited by the secondary winding [208]. 

SN (kVA) UN1 (kV) UN2 (V) U2 = 1 pu U2 = 1.1 pu 
i0 (pu) THD (%) i0 (pu) THD (%) 

25 7.62 240 0.0055 42.3 0.0092 61.1 
25 8.00 240 0.0103 84.1 - - 
25 8.00 240 0.0072 53.5 0.0156 78.2 
25 8.00 240 0.0074 55.1 0.0189 79.6 
25 13.80 240 0.0052 74.5 0.0233 98.2 
25 13.80 240 0.0060 58.2 0.0162 88.8 
25 13.80 240 0.0091 82.8 0.0365 94.2 
25 14.40 240 0.0066 62.6 0.0202 91.0 
25 19.92 240 0.0100 94.9 0.0400 98.9 
25 19.92 240 0.0079 85.0 0.0300 102.0 
25 19.92 240 0.0103 104.0 0.0457 100.0 

Table C.17. No-load currents of different 50 kVA single-phase transformers excited by the secondary winding [208]. 

SN (kVA) UN1 (kV) UN2 (V) U2 = 1 pu U2 = 1.1 pu 
i0 (pu) THD (%) i0 (pu) THD (%) 

50 8000 240 0.0030 44.8 0.0044 61.1 
50 8000 240 0.0103 64.4 0.0284 77.9 
50 8000 240 0.0028 41.7 0.0040 61.0 
50 8000 240 0.0100 71.4 0.0292 83.0 
50 8000 240 0.0053 47.6 0.0096 66.2 
50 8000 240 0.0058 58.4 0.0134 81.8 
50 8000 240 0.0154 58.1 0.0286 60.5 

Table C.18. No-load current harmonics of three different single-phase transformers (8000/254 V, 60 Hz) excited by the 
secondary winding [211]. 

SN (kVA) 5 15 25 
Harmonic i0 (pu) (%) i0 (pu) (%) I0 (pu) (%) 

I(1) 0.0370 100 0.0131 100 0.0254 100 
I(3) 0.0185 50.00 0.0077 58.72 0.0116 46.00 
I(5) 0.0068 18.45 0.0040 30.28 0.0029 11.50 
I(7) 0.0020 5.34 0.0019 14.68 0.0004 1.50 
I(9) 0.0009 2.43 0.0008 6.42 0.00036 1.40 

THD (%) - 53.60 - 2.75 - 47.30 
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Table C.19. No-load current harmonics of three different single-phase transformers (8000/254 V, 60 Hz) excited at 115% of 
nominal secondary voltage [211]. 
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Fig. C.1. Magnetizing current and its harmonic components for different excitation voltages [212]. 

Table C.20. Typical values of decay time as a function of the nominal power [204]. 

SN (MVA) Time constant, τ(s) 
0.5-1.0 0.16-0.2 
1.0-10 0.2-1.2 

>10 1.2-720 

SN (kVA) 5 15 25 
Harmonic i0 (pu) (%) i0 (pu) (%) i0 (pu) (%) 

I(1) 0.1322 100 0.0910 100 0.0790 100 
I(3) 0.0890 67.39 0.0695 76.32 0.0480 60.80 
I(5) 0.0496 37.50 0.0431 47.37 0.0216 27.40 
I(7) 0.0244 18.61 0.0215 23.68 0.0096 12.20 
I(9) 0.0115 8.83 0.0084 9.21 0.0043 5.40 

THD (%) - 79.78 - 93.35 - 68.66 
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Fig. C.2. Maximum inrush current peak as a function of the nominal power [204]. 

Table C.21. Typical short-time thermal load capability of oil-inmersed transformers [210]. 

Time (s) Times nominal current 
2 25 
10 11.3 
30 6.3 
60 4.75 

300 3 
1800 2 

Table C.22. Recommended setting for unrestrained operation for the transformer differential relay [213]. 

Connection SN (MVA) Recommended setting x IN1 when energizing from the 
High voltage winding Low voltage winding 

- <10 20 20 
Yy 10-100 13 13 
Yy >100 8 8 
Yd - 13 13 
Dy <100 13 20 
Dy >100 8 13 

 

 

 

 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

152 

 

Table C.23. Maximum inrush current peaks for various transformer winding connections [216]. 

Connection iPEAK (pu) 
Three single-phase transformers Three-phase three-legged transformer 

Primary Secondary Simultaneous 
switching 

Sequential 
switching 

Simultaneous 
switching 

Sequential 
switching 

YN y 26 26 13 14.5 
YN d 26 29 13 14.5 
Y y 20 20 11 11 
Y d 20 20 11 11 
D Y 20 30 15.5 15.5 
D d 20 30 15.5 15.5 

Table C.24. Maximum peak inrush current on the medium voltage side for liquid insulated medium and low voltage 
transformers [214]. 

SN (kVA) iPEAK (pu) τ (s) 

100 14 0.15 

160 12 0.20 

250 12 0.22 

315 12 0.24 

400 12 0.25 

500 12 0.27 

630 11 0.30 

800 10 0.30 

1000 10 0.35 

1250 9 0.35 

1600 9 0.40 

2000 8 0.45 

2500 8 0.5 

Table C.25. Maximum peak inrush current on the medium voltage side for dry insulated medium and low voltage 
transformers [214]. 

SN (kVA) iPEAK (pu) τ (s) 

160 10.5 0.13 

250 10.5 0.18 

400 10 0.25 

630 10 0.26 

800 10 0.30 

1000 10 0.30 

1250 10 0.35 

1600 10 0.40 

2000 9.5 0.40 
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Table C.26. Maximum inrush current peaks of different three-phase transformers referred to the high voltage nominal 
current [213]. 

Connection 

  

SN (kVA) 

  

iPEAK (pu) 

usc = 0.04 pu usc = 0.06 pu 

Yz and Yy 50 23 17 

100 22 16 

200 21 15 

Yy 250 21 16.5 

630 19.5 15 

1600 18 13.5 

Dy 250 14 11 

630 13 10 

1600 12 9 

Table C.27. Typical maximum inrush current peaks of single-phase transformers energized by the high voltage winding 
[206]. 

SN (kVA) iPEAK (pu) 
Core type Shell type 

2000 7-11 - 
10000 5-10 3.5-7 
20000 - 2.5-6 
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Fig. C.3. Example of harmonic components evolution in an inrush current [217].  

C.3. Residual flux 

Table C.28. Maximum possible residual flux values for two different power transformers (60 Hz) [218]. 

Type SN (MVA) UN1 (kV) UN2 (kV) UN3 (kV) R(pu) 

Single-phase 
three-winding 

330/330/50 500 275 73.5 0.752 

Three-phase 
three-legged 

30 138 36.1 - 0.92 
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Appendix D. Static Hysteresis Models 

D.1. Static Jiles-Atherton model 

The original JA theory is based on the decomposition of the magnetization M between a reversible and 
an irreversible component [78]: 

 rev irrM M M    (D.1) 

and they are linked with the magnetic field intensity, H, by the anhysteretic magnetization. 

The JA model describes the relation between M and H by using an anhysteretic curve Man-Heff 
(anhysteretic magnetization in function of the effective field strength). The original JA model uses a 
modified Langevin function for this anhysteretic curve. This work uses the function proposed in [19] 
for a better fit of the hysteresis loop because depends on more parameters than the modified Langevin 
function: 

   1 eff eff
an eff s

3 2 eff eff

sgn
b

b

a H H
M H M

a a H H

 
 
   

  (D.2) 

where 

 effH H M     (D.3) 

and α is a constant parameter known as the interdomain coupling coefficient, Ms is the saturation 
magnetization, and a1, a2, a3 and b, are positive constants without a physical meaning. They have to 
meet the next two constraints: a2 ≥ a1 and b must be a positive integer (with a common value of 2). 

The Jiles-Atherton model is defined by the following differential equation [82], [83], [92], [99]: 
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  (D.4) 

where c and k are parameters. The former dictates how much of the behavior is defined by Man and 
how much by Mirr, while k is referred to as the bulk coupling coefficient. δM and δ are calculated as 
follows [99], [119], [131]: 
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To achieve a better fit of the hysteresis loop, k is considered variable in this work as a function of M 
according to 

 e ns s
s

M
k k k k

M

 
  

 
  (D.6) 

where ke, kns and ks are new constant parameters. 

D.2. Static Preisach model 

The main idea of the Preisach model is that the magnetic field in a ferromagnetic material can be 
considered as a set of elementary hysteresis loops called hysterons, which only have two states: +1 and 
−1. They are illustrated in Fig. D.1(a). A switching field couple, which can be expressed by the plane 
(α, β), characterizes a hysteron. Representing the saturation flux density and saturation magnetic field 
intensity as BSAT and HSAT, respectively, when H = HSAT all hysterons are positive and the flux density 
will be B = BSAT. At the other tip of the loop, if H = −HSAT all hysterons will be negative and B = 
−BSAT. This means that α and β are bounded to the range [−HSAT, HSAT] [84], [89], [90]. As the 
hysteresis is an energetically dissipative phenomenon, next constraint must be accomplished: α ≥ β. 
These conditions lead to define a triangle in the plane (α , β), known as Preisach triangle, depicted in 
Fig. D.1(b). 
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Fig. D.1. (a) Generic diagram and functionality of a hysteresis operator and (b) the Preisach triangle. 

The static Preisach model can be defined mathematically by a surface integral as follows [84], [89], 
[90]: 
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    ,, d dB H 


         (D.7) 

where γα,β(  ), is the operator associated with each hysteron and µ(α,β) is the Preisach Distribution 
Function (PDF) which depends on the core and determines the weight of each hysteron. The value of 
γα,β depends on the actual input, H(t), and the previous state, and it is defined as [43], [90] 
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  (D.8) 

In Fig. D.2 it is demonstrated how the hysterons switch their value according to a specific input 
function H(t). In the beginning half of all hysterons are set to −1, while the other half are set to 1. For a 
rising slope of H(t), the hysterons with the property α < h(t) are set to 1. For a falling slope of H(t), the 
hysterons with the β > h(t) are reset to −1. This divides the Preisach plane into one part with activated 
hysterons and another part containing deactivated hysterons. Therefore, the Preisach triangle will 
always be divided between two different regions, one where the value of all hysteresis operators is 
equal to 1, and another where all are equal to −1. The evaluation of the integral in (D.7) results in the 
static hysteresis loop. 
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Fig. D.2. Graphical representation of Preisach model behavior. 

On the other hand, it has been stated that the Preisach model is a static hysteresis model, meaning it is 
independent of the input rate, as illustrated in Fig. D.3. It can be observed that for different inputs with 
varying rates but the same maximum and minimum values, the resulting output is exactly equal for 
both inputs. 
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Fig. D.3. Comparison between two different inputs (with identical maximum and minimum values but different rates of 
change) for the static Preisach model that result in the same description of hysteresis loops. 

The main problem of the Preisach model is to determine the PDF. In this work has been used the 
centered cycles method [219], which determines numerically the PDF from no-load measurements in 
steady state and does not make any assumption concerning the material type. 
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Appendix E. Measurements 

E.1. Single-phase transformers 

Six different single-phase transformers have been tested on laboratory (T1 to T6), whose nominal 
values are shown in Table E.1. 

The summarized results of the no-load and the short-circuit tests are given in Table E.2 and Table E.3, 
respectively. The waveforms (voltages, currents, fluxes and i loops) from these tests are depicted 
from Fig. E.1 to Fig. E.12. Fig. E.13 show the harmonic content of the no-load currents, while Fig. 
E.14 shows the resultant i loops from no-load tests conducted at different voltage levels. Finally, 
some inrush currents from transformers T2, T4 and T5 (transformers whose inrush currents were not 
included in Chapter 4) are depicted in Fig. E.15. 

Table E.1. Nominal values of single-phase transformers T1 to T6. 

Parameter T1 T2 T3 T4 T5 T6 

SN (VA) 320 320 320 320 320 360 
UN1 (V) 120 120 120 120 120 120 
r (pu) 0.0412 0.0368 0.0344 0.0373 0.0387 0.0554 
x (pu) 0.0266 0.0557 0.0850 0.0554 0.0785 0.0811 

Table E.2. Summarized results from the no-load tests. 

T1 T2 T3 T4 T5 T6 
Measures High-voltage winding 

I0 (A) 0.480 0.255 0.729 0.226 0.273 0.263 
i0 (pu) 0.180 0.096 0.243 0.085 0.103 0.099 
U0 (V) 120.998 121.177 122.276 121.527 120.008 120.939 
u0 (pu) 1.008 1.010 1.019 1.013 1.000 1.008 
W0 (W) 10.829 8.321 5.128 7.566 8.425 8.535 
w0 (pu) 0.035 0.026 0.014 0.024 0.026 0.027 

Low-voltage winding 

I0 (A) 0.730 0.384 - 0.362 0.388 0.374 
i0 (pu) 0.160 0.084 - 0.079 0.085 0.082 
U0 (V) 71.318 70.994 - 70.788 70.431 70.220 
u0 (pu) 1.019 1.014 - 1.011 1.006 1.003 
W0 (W) 10.485 7.916 - 7.854 8.084 7.980 
w0 (pu) 0.033 0.025 - 0.025 0.025 0.025 

 

 

 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

160 

 

Table E.3. Summarized results from the short-circuit tests. 

T1 T2 T3 T4 T5 T6 
Measures High-voltage winding 

Isc (A) 2.662 2.720 2.922 2.795 2.711 2.750 
isc (pu) 0.998 1.020 0.974 1.048 1.017 1.031 
Usc (V) 7.438 9.674 11.584 8.368 10.635 11.866 
usc (pu) 0.062 0.081 0.096 0.070 0.089 0.099 
Wsc (W) 13.101 11.453 18.686 13.002 12.740 13.402 
wsc (pu) 0.041 0.036 0.052 0.041 0.040 0.042 

Low-voltage winding 

Isc (A) - 4.752 - 4.535 4.635 4.774 
isc (pu) - 1.040 - 0.992 1.014 1.044 
Usc (V) - 6.149 - 4.891 6.836 7.687 
usc (pu) - 0.088 - 0.070 0.098 0.110 
Wsc (W) - 13.203 - 12.456 16.114 17.319 
wsc (pu) - 0.041 - 0.039 0.050 0.054 
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Fig. E.1. No-load test of T1 performed by the high-voltage winding: (a) primary voltage, (b) flux, (c) no-load current and 
(d) i loop. 
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Fig. E.2. Short-circuit test of T1 performed by the high-voltage winding: (a) primary voltage, (b) flux, (c) no-load current 
and (d) i loop. 
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Fig. E.3. No-load test of T2 performed by the high-voltage winding: (a) primary voltage, (b) flux, (c) no-load current and 
(d) i loop. 
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Fig. E.4. Short-circuit test of T2 performed by the high-voltage winding: (a) primary voltage, (b) flux, (c) no-load current 
and (d) i loop. 
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Fig. E.5. No-load test of T3 performed by the high-voltage winding: (a) primary voltage, (b) flux, (c) no-load current and 
(d) i loop. 
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Fig. E.6. Short-circuit test of T3 performed by the high-voltage winding: (a) primary voltage, (b) flux, (c) no-load current 
and (d) i loop. 
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Fig. E.7. No-load test of T4 performed by the high-voltage winding: (a) primary voltage, (b) flux, (c) no-load current and 
(d) i loop. 
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Fig. E.8. Short-circuit test of T4 performed by the high-voltage winding: (a) primary voltage, (b) flux, (c) no-load current 
and (d) i loop. 
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Fig. E.9. No-load test of T5 performed by the high-voltage winding: (a) primary voltage, (b) flux, (c) no-load current and 
(d) i loop. 

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

−1.5

−1

−0.5

0

0.5

1

1.5

0 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
t (ms) t (ms)

(a) (b)

u 
(p

u)

i (
pu

)

T5

 

Fig. E.10. Short-circuit test of T5 performed by the high-voltage winding: (a) primary voltage, (b) flux, (c) no-load current 
and (d) i loop. 
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Fig. E.11. No-load test of T6 performed by the high-voltage winding: (a) primary voltage, (b) flux, (c) no-load current and 
(d) i loop. 
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Fig. E.12. Short-circuit test of T6 performed by the high-voltage winding: (a) primary voltage, (b) flux, (c) no-load current 
and (d) i loop. 
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Fig. E.13. Harmonic content of the no-load currents of T1-T6. 
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Fig. E.14. i loops of T1-T6 obtained from no-load tests performed at different voltage levels. 
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Fig. E.15. Measured inrush currents from transformers T2, T4 and T5. 

E.2. Three-phase three-legged transformers 

The measurements from the three-phase no-load tests of transformer T21, which were not presented in 
Chapter 5, corresponding to YNd and Yd connections, are depicted in Fig. E.16 and Fig. E.17, 
respectively. Additionally, Fig. E.18 and Fig. E.19 show the resultant i loops from the Fuchs tests 
[157] (single-phase tests) conducted in transformer T21. 
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Fig. E.16. Three-phase no-load test at rated voltage of transformer T21 with connection YNd: (a) i loops, and (b) no-load 
currents. 
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Fig. E.17. Three-phase no-load test at rated voltage of transformer T21 with connection Yd: (a) i loops, and (b) no-load 
currents. 
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Fig. E.18. Zero-sequence test [157] of transformer T21. 
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Fig. E.19. i loops from single-phase Fuchs tests [157] of transformer T21. 
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Appendix F. FPGA-Based Smart Sensor to Detect Current 
Transformer Saturation during Inrush Current Measurement 

F.1. CT saturation detection algorithm 

F.1.1. Time-Domain Features 

The proposed smart sensor is based on the second-order difference function to detect abrupt current 
changes and, therefore, when the saturation starts at each cycle. 

The second-order difference of the current i2 at the n instant, can be obtained as 

       
2 2 2 2

d ( ) 2 ( 1) ( 2)i n i n i n i n   (F.1) 

as a function of the n current sample and the last two previous samples. 

As seen in Fig. F.1, the second-order difference function has peaks every time the measured current 
has a steep change, so the CT saturation can be detected. However, the regular changes in inrush 
current due to power transformer saturation also can be incorrectly detected as CT saturation 
inceptions. Moreover, it also presents lower peaks as a consequence of noise. Then, to improve the use 
of this function, the combined use of the third-order statistic central moment is suggested, which is one 
of the higher-order statistics. 
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Fig. F.1. Second-order difference function of an inrush current. 

A central moment is a statistic moment of a probability distribution of a random variable or discrete-
time series about its mean; that is, it is the expected value of a specified integer power of the deviation 
of the random variable from the mean [220]. A higher-order moment relates to the spread and shape of 
the distribution. 

The third central moment, m3, of a time-discrete series x(k) is defined as [220] 
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   


 
3

3
1

1 N

k

m x k x
N

  (F.2) 

where N is the number of samples and x  is the time-series mean. This definition does not take into 
account the normalization around the standard deviation. This paper uses a sliding window along the 
measured current to obtain a moving version of the third central moment. If the window has a length 
of L samples, the moving third moment can be calculated as 

         2 ,3 3 2 2 2
( ), ( 1), ..., ( 1)

i
m n m i n i n i n L   (F.3) 

where it is considered an overlap of L1 samples between each adjacent window. Fig. F.2 shows an 
example of the moving third moment for an inrush current. 
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Fig. F.2. Moving third-order central moment of an inrush current. 

F.1.2. Start of Saturation 

In order to detect a CT saturation inception due to a transient primary current, the following algorithm 
has to be accomplished:  

7. Set an initial threshold value, i2TH, equal to 0.05 pu. 

8. Set a second threshold value, m3TH, equal to 0.003 pu. 

9. Calculate in real time the two time-domain features (di2 and mi2,3), with (F.1) and (F.3), for 
the secondary CT current. To calculate mi2,3, it must be considered an overlap L equal to 10 
samples. 

10. Detect maximum or minimum local peaks in mi2,3 and compare them with the threshold 
value i2TH. If the absolute peak value is greater than the absolute value of existing i2TH, the 
latter will be updated with the peak value. 

11. To detect the first CT saturation inception at n instant, it must be fulfilled that:  
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 If i2TH is positive, di2(n) must be negative with an absolute value greater than the 
threshold value. 

 If i2TH is negative, di2(n) must be positive and greater than the absolute threshold value. 
12. The i2TH value is updated with the third part of di2(n) value, corresponding to the first CT 

saturation. 

13. The subsequent CT saturation inceptions are detected if: 

 If i2TH is positive, di2(n) must be positive and greater than the threshold. Also, mi2,3(n) or 
mi2,3(n1) must be different from zero and with an absolute value greater than m3TH. 

 If i2TH is negative, di2(n) must be negative and lower than the threshold value. Also, 
mi2,3(n) or mi2,3(n1) must be different from zero and with an absolute value greater than 
m3TH. 

Fig. F.3 shows the flowchart that summarizes this CT saturation detection algorithm. 
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Fig. F.3. Flowchart of the CT saturation detection algorithm. 

F.1.3. End of Saturation 

It can be assumed that at the saturation instant, the CT core flux is the same as when the saturation 
ends. Neglecting the total secondary inductance, the CT flux is proportional to the integration of the 
secondary CT current. It is necessary to know the residual flux R and RT = R2 + RB values to obtain 
the CT flux. Because R only displaces the flux about the vertical axis and RT scales the flux 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

177 

 

waveform, a pseudo-flux proportional to the actual flux can be obtained at the n time using the 
trapezoidal rule as 

            
 

        
  2 2

1
1 1

2

i n i n
n n t n t n   (F.4) 

Therefore, the end of the saturation interval can be determined when the instantaneous pseudo-flux 
magnitude falls below the magnitude corresponding to the saturation instant. 

F.2. Smart Sensor 

The block diagram of the general architecture of the proposed smart sensor is shown in Fig. F.4. The 
smart sensor is divided into three main stages: a primary sensor, a data acquisition system (DAS), and 
an FPGA-based processor. 
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Fig. F.4. Architecture of the proposed smart sensor. 

The primary sensor stage consists of a current sensor (as a Hall Effect clamp meter) connected to the 
secondary CT side. As explained in the Introduction Section, the smart sensor has not been tested on 
fully real conditions, so the primary sensor has not been included on the prototype. The CT saturation 
detection algorithm has been tested using Simulink computer simulations, and the smart sensor 
prototype (FPGA-based processor) has been implemented in a dSPACE MicroLabBox platform 
(which incorporates a Xilinx FPGA) and tested with the help of a HIL (Typhoon platform), which 
provides in real time the measured CT secondary current signal. 

The MicroLabBox incorporates analog to digital converters with a 16-bit resolution, a sampling 
frequency of 1 million samples per second (sps), and an input range from 10 V to +10 V. In this 
paper, the measured signal has been resampled internally in the DSPACE to reduce the sampling 
frequency to 4000 sps, which is in the range of the common sampling frequencies in digital relaying 
systems. The signal conditioning previous to the conversion includes a fully-differential isolation 
amplifier to get electrical isolation and a low-pass anti-aliasing filter, allowing the correct harmonic 
analysis. 
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The FPGA-based processor is the smart sensor’s final stage, responsible for the CT saturation 
detection, performed by the two time-domain features processing cores, an integrator core, and a 
decision stage. All these cores are described in detail in the following subsections. This processor 
delivers the saturation indicator signal, which can be sent to another device so that an optional 
communication interface can also be implemented in the FPGA. The FPGA-based processor also 
includes the necessary drivers for proper communication with the DAS and the finite state machine 
(FSM), which is necessary to handle the operation of all the processing cores. 

F.2.1. FPGA-based Processor 

The FPGA-based processor consists of two main stages. The first stage contains the two time-domain 
features processing cores and the integrator core, and the second stage decides whether there is 
saturation. 

These processing cores are fully implemented on a single FPGA (Xilinx Kintex-7 XC7K325T), and 
the authors fully developed them under Very high speed integrated circuit Hardware Description 
Language (VHDL) and the standard libraries from IEEE. Commercially available processing cores 
and libraries have not been used. 

Fig. F.5 shows the block diagram of the general architecture of the processing core for the second-
order difference function, according to (F.1). There are three input signals, x(n), STR, and SR, and two 
output signals, D2, and END. The signal x(n) is the secondary CT current to be processed, a signal of 
18-bit in a 2.16 fixed-point format. STR is a 1-bit indicator signal to start the calculation, and SR is a 
1-bit signal to indicate to the processing core that a new x(n) sample is available to be read. D2 is the 
result of the processing core, a 18-bit signal with the same format than x(n). Finally, END is a 1-bit 
signal that indicates that a calculation has been finished and a new result is available to be read. 
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Fig. F.5. Architecture of the processing core for computing the second-order difference function. 
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The processing core uses two parallel registers (Register 1 and Register 2) connected in cascade to 
store the last two input samples, x(n1) and x(n2). Each time a new sample is available at the input 
x(n), the two registers are enabled, so the last sample is stored, and the antepenultimate sample is 
discarded. There is another register to control the flow of the output result. The core also includes an 
FSM to control the enabling of registers and therefore the data flow. This FSM also handles the 
indicator signals (STR, SR, and END). 

Fig. F.6 depicts the general architecture of the second processing core for computing the moving third-
order central moment according to (F.2) and (F.3). This processing core has the same inputs and 
outputs as the previous processing core, plus a new 4-bit signal L, which indicates the length of the 
sliding window to the core. Again, L1 parallel registers connected in cascade to store the L1 last 
input samples. The input x(n) and the registers’ outputs, are connected through a multiplexor to a mean 
block. With the help of the multiplexor and a counter, the flow of current and past input samples can 
be controlled by the FSM. It is important to note that according to (F.2), the mean of L input samples 
has to be subtracted from each sample, so the L samples must remain available until the mean 
calculation is finished. This is possible with the presented core design because the used FPGA has a 
base operating frequency (100 MHz) much larger than the sampling frequency. With two multipliers, 
the third power in (F.2) is performed to get the mean again finally. The FSM handles all the indicator 
signals and the internal control signals for the mean blocks, registers, multiplexor, and counter. 
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Fig. F.6. Architecture of the processing core for computing the moving third-order central moment. 
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The mean structure, whose basic architecture is shown in Fig. F.7, is based on a digital structure 
known as accumulator. An accumulator is composed of an adder and two parallel registers. Both 
register inputs are connected to the adder output, whereas one register output is connected in feedback 
to one of the adder inputs. The function of this structure is to compute successive sums using only one 
adder. After the accumulator, a divider structure is used to divide the sum of all samples of the input 
signal x(n) between the number of samples L, obtaining the mean (18-bit MEAN signal). There is no 
division operator in the IEEE standard VHDL libraries, so it is necessary to design a digital structure 
for this purpose. The divider is based on a successive approximations register (SAR). This divider 
computes the division using a successive approximations approach. The SAR successively 
approximates the quotient value, comparing the quotient and divisor product, with the dividend until 
the product value is equal or very close to the dividend value. 
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Fig. F.7. Architecture of the digital structure for computing the mean. 

Fig. F.8 shows the architecture of the last processing core for computing the integral of the secondary 
CT current, according to the trapezoidal rule. With a register at the input x(n), the processing core 
stores the previous sample, which is added to the current sample and then multiplied by a factor of 
0.000125, which corresponds to half of the sampling period, (t(n)  t(n1))/2. Finally, successive sums 
are computed with an accumulator to obtain the cumulative integral at any time. 
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Fig. F.8. Architecture of the processing core for computing the integral. 

Finally, the decision stage is compounded by a simple peak detector and if-else decisions. Fig. F.9 
shows the basic architecture of the peak detector, which is based on a comparator block. 

G

E

L

A

B

Register

CLK

Register

CLK

FSM

CLK

Control signals 
for registers STR

SR

Register 1
CLK

x(n−1)

18

x(n)

END

DP

 

Fig. F.9. Architecture of the peak detector. 

Table F.1 summarizes the resources usage of the FPGA and the processing time of each core in clock 
cycles, depending on the number of samples to be processed at each time (L) and the word length of 
the samples (i.e., e and f, which are the integer and fractional parts of each sample, respectively). For a 
period clock of 10 ns and a sampling frequency of 4000 sps, it is clear that the FPGA-based processor 
is fast enough to accomplish the real-time requirement. 
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Table F.1. Usage of FPGA resources. 

Processing core Logic elements Registers 9-bit Multipliers Memory bits Clock Cycles 
Second-order difference 480 56 2 0 2 
Third central moment 1900 430 8 0 2L+2(e+f)+1 

Integral 494 74 2 0 2 
Decision stage 254 80 0 0 3 

F.3. Validation and Results 

The proposed algorithm to detect CT saturation has been validated by simulations using Matlab 
(algorithm implementation) and Simulink (CT model). It has been tested with fault short-circuit 
currents on a 120 kV network. The CT is rated 2000/5 A, 5 VA. The primary winding, which consists 
of a single turn passing through the CT core is connected in series with a shunt inductor rated 69.3 
Mvar, 69.3 kV (120kV/√3), 1 kA rms. The secondary winding consisting of 400 turns is connected to 
a resistive burden. In the case of inrush currents, the algorithm has been tested using a 150 MVA 
transformer with a rated voltage of 289 kV. 

Fig. F.10 shows the results during inrush current measurement with different levels of resistance 
burden (0.8 Ω, 1 Ω, 1.5 Ω, and 3 Ω), inside the typical range of digital relays resistance. As explained 
before, more burden impedance implies a larger CT core flux, so the saturation is more severe with 
more resistance burden. In all cases, the algorithm detects with 100% efficiency the saturation without 
false positive detections. The saturation inception, in all cases, is detected just when the first sample of 
the measured secondary current does not coincide with that of the ideal secondary current without 
saturation. Regarding the end of saturation, the proposal fails at most one sampling period (0.25 ms), 
detecting in some cases the end of saturation a period after the event, but never before. This occurs 
with more frequency when the burden resistance is smaller. Fig. F.11 shows the results for fault 
currents with the same cases of resistance burden. The results are similar to the inrush currents, 
detecting even the light CT saturation on the last cycles. 
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Fig. F.10. Performance of proposed algorithm on inrush currents for different resistive CT burdens: (a) 0.8 Ω, (b) 1 Ω, (c) 
1.5 Ω, (d) 3 Ω. 



 Modeling and Characterization of Single-Phase and Three-Phase Transformers based on Minimum Information 

 

184 

 

− 1

− 2

0

1

2
3

0 0.05 0.1 0.15 0.2 0.25 0.3 0 0.05 0.1 0.15 0.2 0.25 0.3

0 0.05 0.1 0.15 0.2 0.25 0.30 0.05 0.1 0.15 0.2 0.25 0.3

0

1

0

1

0

1

0

1

t (s) t (s)

t (s) t (s)

i 1
, i

2 
(p

u)
i 1

, i
2 

(p
u)

(a) (b)

(c) (d)

Sa
tu

ra
ti

on
D

et
ec

tio
n

Sa
tu

ra
ti

on
D

et
ec

tio
n

i 1
, i

2 
(p

u)
i 1

, i
2 

(p
u)

Sa
tu

ra
ti

on
D

et
ec

tio
n

Sa
tu

ra
ti

on
D

et
ec

tio
n

i1
i2

− 1

− 2

0

1

2
3

− 1

− 2

0

1

2
3

− 1

− 2

0

1

2
3

 

Fig. F.11. Performance of proposed algorithm on fault currents for different resistive CT burdens: (a) 0.8 Ω, (b) 1 Ω, (c) 
1.5 Ω, (d) 3 Ω. 

Fig. F.12 shows the results against inrush currents and fault currents measurement with different levels 
of Gaussian noise (signal-to-noise ratio of 35 dB and 50 dB) and a burden resistance of 1.5 Ω. It has 
been found that the algorithm ensures good results starting from a signal-to-noise ratio of 35 dB, 
which validates the immunity against noise of the algorithm. Fig. F.13 presents the results during 
inrush current measurement with different levels of CT residual flux (0.2 and 0.75 pu). More residual 
flux implies an earlier saturation, but not more severe saturation so the results are very similar in both 
cases without notable differences. 
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Fig. F.12. Performance of proposed algorithm against Gaussian noise. Signal to noise ratio: (a) 35 dB, (b) 50 dB, (c) 35 dB, 
(d) 50 dB. 
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Fig. F.13. Performance of proposed algorithm against CT residual flux: (a) 0.2 pu, (b) 0.75 pu. 

Finally, the smart sensor has been tested in real-time conditions. As explained, a hardware-in-the-loop 
platform (Typhoon HIL) has been used to emulates a power transformer energization (100 MVA, 289 
kV), and the measurement with a 2000/5 CT (with a different saturation curve than the one used in the 
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simulations), and the signals are sent to the smart sensor implemented in an FPGA in a MicroLabBox 
dSPACE. 

In Fig. F.14, the results for the measurement of two inrush currents with different polarity are shown. 
The saturation inceptions have been correctly detected with 100% efficiency. Regarding the end of 
saturation, the proposal fails at most one sampling period, detecting in some cases the end of 
saturation a period after the event. 
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Fig. F.14. Performance of smart sensor during inrush current measurement in real time. 

It has also been tested the influence of the sampling frequency (Fig. F.15). It has been found that 
higher sampling frequencies lead to a more accurate end-of-saturation detection. With sampling 
frequencies smaller than 4000 sps, the algorithm does not ensure good results because the threshold 
levels and sliding window length established in the previous subsection have to be changed. This is 
because at different sampling frequencies, the magnitudes of the two used time-domain features 
change, even for the same signal, as seen in Fig. F.15. 
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Fig. F.15. Performance of smart sensor during inrush current measurement in real time for different sampling frequencies. 

 

 


