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Abstract

Topology optimization of incompressible structures, inwhich
the loads on the structure come from the stresses exerted by
a surrounding fluid, is a highly complex problem. This work
presents a compilation of the research conducted to repro-
duce such complex phenomena.

Firstly, two stabilized mixed finite element methods for fi-
nite strain solid dynamics are developed. These stabilized
methods are stable for any interpolation spaces of the un-
knowns. On the one hand, a two-field mixed displacement/-
pressure formulation capable of dealing with nearly and fully
incompressible hyperelastic material behavior is presented.
On the other hand, so as to be able to tackle the incompress-
ible limit and at the same time, to obtain a higher accuracy in
the computation of stresses, a three-field mixed displacemen-
t/pressure/deviatoric stress formulation is proposed. Stabil-
ity, mesh convergence analysis and nonlinear iteration con-
vergence analysis are performed together with several nu-
merical examples for both formulations. It is shown that both
formulations appropriately deal with the incompressibility
constraint, but the three-field formulation exhibits higher ac-
curacy in the stress field, even for very coarse meshes.

Secondly, we develop algorithms for topology optimization
problems based on the topological derivative concept. To
deal with incompressiblematerials, mixed formulationsmust
be considered, but also a newdecomposition of thewell-known
Polarization tensor is required for linear elastic materials. In
the finite strain hyperelasticity assumption, an approxima-
tion of the topological derivative in combination with the
mixed formulations previously presented is considered to deal
with incompressibility. Several numerical examples are pre-
sented and discussed to assess the robustness of the proposed
algorithms and their applicability to topology optimization
problems for incompressible elastic solids.

Then, we analyze the numerical simulation of the interaction
between viscoelastic fluid flows and hyperelastic solids. The
fluid-structure interaction problem is solved sequentially. Flow
equations are approximated using two stabilized three-field
finite element formulations. To address flows with dominant



4 List of Tables

elasticity, a log-conformation reformulation of the constitu-
tive equation is employed. Several numerical examples are
presented and discussed to assess the robustness of the pro-
posed scheme and its applicability to problemswith viscoelas-
tic fluids, in which elasticity dominates the interaction with
hyperelastic solids.

Finally, all numerical tools are combined to reproduce the
topology optimization problem of incompressible structures
subjected to the interaction with a surrounding Newtonian
fluid.
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In this section a list of several acronymswhich are used along
the thesis is stated.

ALE arbitrary Langrangian-Eulerian
ASGS algebraic subgrid scales
BDF backward differentiation formula
CFD computational fluid dynamics
CVT centroidal Voronoi Tessellation
DDF-ROM data-driven filtered reduced order model
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FEM finite element method
FEMUSS finite element method using subgrid scales
FOM full order model
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[1]: Holzapfel (2000), Nonlinear
Solid Mechanics: A Continuum Ap-
proach for Engineering

Notation

The notation employed in this study is fairly standard in the
literature on computational mechanics. As a general rule and
with few exceptions stated in the text, tensors of rank greater
than or equal to one are denoted by boldface characters and
scalars by lightface italic characters. Moreover, we shall use
standard Cartesian notation to refer to a particular coordi-
nate system, hence denoting by x the position vector and
(𝑥, 𝑦 , 𝑧) the Cartesian coordinates for the three-dimensional
case.

Let us introduce some notation for deriving the weak for-
mulation of the problems in this thesis. As usual, the space
of square integrable functions in a domain 𝜔 is denoted by
𝐿2 (𝜔), whereas the space of functions whose first derivative
is square integrable is denoted by 𝐻 1 (𝜔). The space 𝐻 10 (𝜔)
consists of functions in 𝐻 1 (𝜔) vanishing on boundaries. We
shall use the symbol ⟨⋅, ⋅⟩𝜔 to refer to the integral over a region
𝜔 of the product of two functions, assuming it is well-defined,
whereas (⋅, ⋅)𝜔 stands for the 𝐿2 (𝜔) inner product. These no-
tations are simplified in the following case: ⟨⋅, ⋅⟩Ω ≔ ⟨⋅, ⋅⟩ and
(⋅, ⋅)Ω ≔ (⋅, ⋅), where Ω is the computational domain of the
problem.

In Chapters 2 and 3 we employ index notation to identify
a vector or tensor with its Cartesian coordinates, either in
the reference or deformed configuration. As usual, repeated
indices imply summation for all space dimensions (see, e.g.,
[1]). To denote scalar, vector and tensor quantities, we use
uppercase letters when they are evaluated in the reference
configuration and lowercase letters if they are reckoned in
the deformed configuration. We employ the index zero for
the quantities acting in the reference configuration.

The remainder of the notation is explained in the text.
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Introduction 1
1.1 Prologue

Structural optimization is a classical engineering discipline.
The general objective is to obtain the optimal configuration
of a structure subjected to a certain set of loads and boundary
conditions, the optimality being determined by a given cost
function. The arguments in the cost function, that is, the
variables that need to be determined, may be the shape of
the structure or material properties. Referring to the former,
one may distinguish between two very different situations,
namely, the one in which all possible shapes are topologi-
cally equivalent and the case in which there are topological
changes. In the first situation, there is a continuous mapping
from one configuration to the other; therefore, the boundary
of the structure may be parameterized, and these parameters
are considered as the arguments of the cost function. Topol-
ogy optimization (TO) refers to a situation in which topolog-
ical changes in the shape of the structure are possible. The
key ingredient in moving from one configuration to another
that is not topologically equivalent is the appearance of holes.
Including this possibility in the optimization process can be
performed in different ways, one of which is through the use
of the topological derivative of the cost functional. See [2–4]
for background on this topic.

The irruption of additive manufacturing technologies and 3D
printing in various branches of engineering has allowed en-
gineers to design structures with complex geometries and
topologies, which could not be addressed with classical man-
ufacturing methods. This, in turn, has made TO of structures
using computational methods a very attractive methodology.
Although algorithms for TO in relatively simple cases, such
as compressible structures subjected to small deformations
and static loads, have already been developed, the topological
design of incompressible structures with complex behavior
and dynamic loads is still a field in which very little research
has been conducted.

Energy efficiency and sustainability are major challenges for
society. In structural design, minimizing weight and optimiz-
ing performance can lead to significant improvements in the
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environmental impact of society. In this sense, TO of struc-
tures allows the design of high-performance structural ele-
ments in a range of engineering fields, such as aeronautics,
civil engineering, and mechanical engineering. Combined
with the rise of additive manufacturing, TO becomes a very
powerful tool for the design of the structures of the future.

1.2 Motivation

The aim of this thesis is to develop a computational environ-
ment, ranging from the numerical formulation and the com-
puter implementation to the simulation and analysis of cases
of engineering interest, for TO problems, focusing on cases
in which the loads on the structure come from the stresses
exerted by a surrounding fluid. Thus, we wish to optimize
the topology of the structure under a fluid-structure inter-
action (FSI). As a numerical formulation, we propose using
the finite element method (FEM), and in particular, the Vari-
ational MultiScale (VMS) framework [5, 6], which allow us
to overcome the numerical difficulties encountered with the
standard Galerkin finite element (FE) formulation.

FSI problems are prototypical examples of coupled problems.
On the one hand, the solid responds to the loads exerted by
the fluid; on the other hand, its dynamics are determined by
the position and shape of the solid. A possible way to tackle
the problem is to proceed iteratively by solving the solid with
the loads given by the fluid, updating its position, and solving
the fluid again with the new domain configuration. However,
these natural transmission conditions may be sophisticated
to improve the performance of the iterative procedure, and
this is precisely one of the important issues to address in the
numerical approximation of FSI problems [7].

The TO of structures subjected to FSI loads can be treated
at different levels of complexity. Even in the simplest set-
ting, which would be to consider the structure as a linear
elastic material with small strains and a laminar fluid, is con-
sidered a highly complex multiphysics problem in the litera-
ture. Therefore, coupling TO and FSI in this ”simplest” set-
ting would be a novelty when dealing with incompressible
structures. From the physical viewpoint, it makes no sense
to study FSI problems in which the structure is considered to
present small strains. Therefore, we wish to consider a more
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complex setting, namely the possibility of considering finite
strains in the solid as well as the possibility of dealing with
viscoelastic incompressible flows.

Referring to the problem for the solid, we aim to consider fi-
nite strains, althoughwith standard hyperelastic constitutive
behavior. These finite strains render the problem nonlinear,
with all difficulties inherent to this situation at the numerical
level [8]. In our case, we also need to consider coupling the
mechanics of the solid with those of the surrounding fluid.
This poses restrictions and has consequences even in formu-
lating the problem and, obviously, in its numerical approxi-
mation.

Furthermore, wewish to include the possibility of addressing
incompressible solids. For linear elastic materials, the way
to cope with this problem is clear; namely, through the in-
troduction of the mean stress as a new variable, the situation
in finite strain theory is by far more complex. Some models
propose the use of a linear model for the spherical compo-
nent of stress in terms of volumetric strain. Although this
may lead to the correct incompressible limit, the material be-
havior is altered in quasi-incompressible situations [9]. The
proposed method for addressing this problem is described in
this work.

The use of a three-field formulation for the solid mechanics
problem opens up the possibility of reaching the incompress-
ible limit and obtaining a higher accuracy for the stresses
when the problem is numerically approximated with FEs. In
the linear elastic case, the natural choice is to consider the
deviatoric Cauchy stress, displacement, and pressure (mean
stress) as unknowns. This allows one to consider incompress-
ible materials (because of the introduction of pressure) and
to obtain higher accuracy for the stresses (if they are prop-
erly interpolated). The situation is more complex in the fi-
nite strain case. Apart from the variable needed to reach
the incompressible limit, one may choose a stress measure
(the second Piola-Kirchhoff stress, for example) or a defor-
mation measure (the deformation gradient is often used) as
unknowns [10, 11]. Our proposal is also detailed in this work.
In any case, the main difficulty in dealing with a three-field
formulation is the compatibility requirements between the
unknowns. One may choose to deal with interpolations that
are stable and satisfy appropriate inf-sup conditions. An al-
ternative is to use a formulation that accommodates any in-
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terpolation. We propose the use of a particular version of the
VMS formulation that we have been using in our group for
many years [12]. We wish to develop a completely novel ap-
plication to finite strain solid dynamics that accounts for the
incompressible limit.

Apart from the solid, the second main component in the com-
putational environment we wish to develop is the flow solver.
Our group has longstanding experience in this field. In this
particular case, we plan to consider an incompressible fluid
flowing in a moving domain, where the domain motion is
determined by the deformation of the solid. The numerical
approximation of this problem suffers from several numer-
ical difficulties, such as the stability of the interpolation of
pressures and velocities, or the convective nature of the prob-
lem when the viscosity is small. These difficulties are well-
documented, and we simply plan to employ the techniques
we have developed in other contexts [13]. A particular is-
sue to consider now, which we have also considered in other
works, is domain motion; we plan to tackle it with an Arbi-
trary Lagrangian-Eulerian (ALE) formulation. The most rele-
vant feature of the flowswewish tomodel is that theymay be
viscoelastic rather than Newtonian. Viscoelastic fluid flows
are a topic on which our group has conducted extensive re-
search [14–16].

In summary, the problem we wish to attempt is to find the
optimal shape of a structure, including topology changes, be-
having as a possibly incompressible finite strain hyperelastic
material, subjected to the action of an incompressible fluid
with a possible viscoelastic behavior. Both novel formula-
tion ingredients at the continuous level and approximation
strategies, the latter based on the VMS FE approach, are de-
veloped.

The computational model we have developed, including the
novelties in the formulation of the continuous problem, and
new numerical methods, has a wide spectrum of applications
in engineering. In civil engineering, this tool would allow
the design of frames subjected to aerodynamic loads, such
as buildings or bridges, or shells under the action of wind, or
submerged structureswith loads coming fromhydrodynamic
currents, or the blades of wind turbines. Other fields of engi-
neering also benefit from the developed tool: the car industry
clearly can benefit from the use of the proposed tool for the
design of car frames that are subjected to aerodynamic loads,
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and in the aeronautical industry, the application is clear for
the design of optimal airfoil wing structures and turboma-
chinery.

1.3 Goals

Accurate and high-performance computer optimization tools
are required to design efficient structural elements. How-
ever, computer simulations that use numerical methods for
the TO process are still at an early stage and are capable of
dealing with static loads and small deformation cases in gen-
eral. Several new developments are required that allow one
to find topologically optimal geometries in the case of struc-
tures subjected to dynamic loads in a finite strain setting. In
particular, this thesis focuses on the development of a strat-
egy for structures subjected to FSI loads.

New methodologies are necessary to successfully develop a
numerical method capable of dealing with this highly com-
plex problem. First, a methodology for simulating dynami-
cal three-dimensional solids in finite strain theory needs to
be developed, also including the limit of incompressible ma-
terials. The methodology must be coupled with numerical
simulation tools for FSI and, in turn, with a topological opti-
mization algorithm.

Due to the fact that the numerical simulation of the TO of
structures subjected to the effect of FSI is very expensive
from a computational point of view, new developments need
to be addressed with the objective of reducing the computa-
tional cost to an admissible level.

In summary, the main objective of this thesis is to design a
numerical package, from formulation to implementation, ca-
pable of computing the TO process of structures subjected to
FSI loads, with application to:

▶ Improving the design and performance of structures in
the area of civil engineering, including wind genera-
tors, bridges, and other structures.

▶ Improving the design and performance of structures in
the mechanical and aeronautical engineering areas, in-
cluding airfoil optimization and car frame design.
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We also aim to develop new numerical formulations for the
various components of the model, particularly for:

▶ Solid mechanics formulations for finite strains, for ma-
terials reaching the incompressible limit. The proposed
formulation is based in the VMS Method.

▶ Developing a TO algorithm capable of dealing with in-
compressible solids, for both linear elasticity and finite
strain hyperelasticity theories.

▶ Developing a global strategy capable of finding optimal
topologies for incompressible structures subjected to
the effect of FSI.

1.4 Expected impact

The benefits of this thesis can be divided into three main con-
tributions: the scientific contribution, the industrial contribu-
tion and the societal contribution.

From the scientific point of view, the developments presented
in this work allow to further develop the current state of
the art in the numerical TO through the development of ro-
bust numerical schemes which allow a better understanding
of the complex process of TO of structures subjected to FSI.
Also from the scientific point of view, important advances
in the development and analysis of three field FE formula-
tions applied to the problem of solid mechanics in the incom-
pressible limit are expected. Of special interest are the re-
sults associated to the new algorithms for the derivation of
the topological derivative, as well as the coupling with high
performance computing strategies. In all of these problems
the VMS formulation is used for the design of new numerical
approaches.

From the industrial or technical point of view, the present
work provide the industry with model that can be applied
in industrial design. The use of the developed computational
environment is useful in the optimization of the design struc-
tural elements subjected to aerodynamic and hydrodynamic
loads. This includes applications in the aeronautical (airfoil
engineering), industrial (car industry) and civil engineering
fields (design of optimal structures subjected to aerodynamic
or hydrodynamic loads, bridge elements and wind turbines).
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As a consequence, the methods to be developed are of great
interest for several branches of the industrial community. The
development and implementation of numericalmethodswhich
allow one to find the optimal topology of a structure permit
to exploit the insertion of this type of structures in industrial
processes, in which industrial partners are able to (numeri-
cally) find the optimal working topologies. In this manner
economical costs and the time required for the construction
and verification of experimental prototypes is reduced.

Finally, from the society point of view, the present work al-
low to develop more efficient processes, which result in an
important reduction in the energy consumption and ecolog-
ical footprint of our society.

1.5 Outline

The specific content of this work is divided into 7 chapters,
which are studied and developed progressively, and that are
presented in the document as follows:

▶ Chapter 2 This chapter is devoted to formally state the
state of the art and to give the basic equations which
serve as a starting point for the developments in the fol-
lowing chapters. First of all, the solid dynamics prob-
lem is presented. The linear theory of elasticity is intro-
duced and two well-known mixed formulations which
are able to deal with nearly and fully incompressible
materials are highlighted. Secondly, the nonlinear the-
ory of finite strain hyperelasticity is introduced for hy-
perelastic constitutivemodels for the displacement-based
formulation. Next, the Navier-Stokes equations of in-
compressible Newtonian fluid flows is presented and
two different mixed formulations are stated.

▶ Chapter 3 In this chapter, two stabilized mixed formu-
lations for finite strain solid dynamics are developed.
Firstly, a new methodology for both the nearly and
fully incompressible transient finite strain solidmechan-
ics problem is presented in which displacement and
pressure are taken as primary variables. To this end,
the momentum equation is complemented with a con-
stitutive law for the pressure which emerges from the
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deviatoric/volumetric decomposition of the strain en-
ergy function for any hyperelastic material model. The
incompressible limit is attained automatically depend-
ing on the material bulk modulus. The system is stabi-
lized by means of the VMS-Orthogonal Subgrid Scale
method based on the decomposition of the unknowns
into resolvable and subgrid scales in order to prevent
pressure fluctuations. Several numerical examples are
presented to assess the robustness and applicability of
the proposed formulation.

Next, a new methodology for finite strain solid dynam-
ics problems for stress accurate analysis including the
incompressible limit is presented. Previously, we pre-
sented the stabilized mixed displacement/pressure for-
mulation to deal with the incompressibility constraint
in finite strain solid dynamics. This formulation ex-
ploits the concept ofmixedmethods to formulate stable
displacement/pressure/deviatoric stress FEs. The final
goal is to design a FE technology able to tackle simul-
taneously problems whichmay involve incompressible
behavior together with a high degree of accuracy of
the stress field. The VMS stabilization technique and,
in particular, the Orthogonal Subgrid Scale method al-
lows the use of equal-order interpolations. These sta-
bilization procedures lead to discrete problems which
are fully stable, free of volumetric locking, stress os-
cillations and pressure fluctuations. Numerical bench-
marks show that the results obtained compare very fa-
vorably with those obtained with the corresponding
stabilized mixed displacement/pressure formulation.

▶ Chapter 4 In this fourth chapter, an algorithm for TO,
based on the topological derivative concept, is proposed
for both nearly and fully incompressible materials. In
order to deal with suchmaterials, a new decomposition
of the Polarization tensor is proposed in terms of its de-
viatoric and volumetric components for linear elastic-
ity. In the finite strain hyperelasticity case, the decom-
position of an approximation of the topological deriva-
tive is defined. Mixed formulations do not only allow
to deal with incompressible material behavior but also
to obtain a higher accuracy in the computation of stresses.
The system is stabilized by means of the VMS method
based on the decomposition of the unknowns into re-
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solvable and subgrid scales in order to prevent fluctu-
ations. Several numerical examples are presented and
discussed to assess the robustness of the proposed for-
mulation and its applicability to TO problems for in-
compressible elastic solids.

▶ Chapter 5 In the fifth chapter of the thesis, the numer-
ical simulation of the interaction between Oldroyd-B
viscoelastic fluid flows and hyperelastic solids is ap-
proached. The algorithm employed is a classical block-
iterative scheme, in which the solid and the fluid me-
chanics problems are solved sequentially. A Galerkin
FE approach has been applied for the numerical approx-
imation of the solid, while the flow equations are ap-
proximated using a stabilized FEM based on the Vari-
ational Multi-Scale approach to overcome the instabil-
ities of the Galerkin method. To be able to deal with
flows with dominant elasticity, a log-conformation re-
formulation of the constitutive equation can be con-
sidered; here this approach is extended to FSI prob-
lems. Several numerical examples are presented and
discussed to assess the robustness of the scheme and
its applicability to problems with viscoelastic fluids in
which elasticity is dominant interacting with hypere-
lastic solids.

▶ Chapter 6 In this chapter, the different numerical tools
introduced in previous chapters are put together to de-
velop an algorithm for TO problems of incompressible
structures, in both small and finite strain assumptions,
in which the loads come from the interaction with a
surrounding fluid. Thismethodology is applied to fluid-
structure interaction problems forNewtonian fluid flows.

▶ Chapter 7 In this final chapter, the achievements of
this study are summed up, final concluding remarks
are drawn and future work lines are outlined.

Let us finally mention that chapters are quite self contained
even if this implies the need of repeating some information.
The self-contained nature of each chapter lends itself to in-
cluding specific literature reviews in each chapter. Likewise,
conclusions related to the specific contents of each chapter
are pointed out at the end of them.
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1.6 Research dissemination

This manuscript gathers most of the published original re-
search done during this PhD thesis. The following lists orga-
nize the original contributions of this manuscript depending
on the relation with the thesis.

1.6.1 Conference proceedings

During the development of the present PhD thesis, the partial
advances and results have been presented in several interna-
tional and specialized conferences or workshops. The list of
attended conferences is included down below:

▶ Inocencio Castañar, Joan Baiges and Ramon Codina.
A stabilized mixed formulation in total Lagrangian ap-
proach for hyperelasticity for compressible, nearly and
fully incompressible Neo-Hookean materials. Congress
onNumericalMethods in Engineering (CMN2019). July
1–3, 2019, Guimarães, Portugal.

▶ Inocencio Castañar, Joan Baiges and Ramon Codina.
Topological derivative-based topology optimization of in-
compressible structures using mixed formulations. IX In-
ternational Conference on Computational Methods for
Coupled Problems in Science and Engineering (Cou-
pled Problems 2021). June 13–16, 2021, Sardinia , Italy.

▶ Inocencio Castañar, Joan Baiges, Ramon Codina and
Henning Venghaus. Topological derivative-based topol-
ogy optimization of incompressible structures usingmixed
formulations. 8th EuropeanCongress onComputational
Methods in Applied Sciences and Engineering (ECCO-
MAS 2022). June 5–9, 2022, Oslo, Norway.

▶ Inocencio Castañar, Joan Baiges and Ramon Codina.
A stabilized mixed three-field formulation for stress accu-
rate analysis including the incompressible limit in finite
strain solid dynamics. Congress on Numerical Methods
in Engineering (CMN 2022). September 12–14, 2022,
Las Palmas de Gran Canaria, Spain.
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1.6.2 Scientific journal articles published

In addition to the above mentioned conferences, the results
and findings of this thesis have been published in peer re-
viewed academic journals. The list of articles is provided
down below:

▶ Joan Baiges, Ramon Codina, Inocencio Castañar and
Ernesto Castillo. A finite element reduced-order model
based on adaptive mesh refinement and artificial neural
networks. In International Journal for Numerical Meth-
ods in Engineering (2020), vol. 121, p. 588–601.
DOI = 10.1002/nme.6235.

▶ Inocencio Castañar, Joan Baiges and Ramon Codina.
A stabilized mixed finite element approximation for in-
compressible finite strain solid dynamics using a total
Lagrangian formulation. In Computer Methods in Ap-
plied Mechanics and Engineering (2020), vol. 368, art-
num. 113164.
DOI = 10.1016/j.cma.2020.113164.

▶ Inocencio Castañar, Joan Baiges, Ramon Codina and
Henning Venghaus. Topological derivative-based topol-
ogy optimization of incompressible structures usingmixed
formulations. In Computer Methods in Applied Mechan-
ics and Engineering (2022), vol. 390, artnum. 114438.
DOI = 10.1016/j.cma.2021.114438.

▶ Inocencio Castañar, Joan Baiges and Ramon Codina.
A stabilized mixed three-field formulation for stress ac-
curate analysis including the incompressible limit in fi-
nite strain solid dynamics. In International Journal for
Numerical Methods in Engineering (2023), vol. 124 (10),
p. 2341-2366.
DOI = 10.1002/nme.7213.

▶ LauraMoreno, InocencioCastañar, RamonCodina, Joan
Baiges and Domingo Cattoni. Numerical simulation of
Fluid-Structure Interaction problemswith viscoelastic flu-
ids using a log-conformation reformulation. InComputer
Methods in Applied Mechanics and Engineering (2023),
vol. 410, artnum. 115986.
DOI = 10.1016/j.cma.2023.115986.
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https://doi.org/10.1016/j.cma.2020.113164
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1: FEMUSS stands for Finite
Element Method Using Subgrid
Scales.

2: PETSc stands for Portable,
Extensible Toolkit for Scientific
Computation.

[17]: Balay et al. (2015), PETSc
Web page

[18]: Ayachit (2015), The ParaView
Guide: A Parallel Visualization Ap-
plication

[19]: Schroeder et al. (2006), The
Visualization Toolkit (4th ed.).

▶ Inocencio Castañar, Joan Baiges and Ramon Codina.
Topology optimization of incompressible structures sub-
ject to Fluid-Structure Interaction. Submitted.

1.7 FEMUSS

All the algorithms developed in this thesis are implemented
in FEMUSS1. This is an object-oriented and Fortran-based
finite element code which follows a modular approach for
multiphysics interaction and performs parallel computations
under MPI directives, thus setting an HPC environment. The
includedmodules range fromfluid dynamics (classical incom-
pressible and compressible equations, wave equations, low
Mach models, etc.), solid mechanics (plates, shells, incom-
pressible materials, etc.), fluid-structure interaction or cou-
pled thermal problems among others.

FEMUSS makes use of PETSc2 [17], a suite of data routines
and algorithms for the scalable (parallel) solution of differ-
ent applications modeled by PDEs. It includes a large set of
parallel linear and solvers that can be coupled to different ap-
plication codes. Nowadays, FEMUSS relies on PETSc not only
as a solver library, but also as a partitioner and communica-
tor among subdomains, thanks to the PETSc broad set of ca-
pabilities. The interaction of FEMUSSwith PETSc is achieved
through an abstract and independent interface, what would
allow to easily replace PETSc by another library if required
(for example Trilinos).

For the preprocessing stage we use GiD, a processing system
for computer analysis in science and engineering developed
here at CIMNE, whereas most of the postprocessing has been
done with Paraview [18] through the VTK library [19].

One of the main strengths of FEMUSS is the straightforward
organization and accessibility of the code, which facilitates
the introduction of new models and algorithms. Neverthe-
less, since it is mostly research-oriented and in constant de-
velopment, the implementation of new formulations requires
additional changes and improvements to reach the goals of
the work.
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Background and state of
the art 2

2.1 The solid dynamics problem

From this point, the solid mechanics problem is formally
stated. This section is devoted to the presentation of the ba-
sic equations which allow to study both the dynamic and me-
chanic behavior of a solid and which also serve as a starting
point for the developments in Chapter 3.

The material here presented is basic and the different parts
of this section can be found in classical textbooks of solid
mechanics or continuummechanics such as [1, 8, 9, 20, 21].

2.1.1 The linear theory of elasticity

The linear theory of elasticity can be considered a simplifi-
cation of the general theory of elasticity which, for most en-
gineering applications, is a close enough approximation. It
considers the infinitesimal strain theory (also denominated
small deformation theory) which is based on two simplifying
hypotheses of the general theory. First of all, displacements
are very small. Therefore, the material configuration is in-
distinguishable from the spatial one and, consequently both
coordinates cannot be distinguished from each other,

As a consequence, there is no difference between the spa-
tial and material descriptions of any property. The second
hypothesis is related with displacement gradients which are
supposed to be small enough to neglect second order terms.
As a consequence, the material strain tensor and the spatial
strain tensor collapses into the infinitesimal strain tensor 𝜀𝜀𝜀.

The continuum problem statement

In this subsection, the equations of motion are presented un-
der the infinitesimal strain assumption. Let Ω be an open,
bounded and polyhedral domain of ℝ𝑑 , where 𝑑 is the num-
ber of spacial dimensions. Any point of the body is labeled
with the vector x. The boundary of the domain is denoted
as Γ ≔ 𝜕Ω and is split into a Dirichlet boundary Γ𝐷 , where
the prescribed displacements are specified, and a Neumann
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boundary Γ𝑁 , where prescribed tractions are applied. The
types of boundaries do not intersect, Γ𝐷 ∩ Γ𝑁 = ∅ and to-
gether cover the whole boundary, Γ𝐷 ∪ Γ𝑁 = Γ.

The continuum mechanical problem of linear elasticity is de-
fined by the following system of equations

Linear elasticity. Solid mechanics problem

−∇ ⋅ 𝜎𝜎𝜎 = 𝜌b in Ω, (2.1)

𝜎𝜎𝜎 = ℂ ∶ 𝜀𝜀𝜀 in Ω, (2.2)

𝜀𝜀𝜀 = ∇su in Ω, (2.3)

where u is the displacement field, 𝜎𝜎𝜎 the Cauchy stress field
and 𝜀𝜀𝜀 the infinitesimal strain field. Eq. (2.1) is the balance of
momentum equation, where 𝜌b represents the external load
per unit of volume and ∇ ⋅ (⋅) is the divergence operator. Eq.
(2.2) is the constitutive equation for linear elasticity, where
ℂ is the 4th order constitutive tensor for isotropic materials
defined as

ℂ = 2𝜇𝕀 + 𝜆I ⊗ I. (2.4)

Here, 𝕀 and I are the 4th rank and the 2nd rank identity ten-
sors , respectively, and 𝜆 and 𝜇 are Lamé parameters. In the
plane stress assumption they are expressed as

𝜆 = 𝜈𝐸
1 − 𝜈2 and 𝜇 = 𝐸

2(1 + 𝜈) , (2.5)

while in both 3D and plane strain they are defined as

𝜆 = 𝜈𝐸
(1 + 𝜈)(1 − 2𝜈) and 𝜇 = 𝐸

2(1 + 𝜈) . (2.6)

Here 𝐸 is the Young modulus and 𝜈 the Poisson ratio. Fi-
nally, Eq. (2.3) is the kinematic equation which relates the
strain field with displacements, where ∇𝑠(⋅) = 1

2 {∇(⋅) + ∇𝑇 (⋅)}
denotes the symmetric gradient operator and ∇(⋅) is the gra-
dient operator.

The classical irreducible displacement-based formulation is
obtained by substituting Eqs. (2.2-2.3) into Eq. (2.1). The
result is known as Navier’s equation
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Linear elasticity. Navier’s equation

−∇ ⋅ {ℂ ∶ ∇su} = 𝜌b in Ω, (2.7)

which is written in terms of the displacement field only.

The volumetric/deviatoric split

The objective of this subsection is the split of both the con-
stitutive and the kinematic equations into their volumetric
and deviatoric parts. The volumetric/deviatoric split is the
starting point to develop formulations able to tackle the in-
compressible limit.

Volumetric and deviatoric operators First of all, let us de-
fine the volumetric and deviatoric 4th order tensors 𝕍 and 𝔻
as

𝕍 = 1
3 I ⊗ I, (2.8)

𝔻 = 𝕀 − 1
3 I ⊗ I, (2.9)

𝕀 = 𝔻 + 𝕍. (2.10)

Using the operators 𝕍 and 𝔻, it is possible to extract the
spherical and the deviatoric parts of generic 2nd and 4th or-
der tensors.

Split of stress and strain tensors Particularly, when ap-
plied to the stress tensor 𝜎𝜎𝜎 the result is

𝕍 ∶ 𝜎𝜎𝜎 = {13 I ⊗ I} ∶ 𝜎𝜎𝜎 = 1
3 tr(𝜎𝜎𝜎)I ≔ −𝑝I, (2.11)

where 𝑝 is the pressure, taken as positive in compression
regime and

𝔻 ∶ 𝜎𝜎𝜎 = {𝕀 − 1
3 I ⊗ I} ∶ 𝜎𝜎𝜎 = 𝜎𝜎𝜎 + 𝑝I ≔ s, (2.12)

where s are the deviatoric stresses. Adding the volumetric
and the deviatoric components, the Cauchy stress tensor is
rebuilt as

𝜎𝜎𝜎 = s − 𝑝I. (2.13)
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In a similar way, it is possible to split the strain tensor 𝜀𝜀𝜀, as

𝕍 ∶ 𝜀𝜀𝜀 = {13 I ⊗ I} ∶ 𝜀𝜀𝜀 = 1
3 tr(𝜀𝜀𝜀)I ≔

1
3𝑒

volI, (2.14)

where 𝑒vol is the volumetric deformation and

𝔻 ∶ 𝜀𝜀𝜀 = {𝕀 − 1
3 I ⊗ I} ∶ 𝜀𝜀𝜀 = 𝜀𝜀𝜀 − 1

3𝑒
volI ≔ e, (2.15)

where e are the deviatoric strains which account for the dis-
tortions.

Split of the kinematic equation Applying the volumetric/de-
viatoric operators, Eq. (2.3) is split as

𝑒vol = ∇ ⋅ u, (2.16)

e = 𝔻 ∶ ∇su. (2.17)

Adding the volumetric and the deviatoric components, the
kinematic equation is rebuilt as

𝜀𝜀𝜀 = 1
3𝑒

volI + e = 1
3(∇ ⋅ u)I + 𝔻 ∶ ∇su. (2.18)

Split of the constitutive equation Let us assume that the
constitutive relationship between stresses and strains can be
expressed utilizing the constitutive equation (2.2). Hence, the
volumetric and the deviatoric parts of the constitutive tensor
ℂvol and ℂdev are obtained as

ℂvol = 𝕍 ∶ ℂ = (𝜆 + 2𝜇
3 )I ⊗ I ≔ 𝜅I ⊗ I, (2.19)

ℂdev = 𝔻 ∶ ℂ = 2𝜇 {𝕀 − 1
3 I ⊗ I} = 2𝜇𝔻, (2.20)

ℂ = ℂvol + ℂdev, (2.21)

where 𝜅 is the bulk modulus of the material. Introducing the
split of stresses and strains, the constitutive relationship in
Eq. (2.2) can be written as

{s − 𝑝I} = {ℂvol + ℂdev} ∶ {13(∇ ⋅ u)I + e} (2.22)

By taking into account that the contraction between volumet-
ric and deviatoric tensors is identically null, Eq. (2.22) is split
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into two equations

𝑝 = −𝜅∇ ⋅ u, (2.23)

s = ℂdev ∶ 𝜀𝜀𝜀 = ℂdev ∶ e, (2.24)

which are the volumetric and the deviatoric counterparts of
the original constitutive equation.

The two-field u𝑝 formulation

In this subsection, the well-known mixed u𝑝 formulation is
introduced in order to deal with nearly and fully incompress-
ible scenarios. In the presented formulation the displacement
and pressure fields u and 𝑝 are used as independent vari-
ables.

Governing equations The governing equations of the prob-
lem are

Linear elasticity. u𝑝 formulation. Governing equations

−∇ ⋅ s + ∇𝑝 = 𝜌b in Ω, (2.25)

s − ℂdev ∶ ∇su = 0 in Ω, (2.26)

∇ ⋅ u + 𝑝
𝜅 = 0 in Ω. (2.27)

Eq. (2.25) allows us to formulate the linear momentum equa-
tion in terms of both displacements u and pressure 𝑝, where
the stress tensor decomposition (2.13) has been introduced
into the momentum equation. Furthermore, the constitutive
lawwhich relates deviatoric stresseswith displacements (2.26)
allows us to introduce the displacement field in the balance
equation (2.25). Finally, Eq. (2.27) is in charge of both provid-
ing the constitutive equation for the pressure and imposing
the incompressibility constraint.

Remark 2.1.1 Let us recall that in the incompressible limit
𝜅 → ∞, and Eq. (2.27) will reduce automatically to

∇ ⋅ u = 0, (2.28)



26 2 Background and state of the art

which is the incompressibility condition for infinitesimal
strain theory.

Strong form To complete this subsection, we introduce the
mixed u𝑝 problem, which consists in finding both a displace-
ment u and a pressure 𝑝 such that

Linear elasticity. u𝑝 formulation. Strong form

−∇ ⋅ {ℂdev ∶ ∇su} + ∇𝑝 = 𝜌b in Ω, (2.29)

∇ ⋅ u + 𝑝
𝜅 = 0 in Ω. (2.30)

The governing equationsmust be suppliedwith a set of bound-
ary conditions

u = u𝐷 on Γ𝐷 , (2.31)

𝜎𝜎𝜎 ⋅ n (2.13)= {ℂdev ∶ ∇su} ⋅ n − 𝑝n = t𝑁 on Γ𝑁 , (2.32)

where n is the geometric unit outward normal vector on the
boundary Γ. To simplify the exposition, we will consider
u𝐷 = 0 in the following.

Variational form Let 𝕌 = [𝐻 1(Ω)]𝑑 and ℙ = 𝐿2(Ω) be, re-
spectively, the proper functional spaces where displacement
and pressure solutions are well-defined. We denote by 𝕌0
functions in 𝕌 which vanish in the Dirichlet boundary Γ𝐷 .
We shall be interested also in the spaces 𝕎 ≔ 𝕌 × ℙ, 𝕎0 ≔
𝕌0 × ℙ. The variational statement of the problem is derived
by testing the system presented in Eqs. (2.29-2.30) againts
arbitrary test functions 𝛿U ≔ [𝛿u, 𝛿𝑝]𝑇 , 𝛿u ∈ 𝕌0 and 𝛿𝑝 ∈ ℙ.
The weak form of the problem reads: find U ≔ [u, 𝑝]𝑇 ∈ 𝕎0
such that

Linear elasticity. u𝑝 formulation. Variational form

𝒜 (U, 𝛿U) = ℱ (𝛿U) ∀ 𝛿U ∈ 𝕎0, (2.33)

where 𝒜 (U, 𝛿U) is a bilinear form defined on 𝕎0 ×𝕎0 as

𝒜 (U, 𝛿U) ≔ (∇𝑠𝛿u, ℂdev ∶ ∇𝑠u) − (∇ ⋅ 𝛿u, 𝑝)
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[22]: Babuška (1971), “Error-
Bounds for Finite Element
Method”

+ (𝛿𝑝, ∇ ⋅ u) + (𝛿𝑝, 1𝜅 𝑝) . (2.34)

ℱ (𝛿U) is a linear form defined on 𝕎0 as

ℱ (𝛿U) ≔ ⟨𝛿u, 𝜌b⟩ + ⟨𝛿u, t𝑁 ⟩Γ𝑁 . (2.35)

As usual, integration by parts has been used in order to de-
crease the continuity requirements of unknowns u and 𝑝 and
the traction vector t𝑁 has been identified.

Galerkin spatial discretization The standard Galerkin ap-
proximation of this abstract variational problem is straight-
forward. Let 𝒫ℎ denote a FE partition of the domain Ω. The
diameter of an element domain 𝐾 ∈ 𝒫ℎ is denoted by ℎ𝐾 and
the diameter on the FE partition by ℎ = max{ℎ𝐾 |𝐾 ∈ 𝒫ℎ}.
We can now construct conforming FE spaces 𝕌ℎ ⊂ 𝕌, ℙℎ ⊂ ℙ
and 𝕎ℎ = 𝕌ℎ × ℙℎ in the usual manner, as well as the corre-
sponding subspaces 𝕌ℎ,0 ⊂ 𝕌0 and 𝕎ℎ,0 = 𝕌ℎ,0 × ℙℎ, 𝕌ℎ,0 be-
ing made with functions that vanish on the Dirichlet bound-
ary.

The Galerkin discrete version of problem (2.33) is: FindUℎ ≔
[uℎ, 𝑝ℎ]𝑇 ∈ 𝕎ℎ,0 such that

Linear elasticity. u𝑝 formulation. Galerkin discrete prob-
lem

𝒜 (Uℎ, 𝛿Uℎ) = ℱ (𝛿Uℎ) ∀ 𝛿Uℎ ∈ 𝕎ℎ,0. (2.36)

The well posedness of this problem relies on an inf-sup con-
dition [22]. This condition is necessary and sufficient for
the existence and uniqueness of the solution to the discrete
saddle-point problem. Convenient displacement-pressure in-
terpolations, such as equal interpolation, turn out to violate
the inf-sup condition. This is why the so-called stabilized
formulations have been proposed to approximate this kind
of problems. The main idea is to replace (2.33) by another
discrete variational problem in which the bilinear form 𝒜
is enhanced so that it has improved stability properties. In
order to overcome the instabilities previously discussed, we
propose to use the stabilization technique described in next
subsection.
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variational multiscale method - A
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Remark 2.1.2 In principle, we have posed no restrictions
on the choice of the FE spaces. However, let us analyze the
numerical stability of problem (2.36). If we take 𝛿Uℎ = Uℎ,
it is found that

𝒜 (Uℎ,Uℎ) = (∇𝑠uℎ, ℂdev ∶ ∇𝑠uℎ) + (𝑝ℎ, 1𝜅 𝑝ℎ)

≥ 2𝜇‖𝔻 ∶ ∇suℎ‖2 + 1
𝜅 ‖𝑝ℎ‖

2. (2.37)

where ‖⋅‖ is the 𝐿2(Ω) norm . It is seen from Eq. (2.37) that
𝒜 is not coercive in𝕎ℎ,0 when 𝜅 → ∞, the pressure being
out of control. Hence, in the nearly and fully incompress-
ible cases the inf-sup condition is not satisfied.

Stabilization The stabilized FEM we propose to use in the
following is based on the VMS concept [6, 12]. Let 𝕎 =
𝕎ℎ ⊕ �̃�, where �̃� is any space to complete 𝕎ℎ in 𝕎. �̃�
will be approximated by a finite-dimensional space despite
the fact that it is infinite-dimensional. The elements of this
space are denoted by Ũ ≔ [ũ, ̃𝑝]𝑇 and they are called subgrid
scales (SGS). Likewise, let 𝕎0 = 𝕎ℎ,0 ⊕ �̃�0.

Taking into account that𝒜 is a bilinear form, the continuous
problem (2.33) is equivalent to find U ∈ 𝕎ℎ,0 and Ũ ∈ �̃�0
such that

𝒜 (Uℎ, 𝛿Uℎ) + 𝒜 (Ũ, 𝛿Uℎ) = ℱ (𝛿Uℎ) ∀ 𝛿Uℎ ∈ 𝕎ℎ,0, (2.38)
𝒜 (Uℎ, 𝛿Ũ) + 𝒜 (Ũ, 𝛿Ũ) = ℱ (𝛿Ũ) ∀ 𝛿Ũ ∈ �̃�0, (2.39)

where Eq. (2.38) is called the FE scale equation and Eq. (2.39)
is called the SGS equation.

The main idea behind any stabilized FEM derived from the
VMS framework is to obtain an expression for the SGS from
the SGS equation (2.39). This is done to complement our FE
scale equation (2.38) and to ensure consistency of the sta-
bilized mixed formulation so that the discrete solution con-
verges to the continuous solution on mesh refinement. We
assume the subscales to behave as bubble functions, which
means that they vanish across inter-element boundaries. There-
fore, the SGS is expressed in terms of the residual of the pro-
jected (Galerkin) counterpart of Eqs. (2.29–2.30) to obtain

ũ ≈ 𝜏uΠ̃ (∇ ⋅ {ℂdev ∶ ∇suℎ} − ∇𝑝ℎ − 𝜌b) , (2.40)



2.1 The solid dynamics problem 29

[10]: Cervera et al. (2010), “Mixed
Stabilized Finite Element Meth-
ods in Nonlinear Solid Mechanics.
Part I: Formulation”

[23]: Baiges et al. (2017), “Varia-
tional Multiscale error estimators
for solid mechanics adaptive sim-
ulations: an Orthogonal Subgrid
Scale approach”

[24]: Codina (2001), “A stabilized
finite element method for gener-
alized stationary incompressible
flows”
[25]: Codina (2000), “Stabiliza-
tion of incompressibility and con-
vection through orthogonal sub-
scales in finite element methods”

̃𝑝 ≈ 𝜏𝑝Π̃ (−∇ ⋅ uℎ − 1
𝜅 𝑝ℎ) , (2.41)

where Π̃ is the 𝐿2(Ω) projection onto the space of SGS and 𝜏u
and 𝜏𝑝 are coefficients coming from a Fourier analysis of the
problem for the subscales. In this work, we use the stabiliza-
tion parameters proposed in [10] for linear elastic cases

𝜏u = 𝑐1
ℎ2𝐾
2𝜇 and 𝜏𝑝 = 2𝑐2 ( 1𝜇 + 2

3𝜅 )
−1

, (2.42)

where 𝑐1 and 𝑐2 are algorithmic parameters which must be
determined.

Introducing the approximate fields (2.40-2.41) into the FE scale
problem (2.38), the VMS stabilized formulation of the prob-
lem is obtained as (see [23] for further details on this proce-
dure)

Linear elasticity. u𝑝 formulation. Stabilized weak form

𝒜 (Uℎ, 𝛿Uℎ) +∑
𝐾

⟨−∇ ⋅ 𝛿uℎ + 1
𝜅 𝛿𝑝ℎ, ̃𝑝⟩

𝐾

+∑
𝐾

⟨−∇𝛿𝑝ℎ, ũ⟩𝐾 = ℱ (𝛿Uℎ) ∀ 𝛿Uℎ ∈ 𝕎ℎ,0.

(2.43)

There exist several stabilization methods coming from the
VMS technique depending on the selection of the projection
onto the SGS space. In this work, two different options are
considered:

1. We take the projection onto the SGS space as the iden-
tity when applied to the residual. This approach is
called Algebraic SubGrid Scales (ASGS), see [24] for
further details.

2. In [25] it is argued that the natural approximation for
the unknown SGS space is to take it orthogonal to the
FE space. This approach is called Orthogonal SubGrid
Scales (OSGS).

Remark 2.1.3 A key property of the OSGS stabilization is
that thanks to the orthogonal projection onto the FE space,
we keep the consistency of the formulation in aweak sense
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despite including just the minimum number of terms to
stabilize the solution if Π̃ does not include Dirichlet-type
boundary conditions (see [12][12]: R.Codina et al. (2017), Varia-

tional Multiscale Methods in Com-
putational Fluid Dynamics

). For this specific formula-
tion, we can reduce the stabilization terms to solely
∑𝐾 𝜏u ⟨∇𝛿𝑝ℎ, Π̃ (∇𝑝ℎ)⟩.

The three-field u𝑝e formulation

In this subsection we present the mixed three-field formu-
lation used to deal with the solid mechanics problem. The
methodology was originally developed in [26] to deal with
the Stokes problem in fluid mechanics, and extended to solid
mechanics in [27] by considering the deviatoric stresses as an
additional unknown of the problem. More recently, in [28],
the formulation was adapted so that the main unknowns are
displacements, pressure and deviatoric strains, instead of de-
viatoric stresses, which is the approach we follow in this
work. The displacement field u, together with the deviatoric
component of the strains e, as well as the pressure field 𝑝 are
taken as primary unknowns of the problem. The objective
is the definition of a general framework, which includes the
well-knownmixed u𝑝 formulation. Therefore we are capable
of correctly describing nearly and fully incompressible ma-
terial behavior. Adding the deviatoric strains as unknowns
allows us to obtain a high degree of accuracy for the strain
field but also for the stress field.

Governing equations The governing equations of the prob-
lem are

Linear elasticity. u𝑝e formulation. Governing equa-
tions

−∇ ⋅ s + ∇𝑝 = 𝜌b in Ω, (2.44)

s − ℂdev ∶ e = 0 in Ω, (2.45)

∇ ⋅ u + 𝑝
𝜅 = 0 in Ω, (2.46)

e − 𝔻 ∶ ∇su = 0 in Ω. (2.47)

We have introduced the deviatoric strains e in system (2.25-
2.27) by incorporating the deviatoric constitutive equation
(2.45). Furthermore, the kinematic equation for deviatoric
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components (2.47) has been added to the system to relate the
displacement field u with the deviatoric strains e.

Remark 2.1.4 Note that Eq. (2.45) allows us to obtain the
deviatoric stresses as a function of the deviatoric strains
rather than the symmetric gradient of the displacements.
Therefore, we are hopefully incrementing the accuracy of
the stress field 𝜎𝜎𝜎 , which now is going to be computed as a
function of both the pressure 𝑝 and the deviatoric strains
e.

Strong form To complete this subsection, we introduce the
mixed u𝑝e problem, which consists in finding a displacement
field u, a pressure 𝑝 and a deviatoric strain field e such that

Linear elasticity. u𝑝e formulation. Strong form

−∇ ⋅ {ℂdev ∶ e} + ∇𝑝 = 𝜌b in Ω, (2.48)

∇ ⋅ u + 𝑝
𝜅 = 0 in Ω, (2.49)

2𝜇e − ℂdev ∶ ∇su = 0 in Ω, (2.50)

where the kinematic equation (2.47) has been multiplied by
2𝜇 to symmetrize the system. The governing equations must
be supplied with a set of boundary conditions

u = u𝐷 on Γ𝐷 , (2.51)

𝜎𝜎𝜎 ⋅ n (2.13)= {ℂdev ∶ e} ⋅ n − 𝑝n = t𝑁 on Γ𝑁 , (2.52)

To simplify the exposition, we will consider u𝐷 = 0 in the
following.

Variational form Let us consider the same spaces and tests
functions we have defined previously for the mixed u𝑝 for-

mulation. Let 𝔼 = [𝐿2(Ω)]𝑑×𝑑sym be the proper functional space
where deviatoric strain components are well-defined. We
shall be interested also in the spaces 𝕎 ≔ 𝕌 × ℙ × 𝔼, 𝕎0 ≔
𝕌0×ℙ×𝔼. The variational statement of the problem is derived
by testing system (2.48-2.50) against arbitrary test functions
𝛿U ≔ [𝛿u, 𝛿𝑝, 𝛿e]𝑇 , 𝛿u ∈ 𝕌0, 𝛿𝑝 ∈ ℙ and 𝛿e ∈ 𝔼. The weak
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form of the problem reads: find U ≔ [u, 𝑝, e]𝑇 ∈ 𝕎0 such
that

Linear elasticity. u𝑝e formulation. Variational form

𝒜 (U, 𝛿U) = ℱ (𝛿U) ∀ 𝛿U ∈ 𝕎0, (2.53)

where 𝒜 (U, 𝛿U) is a bilinear form defined on 𝕎0 ×𝕎0 as

𝒜 (U, 𝛿U) ≔ (∇𝑠𝛿u, ℂdev ∶ e) − (∇ ⋅ 𝛿u, 𝑝) + (𝛿𝑝, ∇ ⋅ u)
+ (𝛿𝑝, 1𝜅 𝑝) − (ℂdev ∶ 𝛿e, ∇𝑠u) + (𝛿e, 2𝜇e) . (2.54)

ℱ (𝛿U) is a linear form defined on 𝕎0 as

ℱ (𝛿U) ≔ ⟨𝛿u, 𝜌b⟩ + ⟨𝛿u, t𝑁 ⟩Γ𝑁 . (2.55)

As usual, integration by parts has been used in order to de-
crease the continuity requirements of the unknowns and the
traction vector t𝑁 has been identified.

Galerkin spatial discretization We can now construct a
conforming FE space 𝔼ℎ ⊂ 𝔼 and redefine𝕎ℎ = 𝕌ℎ × ℙℎ × 𝔼ℎ
as well as the corresponding subspace 𝕎ℎ,0 = 𝕌ℎ,0 × ℙℎ × 𝔼ℎ
in the usual manner.

The Galerkin discrete version of problem (2.53) is: FindUℎ ≔
[uℎ, 𝑝ℎ, eℎ]𝑇 ∈ 𝕎ℎ,0 such that

Linear elasticity. u𝑝e formulation. Galerkin discrete
problem

𝒜 (Uℎ, 𝛿Uℎ) = ℱ (𝛿Uℎ) ∀ 𝛿Uℎ ∈ 𝕎ℎ,0. (2.56)

This problem also requires two inf-sup condition to be satis-
fied between the interpolation spaces. Otherwise, instabili-
ties may appear. In order to overcome such instabilities, we
use again the stabilization technique described in next sub-
section.

Remark 2.1.5 In principle, we have posed no restrictions
on the choice of the FE spaces. However, let us analyze the
numerical stability of problem (2.56). If we take 𝛿Uℎ = Uℎ,
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it is found that

𝒜 (Uℎ,Uℎ) = (𝑝ℎ, 1𝜅 𝑝ℎ) + (eℎ, 2𝜇eℎ) ≥ 2𝜇‖eℎ‖2 + 1
𝜅 ‖𝑝ℎ‖

2.
(2.57)

It is seen from Eq. (2.57) that 𝒜 is not coercive in 𝕎ℎ,0,
the displacement being out of control. Furthermore, in the
nearly and fully incompressible cases, when 𝜅 → ∞, also
the pressure is out of control. Hence, the coercivity condi-
tion is not satisfied indepently of the incompressibility of
the material.

Stabilization The elements of the SGS space are now de-
noted by Ũ ≔ [ũ, ̃𝑝, ẽ]𝑇 . Taking into account that 𝒜 is a
bilinear form, the continuous problem (2.53) is equivalent to
find U ∈ 𝕎ℎ,0 and Ũ ∈ �̃�0 such that

𝒜 (Uℎ, 𝛿Uℎ) + 𝒜 (Ũ, 𝛿Uℎ) = ℱ (𝛿Uℎ) ∀ 𝛿Uℎ ∈ 𝕎ℎ,0, (2.58)
𝒜 (Uℎ, 𝛿Ũ) + 𝒜 (Ũ, 𝛿Ũ) = ℱ (𝛿Ũ) ∀ 𝛿Ũ ∈ �̃�0. (2.59)

The SGS is expressed in terms of the residual of the projected
(Galerkin) counterpart of Eqs. (2.48–2.50) to obtain

ũ ≈ 𝜏uΠ̃ (∇ ⋅ {ℂdev ∶ eℎ} − ∇𝑝ℎ − 𝜌b) , (2.60)

̃𝑝 ≈ 𝜏𝑝Π̃ (−∇ ⋅ uℎ − 1
𝜅 𝑝ℎ) , (2.61)

ẽ ≈ 𝜏eΠ̃ (𝔻 ∶ ∇suℎ − eℎ) , (2.62)

where 𝜏u, 𝜏𝑝 and 𝜏e are coefficients coming from a Fourier
analysis of the problem for the SGS. In this work, we use the
stabilization parameters proposed in [10] for linear elastic
cases

𝜏u = 𝑐1
ℎ2𝐾
2𝜇 , 𝜏𝑝 = 2𝑐2 ( 1𝜇 + 2

3𝜅 )
−1

and 𝜏e = 𝑐3, (2.63)

where 𝑐1, 𝑐2 and 𝑐3 are algorithmic parameters which must be
determined.

Introducing the approximate fields (2.60-2.62) into the FE scale
problem (2.58), the VMS stabilized formulation of the prob-
lem is obtained as (see [28] for further details on this proce-
dure)
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Linear elasticity. u𝑝e formulation. Stabilizedweak form

𝒜 (Uℎ, 𝛿Uℎ) +∑
𝐾

⟨ℂdev ∶ ∇𝛿eℎ − ∇𝛿𝑝ℎ, ũ⟩𝐾

+∑
𝐾

⟨−∇ ⋅ 𝛿uℎ + 1
𝜅 𝑞ℎ, ̃𝑝⟩

𝐾

+∑
𝐾

⟨ℂdev ∶ ∇𝑠𝛿uℎ + 2𝜇𝛿eℎ, ẽ⟩𝐾
= ℱ (𝛿Uℎ) ∀ 𝛿Uℎ ∈ 𝕎ℎ,0. (2.64)

For this formulation, both the ASGS and the OSGS methods
are also considered.

Remark 2.1.6 Let us recall that the OSGS stabilization al-
lows us to include just the minimum number of terms to
stabilize the solution while keeping it consistent in a weak
sense. Therefore, we can reduce the stabilization terms to
∑𝐾 𝜏u ⟨∇𝛿𝑝ℎ, Π̃ (∇𝑝ℎ)⟩ to stabilize the 𝑝 component and to
∑𝐾 𝜏e ⟨ℂdev ∶ ∇𝑠𝛿uℎ, Π̃ (𝔻 ∶ ∇suℎ)⟩ to introduce stabilization
terms in the u part.

2.1.2 The nonlinear theory of finite strain
hyperelasticity

Despite the obvious success of the assumption of linearity
in engineering analysis it is equally obvious that many situ-
ations demand consideration of nonlinear behavior. In the
linear elasticity case an assumption is made that the defor-
mation is sufficiently small to enable the effect of changes
in the geometrical configuration of the solid to be ignored,
whereas in the nonlinear case the magnitude of the deforma-
tion is unrestricted.

Lagrangian descriptions of the motion

Finite element discretizations with Lagrangian meshes are
classified as updated Lagrangian formulations (ULF) and to-
tal Lagrangian formulations (TLF). Both formulations use La-
grangian descriptions, that is, the dependent variables are
functions of the material (Lagrangian) coordinates and time.
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In the ULF, the derivatives are taken with respect to the spa-
tial (Eulerian) coordinates; the weak form involves integrals
over the deformed (or current) configuration. In the TLF,
the weak form involves integrals over the initial configura-
tion (considered henceforth to be the reference configura-
tion) and derivatives are taken with respect to the material
coordinates.

Conservation equations

Let Ω0 ≔ Ω(0) be an open, bounded and polyhedral domain
of ℝ𝑑 , where 𝑑 ∈ {2, 3} is the number of space dimensions.
The initial configuration of the body is Ω0, whereas the cur-
rent configuration of the body at time 𝑡 is denoted by Ω (𝑡).
The motion is described by a function 𝜓𝜓𝜓 which links a ma-
terial particle X ∈ Ω0 to the spatial configuration x ∈ Ω (𝑡)
according to

𝜓𝜓𝜓 ∶ Ω0 ⟶ Ω(𝑡) , x = 𝜓𝜓𝜓(X, 𝑡), ∀X ∈ Ω0, 𝑡 ≥ 0. (2.65)

The boundary of the reference configuration is denoted as
Γ0 ≔ 𝜕Ω0 and Γ (𝑡) ≔ 𝜕Ω (𝑡) represents the boundary of the
current configuration at time 𝑡 . We always assume that the
mapping between both boundaries is defined through themo-
tion, i.e., 𝜓𝜓𝜓(Γ0, 𝑡) = Γ (𝑡). We denote as ]0, 𝑇 [ the time interval
of analysis.

The conservation of linear momentum in finite strain theory
in a TLF framework reads as

𝜌0
𝜕2𝑢𝑎
𝜕𝑡2 − 𝜕

𝜕𝑋𝐴
{𝐹𝑎𝐵𝑆𝐵𝐴} = 𝜌0𝑏𝑎 in Ω0 × ]0, 𝑇 [ , (2.66)

where 𝜌0 is the initial density, F = 𝜕x
𝜕X is the deformation gra-

dient, S is the second Piola-Kirchhoff (PK2) stress tensor and
𝜌0b are the body forces. Mass conservation implies that

𝜌𝐽 = 𝜌0, (2.67)

where 𝜌 is the density at time 𝑡 and 𝐽 = det F > 0 is the Jaco-
bian of F. With regards to the balance of angular momentum,
it implies that the PK2 stress tensor must be symmetric.
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Hyperelastic constitutive model

In this chapter we consider isotropic hyperelastic models (see
[1, 8, 9]). Thesemodels postulate the existence of aHelmholtz
free-energy function (or strain energy function) Ψ (C) such
that

S = 2𝜕Ψ (C)
𝜕C , (2.68)

where C = F𝑇F is the right Cauchy-Green tensor. Once the
PK2 stress tensor S is obtained, the Cauchy stress tensor 𝜎𝜎𝜎
can be computed from the following relation

𝜎𝜎𝜎 = 1
𝐽 FSF

T. (2.69)

Two different material models are considered in this thesis.

Saint Venant-Kirchhoff material The simplest example of
a hyperelastic material is the St. Venant–Kirchhoff model,
which is defined by the strain energy function

Ψ(E) = 1
2𝜆tr(E)

2 + 𝜇E ∶ E, (2.70)

where E = 1
2 {C − I} is the Green-Lagrange strain tensor, I

is the second rank identity tensor and 𝜆 and 𝜇 are the Lamé
parameters. Using Eq. (2.68), we can obtain the PK2 stress
tensor as

S = 𝜆tr(E)I + 2𝜇E. (2.71)

The St. Venant-Kirchhoff material law is one of the most fre-
quently used hyperelastic material laws in numerical simu-
lations for finite strain theory. However, inherent shortcom-
ings in the material law definition lead to nonphysical soft-
ening behavior and are thus inappropriate to be used in such
scenarios [29].

Neo-Hookean material This material model is an exten-
sion of Hooke’s law, widely used in linear elasticity, to large
deformations. The stored energy function for a compressible
Neo-Hookean material is expressed as

Ψ(C) = 1
2𝜆(ln 𝐽 )

2 − 𝜇 ln 𝐽 + 1
2𝜇(tr(C) − tr(I)). (2.72)
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Using Eq. (2.68), the expression for the PK2 stress tensor can
be obtained:

S = 𝜆 ln 𝐽C−1 + 𝜇(I − C−1). (2.73)

Time discretization

In this work implicit time integrators are considered. Let us
now consider a partition of the time interval [0, 𝑇 ] into 𝑁
time steps of size Δ𝑡 , assumed to be constant.

Backward differentiation formula (BDF) Given a generic
time dependent function at a time step 𝑡𝑛+1 = 𝑡𝑛 + Δ𝑡 , for
𝑛 = 0, 1, 2, ... the approximation of the time derivative of or-
der 𝑘 = 1, 2, ... is written using information from already com-
puted time instants and u𝑛+1 which is being computed at this
time step. In our problem, we have to approximate the sec-

ond time derivative of the displacement, 𝜕2u
𝜕𝑡2

𝑛+1
≔ a𝑛+1. De-

pending on the accuracy of the method, we can select for
BDF1 and BDF2, respectively the specific formulae

𝛿2u
𝛿𝑡2 |𝑡𝑛+1

≔ 1
Δ𝑡2 [u

𝑛+1 − 2u𝑛 + u𝑛−1] = a𝑛+1 + 𝒪 (Δ𝑡) , (2.74)

𝛿22u
𝛿𝑡2 |𝑡𝑛+1

≔ 1
Δ𝑡2 [2u

𝑛+1 − 5u𝑛 + 4u𝑛−1 − u𝑛−2]

= a𝑛+1 + 𝒪 (Δ𝑡2) . (2.75)

Newmark-𝛽 equations This is a popular class of time in-
tegrators [8]. In this time integration formula, the updated
acceleration a𝑛+1 and velocity v𝑛+1 are given by

a𝑛+1 ≈ 1
𝛽Δ𝑡2 [u

𝑛+1 − u𝑛 − Δ𝑡v𝑛 − Δ𝑡2
2 (1 − 2𝛽) a𝑛], (2.76)

v𝑛+1 ≈ v𝑛 + (1 − 𝛾) Δ𝑡a𝑛 + 𝛾Δ𝑡a𝑛+1. (2.77)

Here 𝛽 and 𝛾 are parameters to be tuned. When 𝛽 = 1
4 and

𝛾 = 1
2 the Newmark-𝛽 method is implicit, unconditionally

stable and second-order accurate for linear problems.

Remark 2.1.7 Newmark-𝛽 method is not unconditionally
stable for nonlinear problems. The algorithmic energy con-
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[32]: Gonzalez (2000), “Exact en-
ergy and momentum conserving
algorithms for general models in
nonlinear elasticity”

. In [33, 34]

[33]: Betsch et al. (2016), “An
energy–momentum consistent
method for transient simulations
with mixed finite elements
developed in the framework of
geometrically exact shells”
[34]: Magisano et al. (2022),
“Unconditional stability in large
deformation dynamic analysis of
elastic structures with arbitrary
nonlinear strain measure and
multi-body coupling”

several energy-momentum
consistent time-stepping schemes are proposed for some
mixed formulations in nonlinear problems.

Governing equations

We introduce now the solid dynamics problem in detail. Let
𝔇 = {(X, 𝑡) |X ∈ Ω0, 0 < 𝑡 < 𝑇 } be the space-time domain
where the problem is defined. The problem consists of find-
ing a displacement field, u ∶ 𝔇 ⟶ ℝ𝑑 such that

Finite strain hyperelasticity. u formulation. Governing
equations in TLF

𝜌0 𝜕
2u
𝜕𝑡2 − ∇ ⋅ {F(u)S(u)} = 𝜌0b in Ω0 × ]0, 𝑇 [ , (2.78)

u = u𝐷 on Γ0𝐷 × ]0, 𝑇 [ , (2.79)

n0 ⋅ (F(u)S(u)) = t𝑁 on Γ0𝑁 × ]0, 𝑇 [ , (2.80)

u = u0 in Ω0, 𝑡 = 0, (2.81)
𝜕u
𝜕𝑡 ≔ v = v0 in Ω0, 𝑡 = 0. (2.82)

A set of boundary conditions is considered which can be split
into Dirichlet boundary conditions (2.79), where the displace-
ment is prescribed, andNeumann boundary conditions (2.80),
where the value of tractions t𝑁 is prescribed. Vector n0 is the
geometric unit outward normal vector on the boundary of
the initial configuration Γ0. The governing equations must
be supplied with initial conditions for both the displacement
field (2.81) and the velocity field (2.82) in Ω0, with u0 and v0
given.

2.1.3 Variational form

Let 𝕌 ≔ {u ∈ 𝐻 1(Ω0)𝑑 | u = u𝐷 on Γ0𝐷 } be the functional
space where the displacement solution is well-defined for
each fixed time 𝑡 ∈]0, 𝑇 [. We denote by𝕌0 functions in𝐻 1(Ω0)𝑑
which vanish on the Dirichlet boundary Γ0𝐷 .
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The variational statement of the problem is derived by testing
Eq. (2.78) against arbitrary test function, 𝛿u ∈ 𝕌0. The weak
form of the problem reads: find u ∶]0, 𝑇 [→ 𝕌 such that initial
and Dirichlet boundary conditions are satisfied and

Finite strain hyperelasticity. u formulation. Variational
form in TLF

⟨𝛿𝑢𝑎 , 𝜌0
𝜕2𝑢𝑎
𝜕𝑡2 ⟩ + 𝒜 (u, 𝛿u) = ℱ (𝛿u) ∀ 𝛿u ∈ 𝕌0, (2.83)

where 𝒜 (u, 𝛿u) is a semilinear form defined on 𝕌 × 𝕌0 as

𝒜 (u, 𝛿u) ≔ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐹𝑎𝐵𝑆𝐵𝐴⟩ . (2.84)

In addition, ℱ (𝛿u) is a linear form defined on 𝕌0 as

ℱ (𝛿u) ≔ ⟨𝛿𝑢𝑎 , 𝜌0𝑏𝑎⟩ + ⟨𝛿𝑢𝑎 , 𝑡𝑁𝑎 ⟩Γ0𝑁 . (2.85)

As usual, integration by parts has been used in order to de-
crease the continuity requirements of the unknown u.

2.1.4 Linearization

In order to solve the problem, the system needs to be lin-
earized so that a bilinear operator which allows to compute
a correction Δu of a given guess for the solution at time 𝑡𝑛+1
is obtained, that we denote by u𝑛+1. Iteration counters will
be omitted to simplify the notation. After using a Newton-
Raphson scheme and a time integrator, we obtain the follow-
ing linearized form of the problem. Given u𝑛+1 as the solu-
tion at time 𝑡𝑛+1 and the previous iteration, find a correction
Δu ∈ 𝕌0 such that initial and Dirichlet boundary conditions
are satisfied and

Finite strain hyperelasticity. u formulation. Linearized
variational form in TLF

⟨𝛿u, 𝜌0 𝐶
Δ𝑡2Δu⟩ +ℬ (Δu, 𝛿u) = ℱ (𝛿u)
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− 𝒜 (u𝑛+1, 𝛿u) − ⟨𝛿u, 𝜌0a𝑛+1⟩ ∀ 𝛿u ∈ 𝕌0,
(2.86)

where ℬ (Δu, 𝛿u) is the bilinear form obtained through the
Newton-Raphson linearization and it is defined on 𝕌0 × 𝕌0
as

ℬ (Δu, 𝛿u) ≔ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝜕Δ𝑢𝑎𝜕𝑋𝐵

𝑆𝐵𝐴⟩ + ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐹𝑎𝐵ℂ𝐴𝐵𝐶𝐷𝐹𝑏𝐶

𝜕Δ𝑢𝑏
𝜕𝑋𝐷

⟩ ,
(2.87)

where ℂ𝐴𝐵𝐶𝐷 = 2 𝜕2Ψ
𝜕𝐶𝐴𝐵𝜕𝐶𝐶𝐷 is the constitutive tangent matrix

which relates variations of the PK2 stress tensor, ΔS, with
variations of the Right Cauchy tensor, ΔC. Let us remark
that all terms are evaluated at u𝑛+1.

Note that for every implicit time integrator presented here,
we can write

𝜕2u
𝜕𝑡2 |𝑡𝑛+1

≈ 𝐶
Δ𝑡2Δu + a𝑛+1, (2.88)

where 𝐶 is a coefficient depending on the time integration
scheme, Δu is the displacement increment and a𝑛+1 is the ac-
celeration computed at the previous iteration, which in the
time discretized problem will be given by any of the expres-
sions introduced in Subsection 2.1.2.

2.1.5 Galerkin spatial discretization

We denote by 𝒫ℎ a FE partition of the domain Ω of the prob-
lem. The diameter of an element domain 𝐾 ∈ 𝒫ℎ is denoted
by ℎ𝐾 and the diameter on the FE partition by ℎ = max{ℎ𝐾 |𝐾 ∈
𝒫ℎ}. Nowwe consider the case in whichΩ = Ωs(𝑡) is the solid
domain. From the FE partition we can construct conforming
FE spaces 𝕌ℎ ⊂ 𝕌, as well as the corresponding subspace
𝕌ℎ,0 ⊂ 𝕌0 being made of functions that vanish on the Dirich-
let boundary.

The Galerkin discrete version of problem (2.86) is: for a given
time 𝑡𝑛+1 and a fixed iteration, find Δuℎ ∈ 𝕌ℎ,0 such that
initial and Dirichlet boundary conditions are satisfied and
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[35]: Landau et al. (1987), Fluid
Mechanics
[36]: Aris (1989), Vectors, Tensors
and the Basic Equations of Fluid
Mechanics
[37]: Batchelor (2000), An Intro-
duction to Fluid Dynamics

Finite strain hyperelasticity. u formulation. Galerkin
discrete problem in TLF

⟨𝛿uℎ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ +ℬ (Δuℎ, 𝛿uℎ) = ℱ (𝛿uℎ)

− 𝒜 (u𝑛+1ℎ , 𝛿uℎ) − ⟨𝛿uℎ, 𝜌0a𝑛+1ℎ ⟩
∀ 𝛿uℎ ∈ 𝕌ℎ,0. (2.89)

2.2 The Navier-Stokes equations of
incompressible flows

From this point, the fluid mechanics problem is stated. This
section is devoted to the presentation of the basic equations
which allow to study both the dynamic behavior of an incom-
pressible fluid and which also serve as a starting point for the
developments in Chapter 5.

The material here presented is basic and the different parts
of this section can be found in classical textbooks of fluid
mechanics such as[35–37].

2.2.1 The continuous problem statement

In this subsection, the equations of motion are presented un-
der the Newtonian incompressible fluid flow assumption. Let
Ω be an open, bounded and polyhedral domain of ℝ𝑑 (𝑑 =
2 or 3) occupied by the fluid in the time interval ]0, 𝑇 [ and
let Γ ≔ 𝜕Ω be its boundary. The continuous Navier-Stokes
problem for incompressible Newtonian fluid flows is defined
by the following system of equations

Newtonian fluid flows. Navier-Stokes problem

𝜌 (𝜕v𝜕𝑡 + v ⋅ ∇v) − ∇ ⋅ 𝜎𝜎𝜎 + ∇𝑝 = f in Ω × ]0, 𝑇 [ , (2.90)

∇ ⋅ v = 0 in Ω × ]0, 𝑇 [ , (2.91)
1
2𝜇𝜎𝜎𝜎 − ∇sv = 0 in Ω × ]0, 𝑇 [ . (2.92)
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where v is the velocity field, 𝑝 the pressure, 𝜎𝜎𝜎 the deviatoric
component of the stress field, f the vector of body forces, 𝜇
the dynamic viscosity, 𝜌 the fluid density and ∇sv is the sym-
metrical part of ∇v. Eq. (2.90) is the balance of momentum
equation. Eq. (2.91) is the incompressibility equation and Eq.
(2.92) is the deviatoric constitutive equation which relates de-
viatoric stresses 𝜎𝜎𝜎 with the velocity field v.

2.2.2 Time discretization

Let us now consider a partition of the time interval [0, 𝑇 ] into
𝑁 time steps of size Δ𝑡 , assumed to be constant. Regard-
ing the time discretization, in this thesis, the first and sec-
ond order backward differencing schemes are implemented
to approximate the first order time derivative of the veloc-
ity. Given a generic time dependent function at a time step
𝑡𝑛+1 = 𝑡𝑛 + Δ𝑡 , for 𝑛 = 0, 1, 2, ... the approximation of the time
derivative of order 𝑘 = 1, 2, ... is written using information
from already computed time instants and v𝑛+1 which is be-
ing computed at this time step. Depending on the accuracy
of the method, we can select the specific formulae

𝛿v
𝛿𝑡 |𝑡𝑛+1 ≔

1
Δ𝑡 [v

𝑛+1 − v𝑛] = 𝜕v𝑛+1
𝜕𝑡 + 𝒪 (Δ𝑡) , (2.93)

𝛿2v
𝛿𝑡 |𝑡𝑛+1 ≔

1
2Δ𝑡 [3v

𝑛+1 − 4v𝑛 + v𝑛−1] = 𝜕v𝑛+1
𝜕𝑡 + 𝒪 (Δ𝑡2) .

(2.94)

2.2.3 The two-field v𝑝 formulation

In this subsection, the well-known mixed v𝑝 formulation is
introduced in order to deal with incompressible Newtonian
fluid flows. In the presented formulation the velocity and
pressure fields v and 𝑝 are used as independent variables.

Governing equations

The governing equations of the problem are rewritten as

Newtonian fluid flows. v𝑝 formulation. Governing equa-
tions
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𝜌 (𝜕v𝜕𝑡 + v ⋅ ∇v) − ∇ ⋅ 𝜎𝜎𝜎 + ∇𝑝 = f in Ω × ]0, 𝑇 [ , (2.95)

∇ ⋅ v = 0 in Ω × ]0, 𝑇 [ , (2.96)

𝜎𝜎𝜎 − 2𝜇∇sv = 0 in Ω × ]0, 𝑇 [ . (2.97)

Eq. (2.95) allows us to formulate the linear momentum equa-
tion in terms of both velocities v and pressure 𝑝, where the
stress tensor decomposition (2.97) is introduced into the mo-
mentum equation.

Strong form

To complete this subsection, we introduce themixed v𝑝 prob-
lem, which consists in finding a velocity field v and a pressure
𝑝 such that

Newtonian fluid flows. v𝑝 formulation. Governing equa-
tions

𝜕v
𝜕𝑡 + v ⋅ ∇v − 𝜈∇2v + ∇𝑝 = f in Ω × ]0, 𝑇 [ , (2.98)

∇ ⋅ v = 0 in Ω × ]0, 𝑇 [ , (2.99)

where 𝜈 = 𝜇/𝜌 is the kinematic viscosity. The equations
above need to be solved together with initial conditions of
the form v = v0 at 𝑡 = 0 and appropriate boundary condi-
tions. For the sake of simplicity in the exposition, we will
consider homogeneous boundary conditions v = 0 on Γ.

Variational form

Let 𝕍 = [𝐻 1(Ω)]𝑑 and ℙ = 𝐿2(Ω) be, respectively, the proper
functional spaces where velocity and pressure solutions are
well-defined. We denote by 𝕍0 functions in 𝕍 which vanish
in the Dirichlet boundary Γ𝐷 . We shall be interested also
in the spaces 𝕎 ≔ 𝕍 × ℙ, 𝕎0 ≔ 𝕍0 × ℙ. The variational
statement of the problem is derived by testing the system
presented in Eqs. (2.98-2.99) against arbitrary test functions
𝛿V ≔ [𝛿v, 𝛿𝑝]𝑇 , 𝛿v ∈ 𝕍0 and 𝛿𝑝 ∈ ℙ. The weak form of
the problem reads: find V ≔ [v, 𝑝]𝑇 ∈ 𝕎0 such that initial
conditions are satisfied and
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Newtonian fluid flows. v𝑝 formulation. Variational form

⟨𝜕v𝜕𝑡 , 𝛿v⟩ + 𝒜 (v;V, 𝛿V) = ℱ (𝛿V) ∀ 𝛿V ∈ 𝕎0, (2.100)

where𝒜 (v̂;V, 𝛿V) is a bilinear form defined on𝕎0×𝕎0 as

𝒜 (v̂;V, 𝛿V) ≔ ⟨v̂ ⋅ ∇v, 𝛿v⟩ + 𝜈 (∇v, ∇𝛿v) − (𝑝, ∇ ⋅ 𝛿v)
+ (∇ ⋅ v, 𝛿𝑝) . (2.101)

ℱ (𝛿V) is a linear form defined on 𝕎0 as

ℱ (𝛿V) ≔ ⟨f, 𝛿v⟩ . (2.102)

Note that the Navier-Stokes problem to be solved has one
source of nonlinearity, namely, the convective term. For the
sake of conciseness, we will consider only a fixed-point iter-
ative scheme (another possibility would be to use a Newton-
Raphson scheme). In particular, a given velocity v̂ is taken
as initial guess to solve an iterative procedure. As usual, in-
tegration by parts has been used in order to decrease the con-
tinuity requirements of unknowns v and 𝑝.

Galerkin spatial discretization

The standard Galerkin approximation of this abstract varia-
tional problem is now straightforward. Let 𝒫ℎ denote a FE
partition of the domain Ω. The diameter of an element do-
main 𝐾 ∈ 𝒫ℎ is denoted by ℎ𝐾 and the diameter on the FE
partition by ℎ = max{ℎ𝐾 |𝐾 ∈ 𝒫ℎ}. We can now construct
conforming FE spaces 𝕍ℎ ⊂ 𝕍, ℙℎ ⊂ ℙ and 𝕎ℎ = 𝕍ℎ × ℙℎ
in the usual manner, as well as the corresponding subspaces
𝕍ℎ,0 ⊂ 𝕍0 and 𝕎ℎ,0 = 𝕍ℎ,0 × ℙℎ, 𝕍ℎ,0 being made with func-
tions that vanish on the Dirichlet boundary.

TheGalerkin discrete version of problem (2.100) is: FindVℎ ≔
[vℎ, 𝑝ℎ]𝑇 ∈ 𝕎ℎ,0 such that

Newtonian fluid flows. v𝑝 formulation. Galerkin dis-
crete problem
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⟨𝜕vℎ𝜕𝑡 , 𝛿vℎ⟩ + 𝒜 (vℎ;Vℎ, 𝛿Vℎ) = ℱ (𝛿Vℎ) ∀ 𝛿Vℎ ∈ 𝕎ℎ,0.
(2.103)

This problem also requires and inf-sup condition to be satis-
fied between the interpolation spaces. Otherwise, instabili-
ties may appear. In order to overcome such instabilities, we
use again the stabilization technique described in next sub-
section.

Remark 2.2.1 So far, no restrictions have been imposed
on the choice of the FE spaces. However, there are restric-
tions that must be satisfied explicitly in the discrete formu-
lation. To see this, let us consider the stationary Navier-
Stokes problem. Taking 𝛿Vℎ = Vℎ, it is easily seen that
the Galerkin formulation only provides control over the
velocity field

𝒜 (vℎ;Vℎ,Vℎ) = ⟨vℎ ⋅ ∇vℎ, vℎ⟩ + 𝜈 (∇vℎ, ∇vℎ)
= 𝜈‖∇vℎ‖2. (2.104)

It is seen from Eq. (2.104) that 𝒜 is not coercive in 𝕎ℎ,0,
the pressure being out of control. Furthermore, when 𝜈 →
0 the velocity is also out of control.

From the numerical point of view, the spaces that fulfill the
inf-sup conditions associated to the bilinear form are limited.
In fact, equal order interpolations for both velocities and pres-
sure turn out to violate the inf-sup conditions. The alterna-
tive is to use a stabilized formulation allowing any interpola-
tion for the variables.

Stabilization

Let 𝕎 = 𝕎ℎ ⊕ �̃�, where �̃� is any space to complete 𝕎ℎ
in𝕎. �̃�will be approximated by a finite-dimensional space
despite the fact that it is infinite-dimensional. The elements
of this space are denoted by Ṽ ≔ [ṽ, ̃𝑝]𝑇 and they are called
subscales. Likewise, let 𝕎0 = 𝕎ℎ,0 ⊕ �̃�0.

We assume the subscales to behave as bubble functions, which
means that they vanish across inter-element boundaries.In
this case, we consider them to be time-dependent or dynamic.



46 2 Background and state of the art

[38]: Codina et al. (2018), “Vari-
ational Multiscale Methods in
Computational Fluid Dynamics”

[39]: Castillo et al. (2014), “Sta-
bilized stress-velocity-pressure fi-
nite element formulations of the
Navier-Stokes problem for fluids
with non-linear viscosity”

Then, the sub-grid scale is expressed in terms of the residual
of the projected (Galerkin) counterpart of Eqs. (2.98–2.99) to
obtain

𝜕ṽ
𝜕𝑡 + 𝜏−1v ṽ ≈ Π̃ (f − v̂ℎ ⋅ ∇vℎ + 𝜈∇2vℎ − ∇𝑝ℎ) , (2.105)

̃𝑝 ≈ 𝜏𝑝Π̃ (−∇ ⋅ vℎ) , (2.106)

where Π̃ is the 𝐿2(Ω) projection onto the space of SGS and 𝜏v
and 𝜏𝑝 are coefficients coming from a Fourier analysis of the
problem for the subscales. In this work, we use the stabiliza-
tion parameters proposed in [38] as

𝜏−1v = 𝑐1 2𝜈ℎ2𝐾
+ 𝑐2

|v̂ℎ|
ℎ𝐾

and 𝜏𝑝 = 2𝑐3𝜈, (2.107)

where term |v̂ℎ| is the Euclidean norm of the velocity guess
and 𝑐1, 𝑐2 and 𝑐3 are algorithmic parameters which must be
determined. The values used in the numerical examples for
linear elements are 𝑐1 = 4.0, 𝑐2 = 2.0 and 𝑐3 = 0.1. Values
𝑐1 and 𝑐2 are the optimal values for the approximation of the
one-dimensional convection-diffusion equations , whereas 𝑐3
has been found to give good results in the tests.

Introducing the approximate fields (2.105-2.106) into the FE
scale problem (2.103), the VMS stabilized formulation of the
problem is obtained as

Newtonian fluid flows. v𝑝 formulation. Stabilizedweak
form

⟨𝜕vℎ𝜕𝑡 , 𝛿vℎ⟩+𝒜 (vℎ;Vℎ, 𝛿Vℎ)
+∑

𝐾
⟨−vℎ ⋅ ∇𝛿vℎ + 𝜈∇2𝛿vℎ − ∇𝛿𝑝ℎ, ṽ⟩𝐾

+∑
𝐾

⟨−∇ ⋅ 𝛿vℎ, ̃𝑝⟩𝐾 = ℱ (𝛿Vℎ) ∀ 𝛿Vℎ ∈ 𝕎ℎ,0.

(2.108)

2.2.4 The three-field v𝑝𝜎𝜎𝜎 formulation

In this subsection we present the mixed three-field formula-
tion used to deal with incompressible Newtonian fluid flows.
The methodology was developed in [39] with the purpose
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[26]: R.Codina (2009), “Finite ele-
ment approximation of the three
field formulation of the Stokes
problem using arbitrary interpola-
tions”

of extending the formulation presented in [26] to deal with
the Stokes problem in fluid mechanics. The velocity field v,
together with the deviatoric component of the stresses 𝜎𝜎𝜎 , as
well as the pressure field 𝑝 (taken as positive in compression)
are taken as primary unknowns of the problem. The objec-
tive is the definition of a general framework, which includes
the well-known mixed v𝑝 formulation. Therefore we are ca-
pable of correctly describing incompressible material behav-
ior. Adding the deviatoric stresses as unknowns allows us to
obtain a high degree of accuracy for the stress field. Themost
salient problem that requires the interpolation of the (devia-
toric) stresses is the viscoelastic one which is presented in
Chapter 5.

Governing equations

The governing equations of the problem are rewritten as

Newtonian fluid flows. v𝑝𝜎𝜎𝜎 formulation. Governing
equations

𝜌 (𝜕v𝜕𝑡 + v ⋅ ∇v) − ∇ ⋅ 𝜎𝜎𝜎 + ∇𝑝 = f in Ω × ]0, 𝑇 [ , (2.109)

∇ ⋅ v = 0 in Ω × ]0, 𝑇 [ , (2.110)
1
2𝜇𝜎𝜎𝜎 − ∇sv = 0 in Ω × ]0, 𝑇 [ . (2.111)

Strong form

To complete this subsection, we introduce the mixed v𝑝𝜎𝜎𝜎
problem, which consists in finding a velocity field v, a pres-
sure 𝑝 and a deviatoric stress field 𝜎𝜎𝜎 such that

Newtonian fluid flows. v𝑝𝜎𝜎𝜎 formulation. Strong form

𝜌 (𝜕v𝜕𝑡 + v ⋅ ∇v) − ∇ ⋅ 𝜎𝜎𝜎 + ∇𝑝 = f in Ω × ]0, 𝑇 [ , (2.112)

∇ ⋅ v = 0 in Ω × ]0, 𝑇 [ , (2.113)
1
2𝜇𝜎𝜎𝜎 − ∇sv = 0 in Ω × ]0, 𝑇 [ . (2.114)
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The equations above need to be solved together with initial
conditions of the form v = v0 at 𝑡 = 0 and appropriate bound-
ary conditions. For the sake of simplicity in the exposition,
we will consider homogeneous boundary conditions v = 0
on Γ.

Remark 2.2.2 Note that deviatoric stresses have been added
to the system as a primary unknown of the problem. There-
fore, we are hopefully incrementing the accuracy of the
deviatoric stress field 𝜎𝜎𝜎 .

Variational form

Let us consider the same spaces and test functions we have
defined previously for the mixed v𝑝 formulation. Let 𝕐 =
[𝐿2(Ω)]𝑑×𝑑sym (symmetric second order tensors with square in-
tegrable components) be the proper functional space where
deviatoric stress is well-defined. We shall be interested also
in the spaces 𝕎 ≔ 𝕍 × ℙ × 𝕐, 𝕎0 ≔ 𝕍0 × ℙ × 𝕐. The
variational statement of the problem is derived by testing
system (2.112-2.114) against arbitrary test functions 𝛿V ≔
[𝛿v, 𝛿𝑝, 𝛿𝜎𝜎𝜎]𝑇 , 𝛿v ∈ 𝕍0, 𝛿𝑝 ∈ ℙ and 𝛿𝜎𝜎𝜎 ∈ 𝕐. The weak form of
the problem reads: find V ≔ [v, 𝑝, 𝜎𝜎𝜎]𝑇 ∈ 𝕎0 such that initial
conditions are satisfied and

Newtonian fluid flows. v𝑝𝜎𝜎𝜎 formulation. Variational
form

(𝜌 𝜕v𝜕𝑡 , 𝛿v) + 𝒜 (v;V, 𝛿V) = ℱ (𝛿V) ∀ 𝛿V ∈ 𝕎0, (2.115)

where𝒜 (v̂;V, 𝛿V) is a bilinear form defined on𝕎0×𝕎0 as

𝒜 (v̂;V, 𝛿V) ≔ ⟨𝜌v̂ ⋅ ∇v, 𝛿v⟩ + (𝜎𝜎𝜎, ∇s𝛿v) − (𝑝, ∇ ⋅ 𝛿v)
+ (∇ ⋅ v, 𝛿𝑝) + ( 1

2𝜇𝜎𝜎𝜎, 𝛿𝜎𝜎𝜎) − (∇sv, 𝛿𝜎𝜎𝜎) . (2.116)

ℱ (𝛿V) is a linear form defined on 𝕎0 as

ℱ (𝛿V) ≔ ⟨f, 𝛿v⟩ . (2.117)

We will consider again a fixed-point iterative scheme to lin-
earize the convective term. Therefore, a given guess of the
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velocity v̂ is taken to solve the iterative procedure. As usual,
integration by parts has been used in order to decrease the
continuity requirements of the unknowns.

Galerkin spatial discretization

We can now construct a conforming FE space 𝕐ℎ ⊂ 𝕐 and
redefine 𝕎ℎ = 𝕌ℎ × ℙℎ × 𝔼ℎ as well as the corresponding
subspace 𝕎ℎ,0 = 𝕌ℎ,0 × ℙℎ × 𝔼ℎ in the usual manner.

TheGalerkin discrete version of problem (2.115) is: FindVℎ ≔
[vℎ, 𝑝ℎ, 𝜎𝜎𝜎ℎ]𝑇 ∈ 𝕎ℎ,0 such that

Newtonian fluid flows. v𝑝𝜎𝜎𝜎 formulation. Galerkin dis-
crete problem

⟨𝜌 𝜕vℎ𝜕𝑡 , 𝛿vℎ⟩ + 𝒜 (vℎ;Vℎ, 𝛿Vℎ) = ℱ (𝛿Vℎ) ∀ 𝛿Vℎ ∈ 𝕎ℎ,0.
(2.118)

This problem also requires an inf-sup condition to be satis-
fied between the interpolation spaces. Otherwise, instabili-
ties may appear. In order to overcome such instabilities, we
use again the stabilization technique described in next sub-
section.

Remark 2.2.3 So far, no restrictions have been imposed
on the choice of the FE spaces. However, there are restric-
tions that must be satisfied explicitly in the discrete formu-
lation. To see this, let us consider the stationary Navier-
Stokes problem. Taking 𝛿Vℎ = Vℎ, it is easily seen that the
Galerkin formulation only provides control over the stress
field

𝒜 (v̂ℎ;Vℎ,Vℎ) ≔ ⟨𝜌v̂ℎ ⋅ ∇vℎ, vℎ⟩ + ( 1
2𝜇𝜎𝜎𝜎ℎ, 𝜎𝜎𝜎ℎ)

= 1
2𝜇 ‖𝜎𝜎𝜎ℎ‖

2. (2.119)

It is seen from Eq. (2.119) that 𝒜 is not coercive in 𝕎ℎ,0,
both the velocity and the pressure being out of control.
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[39]: Castillo et al. (2014), “Sta-
bilized stress-velocity-pressure fi-
nite element formulations of the
Navier-Stokes problem for fluids
with non-linear viscosity”

Stabilization

The elements of the SGS space are now denoted by Ṽ ≔
[ṽ, ̃𝑝, �̃�𝜎𝜎]𝑇 . The dynamic SGS are expressed in terms of the
residual of the projected (Galerkin) counterpart of Eqs. (2.112–
2.114) to obtain

𝜌 𝜕ṽ𝜕𝑡 + 𝜏−1v ṽ ≈ Π̃ (−𝜌v̂ℎ ⋅ ∇vℎ − ∇ ⋅ 𝜎𝜎𝜎ℎ + ∇𝑝ℎ + f) , (2.120)

̃𝑝 ≈ 𝜏𝑝Π̃ (−∇ ⋅ vℎ) , (2.121)

�̃�𝜎𝜎 ≈ 𝜏𝜎𝜎𝜎 Π̃ (− 1
2𝜇𝜎𝜎𝜎ℎ + ∇svℎ) , (2.122)

where Π̃ is the 𝐿2(Ω) projection onto the space of SGS and
𝜏v, 𝜏𝑝 and 𝜏𝜎𝜎𝜎 are coefficients coming from a Fourier analysis
of the problem for the subscales. In this work, we use the
stabilization parameters proposed in [39] as

𝜏−1v = 𝑐1
𝜇
ℎ2𝐾

+ 𝑐2
𝜌|v̂ℎ|
ℎ𝐾

, 𝜏𝑝 = 2𝑐3𝜇 and 𝜏𝜎𝜎𝜎 = 2𝑐4𝜇 (2.123)

where 𝑐1, 𝑐2, 𝑐3 and 𝑐4 are algorithmic parameters which must
be determined. The values used in the numerical examples
are 𝑐1 = 4.0, 𝑐2 = 2.0, 𝑐3 = 0.1 and 𝑐4 = 0.1. Values 𝑐1 and
𝑐2 are the optimal values for the approximation of the one-
dimensional convection-diffusion equations , whereas 𝑐3 and
𝑐4 have been found to give good results in the tests.

Introducing the approximate fields (2.120-2.122) into the FE
scale problem (2.118), the VMS stabilized formulation of the
problem is obtained as

Newtonian fluid flows. v𝑝𝜎𝜎𝜎 formulation. Stabilizedweak
form

⟨𝜕vℎ𝜕𝑡 , 𝛿vℎ⟩+𝒜 (vℎ;Vℎ, 𝛿Vℎ)
+∑

𝐾
⟨−𝜌vℎ ⋅ ∇𝛿vℎ + ∇ ⋅ 𝛿𝜎𝜎𝜎ℎ − ∇𝛿𝑝ℎ, ṽ⟩𝐾

+∑
𝐾

⟨ 1
2𝜇 𝛿𝜎𝜎𝜎ℎ + ∇s𝛿vℎ, �̃�𝜎𝜎⟩

𝐾
+∑

𝐾
⟨−∇ ⋅ 𝛿vℎ, ̃𝑝⟩𝐾 = ℱ (𝛿Vℎ) ∀ 𝛿Vℎ ∈ 𝕎ℎ,0.

(2.124)
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Mixed formulations in
finite strain solid dynamics 3
3.1 Introduction

An incompressible material is understood as the one which
keeps its volume constant throughout a motion. In many
cases, this is a common idealization and accepted assumption
often invoked in continuum and computational mechanics
[1]. Numerous polymeric materials can sustain finite strains
without noticeable volume changes. Furthermore, many bi-
ological materials and several types of soils can be modeled
as nearly or fully incompressible [40].

Standard irreducible low order FE, in which only the displace-
ment field is considered as the unknown variable of the prob-
lem and both stress and strain fields are obtained a posteriori,
are typically preferred in complex engineering finite strain
solid dynamics problems [8]. Nevertheless, this approach
performs poorly in nearly and fully incompressible scenar-
ios, producing solutions which are completely locked by the
constraint. Volumetric and shear locking, pressure fluctua-
tions and poor performance in bending dominated scenarios
are some of the effects that can be observed in such situations
[41].

Over the last years, different strategies and methodologies
have been proposed to reduce or avoid these shortcomings by
circumventing the inf-sup conditions (also called Ladyzhens-
kaya-Babu ̆𝑠ka-Brezzi (LBB) conditions ) [22]. Popular solu-
tions to tackle the nearly incompressible limit in the solid
mechanics community are reduced and selective integration
techniques [42], the B-bar and the F-bar methods [43] or the
well-known mean dilatation FEM, which avoid these numer-
ical instabilities by reducing the evaluations of the incom-
pressibility constraints at quadrature points. However, these
strategies are only prepared to work with structured quadri-
lateral and structured hexahedral meshes and they are not
able to tackle the fully incompressible regime. Many of these
displacement-based methods have been shown to be equiv-
alent to mixed methods in which the stresses are approxi-
mated by fields of order lower than the displacements over
the elements [42].
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When considering the static, infinitesimal strain, incompress-
ible case of the solid mechanics problem, we obtain an ellip-
tic problem which is identical to the equations of the Stokes
problem in fluid mechanics [24, 44]. Mixed formulations are
well established and regularly used to avoid these instabil-
ities. For this reason, it makes sense to extend the mixed
velocity/pressure pair used in the latter to the former for the
mixed displacement/pressure approach [23, 45].

The use of different stabilization techniques, and particularly
those based on the VMS framework [6], allows for the use
of equal-order interpolations for all master fields. This idea
facilitated the extension of different implementations in the
field of fluid mechanics to the solid mechanics area. A partic-
ular formulation of this type, namely, the OSGS method [13],
was used in [46] to design a stabilized FE formulation for the
three-field linear Stokes problem, using displacements, pres-
sure and deviatoric stresses as variables. The analysis and
FE approximation of Darcy’s problem presented in [47] mo-
tivated the introduction of both strains/displacements and
stresses/displacements pairs as primary variables in [10] for
infinitesimal strain elasticity; in this particular case, one can
change the functional framework to increase the accuracy in
the calculation of the stresses. To tackle the incompressible
limit, the pressure needs to be introduced as a variable [23, 48,
49], although it is also possible to design a formulation using
the volumetric strain as unknown [50]. Formulations includ-
ing stresses as unknowns produce a considerable increase in
the number of unknowns per node, but they also increase the
accuracy for strains and stresses. Furthermore, in [27] the
idea of using a three-field displacement/pressure/deviatoric
stress formulation was tested and seen to be very effective
when solving incompressible cases in which accurate results
for stress and strain fields are required. These FE technolo-
gies have demonstrated enhanced stress accuracy as well as
the ability to capture stress concentrations and strain local-
izations guaranteeing stress convergence upon mesh refine-
ment for first order elements.

The majority of the previous works were developed for the
static case. When considering the transient case, the elliptic
problem becomes hyperbolic due to the second order deriva-
tive of the displacements which appears in the momentum
equation. Mixed formulations are also applied under the tran-
sient finite strain assumption. On the one hand, a new first-
order mixed form of the equations of finite strain solid dy-
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namics is presented in [51–54]. In these works, the authors
propose to use as primary variables the linear momentum p
and the deformation gradient F. In order to effectively solve
bending dominated scenarios in nearly incompressible cases
they consider the introduction of the Jacobian 𝐽 as an ex-
tra unknown [55–57]. In more recent works [58–60], they
insert the cofactor tensor of the deformation gradient H =
cof F as an additional primary variable. The objective for
this choice of variables is to ease dealing with some com-
plex constitutive laws, and in particular with polyconvex hy-
perelastic potentials. The resulting system turns out to be
unstable and for this reason, the authors stabilize the prob-
lem through a combination of the streamline upwind/Petrov
Galerkin (SUPG) stabilization and different penalties on the
deformation gradient. This methodology is very promising
and it has been tested to be very effective to solve nearly
incompressible cases. However, the number of unknowns
per node increases drastically taking into account that both
F and H are non-symmetric tensors. On the other hand, an
effective alternative taking the velocity/pressure pair as un-
knowns of the problem and updating the displacement ex-
plicitly as a final step was proposed in [61, 62]. The authors
suggest to complement the momentum equation with a rate
equation for the evolution of the pressure field and solve it
by means of a two-step block Gauss-Seidel strategy, stabi-
lized by means of the VMS method. This formulation is also
very powerful despite the necessity of introducing the veloc-
ity field as a primary variable of the problem in addition to
the pressure field. In [63] the incompressibility of the mate-
rial is treated with the displacement/pressure pair in an up-
dated Lagrangian formulation framework. Another possibil-
ity is to consider Finite Volume schemes to present a con-
servative cell-centered Lagrangian Finite Volume scheme for
solving the hyperelasticity equations on unstructured multi-
dimensional grids [64].

The idea of this chapter is to develop mixed formulations
for finite strain solid dynamics which are capable of deal-
ing with hyperelastic materials including the incompressible
limit case.

This chapter is organized as follows. Firstly, in Section 3.2 the
conservation equations which govern the finite strain solid
dynamic problem are presented. In the second place, the con-
stitutive equations for isotropic hyperelastic material models
are stated in Section 3.3. Next, in Section 3.4 several implicit
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time integrators are shown to perform the time discretization
of the problem. Two different mixed formulations are intro-
duced afterwards. On the one hand, in Section 3.5 the mixed
two-field u𝑝 formulation is presented to deal with nearly and
fully incompressible materials. On the other hand, in Sec-
tion 3.6 the mixed three-field u𝑝S′ formulation is elaborated
to be capable of giving a higher stress accuracy and perfor-
mance, at the same time, in the incompressible limit. Finally,
in Section 3.7 some conclusions of the proposed mixed for-
mulations are drawn.

3.2 Conservation equations

Let Ω0 ≔ Ω(0) be an open, bounded and polyhedral domain
of ℝ𝑑 , where 𝑑 ∈ {2, 3} is the number of space dimensions.
The initial configuration of the body is Ω0, whereas the cur-
rent configuration of the body at time 𝑡 is denoted by Ω (𝑡).
The motion is described by a function 𝜓𝜓𝜓 which links a ma-
terial particle X ∈ Ω0 to the spatial configuration x ∈ Ω (𝑡)
according to

𝜓𝜓𝜓 ∶ Ω0 ⟶ Ω(𝑡) , x = 𝜓𝜓𝜓(X, 𝑡), ∀X ∈ Ω0, 𝑡 ≥ 0. (3.1)

The boundary of the reference configuration is denoted as
Γ0 ≔ 𝜕Ω0 and Γ (𝑡) ≔ 𝜕Ω (𝑡) represents the boundary of the
current configuration at time 𝑡 . We always assume that the
mapping between both boundaries is defined through themo-
tion, i.e., 𝜓𝜓𝜓(Γ0, 𝑡) = Γ (𝑡). We denote as ]0, 𝑇 [ the time interval
of analysis.

The conservation of linear momentum in finite strain theory
in a TLF framework reads as

𝜌0
𝜕2𝑢𝑎
𝜕𝑡2 − 𝜕

𝜕𝑋𝐴
{𝐹𝑎𝐵𝑆𝐵𝐴} = 𝜌0𝑏𝑎 in Ω0 × ]0, 𝑇 [ , (3.2)

where 𝜌0 is the initial density, F = 𝜕x
𝜕X is the deformation gra-

dient, S is the second Piola-Kirchhoff (PK2) stress tensor and
𝜌0b are the body forces. Mass conservation implies that

𝜌𝐽 = 𝜌0, (3.3)

where 𝜌 is the density at time 𝑡 and 𝐽 = det F > 0 is the Jaco-
bian of F. With regards to the balance of angular momentum,
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it implies that the PK2 stress tensor must be symmetric.

The objective of this section is to obtain mixed formulations
able to deal with the incompressible limit. The volumetric/de-
viatoric split of the Cauchy stress tensor 𝜎𝜎𝜎 (2.13) is the starting
point to develop such formulations

𝜎𝜎𝜎 = s − 𝑝I, (3.4)

where s is the deviatoric part of 𝜎𝜎𝜎 , 𝑝 is the pressure and I the
second-order identity tensor. We can now use the relation
between stresses to obtain a proper decomposition for the
PK2 stress tensor [9]

𝑆𝐴𝐵 = 𝐽𝐹−1𝐴𝑎 𝐹−1𝐵𝑏 𝜎𝑎𝑏
(3.4)= 𝐽𝐹−1𝐴𝑎 𝐹−1𝐵𝑏 𝑠𝑎𝑏 − 𝑝𝐽𝐶−1𝐴𝐵 ≔ 𝑆′𝐴𝐵 − 𝑝𝐽𝐶−1𝐴𝐵 ,

(3.5)
where we have introduced the ‘deviatoric’ PK2 stresses S′
(see Remark 3.2.1 below) and the right Cauchy-Green tensor
C = F𝑇F.

Thanks to the decomposition in Eq. (3.5), the conservation
of linear momentum can be reformulated as

𝜌0
𝜕2𝑢𝑎
𝜕𝑡2 − 𝜕

𝜕𝑋𝐴
{𝐹𝑎𝐵𝑆′𝐵𝐴} + 𝜕

𝜕𝑋𝐴
{𝑝𝐽𝐹−1𝐴𝑎 } = 𝜌0𝑏𝑎 in Ω0 × ]0, 𝑇 [ .

(3.6)

Eq. (3.6) allows us to separate the linear momentum equation
in terms of both volumetric and deviatoric parts. However,
we will need to add extra equations to obtain a well-posed
problem. These equations will be in charge of both provid-
ing a constitutive equation for the pressure and imposing the
incompressibility constraint and to give the deviatoric consti-
tutive behavior. These constitutive equations depends upon
the type of material considered, and they are presented in the
following section.

Remark 3.2.1 Tensor S′ is often referred to as the ‘true’
deviatoric component of S. The trace of s is zero by con-
struction. However, it does not imply that the trace of S′
also vanishes, and thus S′ is not deviatoric in the algebraic
sense. In fact, the ’true’ deviatoric component of S satisfies
the following equation (see for instance [9])

S′ ∶ C = 0, (3.7)
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which can be interpreted as the trace with respect to the
metric tensor C. The above equation enables the hydro-
static pressure 𝑝 to be evaluated directly from S as

𝑝 = 1
3𝐽 S ∶ C. (3.8)

3.3 Constitutive models

In this thesis we consider isotropic hyperelastic models (See
[1, 8, 9] for further details on such models). These models
postulate the existence of a Helmholtz free-energy function
(or strain energy function) Ψ such that

S = 2𝜕Ψ (C)
𝜕C . (3.9)

We want to deal with compressible models that can reach the
incompressible limit case. To characterise such models, it is
convenient to adopt a decoupled representation of the strain
energy function of the specific form [1, 9]

Ψ (C) = 𝑊 (C̄) + 𝑈 (𝐽 ) , (3.10)

where C̄ = 𝐽−2/3C is the volume-preserving part of C. Let us
remark that this decomposition allows one to split the elastic
response of the material into the so-called deviatoric and vol-
umetric parts, respectively, measured in the initial configura-
tion. We can now derive the PK2 stress tensor by introducing
equation (3.10) into equation (3.9)

S = 2𝜕Ψ𝜕C = 2𝜕𝑊𝜕C + 2𝜕𝑈𝜕C = 2𝜕𝑊𝜕C + 𝑑𝑈
𝑑𝐽 𝐽C

−1. (3.11)

By comparing this definition with Eq. (3.5) we obtain expres-
sions for both the pressure and the deviatoric PK2 stress ten-
sor

S′ = 2𝜕𝑊𝜕C and 𝑝 = −𝑑𝑈
𝑑𝐽 . (3.12)

Oncewe are able to dealwith the decoupled form of the strain
energy function, we describe a number of constitutive mod-
els for both the deviatoric and the volumetric components.
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3.3.1 Deviatoric models of the strain energy
function

First of all, let us recall that as we are considering isotropic
hyperelastic models, the strain energy density must be writ-
ten in terms of the strain invariants which are defined for the
volume-preserving C̄ by

̄𝐼1 = trace C̄, (3.13)

̄𝐼2 = 1
2 [(trace C̄)2 − trace (C̄2)] , (3.14)

̄𝐼3 = det C̄ = det (𝐽−2/3C) = 1. (3.15)

From the strain invariants, it can be concluded that 𝑊 (C̄)
must be written in terms of the first and second invariants.
Let us present suitable functions for the deviatoric compo-
nent of the strain energy function:

▶ Neo-Hookean model
This model results from considering only the first prin-
cipal invariant

𝑊 ( ̄𝐼1) =
𝜇
2 ( ̄𝐼1 − 3) , (3.16)

where 𝜇 is the shear modulus. This function involves
a single parameter and provides the simplest mathe-
matical model for the nonlinear deformation behavior
of rubber-like materials. However, experimental data
of several isotropic elastic materials cannot be repro-
duced by this model and it is worthwhile considering
the dependency on ̄𝐼2.

▶ Mooney-Rivlin model
This model is derived considering the dependance on
the second invariant as

𝑊 ( ̄𝐼1, ̄𝐼2) = 𝛼1 ( ̄𝐼1 − 3) + 𝛼2 ( ̄𝐼2 − 3) , (3.17)

where 𝛼1 and 𝛼2 are material parameters that must sat-
isfy 𝜇 = 2 (𝛼1 + 𝛼2) > 0. This function is often em-
ployed in the description of the behavior of isotropic
rubber-like materials. Note that when 𝛼2 = 0, we re-
cover the Neo-Hookean model.

▶ Yeoh model
This model makes the assumption that the variation of
the strain energy function with respect to the second
invariant is equal to zero and it proposes a three-term
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function in terms of the first invariant

𝑊 ( ̄𝐼1) = 𝛼1 ( ̄𝐼1 − 3) + 𝛼2 ( ̄𝐼1 − 3)2 + 𝛼3 ( ̄𝐼1 − 3)3 , (3.18)

where 𝛼1, 𝛼2 and 𝛼3 arematerial parameterswhichmust
satisfy that 𝜇 = 2𝛼1 + 4𝛼2 ( ̄𝐼1 − 3) + 6𝛼3 ( ̄𝐼1 − 3)2 > 0.
This model was motivated to simulate the mechanical
behavior of carbon-black filled rubber vulcanizates.

Readers are referred to [8, 61] for further details on this kind
of models.

3.3.2 Volumetric models of the strain energy
function

Several nonlinear materials such as rubbers, polymers or soft
tissues among others are often slightly compressible and as-
sociated with minor dilatational deformations. Due to the
decoupled form of the strain energy density, compressibil-
ity is accounted for by the volumetric strain energy function.
Let us now show some variety of models which are widely
used in nonlinear computations and which depend upon the
bulk modulus 𝜅.

▶ Quadratic [65]
This model is given by the following relation

𝑈 (𝐽 ) = 𝜅
2 (𝐽 − 1)2 ; 𝑑𝑈

𝑑𝐽 = 𝜅 (𝐽 − 1) . (3.19)

Despite of being widely used in practice, this model
does not satisfy the fundamental condition of requir-
ing an infinite amount of strain energy in order to com-
press the body to a single point with vanishing volume
state.

▶ Simo et al [66]
This model circumvents previous problems by adding
the logarithm of 𝐽 as a principal function

𝑈 (𝐽 ) = 𝜅
4 (log 𝐽 )2 ; 𝑑𝑈

𝑑𝐽 = 𝜅
2𝐽 log 𝐽 . (3.20)

▶ Simo-Taylor [66]
This model satisfies all stability requirements

𝑈 (𝐽 ) = 𝜅
4 (𝐽 2 − 1 − 2log 𝐽 ) ; 𝑑𝑈

𝑑𝐽 = 𝜅
2 (𝐽 − 1

𝐽 ) . (3.21)
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▶ Miehe et al [67]
In this model, 𝑈 (𝐽 ) is given by

𝑈 (𝐽 ) = 𝜅 (𝐽 − log 𝐽 − 1) ; 𝑑𝑈
𝑑𝐽 = 𝜅 (1 − 1

𝐽 ) . (3.22)

▶ Liu et al [68]
In this model, 𝑈 (𝐽 ) is expressed as

𝑈 (𝐽 ) = 𝜅 (𝐽 log 𝐽 − 𝐽 + 1) ; 𝑑𝑈
𝑑𝐽 = 𝜅 log 𝐽 . (3.23)

▶ Ogden [1]
For rubber-like materials, Ogden proposed a volumet-
ric response function in terms of the volume ratio 𝐽 of
the following form

𝑈 (𝐽 ) = 𝜅 1
𝛽2 (𝛽 log 𝐽 + 𝐽−𝛽 − 1) ; 𝑑𝑈

𝑑𝐽 = 𝜅
𝛽𝐽 (1 − 1

𝐽 𝛽 ) ,
(3.24)

where 𝛽 > 0 is an empirical coefficient which must be
fixed according to experimental data.

Remark 3.3.1 It is important to note that all volumetric
functions here presented can be written as 𝑈 (𝐽 ) = 𝜅𝐺(𝐽 ).
Therefore, Eq. (3.12) can be used to obtain a proper way to
impose the incompressibility of an hyperelastic material

𝑝 = −𝑑𝑈
𝑑𝐽 ⇔ 𝑝 = −𝜅 𝑑𝐺𝑑𝐽 ⇔ 𝑝

𝜅 + 𝑑𝐺
𝑑𝐽 = 0. (3.25)

This equation can be applied regardless of the compress-
ibility of the material under study. It is interesting to ob-
serve that in the incompressible limit, when Poisson’s ratio
𝜈 → 0.5 (for isotropic materials) then 𝜅 → ∞ and Eq. (3.25)
reduces automatically to

𝑑𝐺
𝑑𝐽 = 0. (3.26)

For all the volumetric strain energy functions presented
here, Eq. (3.26) imposes directly that 𝐽 = 1 which is in
fact the condition that a material must satisfy to be incom-
pressible in finite strain theory.

Remark 3.3.2 It is interesting to show how to impose in-
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compressibility if the real deviatoric/volumetric decompo-
sition of the PK2 stress tensor is considered. The following
relation holds

S = Sdev − 𝑝∗I = S′ − 𝑝𝐽C−1, (3.27)

where 𝑝∗ = 1
3 trace S. If we take the trace of the PK2

stress tensor, we can obtain an expression for the pseudo-
pressure 𝑝∗ as

𝑝∗ = −1
3 (𝑆′𝐴𝐴 + 𝜅 𝑑𝐺𝑑𝐽 𝐽𝐶

−1𝐴𝐴) , (3.28)

which allows us to write the volumetric component of the
constitutive equation as

1
𝜅
3𝑝∗ + 𝑆′𝐴𝐴
𝐽𝐶−1𝐴𝐴

+ 𝑑𝐺
𝑑𝐽 = 0. (3.29)

Taking into account the widely used decomposition of the
strain energy function given by Eq. (3.10), it seems more
natural and effective to consider the classical decomposi-
tion, which gives us simpler equations in nearly incom-
pressible scenarios.

3.4 Time discretization

In this work implicit time integrators are considered. When
the material under study is either nearly or fully incompress-
ible, the Courant-Friedrichs-Lewy condition, which involves
the bulk modulus, becomes very restrictive. If explicit time
integrators are considered, extremely small time steps are
needed in order to satisfy it. Furthermore, in the fully incom-
pressible case, as 𝜅 → ∞, solving the problem with explicit
time integration is not possible [62].

Although in principle any implicit time discretizationmethod
can be applied, it has to be taken into account that a hyper-
bolic system of equations of second order in time is being
solved. It is important to control spurious high-frequency
oscillations that might appear in the solution for both nearly
and fully incompressible hyperelastic materials. As a conse-
quence, numerical time integrators with high-frequency dis-
sipation will be applied.
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Let us now consider a partition of the time interval [0, 𝑇 ] into
𝑁 time steps of size Δ𝑡 , assumed to be constant. We con-
sider the implicit time integrators presented in Subsection
2.1.2 and its corresponding linearization.

3.5 The stabilized two-field u𝑝
formulation

3.5.1 Introduction

In this section we propose a novel way to solve the finite
strain solid dynamics problem. Through the well-known de-
viatoric/volumetric decomposition of the strain energy [69]
we complement the momentum equation in the context of
the TLF frameworkwith the constitutive equation of the pres-
sure. This equation is written so as to allow imposing the
incompressibility constraint on hyperelastic materials natu-
rally, introducing any change or additional equation in the
system. The complete system which results from this for-
mulation is unstable and it presents the well-known saddle-
point structure. The resulting formulation will be stabilized
by means of the OSGS method, which is a stabilization tech-
nique well known for its low dissipative and highly accurate
performance. The resulting method is very simple and only
the addition of a scalar field as an extra primary variable is
required.

3.5.2 Governing equations

To start this section, we introduce the two-field mixed u𝑝
formulation. Let 𝔇 = {(X, 𝑡) |X ∈ Ω0, 0 < 𝑡 < 𝑇 } be the
space-time domain where the problem is defined. The prob-
lem consists of finding a displacement field, u ∶ 𝔇 ⟶ ℝ𝑑 ,
and a pressure field, 𝑝 ∶ 𝔇 ⟶ ℝ such that

Finite strain hyperelasticity. u𝑝 formulation. Govern-
ing equations in TLF

𝜌0
𝜕2𝑢𝑎
𝜕𝑡2 − 𝜕

𝜕𝑋𝐴
{𝐹𝑎𝐵(u)𝑆′𝐵𝐴(u)}
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+ 𝜕
𝜕𝑋𝐴

{𝑝𝐽 (u)𝐹𝐴𝑎(u)−1} = 𝜌0𝑏𝑎 in Ω0 × ]0, 𝑇 [ ,
(3.30)

𝑝
𝜅 + 𝑑𝐺

𝑑𝐽 (u) = 0 in Ω0 × ]0, 𝑇 [ .
(3.31)

The governing equations must be supplied with initial condi-
tions of the form u = u0, 𝜕u𝜕𝑡 = v0 in Ω0 at 𝑡 = 0, with u0 and
v0 given, and a set of boundary conditions which can be split
into Dirichlet boundary conditions (3.32), where the displace-
ment is prescribed, or Neumann boundary conditions (3.33),
where the value of tractions t𝑁 are prescribed:

u = u𝐷 on Γ0,𝐷 , (3.32)

n0 ⋅ (FS) (3.5)= n0 ⋅ (FS′) − 𝑝𝐽n0 ⋅ F−𝑇 = t𝑁 on Γ0,𝑁 , (3.33)

where n0 is the geometric unit outward normal vector on the
boundary of the reference configuration Γ0. To simplify the
exposition, we will consider u𝐷 = 0 in the following.

Remark 3.5.1 Verifying that this formulation reduces to
the mixed formulation in linear elasticity when infinitesi-
mal strain theory is considered is crucial. Regarding to the
momentum equation (3.30), the following simplifications
are obtained

𝐹𝑎𝐵𝑆′𝐵𝐴
(3.5)≈ 𝐽𝑠𝑎𝑏 ≈ (1 + 𝜕𝑢𝑐

𝜕𝑥𝑐
) 𝑠𝑎𝑏 = 𝑠𝑎𝑏 +�����:≈ 0(∇ ⋅ u) 𝑠𝑎𝑏 ≈ 𝑠𝑎𝑏 ,

(3.34)

𝑝𝐽F−1 ≈ 𝑝 (1 + ∇ ⋅ u) I = 𝑝I +����:≈ 0𝑝 (∇ ⋅ u)I ≈ 𝑝I, (3.35)

and taking into account that both the reference and current
configurationsmatch, we obtain the simplifiedmomentum
equation (2.25) for linear elasticity

𝜌 𝜕
2𝑢𝑎
𝜕𝑡2 − 𝜕𝑠𝑎𝑏

𝜕𝑥𝑏
+ 𝜕𝑝
𝜕𝑥𝑎

= 𝜌𝑏𝑎 . (3.36)

With respect to the incompressibility equation (3.31), as it
was previously mentioned, 𝑑𝐺𝑑𝐽 is a function which imposes
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𝐽 = 1. Therefore,
𝑝
𝜅 +

𝑑𝐺
𝑑𝐽 ≈ 𝑝

𝜅 +𝐽−1 ≈
𝑝
𝜅 +(1 + ∇ ⋅ u)−1 = 𝑝

𝜅 +∇⋅u = 0, (3.37)

which is exactly the constitutive law (2.27) of the pressure
when considering linear elasticity. Let us recall that in the
incompressible limit 𝜅 → ∞, and this equation will reduce
automatically to

∇ ⋅ u = 0, (3.38)

which is the incompressibility condition for infinitesimal
strain theory.

3.5.3 Variational form

Let 𝕌 and ℙ be, respectively, the proper functional spaces
where displacement and pressure solutions are well-defined
for each fixed time 𝑡 ∈ ]0, 𝑇 [. We denote by 𝕌0 functions in
𝕌 which vanish in the Dirichlet boundary Γ0,𝐷 . We shall be
interested also in the spaces 𝕎 ∶= 𝕌 × ℙ, 𝕎0 ∶= 𝕌0 × ℙ.
The variational statement of the problem is derived by testing
the system (3.30)-(3.31) againts arbitrary test functions, 𝛿U ≔
[𝛿u, 𝛿𝑝]𝑇 , 𝛿u ∈ 𝕌0 and 𝛿𝑝 ∈ ℙ. The weak form of the problem
reads: find U ≔ [u, 𝑝]𝑇 ∶]0, 𝑇 [→ 𝕎0 such that initial condi-
tions and the Dirichlet condition are satisfied and

Finite strain hyperelasticity. u𝑝 formulation. Variational
form in TLF

⟨𝛿𝑢𝑎 , 𝜌0
𝜕2𝑢𝑎
𝜕𝑡2 ⟩+𝒜 (U, 𝛿U) = ℱ (𝛿U) ∀ 𝛿U ∈ 𝕎0, (3.39)

where 𝒜 (U, 𝛿U) is a semilinear form defined on 𝕎0 × 𝕎0
as

𝒜 (U, 𝛿U) ≔ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐹𝑎𝐵𝑆′𝐵𝐴⟩ − ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴

, 𝑝𝐽𝐹−1𝐴𝑎 ⟩

+ ⟨𝛿𝑝, 𝑑𝐺𝑑𝐽 ⟩ + ⟨𝛿𝑝, 𝑝𝜅 ⟩ . (3.40)

In addition, ℱ (𝛿U) is a linear form defined on 𝕎0 as

ℱ (𝛿U) ≔ ⟨𝛿𝑢𝑎 , 𝜌0𝑏𝑎⟩ + ⟨𝛿𝑢𝑎 , 𝑡𝑁𝑎 ⟩Γ0𝑁 . (3.41)
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As usual, integration by parts has been used in order to de-
crease the continuity requirements of unknowns u and 𝑝.

3.5.4 Linearization

In order to solve the problem, the system needs to be lin-
earized so that a bilinear operator which allows to compute
a correction ΔU of a given guess for the solution at time 𝑡𝑛+1
is obtained, that we denote by U𝑛+1. Iteration counters will
be omitted to simplify the notation. After using a Newton-
Raphson scheme, we obtain the following linearized form of
the problem. Given U𝑛+1 as the solution at time 𝑡𝑛+1 and the
previous iteration, find a correction ΔU ≔ [Δu, Δ𝑝]𝑇 ∈ 𝕎0
such that

Finite strain hyperelasticity. u𝑝 formulation. Linearized
variational form in TLF

⟨𝛿u, 𝜌0 𝐶
Δ𝑡2Δu⟩ +ℬ (ΔU, 𝛿U) = ℱ (𝛿U)

− 𝒜 (U𝑛+1, 𝛿U) − ⟨𝛿u, 𝜌0a𝑛+1⟩ ∀ 𝛿U ∈ 𝕎0,
(3.42)

where ℬ (ΔU, 𝛿U) is the bilinear form obtained through the
Newton-Raphson linearization and it is defined on𝕎0 ×𝕎0
as

ℬ (ΔU, 𝛿U) ≔ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝜕Δ𝑢𝑎𝜕𝑋𝐵

𝑆′𝐵𝐴⟩ + ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐹𝑎𝐵ℂ′𝐴𝐵𝐶𝐷𝐹𝑏𝐶

𝜕Δ𝑢𝑏
𝜕𝑋𝐷

⟩

− ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐽𝑝𝐹−1𝐵𝑏

𝜕Δ𝑢𝑏
𝜕𝑋𝐵

𝐹−1𝐴𝑎 ⟩

+ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐽𝑝𝐹−1𝐴𝑏

𝜕Δ𝑢𝑏
𝜕𝑋𝐵

𝐹−1𝐵𝑎 ⟩ − ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐽Δ𝑝𝐹−1𝐴𝑎 ⟩

+ ⟨𝛿𝑝, f (𝐽 ) 𝐹−1𝐴𝑎
𝜕Δ𝑢𝑎
𝜕𝑋𝐴

⟩ + ⟨𝛿𝑝, Δ𝑝𝜅 ⟩ , (3.43)

where f (𝐽 ) is a function coming from the linearization of 𝑑𝐺
𝑑𝐽

and depends upon the volumetric strain energy function into
consideration and ℂ′𝐴𝐵𝐶𝐷 = 2 𝜕2𝑊

𝜕𝐶𝐴𝐵𝜕𝐶𝐶𝐷 is the deviatoric con-
stitutive tangent matrix which relates variations of the de-
viatoric PK2 stress tensor, ΔS′, with variations of the Right
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1: In the case of homogeneous
boundary conditions.

Cauchy tensor, ΔC. Let us remark that all terms are evalu-
ated at U𝑛+1.

3.5.5 Symmetrization

In the way we have written the problem, it is not symmet-
ric. To achieve symmetry1, it is possible to modify Eq. (3.42)
by

Finite strain hyperelasticity. u𝑝 formulation. Symmetrized
linearized variational form in TLF

⟨𝛿u, 𝜌0 𝐶
Δ𝑡2Δu⟩ +ℬmod (ΔU, 𝛿U) = ℱ (𝛿U)

− 𝒜mod (U𝑛+1, 𝛿U) − ⟨𝛿u, 𝜌0a𝑛+1⟩
∀ 𝛿U ∈ 𝕎0, (3.44)

whereℬmod (ΔU, 𝛿U) is the bilinear form defined on𝕎0×𝕎0
as

ℬmod (ΔU, 𝛿U) ≔ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝜕Δ𝑢𝑎𝜕𝑋𝐵

𝑆′𝐵𝐴⟩

+ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐹𝑎𝐵ℂ′𝐴𝐵𝐶𝐷𝐹𝑏𝐶

𝜕Δ𝑢𝑏
𝜕𝑋𝐷

⟩

− ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐽𝑝𝐹−1𝐵𝑏

𝜕Δ𝑢𝑏
𝜕𝑋𝐵

𝐹−1𝐴𝑎 ⟩

+ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐽𝑝𝐹−1𝐴𝑏

𝜕Δ𝑢𝑏
𝜕𝑋𝐵

𝐹−1𝐵𝑎 ⟩ − ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐽Δ𝑝𝐹−1𝐴𝑎 ⟩

+ ⟨𝛿𝑝, 𝐽𝐹−1𝐴𝑎
𝜕Δ𝑢𝑎
𝜕𝑋𝐴

⟩ + ⟨𝛿𝑝, 𝐽
f (𝐽 )

Δ𝑝
𝜅 ⟩ , (3.45)

and𝒜mod (U𝑛+1, 𝛿U) is a semilinear form defined on𝕎0×𝕎0
as

𝒜mod (U𝑛+1, 𝛿U) ≔ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐹𝑎𝐵𝑆′𝐵𝐴⟩ − ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴

, 𝑝𝐽𝐹−1𝐴𝑎 ⟩

+ ⟨𝛿𝑝, 𝐽
f (𝐽 )

𝑑𝐺
𝑑𝐽 ⟩ + ⟨𝛿𝑝, 𝐽

f (𝐽 )
𝑝
𝜅 ⟩ , (3.46)

where we have multiplied the second equation by the lin-
earized term 𝐽

f(𝐽 ) .

The symmetric form of the problem can be interesting from
both the theoretical and the practical point of views. From
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the theoretical point of view, the problem to be solved corre-
sponds to the minimization of a certain mechanical energy,
whereas from the practical point of view the symmetry can
be exploited when solving the linear system.

For simplicity, wewill employ the non-symmetric form of the
problem in what follows, although the use of the symmetric
version would be straightforward.

3.5.6 Galerkin spatial discretization

The standard Galerkin approximation of this abstract varia-
tional problem is now straightforward. Let 𝒫ℎ denote a FE
partition of the domain Ω0. The diameter of an element do-
main 𝐾 ∈ 𝒫ℎ is denoted by ℎ𝐾 and the diameter on the FE
partition by ℎ = max{ℎ𝐾 |𝐾 ∈ 𝒫ℎ}. We can now construct
conforming FE spaces 𝕌ℎ ⊂ 𝕌, ℙℎ ⊂ ℙ and 𝕎ℎ = 𝕌ℎ × ℙℎ
in the usual manner, as well as the corresponding subspaces
𝕌ℎ,0 ⊂ 𝕌0 and𝕎ℎ,0 = 𝕌ℎ,0 ×ℙℎ, 𝕌ℎ,0 being made of functions
that vanish on the Dirichlet boundary. In principle, functions
in 𝕌ℎ are continuous, whereas functions in ℙℎ not necessar-
ily.

The Galerkin discrete version of problem (3.42) is: for a given
time 𝑡𝑛+1 and a fixed iteration, find ΔUℎ ≔ [Δuℎ, Δ𝑝ℎ]𝑇 ∈
𝕎ℎ,0 such that

Finite strain hyperelasticity. u𝑝 formulation. Galerkin
discrete problem in TLF

⟨𝛿uℎ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ +ℬ (ΔUℎ, 𝛿Uℎ) = ℱ (𝛿Uℎ)

− 𝒜 (U𝑛+1
ℎ , 𝛿Uℎ) − ⟨𝛿uℎ, 𝜌0a𝑛+1ℎ ⟩

∀ 𝛿Uℎ ∈ 𝕎ℎ,0. (3.47)

The stability of the discrete formulation depends on compat-
ibility restrictions on the interpolation functions chosen for
the displacement, deviatoric PK2 stress and pressure fields, as
stated by the appropriate inf–sup condition [22]. According
to these restrictions, mixed elements with continuous equal
order linear interpolation for all fields are not stable. How-
ever, the inf–sup condition can be circumvented by using a
stabilization technique. This is why the so-called stabilized
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formulations have been proposed to approximate this kind of
problems. The main idea is to replace Eq. (3.42) by another
discrete variational problem in which the bilinear formℬ is
enhanced so that it has improved stability properties.

Remark 3.5.2 In principle, we have posed no restrictions
on the choice of the FE spaces. However, the Galerkin
formulation is only stable if an inf-sup condition is sat-
isfied between the displacements and the pressure. Dis-
placements can be controlled with the Galerkin formula-
tion, and in the case of compressible materials also the
pressure, but this control disappears as 𝜅 → ∞. The al-
ternative to using the Galerkin method with FE spaces sat-
isfying the inf-sup conditions is to use a stabilized FEM, as
the one we describe next.

3.5.7 Stabilization

In this subsection, the VMS method [6, 12] is introduced to
stabilize the discrete formulation of themixed problem allow-
ing for the use of linear interpolations for all master fields.
The basic idea of the VMS approach is to enlarge Galerkin’s
space of approximation,𝕎ℎ, adding a finer resolution space,
�̃�, referred to as the SGS space. Let 𝕎 = 𝕎ℎ ⊕ �̃�. The
elements of this space are denoted by Ũ ≔ [ũ, ̃𝑝]𝑇 and they
are called SGSs. Likewise, let𝕎0 = 𝕎ℎ,0⊕�̃�0, where �̃�0 is
being made of displacement SGSs (defined at element level)
that vanish at all the element boundaries.

Taking into account thatℬ is a bilinear form, the continuous
problem (3.47) is equivalent to find Δuℎ ∈ 𝕎ℎ,0 and Ũ ∈ �̃�0
such that

⟨𝛿uℎ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ + ⟨𝛿uℎ, 𝜌0ã𝑛+1⟩ + ℬ (ΔUℎ, 𝛿Uℎ)

+ ℬ (Ũ, 𝛿Uℎ) = ℱ (𝛿Uℎ) − 𝒜 (U𝑛+1
ℎ , 𝛿Uℎ)

− ⟨𝛿uℎ, 𝜌0a𝑛+1ℎ ⟩ ∀ 𝛿Uℎ ∈ 𝕎ℎ,0, (3.48)

⟨𝛿 ũ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ + ⟨𝛿 ũ, 𝜌0ã𝑛+1⟩ + ℬ (ΔUℎ, 𝛿Ũ)

+ℬ (Ũ, 𝛿Ũ) = ℱ (𝛿Ũ) − 𝒜 (U𝑛+1
ℎ , 𝛿Ũ)

− ⟨𝛿 ũ, 𝜌0a𝑛+1ℎ ⟩ ∀ 𝛿Ũ ∈ �̃�0, (3.49)

where Eq. (3.48) is called the FE scale equation and Eq. (3.49)
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is called the SGS equation. The approximation to the accel-
eration obtained from the displacement SGS at time 𝑡𝑛+1 has
been denoted by ã𝑛+1.

The main idea behind any stabilized FEM derived from the
VMS framework is to obtain an expression for the SGSs from
the SGS equation in order to complement our FE scale equa-
tion. First of all let us make some assumptions about the SGS
functions. In this thesis we consider the SGSs to be quasi-
static, whichmeans that we neglect their time derivative. We
also assume the SGSs to behave as bubble functions, which
means that their velocity component vanishes across inter-
element boundaries. Taking this into account, we can inte-
grate by parts within each element in Eq. (3.49) to obtain:

∑
𝐾

⟨𝛿 ũ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩𝐾 +∑

𝐾
⟨𝛿Ũ,B (ΔUℎ)⟩𝐾 +∑

𝐾
⟨𝛿Ũ,B (Ũ)⟩𝐾

= ∑
𝐾

⟨𝛿Ũ, F⟩𝐾 −∑
𝐾

⟨𝛿Ũ,A (U𝑛+1
ℎ )⟩𝐾

−∑
𝐾

⟨𝛿 ũ, 𝜌0a𝑛+1ℎ ⟩𝐾 ∀ 𝛿Ũ ∈ �̃�0, (3.50)

where∑𝐾 stands for the summation over all 𝐾 ∈ 𝒫ℎ and B =
[Bu,B𝑝]

𝑇
is a linear operator coming from the integration by

parts of ℬ such that ℬ (ΔUℎ, 𝛿Ũ) = ∑𝐾 ⟨𝛿Ũ,B (ΔUℎ)⟩𝐾 and
it is defined as

Bu (ΔUℎ)𝑎 = − 𝜕
𝜕𝑋𝐴

{𝜕Δ𝑢ℎ𝑎𝜕𝑋𝐵
𝑆′𝐴𝐵} − 𝜕

𝜕𝑋𝐴
{𝐹𝑎𝐵ℂ′𝐴𝐵𝐶𝐷𝐹𝑏𝐶

𝜕Δ𝑢ℎ𝑏
𝜕𝑋𝐷

}

+ 𝜕
𝜕𝑋𝐴

{𝐽𝑝𝐹−1𝐵𝑏
𝜕Δ𝑢ℎ𝑏
𝜕𝑋𝐵

𝐹−1𝐴𝑎 } − 𝜕
𝜕𝑋𝐴

{𝐽𝑝𝐹−1𝐴𝑏
𝜕Δ𝑢ℎ𝑏
𝜕𝑋𝐵

𝐹−1𝐵𝑎 }

+ 𝜕
𝜕𝑋𝐴

{𝐽Δ𝑝ℎ𝐹−1𝐴𝑎 } , (3.51)

B𝑝 (ΔUℎ) = f (𝐽 ) 𝐹−1𝐴𝑎
𝜕Δ𝑢ℎ𝑎
𝜕𝑋𝐴

+ Δ𝑝ℎ
𝜅 . (3.52)

Regarding the right-hand side, F = [Fu, F𝑝]
𝑇
appears from

the external forces form ℱ and it is given by

F𝑢𝑎 = 𝜌0𝑏𝑎 ; F𝑝 = 0, (3.53)

and finally A (U𝑛+1
ℎ ) = [Au (U𝑛+1

ℎ ) ,A𝑝 (U𝑛+1
ℎ )]𝑇 comes from
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[27]: Chiumenti et al. (2015), “A
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the integration by parts of 𝒜 and it is defined as

Au (U𝑛+1
ℎ )𝑎 = − 𝜕

𝜕𝑋𝐴
{𝐹𝑎𝐵𝑆′𝐵𝐴} + 𝜕

𝜕𝑋𝐴
{𝐽𝑝𝐹−1𝐴𝑎 }, (3.54)

A𝑝 (U𝑛+1
ℎ ) =𝑑𝐺

𝑑𝐽 + 𝑝
𝜅 . (3.55)

Eq. (3.50) must be satisfied for all elements 𝐾 ∈ 𝒫ℎ and for
any 𝛿Ũ ∈ �̃�0, which strictly enforces that

Π̃ (B (ΔUℎ) + B (Ũ)) = Π̃ (F − A (U𝑛+1
ℎ )) , (3.56)

where Π̃ is the 𝐿2(Ω0) projection onto the SGS space. This
equation allows us to obtain an expression for the SGSs

Π̃ (B (Ũ)) = Π̃ (F − A (U𝑛+1
ℎ ) − B (ΔUℎ))

≔ Π̃ (R (U𝑛+1
ℎ ) + RΔU (ΔUℎ)) , (3.57)

where the residuals are defined as RΔu (Δuℎ) ∶= −B (Δuℎ)
and R (U𝑛+1

ℎ ) ≔ F − A (U𝑛+1
ℎ ).

The idea now is to approximate operator B by a matrix 𝜏𝜏𝜏−1𝐾
within each element 𝐾 . Since we may consider that 𝜏𝜏𝜏−1𝐾 Ũ
already belongs to the SGS space, Π̃ (𝜏𝜏𝜏−1𝐾 Ũ) = 𝜏𝜏𝜏−1𝐾 Ũ, and from
Eq. (3.57) we obtain

Ũ ≈ 𝜏𝜏𝜏𝐾 Π̃ (R (U𝑛+1
ℎ ) + RΔu (Δuℎ)) in 𝐾 ∈ 𝒫ℎ, (3.58)

where 𝜏𝜏𝜏𝐾 is a matrix of algorithmic parameters depending on
𝐾 and the operator B. This approximation for Ũ is intended
to mimic the effect of B (Ũ) in the volume integral (3.48). Let
us remark that 𝜏𝜏𝜏𝐾 is taken as a diagonal matrix of stabiliza-
tion parameters, 𝜏𝜏𝜏𝐾 = diag (𝜏uI𝑑 , 𝜏𝑝), with I𝑑 the identity on
vectors of ℝ𝑑 and parameters 𝜏u and 𝜏𝑝 are coefficients com-
ing from the study of the behavior of the stabilization param-
eters based on a Fourier analysis of the problem for the SGSs.
In this work, we propose to use the stabilization parameters
presented in [27] for linear elastic cases:

𝜏u = 𝑐1
ℎ2𝐾
2𝜇 and 𝜏𝑝 = 2𝑐2𝜇, (3.59)

where 𝑐1 and 𝑐2 are algorithmic parameters which must be
determined.

Finally, Eq. (3.58) can be introduced into the FE scale equa-
tion to obtain the following stabilized weak form



70 3 Mixed formulations in finite strain solid dynamics

[47]: Badia et al. (2009), “Unified
stabilized finite element formula-
tions for the Stokes and the Darcy
problems”

Finite strain hyperelasticity. u𝑝 formulation. Stabilized
weak form In TLF

⟨𝛿uℎ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ +ℬ (ΔUℎ, 𝛿Uℎ)

+∑
𝐾

𝜏𝜏𝜏𝐾 ⟨L (𝛿Uℎ) , Π̃ (R (U𝑛+1
ℎ ) + RΔU (ΔUℎ))⟩

= ℱ (𝛿Uℎ) − 𝒜 (U𝑛+1
ℎ , 𝛿Uℎ) − ⟨𝛿uℎ, 𝜌0a𝑛+1ℎ ⟩ ∀ 𝛿Uℎ ∈ 𝕎ℎ,0,

(3.60)

where L (𝛿Uℎ) ≔ [Lu (𝛿Uℎ) , L𝑝 (𝛿Uℎ)]
𝑇
is a linear operator

coming from the integration by parts ofℬ such thatℬ (Ũ, 𝛿Uℎ) =
∑𝐾 ⟨L (𝛿Uℎ) , Ũ⟩𝐾 and it is defined as

Lu (𝛿Uℎ)𝑎 = − 𝜕
𝜕𝑋𝐴

{𝜕𝛿𝑢ℎ𝑎𝜕𝑋𝐵
𝑆′𝐴𝐵} + 𝜕

𝜕𝑋𝐴
{𝐽𝑝𝐹−1𝐴𝑎

𝜕𝛿𝑢ℎ𝑏
𝜕𝑋𝐵

𝐹−1𝐵𝑏 }

− 𝜕
𝜕𝑋𝐴

{𝐽𝑝𝐹−1𝐵𝑎
𝜕𝛿𝑢ℎ𝑏
𝜕𝑋𝐵

𝐹−1𝐴𝑏 } −
𝜕

𝜕𝑋𝐴
{𝛿𝑝𝑓 (𝐽 )𝐹−1𝐴𝑎 } ,

(3.61)

L𝑝 (𝛿Uℎ) =
𝜕𝛿𝑢ℎ𝑎
𝜕𝑋𝐴

𝐽𝐹−1𝐴𝑎 +
𝛿𝑝
𝜅 . (3.62)

There exist several stabilization methods coming from the
VMS technique depending on the selection of the projection
onto the SGS space. In this work, three different options are
considered.

Remark 3.5.3 Matrix 𝜏𝜏𝜏𝐾 can be understood as an alge-
braic approximation to the inverse of the tangent opera-
tor introduced in the linearization of the originally nonlin-
ear problem. Therefore, different linearization strategies
could lead to different stabilized FE formulations. This
idea is further elaborated in [70][70]: Codina et al. (2008), “Fi-

nite element approximation of
the modified Boussinesq equa-
tions using a stabilized formula-
tion”

.

Algebraic SubGrid Scales (ASGS)

This is the simplest choice. We take the projection onto the
SGS space as the identity when applied to the residual (see
[47] for further details), so that

Π̃ (R (U𝑛+1
ℎ ) + RΔU (ΔUℎ)) = R (U𝑛+1

ℎ ) + RΔU (ΔUℎ) , (3.63)
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and we obtain as a final stabilized formulation

⟨𝛿uℎ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ +ℬ (Δuℎ, 𝛿Uℎ)

+∑
𝐾

𝜏𝜏𝜏𝐾 ⟨L (𝛿Uℎ) ,RΔU (ΔUℎ)⟩ = ℱ (𝛿Uℎ)

− 𝒜 (U𝑛+1
ℎ , 𝛿Uℎ) − ⟨𝛿uℎ, 𝜌0a𝑛+1ℎ ⟩

−∑
𝐾

𝜏𝜏𝜏𝐾 ⟨L (𝛿Uℎ) ,R (U𝑛+1
ℎ )⟩ ∀ 𝛿Uℎ ∈ 𝕎ℎ,0.

(3.64)

Orthogonal Subgrid Scales (OSGS)

In [25] it is argued that a natural approximation for the un-
known SGS space it to take it orthogonal to the FE space:

Π̃ (R (U𝑛+1
ℎ ) + RΔU (ΔUℎ)) = R (U𝑛+1

ℎ )
+ RΔU (ΔUℎ) − Πℎ (R (U𝑛+1

ℎ )) ,
(3.65)

where Πℎ is the 𝐿2 (Ω0) projection onto the FE space. Due to
the fact that this projectionwould increase the size of our sys-
tem if we compute it in an implicit way, we have decided to
approximate it with the residual of the previous iteration by
neglecting the projection of the operator RΔu (Δuℎ). The final
form of the stabilized problem with OSGS method emerges
as

⟨𝛿uℎ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ +ℬ (ΔUℎ, 𝛿Uℎ)

+∑
𝐾

𝜏𝜏𝜏𝐾 ⟨L (𝛿Uℎ) ,RΔU (ΔUℎ)⟩ = ℱ (𝛿Uℎ)

− 𝒜 (U𝑛+1
ℎ , 𝛿Uℎ) − ⟨𝛿uℎ, 𝜌0a𝑛+1ℎ ⟩

−∑
𝐾

𝜏𝜏𝜏𝐾 ⟨L (𝛿Uℎ) ,R (U𝑛+1
ℎ ) − Πℎ (R (U𝑛

ℎ))⟩

∀ 𝛿Uℎ ∈ 𝕎ℎ,0. (3.66)

3.5.8 Numerical examples

In this subsection, several numerical examples are presented
to assess the performance of the proposed two-field formu-
lation. The first case we consider is a test with a manufac-
tured solution in order to analyze the spatial discretization



72 3 Mixed formulations in finite strain solid dynamics

[58]: Bonet et al. (2015), “A first
order hyperbolic framework
for large strain computational
solid dynamics. Part I : Total
Lagrangian isothermal elasticity”
[59]: Gil et al. (2016), “A first
order hyperbolic framework
for large strain computational
solid dynamics. Part II : Total
Lagrangian compressible, nearly
incompressible and truly incom-
pressible elasticity”
[61]: Scovazzi et al. (2016), “A
simple, stable, and accurate
linear tetrahedral finite element
for transient, nearly, and fully
incompressible solid dynamics: a
dynamic variational multiscale
approach”
[62]: Rossi et al. (2016), “Implicit
finite incompressible elasto-
dynamics with linear finite
elements: A stabilized method in
rate form”
[71]: Vorst (1992), “Bi-CGSTAB:
A fast and smoothly converging
variant of Bi-CG for the solution
of nonsymmetric linear systems”

[17]: Balay et al. (2015), PETSc
Web page

errors with respect the mesh size. Later, we evaluate the per-
formance of our FE formulation in the incompressible limit
through the standard Cook’s membrane test. The third case
we consider is a bending problem for a beam-like structure
in order to show the behavior of the method in incompress-
ible bending dominated scenarios. Finally, a twisting column
is set which presents extreme nonlinear deformations. All
these examples are widely used in incompressible hyperelas-
tic cases [58, 59, 61, 62].

For all the numerical examples included next, hyperelastic
models are considered fully incompressible, and so the bulk
modulus is 𝜅 = ∞. The algorithmic parameters are set to
𝑐1 = 1 and 𝑐2 = 1. As previously discussed, the nonlineari-
ties in the problem are solved via a Newton-Raphson scheme.
Depending on the nonlinearities, the initial guess of the iter-
ative procedure needs to be close enough to the solution to
guarantee convergence of the nonlinear iterations. In time-
depending schemes, the time step is the parameter which
controls the evolution of the nonlinear iterations, so we will
have to tune it depending on the nonlinearities of each nu-
merical example. A maximum of 10 iterations is set, and the
numerical tolerance for the 𝐿2 norm is 10−7. In order to solve
the monolithic system of linear equations, we use the Bicon-
jugate Gradients solver, BiCGstab [71], which is already im-
plemented in the PETSc parallel solver library [17].

Remark 3.5.4 Some works prefer to choose the time step
size based on either the characteristic shear wave speed or
the stabilization parameter size. We prefer not to use this
approach since it mixes the definition of the stabilization
parameter with the time discretization of the problem.

A test with analytical solution

Let us first perform a simple test whose main objective is to
numerically check the order of convergence of the proposed
scheme with respect to the mesh size. For this purpose we
use the so-called method of manufactured solutions.

In this procedure, an exact analytical solution is defined a
priori and later substituted into the continuum equations in
order to obtain associated forcing terms. These forcing terms
are then introduced as perturbations in the FE computation.
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(a) Displacement 𝑢𝑥 (m) (b) Displacement 𝑢𝑦 (m)

(c) Pressure 𝑝 (MPa) (d) Structured Mesh

Figure 3.1: Manufactured con-
vergence test. Displacement and
Pressure solutions (3.1a ,3.1b and
3.1c) and an example of a linear
triangular structured mesh (3.1d).

The manufactured solutions are composed of smooth func-
tions. Dirichlet boundary conditions are prescribed over the
boundaries upon evaluation of the displacement analytical
solution. So as to avoid mixing both spatial and time errors,
we consider static solutions.

The region we consider is the unit square plate Ω0 = [0, 1] ×
[0, 1] m2 under plain strain assumption and we impose the
following manufactured displacement and pressure fields

u(𝑋 , 𝑌 ) = 𝑘 [(𝑋 + 𝑌 )2 exp(𝑋 + 𝑌 ), − (𝑋 + 𝑌)2 exp(𝑋 + 𝑌 )] ,
(3.67)

𝑝(𝑋 , 𝑌 ) = 𝐸
3 sin(2𝜋𝑋) sin(2𝜋𝑌 ), (3.68)

where 𝑘 = 0.01 m−1 and 𝑋 and 𝑌 referring to the Cartesian
axes in the reference configuration (cf Figs. 3.1a-3.1b-3.1c).

It is important to note that this displacement field gives an
incompressible motion due to the fact that the Jacobian 𝐽 = 1
for all 𝑋, 𝑌 . We set a Neo-Hookean material with quadratic
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law for the deviatoric part of the stresses, with Young Mod-
ulus 𝐸 = 10 MPa. We study the convergence behavior of
the proposed method by running the case on seven meshes
obtained by refinement of the grid shown in Fig. 3.1d. The
sequence is of structured grids of 2×𝑛2 linear elements, being
𝑛 the number of FEs along each side of the domain.

The normalized error has been computed in the 𝐿2 (Ω0)-norm
for displacement and pressurewith ASGS andOSGS stabiliza-
tion techniques. Figs. 3.2a-3.2b show the convergence plot
for the proposed formulation. The reader can note that the
scheme proposed shows the desired rate of convergence re-
gardless the stabilization technique.
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(a) Displacement error upon mesh refinement
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(b) Pressure error upon mesh refinement

Figure 3.2: Manufactured convergence test. Convergence rate of the u𝑝 formulation upon mesh refinement.

Plane Strain Cook’s Membrane

In this case, we study the dynamic Cook’s membrane, a bend-
ing dominated example. This is the standard test used by
many authors as a reference test to check their formulations.
Although this test was firstly introduced for static cases [48,
61], an extension to transient problems can be found in [62].
We are going to keep the finite strain assumption in order to
evaluate our nonlinear FE formulation, even if in this case
the strains could be considered small.

The problem consists of a tapered panel, clamped on the left
side and subjected to a shearing vertical load at the free right
edge, t0 = (0, 6.25) Pa. Stress free boundary conditions are
applied on the remaining boundaries. We set a Neo-Hookean
material with Young Modulus 𝐸 = 250 Pa and density 𝜌0 =



3.5 The stabilized two-field u𝑝 formulation 75

(a) Geometry (m) (b) Linear triangular mesh with 𝑁 FEs
along each side

Figure 3.3: Cook’s membrane
problem. Geometry (3.3a) and an
example of a linear triangular
mesh (3.3b).

1 kg/m3. To define the deviatoric part of the material, we
consider a quadratic law. The initial conditions are u0 = 0
and v0 = 0. The geometry of this problem is shown in Fig.
3.3a.

In order to test the evolution of the solution while refining
our mesh, the problem has been discretized into linear trian-
gular structured meshes with 𝑁 FEs along each side (see Fig.
3.3b).
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Figure 3.4: Cook’s membrane
problem. Convergence of the ver-
tical displacement (m) at point A
at 𝑡 = 7 s.

In Fig. 3.4, we present a comparison of the vertical displace-
ment at point A at 𝑡 = 7 s using the mixed u𝑝 formulation
without stabilization and stabilized with both the ASGS and
the OSGS methods. For all cases, we fix the time step as
Δ𝑡 = 0.05 s and the BDF2 time integration scheme is ap-
plied.



76 3 Mixed formulations in finite strain solid dynamics

Remark 3.5.5 In this case, we have selected BDF2 in order
to ensure that the numerical dissipation introduced by the
time integration scheme is enough to eliminate the non-
physical high-frequency modes appearing in the numeri-
cal solution (see Fig. 3.6).

Fig. 3.4 illustrates the convergence of our mixed proposed
formulation depending upon the chosen stabilization. Both
OSGS and ASGS deal appropriately with the incompressibil-
ity constraint whereas when no stabilization is considered
we observe a poor convergence rate. Despite the fact that the
momentum equation does not need to be stabilized, the er-
ror introduced for the constitutive law of the pressure causes
the poor accuracy of the displacement. As expected, the pro-
posed stabilized mixed formulation does not exhibit volume
locking for neither the ASGS nor the OSGS methods.

It is interesting to observe that theASGS stabilizationmethod
behaves better than the OSGS one only when using really
coarse meshes. This behavior is justified due to the fact that
in the OSGS technique, we are approximating the projection
onto the FE space evaluated in the previous time step. This
approximation may be introducing an error that clearly de-
pends on the mesh as well as the time step size.

(a) No Stabilization (b) ASGS (c) OSGS

Figure 3.5: Cook’s membrane problem. Pressure field (Pa) for a 64 × 64 × 2 triangular linear mesh.

For the sake of completeness, Fig. 3.5 shows the pressure
field for the three cases and the deformed solution at 𝑡 = 7 s.
As mentioned before, when no stabilization is applied, pres-
sure gradients appear over the inner element boundaries due
to the jumps of pressure values in the elements as it can be
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observed in Fig. 3.5a. On the other hand, we can see that
both the ASGS and the OSGSmethods yield the pressure field
properly, as it is shown in Figs. 3.5b-3.5c. Let us remark that
the OSGS method is able to concentrate more accurately the
maximum values of the pressure.

In order to study the relation between the different proposed
formulations with the several time integration schemes we
have introduced in this work, we show in Fig. 3.6 the evolu-
tion up to 𝑇 = 7 s of both the vertical displacement and the
pressure at the right top corner of themembrane forΔ𝑡 = 0.05
s and for a fixed 128 × 128 × 2 linear triangular mesh.

(a) Vertical Displacement (m) (b) Pressure (Pa)

Figure 3.6: Cook’s membrane problem. Comparison between several time integrators with Δ𝑡 = 0.05 s and a linear
triangular mesh with 128 elements per side.

The comparison of the BDF1, the BDF2 and the Newmark
time integrators of Fig. 3.6 clearly demonstrates the follow-
ing facts. On the one hand, BDF1 is only first-order accu-
rate and it is highly dissipative, affecting the accuracy of the
method by eliminating physical modes of the pressure. On
the other hand, in spite of the fact that Newmark scheme is
second-order for 𝛽 = 1

4 and 𝛾 = 1
2 , it does not introduce any

numerical dissipation, which would help preventing high fre-
quency oscillations of nonphysical modes. With regards to
BDF2, it is seen that it is able to dissipate the nonphysical
modes while keeping the accuracy of the method and it can
be safely used.
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[61]: Scovazzi et al. (2016), “A
simple, stable, and accurate lin-
ear tetrahedral finite element for
transient, nearly, and fully incom-
pressible solid dynamics: a dy-
namic variational multiscale ap-
proach”

[62]: Rossi et al. (2016), “Im-
plicit finite incompressible elasto-
dynamics with linear finite ele-
ments: A stabilizedmethod in rate
form”

Remark 3.5.6 In order to overcome the problem described
with the Newmark scheme, several time integrators have
been introduced over last decades. Among them, the well-
known Generalized-𝛼 method [72][72]: Chung et al. (1993), “A

Time Integration Algorithm
for Structural Dynamics with
improved numerical dissipation:
The Generalized-𝛼 Method”

, to control the numeri-
cal dissipation that needs to be added to the system.

A 3D bending beam problem

As a third test in finite elasticity, we consider a three dimen-
sional beam of square section clamped on its bottom face
very similar to the one presented in [61]. The initial geom-
etry is a parallelepiped of dimension 1 × 1 × 6 m as shown
in Fig. 3.7a. We consider stress free conditions and zero dis-
placement initial conditions are applied. In order to initialize
the bending of the column, we impose an initial velocity con-
dition (see Fig. 3.7b) and an initial displacement field such
that

v0 (𝑋 , 𝑌 , 𝑍) = (53𝑍 , 0, 0)
𝑇
m/s; u0 (𝑋 , 𝑌 , 𝑍) = 0 m. (3.69)

The material is considered Mooney-Rivlin with initial den-
sity 𝜌0 = 1.1 × 103 kg/m3, 𝛼1 = 2.69 MPa and 𝛼2 = 0.142 MPa,
identical to the one proposed in [62]. Due to the fact that
the beam is clamped on its bottom face, we impose homoge-
neous boundary conditions for the displacement field. The
rest of the boundary is prescribed with zero traction.

Figure 3.7: Bending beam. Geom-
etry (3.7a) and initial velocity field
(3.7b).

(a) Geometry

z

X

(b) Initial velocity, v0(𝑋 , 𝑌 , 𝑍 , 𝑡 = 0)

The interest of this example is to show the performance of
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Mesh Number of elements

1 6 × 6 × 36 × 6
2 8 × 8 × 48 × 6
3 12 × 12 × 72 × 6

Table 3.1: Bending beam. Differ-
ent meshes and number of ele-
ments.

the proposed formulation in bending dominated scenarios.
As explained before, this method is independent of the kind
of hyperelastic material model. Therefore, we have selected
a Mooney-Rivlin model to simulate this bending dominated
problem. The main goal of this example is to show that our
stabilizedmixed formulationworks properly in bending dom-
inated scenarios and in 3D cases for truly incompressible
materials. For this reason, we have selected 3 different lin-
ear tetrahedral meshes, which are built from original meshes
made of hexahedra further subdivided into 6 tetrahedra, spec-
ified in Table 3.1.

In order to avoid nonphysical modes appearing from the time
integration scheme, we have selected the high-dissipative BDF2
time integrator with time step Δ𝑡 = 0.01 s.

(a) Displacement 𝑢𝑥 (m) (b) Pressure (Pa)

Figure 3.8: Bending beam. Comparison between several meshes with Δ𝑡 = 0.01 s and ASGS as stabilization tech-
nique.

Fig. 3.8 displays a comparison among several refinement lev-
els up to 𝑇 = 3 s at the red point of Fig. 3.7a. Fig. 3.8
clearly shows the effectiveness of the proposed scheme to
produce locking-free behavior without spurious oscillations
in the pressure field. It is interesting to see that even for very
coarse meshes like Mesh 1, where the spatial error is propa-
gated along time, the method is able to capture well-solved
fields without nonphysical modes in the pressure field.
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Figure 3.9: Bending beam. Defor-
mation and pressure field (Pa) for
Δ𝑡 = 0.01 s with ASGS stabiliza-
tion technique from 𝑡 = 0.5 s to
𝑡 = 1.5 s.

(a) 0.5 s (b) 1 s (c) 1.5 s

Figure 3.10: Bending beam. De-
formation and pressure field for
Δ𝑡 = 0.01 s with ASGS stabiliza-
tion technique from 𝑡 = 2 s to 𝑡 = 3
s.

(a) 2 s (b) 2.5 s (c) 3 s

[58]: Bonet et al. (2015), “A first
order hyperbolic framework
for large strain computational
solid dynamics. Part I : Total
Lagrangian isothermal elasticity”
[59]: Gil et al. (2016), “A first
order hyperbolic framework
for large strain computational
solid dynamics. Part II : Total
Lagrangian compressible, nearly
incompressible and truly incom-
pressible elasticity”
[61]: Scovazzi et al. (2016), “A
simple, stable, and accurate
linear tetrahedral finite element
for transient, nearly, and fully
incompressible solid dynamics: a
dynamic variational multiscale
approach”
[62]: Rossi et al. (2016), “Implicit
finite incompressible elasto-
dynamics with linear finite
elements: A stabilized method in
rate form”

To end up this problem, Figs. 3.9-3.10 show the evolution of
the deformation and the pressure field along time up to 𝑇 = 3
s for Mesh 3. It can be observed that the deformation is ac-
curately reproduced even for complex hyperelastic material
models like theMooney-Rivlin model in fully incompressible
scenarios. Regarding the pressure field, we can state that it
is correctly captured by our mixed formulation, placing the
maximum values of the pressure at the bottom of the beam,
where the structure is clamped and where they are expected
to appear.

Twisting column

As a final example, we present the twisting column test. This
test is widely used to assess the robustness of any formula-
tion in extreme nonlinear deformations [58, 59, 61, 62].

The geometry is identical to the bending beam described in
the previous example. The beam is also clamped on its bot-
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z

Y

z

X

Y

X

Figure 3.11: Twisting column. Ini-
tial velocity field.

tom face. In order to make the column twist, we apply an
initial sinusoidal velocity field:

v0 (𝑋 , 𝑌 , 𝑍) = 𝜔 sin (𝜋𝑍12 ) (𝑌 , −𝑋 , 0)𝑇 m/s, (3.70)

where𝜔 = 100 rad/s. Thematerial is consideredNeo-Hookean
with initial density 𝜌0 = 1.1 × 103 kg/m3, Young modulus
𝐸 = 1.7 × 107 Pa and Poisson ratio 𝜈 = 0.5. To define the
deviatoric part of the material, we consider a Simo-Taylor
law. The geometry of the column is shown in Fig. 3.7a and
the applied initial velocity in Fig. 3.11. Several levels of re-
finement have been considered to perform the computations.
To construct the meshes, we start with hexahedral elements
which are further subdivided into 6 tetrahedral ones each. So
we consider 3 different meshes. Mesh 1, with 8 × 8 × 48 × 6
linear FEs, Mesh 2 with 12 × 12 × 72 × 6 FEs and we end up
with Mesh 3 with 16 × 16 × 96 × 6 FEs. We consider the BDF2
time integrator.

(a)Mesh 1 (b) Mesh 2 (c) Mesh 3

Figure 3.12: Twisting column.
Deformation and pressure field
(MPa) for Δ𝑡 = 0.01 s at 𝑡 = 0.1 s
with the OSGS stabilization tech-
nique.
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Figure 3.13: Twisting column.
Deformation and pressure field
(MPa) for Δ𝑡 = 0.001 s at 𝑡 = 0.1 s
with the OSGS stabilization tech-
nique.

(a)Mesh 1 (b) Mesh 2 (c) Mesh 3

Figure 3.14: Twisting column.
Deformation and pressure field
(MPa) for Δ𝑡 = 0.01 s at 𝑡 = 0.3 s
with the OSGS stabilization tech-
nique.

(a)Mesh 1 (b) Mesh 2 (c)Mesh 3

The deformation and the pressure field are shown for 𝑡 = 0.1 s
and 𝑡 = 0.3 s in Figs. 3.12-3.13 and Figs. 3.14-3.15 respectively.
We have included the results for Δ𝑡 = 0.01 s and Δ𝑡 = 0.001 s
in order to observe the roll of the time step.

With regard to the time step, we can observe that Figs. 3.13-
3.15 are able to locate the maximum and minimum values
of the pressure in the more stressed areas, in this case, near
to the clamped boundary. It is interesting to see that the
mixed formulation proposed here produces a smooth and ac-
curate pressure field for the fully incompressible case. Let us
also remark that for coarse meshes, we observe a spatial er-
ror which is propagated along time causing the difference in
the deformation that we can appreciate in Figs. 3.14-3.15.
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(a)Mesh 1 (b) Mesh 2 (c) Mesh 3

Figure 3.15: Twisting column.
Deformation and pressure field
(MPa) for Δ𝑡 = 0.001 s at 𝑡 = 0.3 s
with the OSGS stabilization tech-
nique.

OSGS

(a) Displacement 𝑢𝑥

OSGS

(b) Displacement 𝑢𝑦

OSGS

(c) Displacement 𝑢𝑧

Figure 3.16: Twisting column. Displacement field at point A.

[61]: Scovazzi et al. (2016), “A
simple, stable, and accurate lin-
ear tetrahedral finite element for
transient, nearly, and fully incom-
pressible solid dynamics: a dy-
namic variational multiscale ap-
proach”

Clearly, our stabilized two-field mixed implementation pro-
duces locking-free solutions and it does not exhibit nonphys-
ical pressure fluctuations thanks to both the application of
BDF2, a high-frequency dissipation time integrator, and the
application of VMS stabilization technique, which include
sufficient numerical stabilization to the problem.

In Fig. 3.16, we consider a comparison of the ASGS andOSGS
stabilization techniques of the mixed formulation for Mesh
3 and Δ𝑡 = 0.001 s. Both stabilizations seem to closely track
each other, also considering the fact that the OSGS technique
is more dependent of the time step size due to the approxima-
tion in the computation of the projection onto the FE space,
which is computed in the previous time step to save compu-
tational effort. According to the solutions presented in [61],
the displacement field is correctly captured with both stabi-
lization methods.

Fig. 3.17 shows the evolution of the deformation of the twist-
ing column along time up to 𝑇 = 0.5 s for Mesh 3 and with
Δ𝑡 = 0.001 s and using the ASGS stabilization method. It is
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Figure 3.17: Twisting column. De-
formation along time.

(a) 0.05 s (b) 0.1 s (c) 0.15 s (d) 0.2 s (e) 0.25 s

(f) 0.3 s (g) 0.35 s (h) 0.4 s (i) 0.45 s (j) 0.5 s

easy to observe the well-reproduced evolution of the defor-
mation of the column. Taking into account that this example
is considered very challenging due to the extreme nonlinear
deformations and huge number of pressure modes that ap-
pear, we remark the robustness and applicability of our sta-
bilized mixed formulation.

Figure 3.18: Twisting column.
Nonlinear iteration convergence
at 𝑡 = 0.5 s.
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[73]: Moreira et al. (2022), “Ac-
curate thermal-induced structural
failure analysis under incompress-
ible conditions”
[74]: Dialami et al. (2020), “Defect
Formation and Material Flow in
Friction Stir Welding”

[11]: Cervera et al. (2010), “Mixed
Stabilized Finite Element Meth-
ods in Nonlinear Solid Mechanics.
Part II: Strain Localization”
[75]: Cervera et al. (2022), “ACom-
parative Review of XFEM, Mixed
FEM and Phase-Field Models for
Quasi-brittle Cracking”

[28]: Chiumenti et al. (2021),
“Stress, strain and dissipation ac-
curate 3-field formulation for in-
elastic isochoric deformation”
[40]: Holzapfel (2001), “Biome-
chanics of soft tissue”
[76]: Farrell et al. (2021), “Mixed
Kirchhoff stress-displacement-
pressure formulations for
incompressible hyperelasticity”
[77]: Ruiz-Baier et al. (2020),
“Thermo-electric effects in
an anisotropic active-strain
electromechanical model”
[78]: Propp et al. (2020), “An
orthotropic electro-viscoelastic
model for the heart with
stress-assisted diffusion”
2: As it will be shown, the stress
used as unknown is deviatoric in
the deformed configuration only.

To end up this problem, Fig. 3.18 displays the nonlinear it-
eration convergence at time 𝑡 = 0.5 s for Mesh 3 and with
Δ𝑡 = 0.001 s. The method shows almost quadratic conver-
gence no matter the stabilization technique we are applying.
It is important to remark some stabilization terms have been
linearized only up to first order, as the FE projections in the
OSGS method.

3.6 The stabilized three-field u𝑝S′
formulation

3.6.1 Introduction

Several industrialmanufacturing processes such asmetal form-
ing, forging, or friction stir welding among many others re-
quire, at the same time, stress accuracy and performance in
the incompressible limit [73, 74]. It becomes crutial in these
cases to use a FE technology capable of dealing with complex
phenomena such as strain localization [11], the formation of
shear bands, the prediction of crack propagation [75] or the
isochoric behavior of the inelastic strains [28].

In biomechanics, several materials can be modeled as nearly
or fully incompressible [40]. Stress accuracy enhancement
becomes very useful inmany fields, such as cardiac electrome-
chanics [76, 77] in which stress tensor acts as the coupling
field with the equations describing electrical propagation in
stress-assisted diffusion models [78].

In Section 3.5, a stabilized mixed displacement/pressure is
presented for both nearly and fully incompressible hyperelas-
tic material models. In the present section, we make a step
forward introducing a mixed three-field formulation based
on displacement/pressure/deviatoric stress2 elements inter-
polated with equal-order elements for all master fields. The
only requirement is the introduction of the constitutive law
for deviatoric stresses in the system of equations to be solved.
This technology is expected to enhance stress accuracy as
well as to increase the ability to capture stress concentrations
with the guarantee of stress convergence upon mesh refine-
ment.
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3.6.2 Governing equations

In this section, a novel three-field formulation is introduced.
The objective is the definition of a general framework, which
includes the mixed two-field formulation presented in Sec-
tion 3.5 to be able to tackle the incompressible limit and intro-
duces S′ as primary unknown to obtain a higher accuracy in
the computation of stresses in finite strain problems. To this
end, let us introduce the three-field mixed u𝑝S′ formulation.
Let 𝔇 = {(X, 𝑡) |X ∈ Ω0, 0 < 𝑡 < 𝑇 } be the space-time domain
where the problem is defined. The problem consists of find-
ing a displacement field, u ∶ 𝔇 ⟶ ℝ𝑑 , together with a devia-
toric component of the PK2 stress tensor, S′ ∶ 𝔇 ⟶ ℝ𝑑 ⊗ℝ𝑑
and a pressure field, 𝑝 ∶ 𝔇 ⟶ ℝ such that

Finite strain hyperelasticity. u𝑝S′ formulation. Gov-
erning equations in TLF

𝜌0
𝜕2𝑢𝑎
𝜕𝑡2 − 𝜕

𝜕𝑋𝐴
{𝐹𝑎𝐵(u)𝑆′𝐵𝐴}

+ 𝜕
𝜕𝑋𝐴

{𝑝𝐽 (u)𝐹𝐴𝑎(u)−1} = 𝜌0𝑏𝑎 in Ω0 × ]0, 𝑇 [ , (3.71)

𝑝
𝜅 + 𝑑𝐺

𝑑𝐽 (u) = 0 in Ω0 × ]0, 𝑇 [ , (3.72)

𝑆′𝐴𝐵 − 2 𝜕𝑊
𝜕𝐶𝐴𝐵

(u) = 0 in Ω0 × ]0, 𝑇 [ . (3.73)

The governing equations must be supplied with initial condi-
tions of the form u = u0, 𝜕u𝜕𝑡 = v0 in Ω0 at 𝑡 = 0, with u0 and
v0 given, and a set of boundary conditions which can be split
into Dirichlet boundary conditions (3.74), where the displace-
ment is prescribed, or Neumann boundary conditions (3.75),
where the value of tractions t𝑁 are prescribed, i.e.:

u = u𝐷 on Γ0,𝐷 , (3.74)

n0 ⋅ (FS) (3.5)= n0 ⋅ (FS′) − 𝑝𝐽n0F−𝑇 = t𝑁 on Γ0,𝑁 , (3.75)

where n0 is the geometric unit outward normal vector on the
boundary of the reference configuration Γ0. To simplify the
exposition, we will consider u𝐷 = 0 in the following.
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Remark 3.6.1 Verifying that this formulation reduces to
the mixed three-field formulation in linear elasticity when
infinitesimal strains theory is considered is crucial. As it is
shown in Remark 3.5.1 both themomentum equation (3.71)
and the incompressibility equation (3.72) reduce to

𝜌 𝜕
2𝑢𝑎
𝜕𝑡2 − 𝜕𝑠𝑎𝑏

𝜕𝑥𝑏
+ 𝜕𝑝
𝜕𝑥𝑎

= 𝜌𝑏𝑎 , (3.76)

and 𝑝
𝜅 + ∇ ⋅ u = 0, (3.77)

respectively. With respect to the deviatoric constitutive
law (3.73) we can observe that

S′ = 𝐽F−1sF−𝑇 ≈ (1 + ∇ ⋅ u) (I + ∇u)−1 s (I + ∇u)−𝑇

= s + 𝒪 (‖∇u‖2) ≈ s (3.78)

and all the deviatoric models of the strain energy (which
are presented in Section 3.3) must satisfy that, in the in-
finitesimal strain assumption, they recover the deviatoric
constitutive law of linear elasticitywhen second order terms
are neglected. Therefore

s = 2𝜕𝑊𝜕C ≈ ℂdev ∶ 𝜀𝜀𝜀, (3.79)

where 𝜀𝜀𝜀 is the infinitesimal strain field and ℂdev is the 4th
order deviatoric constitutive tensor for isotropic linear elas-
tic materials and it is defined as

ℂdev = 2𝜇 {𝕀 − 1
3 I ⊗ I} . (3.80)

With Eqs. (3.76-3.77-3.79) we recover automatically the
three-field formulation for linear elasticity presented in
[27] [27]: Chiumenti et al. (2015), “A

mixed three-field FE formulation
for stress accurate analysis includ-
ing the incompressible limit”

.

3.6.3 Variational form

Let 𝕌, ℙ and 𝕊 be, respectively, the proper functional spaces
where displacement, pressure and deviatoric PK2 stress so-
lutions are well-defined for each fixed time 𝑡 ∈ ]0, 𝑇 [. We
denote by 𝕌0 functions in 𝕌 which vanish in the Dirichlet
boundary Γ0,𝐷 . We shall be interested also in the spaces𝕎 ≔
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𝕌 × ℙ × 𝕊 and 𝕎0 ≔ 𝕌0 × ℙ × 𝕊.
The variational statement of the problem is derived by test-
ing system (3.71)-(3.73) against arbitrary test functions, 𝛿U ≔
[𝛿u, 𝛿𝑝, 𝛿S′]𝑇 , 𝛿u ∈ 𝕌0, 𝛿𝑝 ∈ ℚ and 𝛿S′ ∈ 𝕊. The weak form of
the problem reads: find U ≔ [u, 𝑝, S′]𝑇 ∶ ]0, 𝑇 [ → 𝕎0 such
that initial conditions are satisfied and

Finite strain hyperelasticity. u𝑝S′ formulation. Varia-
tional form in TLF

⟨𝛿𝑢𝑎 , 𝜌0
𝜕2𝑢𝑎
𝜕𝑡2 ⟩+𝒜 (U, 𝛿U) = ℱ (𝛿U) ∀ 𝛿U ∈ 𝕎0, (3.81)

where 𝒜 (U, 𝛿U) is a semilinear form defined on 𝕎0 × 𝕎0
as

𝒜 (U, 𝛿U) ≔ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐹𝑎𝐵𝑆′𝐵𝐴⟩ − ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴

, 𝑝𝐽𝐹−1𝐴𝑎 ⟩ + ⟨𝛿𝑝, 𝑑𝐺𝑑𝐽 ⟩

+ ⟨𝛿𝑝, 𝑝𝜅 ⟩ + ⟨𝛿𝑆′𝐴𝐵 , 𝑆′𝐴𝐵⟩ − ⟨𝛿𝑆′𝐴𝐵 , 2 𝜕𝑊
𝜕𝐶𝐴𝐵

⟩ . (3.82)

In addition, ℱ (𝛿U) is a linear form defined on 𝕎0 as

ℱ (𝛿U) ≔ ⟨𝛿𝑢𝑎 , 𝜌0𝑏𝑎⟩ + ⟨𝛿𝑢𝑎 , 𝑡𝑁𝑎 ⟩Γ0,𝑁 . (3.83)

Integration by parts has been used in order to decrease the
continuity requirements of unknowns 𝑝 and S′.

3.6.4 Linearization

In order to solve the problem, the system needs to be lin-
earized so that a bilinear operator which allows to compute
a correction ΔU of a given guess for the solution at time 𝑡𝑛+1
is obtained, that we denote by U𝑛+1. Iteration counters will
be omitted to simplify the notation. After using a Newton-
Raphson scheme, we obtain the following linearized form of
the problem. Given U𝑛+1 as the solution at time 𝑡𝑛+1 and the
previous iteration, find a correction ΔU ≔ [Δu, Δ𝑝, ΔS′]𝑇 ∈
𝕎0 such that



3.6 The stabilized three-field u𝑝S′ formulation 89

3: In the case of homogeneous
boundary conditions, obviously.

Finite strain hyperelasticity. u𝑝S′ formulation. Linearized
variational form in TLF

⟨𝛿u, 𝜌0 𝐶
Δ𝑡2Δu⟩ +ℬ (ΔU, 𝛿U) = ℱ (𝛿U)

− 𝒜 (U𝑛+1, 𝛿U) − ⟨𝛿u, 𝜌0a𝑛+1⟩ ∀ 𝛿U ∈ 𝕎0,
(3.84)

where ℬ (ΔU, 𝛿U) is the bilinear form obtained through the
Newton-Raphson linearization and it is defined on𝕎0 ×𝕎0
as

ℬ (ΔU, 𝛿U) = ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝜕Δ𝑢𝑎𝜕𝑋𝐵

𝑆′𝐵𝐴⟩ + ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐹𝑎𝐵Δ𝑆′𝐵𝐴⟩

− ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐽𝑝𝐹−1𝐵𝑏

𝜕Δ𝑢𝑏
𝜕𝑋𝐵

𝐹−1𝐴𝑎 ⟩

+ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐽𝑝𝐹−1𝐴𝑏

𝜕Δ𝑢𝑏
𝜕𝑋𝐵

𝐹−1𝐵𝑎 ⟩ − ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐽Δ𝑝𝐹−1𝐴𝑎 ⟩

− ⟨𝛿𝑆′𝐴𝐵 , ℂ′𝐴𝐵𝐶𝐷𝐹𝑎𝐶
𝜕Δ𝑢𝑎
𝜕𝑋𝐷

⟩ + ⟨𝛿𝑆′𝐴𝐵 , Δ𝑆′𝐴𝐵⟩

+ ⟨𝛿𝑝, f (𝐽 ) 𝐹−1𝐴𝑎
𝜕Δ𝑢𝑎
𝜕𝑋𝐴

⟩ + ⟨𝛿𝑝, Δ𝑝𝜅 ⟩ , (3.85)

where f (𝐽 ) is a function coming from the linearization of 𝑑𝐺
𝑑𝐽

and depends upon the volumetric strain energy function into
consideration and ℂ′𝐴𝐵𝐶𝐷 = 2 𝜕2𝑊

𝜕𝐶𝐴𝐵𝜕𝐶𝐶𝐷 is the deviatoric con-
stitutive tangent matrix which relates variations of the de-
viatoric PK2 stress tensor, ΔS′, with variations of the Right
Cauchy tensor, ΔC. Let us remark that all terms are evalu-
ated at U𝑛+1.

3.6.5 Symmetrization

In the way we have written the problem, it is not symmet-
ric. To achieve symmetry3, it is possible to modify Eq. (3.84)
by

Finite strain hyperelasticity. u𝑝S′ formulation. Sym-
metrized linearized variational form in TLF



90 3 Mixed formulations in finite strain solid dynamics

⟨𝛿u, 𝜌0 𝐶
Δ𝑡2Δu⟩ +ℬmod (ΔU, 𝛿U) = ℱ (𝛿U)

− 𝒜mod (U𝑛+1, 𝛿U) − ⟨𝛿u, 𝜌0a𝑛+1⟩
∀ 𝛿U ∈ 𝕎0, (3.86)

whereℬmod (ΔU, 𝛿U) is the bilinear form defined on𝕎0×𝕎0
as

ℬmod (ΔU, 𝛿U) = ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝜕Δ𝑢𝑎𝜕𝑋𝐵

𝑆′𝐵𝐴⟩ + ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐹𝑎𝐵Δ𝑆′𝐵𝐴⟩

− ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐽𝑝𝐹−1𝐵𝑏

𝜕Δ𝑢𝑏
𝜕𝑋𝐵

𝐹−1𝐴𝑎 ⟩

+ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐽𝑝𝐹−1𝐴𝑏

𝜕Δ𝑢𝑏
𝜕𝑋𝐵

𝐹−1𝐵𝑎 ⟩ − ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐽Δ𝑝𝐹−1𝐴𝑎 ⟩

− ⟨𝛿𝑆′𝐴𝐵 , 𝐹𝑎𝐴
𝜕Δ𝑢𝑎
𝜕𝑋𝐵

⟩ + ⟨𝛿𝑆′𝐴𝐵 , ℂ′−1𝐴𝐵𝐶𝐷Δ𝑆𝐶𝐷⟩

+ ⟨𝛿𝑝, 𝐽𝐹−1𝐴𝑎
𝜕Δ𝑢𝑎
𝜕𝑋𝐴

⟩ + ⟨𝛿𝑝, 𝐽
f (𝐽 )

Δ𝑝
𝜅 ⟩ , (3.87)

and𝒜mod (U𝑛+1, 𝛿U) is a semilinear form defined on𝕎0×𝕎0
as

𝒜mod (U𝑛+1, 𝛿U) ≔ ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴
, 𝐹𝑎𝐵𝑆′𝐵𝐴⟩ − ⟨𝜕𝛿𝑢𝑎𝜕𝑋𝐴

, 𝑝𝐽𝐹−1𝐴𝑎 ⟩

+ ⟨𝛿𝑆′𝐴𝐵 , ℂ′−1𝐴𝐵𝐶𝐷𝑆′𝐶𝐷⟩ − ⟨𝛿𝑆′𝐴𝐵 , ℂ′−1𝐴𝐵𝐶𝐷2 𝜕𝑊
𝜕𝐶𝐶𝐷

⟩

+ ⟨𝛿𝑝, 𝐽
f (𝐽 )

𝑑𝐺
𝑑𝐽 ⟩ + ⟨𝛿𝑝, 𝐽

f (𝐽 )
𝑝
𝜅 ⟩ , (3.88)

where we have multiplied the second equation by the lin-
earized term 𝐽

f(𝐽 ) and we have introduced ℂ′−1 as the inverse
deviatoric constitutive tangent matrix. To define such 4𝑡ℎ or-
der tensor, it is necessary to obtain the inverse strain energy
function, which involves a nonlinear problem.

From the conceptual standpoint, the test functions for the
constitutive equation in the non-symmetric case are in fact
strains, whereas in the symmetric case they are stresses. Let
us also remark that, while in the infinitesimal strain theory
it is equivalent to use stresses or strains as unknowns, in fi-
nite strain elasticity the symmetrization of the problem using
strains (e.g. the Green-Lagrange strain E) is much more in-
volved than using the PK2 stress that we have presented. In
any case, we will not discuss here the introduction of strains
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as unknowns of the problem.

For simplicity, wewill employ the non-symmetric form of the
problem in what follows, although the use of the symmetric
version would be straightforward.

3.6.6 Galerkin spatial discretization

The standard Galerkin approximation of this abstract vari-
ational problem is now straightforward. Let 𝒫ℎ denote a
FE partition of the domain Ω0. The diameter of an element
domain 𝐾 ∈ 𝒫ℎ is denoted by ℎ𝐾 and the diameter on the
FE partition by ℎ = max{ℎ𝐾 |𝐾 ∈ 𝒫ℎ}. We can now con-
struct conforming FE spaces 𝕌ℎ ⊂ 𝕌, ℙℎ ⊂ ℙ, 𝕊ℎ ⊂ 𝕊 and
𝕎ℎ = 𝕌ℎ × ℙℎ × 𝕊ℎ in the usual manner, as well as the corre-
sponding subspaces 𝕌ℎ,0 ⊂ 𝕌0 and𝕎ℎ,0 = 𝕌ℎ,0 ×ℙℎ ×𝕊ℎ, 𝕌ℎ,0
being made of functions that vanish on the Dirichlet bound-
ary. In principle, functions in 𝕌ℎ are continuous, whereas
functions in both ℙℎ and 𝕊ℎ not necessarily.
The Galerkin discrete version of problem (3.84) is: for a given

time 𝑡𝑛+1 and a fixed iteration, find ΔUℎ ≡ [Δuℎ, Δ𝑝ℎ, ΔS′ℎ]
𝑇 ∈

𝕎ℎ,0 such that

Finite strain hyperelasticity. u𝑝S′ formulation. Galerkin
discrete problem in TLF

⟨𝛿uℎ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ +ℬ (ΔUℎ, 𝛿Uℎ) = ℱ (𝛿Uℎ)

− 𝒜 (U𝑛+1
ℎ , 𝛿Uℎ) − ⟨𝛿uℎ, 𝜌0a𝑛+1ℎ ⟩

∀ 𝛿Uℎ ∈ 𝕎ℎ,0. (3.89)

The stability of the discrete formulation depends on compat-
ibility restrictions on the interpolation functions chosen for
the displacement, deviatoric PK2 stress and pressure fields, as
stated by the appropriate inf–sup condition [22]. According
to these restrictions, mixed elements with continuous equal
order linear interpolation for all fields are not stable. How-
ever, the inf–sup condition can be circumvented by using a
stabilization technique. This is why the so-called stabilized
formulations have been proposed to approximate this kind
of problems. The main idea is to replace Eq. (3.84) by an-
other discrete variational problem in which the bilinear form
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ℬ is enhanced so that it has improved stability properties.
In order to overcome the instabilities previously discussed,
we propose the stabilization technique described in next sec-
tion.

Remark 3.6.2 In principle, we have posed no restrictions
on the choice of the FE spaces. However, the Galerkin for-
mulation is only stable if two inf-sup conditions are satis-
fied, one between the displacements and the stresses and
another one between the displacements and the pressure.
This conditions are explained in [46][46]: Codina (2009), “Finite ele-

ment approximation of the three
field formulation of the Stokes
problem using arbitrary interpola-
tions”

for the linear Stokes
problem, and are obviously inherited in the nonlinear prob-
lem considered now. Only stresses can be controlled with
the Galerkin formulation, and in the case of compressible
materials also the pressure, but this control disappears as
𝜅 → ∞. Displacement gradients need to be controlled us-
ing an inf-sup condition and pressures (regardless of the
compressibility) using another one. The alternative to us-
ing the Galerkin method with FE spaces satisfying the inf-
sup conditions is to use a stabilized FEM, as the one we
describe next.

3.6.7 Stabilization

In this section, the VMS method [6, 12] already introduced
in Section 3.5.7 is applied to stabilize the discrete formula-
tion of the mixed three-field problem allowing for the use of
linear interpolations for all master fields. Galerkin’s space of
approximation,𝕎ℎ, is enlarged by adding the SGS space, �̃�.
Let 𝕎 = 𝕎ℎ ⊕ �̃�. The SGS are denoted by Ũ ≔ [ũ, ̃𝑝, S̃′]𝑇 .
Likewise, let 𝕎0 = 𝕎ℎ,0 ⊕ �̃�0, where �̃�0 is being made of
displacement SGSs (defined at element level) that vanish at
all the element boundaries.

Taking into account thatℬ is a bilinear form, the continuous
problem (3.89) is equivalent to find Δuℎ ∈ 𝕎ℎ,0 and Ũ ∈ �̃�
such that

⟨𝛿uℎ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ + ⟨𝛿uℎ, 𝜌0ã𝑛+1⟩ + ℬ (ΔUℎ, 𝛿Uℎ)

+ ℬ (Ũ, 𝛿Uℎ) = ℱ (𝛿Uℎ) − 𝒜 (U𝑛+1
ℎ , 𝛿Uℎ)

− ⟨𝛿uℎ, 𝜌0a𝑛+1ℎ ⟩ ∀ 𝛿Uℎ ∈ 𝕎ℎ,0, (3.90)

⟨𝛿 ũ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ + ⟨𝛿 ũ, 𝜌0ã𝑛+1⟩ + ℬ (ΔUℎ, 𝛿Ũ)
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+ℬ (Ũ, 𝛿Ũ) = ℱ (𝛿Ũ) − 𝒜 (U𝑛+1
ℎ , 𝛿Ũ)

− ⟨𝛿 ũ, 𝜌0a𝑛+1ℎ ⟩ ∀ 𝛿Ũ ∈ �̃�0, (3.91)

The approximation to the acceleration obtained from the dis-
placement SGS at time 𝑡𝑛+1 has been denoted by ã𝑛+1.

In this section we consider again the SGSs to be quasi-static.
We also assume the SGSs to behave as bubble functions. Tak-
ing this into account, we can integrate by parts within each
element in Eq. (3.91) to obtain:

∑
𝐾

⟨𝛿 ũ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩𝐾 +∑

𝐾
⟨𝛿Ũ,B (ΔUℎ)⟩𝐾 +∑

𝐾
⟨𝛿Ũ,B (Ũ)⟩𝐾

= ∑
𝐾

⟨𝛿Ũ, F⟩𝐾 −∑
𝐾

⟨𝛿Ũ,A (U𝑛+1
ℎ )⟩𝐾

−∑
𝐾

⟨𝛿 ũ, 𝜌0a𝑛+1ℎ ⟩𝐾 ∀ 𝛿Ũ ∈ �̃�0, (3.92)

where B = [Bu,B𝑝 ,BS′]
𝑇
is a linear operator coming from the

integration by parts ofℬ such thatℬ (𝛿Uℎ, ̃𝛿U) = ∑𝐾 ⟨ ̃𝛿U,B (ΔUℎ)⟩𝐾
and it is defined as

Bu (ΔUℎ)𝑎 = − 𝜕
𝜕𝑋𝐴

{𝜕Δ𝑢ℎ𝑎𝜕𝑋𝐵
𝑆′𝐴𝐵} − 𝜕

𝜕𝑋𝐴
{𝐹𝑎𝐵Δ𝑆′ℎ𝐴𝐵 }

+ 𝜕
𝜕𝑋𝐴

{𝐽𝑝𝐹−1𝐵𝑏
𝜕Δ𝑢ℎ𝑏
𝜕𝑋𝐵

𝐹−1𝐴𝑎 } + 𝜕
𝜕𝑋𝐴

{𝐽Δ𝑝ℎ𝐹−1𝐴𝑎 }

− 𝜕
𝜕𝑋𝐴

{𝐽𝑝𝐹−1𝐴𝑏
𝜕Δ𝑢ℎ𝑏
𝜕𝑋𝐵

𝐹−1𝐵𝑎 } , (3.93)

B𝑝 (ΔUℎ) = f (𝐽 ) 𝐹−1𝐴𝑎
𝜕Δ𝑢ℎ𝑎
𝜕𝑋𝐴

+ Δ𝑝ℎ
𝜅 , (3.94)

BS′ (ΔUℎ)𝐴𝐵 = −ℂ′𝐴𝐵𝐶𝐷𝐹𝑎𝐶
𝜕Δ𝑢ℎ𝑎
𝜕𝑋𝐷

+ Δ𝑆′ℎ𝐴𝐵 . (3.95)

Regarding the right-hand side, F = [Fu, F𝑝 , FS′]
𝑇
appears from

the external forces form ℱ and it is given by

Fu𝑎 = 𝜌0𝑏𝑎 ; F𝑝 = 0 ; FS′𝐴𝐵 = 0, (3.96)

and finally A (U𝑛+1
ℎ ) = [Au (U𝑛+1

ℎ ) ,A𝑝 (U𝑛+1
ℎ ) ,AS′ (U𝑛+1

ℎ )]𝑇
comes from the integration by parts of 𝒜 and it is defined
as

Au (U𝑛+1
ℎ )𝑎 = − 𝜕

𝜕𝑋𝐴
{𝐹𝑎𝐵𝑆′𝐵𝐴} + 𝜕

𝜕𝑋𝐴
{𝐽𝑝𝐹−1𝐴𝑎 }, (3.97)
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A𝑝 (U𝑛+1
ℎ ) =𝑑𝐺

𝑑𝐽 + 𝑝
𝜅 , (3.98)

AS′ (U𝑛+1
ℎ )𝐴𝐵 =𝑆′𝐴𝐵 − 2 𝜕𝑊

𝜕𝐶𝐴𝐵
. (3.99)

Eq. (3.92) must be satisfied for all elements 𝐾 ∈ 𝒫ℎ and for
any ̃𝛿U ∈ �̃�, which strictly enforces that

Π̃ (B (ΔUℎ) + B (Ũ)) = Π̃ (F − A (U𝑛+1
ℎ )) , (3.100)

This equation allows us to obtain an expression for the SGSs:

Π̃ (B (Ũ)) = Π̃ (F − A (U𝑛+1
ℎ ) − B (ΔUℎ))

≔ Π̃ (R (U𝑛+1
ℎ ) + RΔU (ΔUℎ)) , (3.101)

where the residuals are defined as RΔU (ΔUℎ) ∶= −B (ΔUℎ)
and R (U𝑛+1

ℎ ) ≔ F − A (U𝑛+1
ℎ ).

The idea now is to approximate operator B by a matrix 𝜏𝜏𝜏−1𝐾
within each element 𝐾 . Since we may consider that 𝜏𝜏𝜏−1𝐾 Ũ
already belongs to the SGS space, Π̃ (𝜏𝜏𝜏−1𝐾 Ũ) = 𝜏𝜏𝜏−1𝐾 Ũ, and from
Eq. (3.101) we obtain

Ũ ≈ 𝜏𝜏𝜏𝐾 Π̃ (R (U𝑛+1
ℎ ) + RΔU (ΔUℎ)) in 𝐾 ∈ 𝒫ℎ, (3.102)

where 𝜏𝜏𝜏𝐾 is a matrix of algorithmic parameters depending on
𝐾 and the operator B. This approximation for Ũ is intended
to mimic the effect of B (Ũ) in the volume integral (3.90). Let
us remark that 𝜏𝜏𝜏𝐾 is taken as a diagonal matrix of stabiliza-
tion parameters, 𝜏𝜏𝜏𝐾 = diag (𝜏uI𝑑 , 𝜏𝑝 , 𝜏S′ I), with I𝑑 the identity
on vectors of ℝ𝑑 and parameters 𝜏u, 𝜏𝑝 and 𝜏S′ are coefficients
coming from the study of the behavior of the stabilization
parameters based on a Fourier analysis of the problem for
the SGSs. In this work, we propose to use the stabilization
parameters presented in [27] for linear elastic cases:

𝜏u = 𝑐1
ℎ2𝐾
2𝜇 and 𝜏𝑝 = 2𝑐2𝜇 and 𝜏S′ = 𝑐3, (3.103)

where 𝑐1, 𝑐2 and 𝑐3 are algorithmic parameters which must be
determined.

Finally, Eq. (3.102) can be introduced into the FE scale equa-
tion to obtain the following stabilized weak form
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Finite strain hyperelasticity. u𝑝S′ formulation. Stabi-
lized weak form in TLF

⟨𝛿uℎ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ +ℬ (ΔUℎ, 𝛿Uℎ)

+∑
𝐾

𝜏𝜏𝜏𝐾 ⟨L (𝛿Uℎ) , Π̃ (R (U𝑛+1
ℎ ) + RΔU (ΔUℎ))⟩

= ℱ (𝛿Uℎ) − 𝒜 (U𝑛+1
ℎ , 𝛿Uℎ) − ⟨𝛿uℎ, 𝜌0a𝑛+1ℎ ⟩ ∀ 𝛿Uℎ ∈ 𝕎ℎ,0,

(3.104)

where L (𝛿Uℎ) = [Lu (𝛿Uℎ) , L𝑝 (𝛿Uℎ) , LS′ (𝛿Uℎ)]
𝑇
is a linear

operator coming from the integration by parts ofℬ such that
ℬ (Ũ, 𝛿Uℎ) = ∑𝐾 ⟨L (𝛿Uℎ) , Ũ⟩𝐾 and it is defined as

Lu (𝛿Uℎ)𝑎 = − 𝜕
𝜕𝑋𝐴

{𝜕𝛿𝑢ℎ𝑎𝜕𝑋𝐵
𝑆′𝐴𝐵} + 𝜕

𝜕𝑋𝐴
{𝐽𝑝𝐹−1𝐴𝑎

𝜕𝛿𝑢ℎ𝑏
𝜕𝑋𝐵

𝐹−1𝐵𝑏 }

− 𝜕
𝜕𝑋𝐴

{𝐽𝑝𝐹−1𝐵𝑎
𝜕𝛿𝑢ℎ𝑏
𝜕𝑋𝐵

𝐹−1𝐴𝑏 } −
𝜕

𝜕𝑋𝐴
{𝛿𝑝𝑓 (𝐽 )𝐹−1𝐴𝑎 }

+ 𝜕
𝜕𝑋𝐷

{𝛿𝑆′𝐴𝐵ℂ′𝐴𝐵𝐶𝐷𝐹𝑎𝐶 } , (3.105)

L𝑝 (𝛿Uℎ) =
𝜕𝛿𝑢ℎ𝑎
𝜕𝑋𝐴

𝐽𝐹−1𝐴𝑎 +
𝛿𝑝
𝜅 , (3.106)

LS′ (𝛿Uℎ)𝐴𝐵 =𝜕𝛿𝑢ℎ𝑎
𝜕𝑋𝐴

𝐹𝑎𝐵 + 𝛿𝑆′𝐴𝐵 . (3.107)

In this work, three different stabilization methods are consid-
ered.

Algebraic SubGrid Scales (ASGS)

We take the projection onto the SGS space as the identity
when applied to the residual, so that

Π̃ (R (U𝑛+1
ℎ ) + RΔU (ΔUℎ)) = R (U𝑛+1

ℎ ) + RΔU (ΔUℎ) , (3.108)

and we obtain as a final stabilized formulation

⟨𝛿uℎ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ +ℬ (ΔUℎ, 𝛿Uℎ)

+∑
𝐾

𝜏𝜏𝜏𝐾 ⟨L (𝛿Uℎ) ,RΔU (ΔUℎ)⟩ = ℱ (𝛿Uℎ)

− 𝒜 (U𝑛+1
ℎ , 𝛿Uℎ) − ⟨𝛿uℎ, 𝜌0a𝑛+1ℎ ⟩
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−∑
𝐾

𝜏𝜏𝜏𝐾 ⟨L (𝛿Uℎ) ,R (U𝑛+1
ℎ )⟩ ∀ 𝛿Uℎ ∈ 𝕎ℎ,0.

(3.109)

Orthogonal SubGrid Scales (OSGS)

We take the SGS space orthogonal to the FE space:

Π̃ (R (U𝑛+1
ℎ ) + RΔU (ΔUℎ)) = R (U𝑛+1

ℎ )
+ RΔU (ΔUℎ) − Πℎ (R (U𝑛+1

ℎ )) ,
(3.110)

where Πℎ is the 𝐿2 (Ω0) projection onto the FE space. Due
to the fact that this projection would increase the size of
our system if we compute it in an implicit way, we have de-
cided to approximate it with the residual of the previous iter-
ation by neglecting the projection of the operator RΔU (ΔUℎ).
The final form of the stabilized problem with OSGS method
emerges as

⟨𝛿uℎ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ +ℬ (ΔUℎ, 𝛿Uℎ)

+∑
𝐾

𝜏𝜏𝜏𝐾 ⟨L (𝛿Uℎ) ,RΔU (ΔUℎ)⟩ = ℱ (𝛿Uℎ)

− 𝒜 (U𝑛+1
ℎ , 𝛿Uℎ) − ⟨𝛿uℎ, 𝜌0a𝑛+1ℎ ⟩

−∑
𝐾

𝜏𝜏𝜏𝐾 ⟨L (𝛿Uℎ) ,R (U𝑛+1
ℎ ) − Πℎ (R (U𝑛

ℎ))⟩

∀ 𝛿Uℎ ∈ 𝕎ℎ,0. (3.111)

Split Orthogonal SubGrid Scales (S-OSGS)

A key property of the OSGS stabilization is that, thanks to
the projection onto the FE space, we keep the consistency
of the formulation in a weak sense in spite of including just
the minimum number of terms to stabilize the solution. This
property allows us to propose the following split version of
the OSGS method:

⟨𝛿uℎ, 𝜌0 𝐶
Δ𝑡2Δuℎ⟩ +ℬ (ΔUℎ, 𝛿Uℎ)

+∑
𝐾

𝜏𝜏𝜏𝐾 ⟨L∗ (𝛿Uℎ) ,R∗ΔU (ΔUℎ)⟩ = ℱ (𝛿Uℎ)

− 𝒜 (U𝑛+1
ℎ , 𝛿Uℎ) − ⟨𝛿uℎ, 𝜌0a𝑛+1ℎ ⟩
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−∑
𝐾

𝜏𝜏𝜏𝐾 ⟨L∗ (𝛿Uℎ) ,R∗ (U𝑛+1
ℎ ) − Πℎ (R∗ (U𝑛

ℎ))⟩

∀ 𝛿Uℎ ∈ 𝕎ℎ,0, (3.112)

where the split operators are defined as

B∗u (ΔUℎ)𝑎 = 𝜕
𝜕𝑋𝐴

{𝐽Δ𝑝ℎ𝐹−1𝐴𝑎 } , B∗𝑝 (ΔUℎ) = 0, (3.113)

B∗S′ (ΔUℎ)𝐴𝐵 = −ℂ′𝐴𝐵𝐶𝐷𝐹𝑎𝐶
𝜕Δ𝑢ℎ𝑎
𝜕𝑋𝐷

, (3.114)

A∗
u (U𝑛+1

ℎ )𝑎 =
𝜕

𝜕𝑋𝐴
{𝐽𝑝𝐹−1𝐴𝑎 }, A∗𝑝 (U𝑛+1

ℎ ) = 0, (3.115)

A∗
S′ (U𝑛+1

ℎ )𝐴𝐵 = −2 𝜕𝑊
𝜕𝐶𝐴𝐵

, (3.116)

L∗u (𝛿Uℎ)𝑎 = − 𝜕
𝜕𝑋𝐴

{𝛿𝑝𝑓 (𝐽 )𝐹−1𝐴𝑎 } , L∗𝑝 (𝛿Uℎ) = 0, (3.117)

L∗S′ (𝛿Uℎ)𝐴𝐵 = 𝜕𝛿𝑢ℎ𝑎
𝜕𝑋𝐴

𝐹𝑎𝐵 . (3.118)

The S-OSGS method is not just a simplification of the OSGS
one. For smooth solutions, both have an optimal conver-
gence rate in mesh size. However, in problems where the so-
lution has strong gradients, we have found the S-OSGS more
robust, similarly to what it is explained in [15].

3.6.8 Numerical examples

In this section, several numerical examples are presented to
assess the performance of the proposed three-field formula-
tion. As a first case, a test with a manufactured solution is
considered to analyze the spatial discretization errors upon
mesh refinement and the nonlinear iteration convergence er-
ror with a Newton-Raphson scheme for each unknown of the
problem. Later, we consider a bending problem for a beam-
like structure in order to show the behavior of the method
in bending dominated scenarios. Finally, a twisting column
is set which presents extreme nonlinear deformations. All
these examples are widely used in incompressible hyperelas-
tic cases [58, 59, 61, 62]. To highlight the main advantages
of the presented three field mixed u𝑝S′ formulation with re-
spect to the two-field one presented in Section 3.5, some com-
parisons will be done against the stabilized mixed u𝑝 formu-
lation proposed in the previous section.
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[71]: Vorst (1992), “Bi-CGSTAB:
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variant of Bi-CG for the solution
of nonsymmetric linear systems”

[17]: Balay et al. (2015), PETSc
Web page

For all the numerical examples included next, hyperelastic
models are considered fully incompressible, and so the bulk
modulus is 𝜅 = ∞, unless otherwise specified. With regards
to the stabilization technique, we select the S-OSGS method
except where otherwise stated. The algorithmic parameters
are set to 𝑐1 = 1, 𝑐2 = 1 and 𝑐3 = 0.5. As previously discussed,
the nonlinearities in the problem are solved via a Newton-
Raphson scheme. Depending on these nonlinearities, the ini-
tial guess of the iterative procedure needs to be close enough
to the solution to guarantee convergence of the nonlinear it-
erations. In time-depending schemes, the time step is the
parameter which controls the evolution of the nonlinear it-
erations, so we will have to tune it depending on the non-
linearities of each numerical example. A maximum of 10 it-
erations is set, and the numerical tolerance for the 𝐿2 (Ω0)
norm is 10−7. In order to solve the monolithic system of
linear equations, we use the Biconjugate Gradients solver,
BiCGstab [71], which is already implemented in the PETSc
parallel solver library [17].

A test with analytical solution

Let us first perform a simple test whose main objective is to
numerically check the order of convergence of the proposed
scheme with respect to the mesh size. For this purpose we
use the so-called method of manufactured solutions.

In this procedure, an exact analytical solution is defined a
priori and later substituted into the continuum equations in
order to obtain the associated forcing terms. These forcing
terms are then introduced in the FE computation. The manu-
factured solutions are composed of smooth functions. Dirich-
let boundary conditions are prescribed over the boundaries
upon evaluation of the displacement analytical solution. So
as to avoid mixing both spatial and time errors, we consider
static solutions.

The region we consider is the unit square plate Ω0 = [0, 1] ×
[0, 1] under plain strain assumption and we impose the fol-
lowing manufactured displacement and pressure fields

u(𝑋 , 𝑌 ) = 𝑘 [exp(𝑋 + 𝑌 ), − exp(𝑋 + 𝑌 )] , (3.119)

𝑝(𝑋 , 𝑌 ) = 𝜇 sin(2𝜋𝑋) sin(2𝜋𝑌 ), (3.120)
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where 𝑘 = 0.01 and 𝑋 and 𝑌 referring to the Cartesian axes
in the reference configuration. All quantities are assumed di-
mensionless in this example. It is important to note that this
displacement field gives an incompressible motion due to the
fact that the Jacobian is 𝐽 (u(𝑋 , 𝑌 )) = 1 for all 𝑋, 𝑌 . We set a
Neo-Hookean material for the deviatoric part of the stresses,
with shear modulus 𝜇 = 3.3×106 and Poisson ratio 𝜈 = 0.5 and
a quadratic law for the volumetric response. Therefore, the
manufactured deviatoric PK2 stress field is computed with
respect to the manufactured displacement field as

S′(𝑋 , 𝑌 ) = 𝜇 {I − 1
3 trace [C (u(𝑋 , 𝑌 ))]C−1 (u(𝑋 , 𝑌 ))} . (3.121)

We study the convergence behavior of the proposed method
by running the case on sevenmeshes obtained by refinement.
The sequence is of structured grids of 𝑛2 linear quadrilateral
elements, being 𝑛 the number of FEs along each side of the
domain.

The normalized error has been computed in the 𝐿2 (Ω0) norm
for displacement, pressure and deviatoric PK2 stress fields
with ASGS, OSGS and S-OSGS stabilization techniques. Fig.
3.19a shows the displacement convergence rate upon mesh
size. As expected, all stabilization methods present the same
slope of 2.0. With respect to both pressure and deviatoric
PK2 stress fields, all methods converge with a slope of 1.5
upon mesh refinement, as it can be observed in Figs. 3.19c-
3.19e. This, in fact, corresponds to a superconvergent behav-
ior, as the theoretical order of convergence should be 1 using
linear elements. In [46] it is shown for the linear problem
that the convergence order for displacements is 𝑘 + 1 and
for stresses and pressures it is 𝑘 in the 𝐿2 (Ω0) norm, 𝑘 being
the polynomial order of the FE interpolation. For the stress-
displacement formulation presented in [10] one can consider
dual formulations and increase the order of convergence for
the stresses and the expense of decreasing it for the displace-
ments, but this is not possible when pressures are introduced
as unknowns.

For the sake of completeness, Figs. 3.19b-3.19d-3.19f show
the nonlinear iteration convergence error for each unknown
of the formulation. As it can be seen, a quadratic conver-
gence is attained thanks to the Newton-Raphson lineariza-
tion of the problem.

More interesting results are obtained when comparing these
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(f) Deviatoric stress nonlinear convergence error

Figure 3.19:Manufactured convergence test. Convergence rate of the u𝑝S′ formulation upon mesh refinement and
nonlinear iteration convergence error.

convergence rates with respect to the ones obtained with
the mixed u𝑝 formulation. Figs 3.20a-3.20b show the dis-
placement and pressure convergence rates upon mesh refine-
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(c) Deviatoric stress error upon mesh refinement
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(d) Deviatoric stress error upon number of DOFs
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(e) Deviatoric stress error upon CPU time

Figure 3.20: Manufactured convergence test. Comparison of convergence between the u𝑝S′ formulation and the
u𝑝 formulation

ment, respectively. Both fields are considered as primary
unknowns of both formulations and therefore a similar ac-
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curacy for a given mesh size can be expected. Fig. 3.20c dis-
plays the deviatoric PK2 stress convergence rates upon mesh
refinement for both formulations. As expected, higher accu-
racy is achieved for a given mesh size for the mixed u𝑝S′ for-
mulation. To achieve the same accuracy, e.g. 0.1% of global
error, the u𝑝 formulation requires a mesh size, ℎ, almost 10
times finer (ℎ ≈ 0.003) than the u𝑝S′ formulation (ℎ ≈ 0.03).

Furthermore, to obtain a fairer comparison, the same study
is conducted in terms of the number of degrees of freedom
(DOFs) in Fig. 3.20d. To get an error lower than 0.1%, the u𝑝
formulation requires 6 ⋅ 104 DOFs approximately, while the
u𝑝S′ formulation needs less than 2 ⋅103 DOFs (25 times lesser
than the u𝑝 formulation). Results clearly show that both the
u𝑝S′ and the u𝑝 formulations deal appropriately with the
incompressibility constraint but the three-field formulation
exhibits a higher accuracy in the stress field, even for very
coarse meshes.

For the sake of exhaustiveness, Fig. 3.20e depicts the total
CPU time needed by each FE technology to achieve a given
global deviatoric stress accuracy. In particular, to reduce the
simulation error below 0.1%, the u𝑝S′ formulation is more or
less 10 times faster compared to the u𝑝 one.

Remark 3.6.3 Note that the u𝑝 formulation computes the
stresses (locally) at the numerical integration points, while
the u𝑝S′ formulation adopts a continuous stress field. To
compare stress accuracy, a local smoothing technique has
been applied to the original discontinuous stress fields of
themixed u𝑝 formulation. So, Figs. 3.20c-3.20d-3.20e show
the continuous values obtained after the smoothing oper-
ation.

Bending beam

As a second test in finite strain elasticity, we consider a three
dimensional beam of square section clamped on its bottom
face very similar to the one presented in [61]. The initial
geometry is a thick column of dimensions 1 × 1 × 6 m as
shown in Fig. 3.21a. We consider stress free conditions in all
boundaries except the clamped one in which zero displace-
ment is imposed. An initial linear in space velocity field
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v0 (𝑋 , 𝑌 , 𝑍) = ( 53𝑍, 0, 0)
𝑇
m/s is imposed so as to start the col-

umn oscillations in time, leading to a large oscillatory bend-
ing deformation.

(a) Geometry (b) Mesh

Figure 3.21: Bending Beam. Ge-
ometry (3.21a) and tetrahedral
structured mesh (3.21b).

A Mooney-Rivlin material with initial density 𝜌0 = 1.1 × 103
kg/m3 and material parameters 𝛼1 = 2.69MPa and 𝛼2 = 0.142
MPa is considered. In order to avoid unphysical modes ap-
pearing from the time integration scheme, we have selected
the mildly-dissipative BDF2 time integrator with time step
Δ𝑡 = 0.01 s.
The main goal of this example is to show that our stabilized
mixed formulationworks properly in bending dominated sce-
narios and in 3D cases. For this reason, we have selected
3 different structured linear tetrahedral meshes (as the one
shown in Fig. 3.21b), specified in Table 3.2.

Mesh Number of elements

1 6 × 6 × 36 × 6
2 8 × 8 × 48 × 6
3 12 × 12 × 72 × 6

Table 3.2: Bending Beam. Dif-
ferent mesh and number of ele-
ments.

Let us start showing some interesting properties about the
three-field mixed u𝑝S′ formulation presented here with re-
spect to the classical displacement-based formulation [9] (from
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now on named as u formulation). To do so, let us consider
the bending beam problem for several compressible regimes.
We consider 3 different scenarios: 𝜈 = 0.2, which reproduces
a compressible material, 𝜈 = 0.49, which mimics a nearly in-
compressible material and finally, we take 𝜈 = 0.5 to reach
the incompressible limit. All these cases are performed with
Mesh 2. Fig. 3.22a displays the evolution in time up to 𝑇 = 3
for the first component of the displacement field at point A.
As expected, in the compressible regime (𝜈 = 0.2), both for-
mulations exhibit very similar results.

(a) u𝑋 (m) (b) 𝑝 (Pa)

(c) S′𝑋𝑋 (Pa) (d) S′𝑋𝑌 (Pa)

Figure 3.22: Bending beam. Comparison between u and u𝑝S′ formulations while increasing the incompressibility
of the material at point A.

More interesting conclusions can be drawn when moving to
the nearly incompressible regime (𝜈 = 0.49). In such case, the
displacement-based formulation presents volumetric locking,
which tends to show smaller displacements than the expected
ones. On the contrary, the u𝑝S′ formulation is able to ob-
tain proper solutions without presenting these instabilities.
Furthermore, in the incompressible limit (𝜈 = 0.5), the u𝑝S′
formulation gives us precise solutions whereas the u formu-
lation fails over the running stage. To end up this study, Figs.
3.22b-3.22c-3.22d show the pressure field and some compo-
nents of the deviatoric PK2 stress tensor run with the u𝑝S′
formulation. As it can be clearly seen, well-defined solutions
are obtained regardless the incompressibility of the material
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and no oscillations can be appreciated even for this coarse
mesh.

(a) 𝐿2 (Ω0) norm displacement (m)

(b) Pressure (Pa)

(c) 𝐿2 (Ω0) norm deviatoric PK2 stress (Pa)

Figure 3.23:Bending beam. Evolu-
tion of point A along time for both
u𝑝 and u𝑝S′ formulations.

From now on, let us consider a fully incompressible mate-
rial with 𝜈 = 0.5. Fig. 3.23 presents the evolution of point A
along time up to 𝑇 = 3 s for both u𝑝 and u𝑝S′ formulations.
Figs. 3.23a-3.23b show the 𝐿2 (Ω0) norm for the displacement
field and the pressure field, respectively. As previously com-
mented, both unknowns are considered as main variables of
the problem. Very similar results can be observed for the
displacement field when comparing both formulations for a
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(a) u𝑝S′ (b) u𝑝 (c) u𝑝S′ (d) u𝑝

Figure 3.24: Bending beam. Comparison between u𝑝S′ and u𝑝 at 𝑡 = 2.25 s. Pressure field (Pa) and 𝐿2 (Ω0) norm
of the deviatoric PK2 stress (Pa)

(a) u𝑝S′ (b) u𝑝 (c) u𝑝S′ (d) u𝑝

Figure 3.25: Bending beam. Comparison between u𝑝S′ and u𝑝 at 𝑡 = 3 s. Pressure field (Pa) and 𝐿2 (Ω0) norm of
the deviatoric PK2 stress (Pa)

fixedmesh. Despite the fact that the pressure field is a master
field for both formulations, it turns out that more accurate re-
sults are obtained for the u𝑝S′ formulation for a fixed mesh
due to the capability of the method to capture stress concen-
trations better than the u𝑝 formulation. It is interesting to
remark, that the observed behavior seems to be more dissipa-
tive in the three-field formulation. This indicates that includ-
ing the deviatoric PK2 stress tensor as unknown of the prob-
lem in the u𝑝S′ formulation both enhances the accuracy of
the solution and its energy dissipation rate. On the contrary
the u𝑝 formulation shows a less optimal dissipative behav-
ior for the same mesh. Furthermore, Fig. 3.23c presents the
evolution for the 𝐿2 (Ω0) norm for the deviatoric PK2 stress
field. As expected, for a fixedmesh, more accurate results are
obtained when introducing the deviatoric PK2 stresses S′ as
an extra unknown of the problem in the three-field formula-
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tion.

For the sake of thoroughness, we show in Figs. 3.24-3.25 the
deformed beam at 𝑡 = 2.25 s and at 𝑡 = 3 s, respectively run
with Mesh 1. First of all, we can observe that very similar de-
formations and pressure fields are appreciated for both for-
mulations. Finally, regarding the deviatoric PK2 stress ten-
sor, one can see the gain of accuracy in this field for the u𝑝S′
formulation by including this field as primary unknown of
the problem instead of computing it from the displacement
derivatives.

Twisting column

As a final example, we compute again the already presented
twisting column test. The initial geometry of the column is
the same as the one shown in Fig. 3.21a. We consider stress
free conditions and zero displacement initial conditions are
applied on the corresponding boundaries. In order to make
the column twist, we apply an initial sinusoidal velocity field:

v0 (𝑋 , 𝑌 , 𝑍) = 𝜔 sin (𝜋𝑍12 ) (𝑌 , −𝑋 , 0)𝑇 m/s (3.122)

where 𝜔 = 100 rad/s. The material is considered to be Neo-
Hookean with initial density 𝜌0 = 1.1×103 kg/m3, shear mod-
ulus 𝜇 = 5.7×106 Pa and Poisson ratio 𝜈 = 0.5, to model a fully
incompressible material. To define the deviatoric part of the
material, we consider a Simo-Taylor law. Several levels of re-
finement have been considered to perform the computations.
To construct the meshes, we select structured hexahedral el-
ements. So we consider 3 different meshes. Mesh 1, with
6 × 6 × 36 trilinear FEs, Mesh 2 with 16 × 16 × 96 FEs and we
end up with Mesh 3 with 32 × 32 × 192 FEs. We select a time
step Δ𝑡 = 0.002 s.
First of all, let us perform some analysis for the different time
integration schemes presented in Section 3.4. We run the
same problem with different schemes and Mesh 2 and the
main results can be seen in Fig. 3.26. On the one hand, left
figures display the main unknowns up to 𝑇 = 0.5 s. As it can
be seen, both BDF schemes are capable of reproducing the
whole event. However, BDF1 is only first-order accurate in
time and it is highly dissipative, excessively mitigating phys-
ical oscillations. With regards to the BDF2 scheme, it is able
to dissipate the nonphysical modes, which helps preventing
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BDF1

BDF2

(a) Displacement BDF1 and BDF2

Newmark

(b) Displacement Newmark

BDF1

BDF2

(c) Pressure BDF1 and BDF2

Newmark

(d) Pressure Newmark

BDF1

BDF2

(e) Deviatoric PK2 stress BDF1 and BDF2

Newmark

(f) Deviatoric PK2 stress Newmark

Figure 3.26: Twisting column. Time integrators comparison.

high frequency oscillations while keeping the second-order
accuracy of the method. On the other hand, right figures il-
lustrate the evolution obtained with a Newmark scheme for
𝛽 = 1

4 and 𝛾 = 1
2 , which results in a second-order scheme

in time. This method does not introduce any numerical dis-
sipation, and therefore, it does not eliminate high frequency
nonphysical oscillations.

Next, let us fix BDF2 as time integration scheme and per-
form some comparisons between the u𝑝 and the u𝑝S′ for-
mulations. Fig. 3.27 shows the evolution of point A up to
𝑇 = 0.5 s. In Fig. 3.27a we can observe a comparison for
the displacement field. As expected, both formulations show
very similar results, which become closer upon mesh refine-
ment. Moving to the pressure field in Fig. 3.27b, one can
see that for a fixed mesh, similar evolutions are obtained but
the u𝑝S′ formulation gives more accurate results taking into
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(a) 𝐿2 (Ω0) norm displacement (m)

(b) Pressure

(c) 𝐿2 (Ω0) norm deviatoric PK2 stress (Pa) Figure 3.27: Twisting column.
Evolution at point A.

account the evolutionwhen refining themesh. More interest-
ing remarks can be made for the deviatoric PK2 stress tensor
in Fig 3.27c. As it can be clearly appreciated, for a fixed mesh
the three-field formulation attainsmore accurate results than
the two-field version of the problem. In fact, we can observe
that we need always an extra level of refinement for the u𝑝
formulation to be able to achieve the same accuracy as the
one given by the u𝑝S′ formulation.

To complete this example, Figs. 3.28-3.29 display the evolu-
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(a) 0.1 s (b) 0.2 s (c) 0.3 s (d) 0.4 s (e) 0.5 s

Figure 3.28: Twisting column. Deformation and Pressure field (Pa) along time.

(a) 0.1 s (b) 0.2 s (c) 0.3 s (d) 0.4 s (e) 0.5 s

Figure 3.29: Twisting column. Deformation and 𝐿2 (Ω0) norm deviatoric PK2 stress (Pa) along time.

tion of the deformation for the twisting column at different
stages of the problemwith Mesh 2. As it can be observed, the
problem is well-captured, and no numerical oscillations can
be seen neither for the pressure field nor for the deviatoric
PK2 stress tensor. Let us remark, once more, the capability
of the formulation to capture stress concentrations, in this
case, placed at the clamped face of the twisting column.
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3.7 Conclusions

In this chapter we have presented two different stabilized FE
mixed formulations in finite strain solid dynamics when con-
sidering nearly and fully incompressible materials.

On the one hand, in Section 3.5 we have described a new sim-
ple stabilized two-field FEM for the study of solid dynamics
when considering nearly and fully incompressible materials.
The point of departure is the splitting of the Cauchy stress
tensor into deviatoric and spherical components, which then
translates into a splitting of the PK2 stress tensor.

Regarding the constitutive law, we have presented a formu-
lation which works properly for any hyperelastic material
model in which the strain energy function can be decom-
posed in deviatoric and volumetric parts, the latter in terms
of the bulk modulus, 𝜅. We have taken advantage of this
decomposition to obtain a constitutive law for the pressure
from the volumetric part. This law is formulated properly to
obtain a simpleway to impose the incompressiblity of thema-
terial automatically. The resulting equation has been added
to the momentum equation to obtain a monolithic system of
equations for the displacement/pressure pair.

With regards to the time integration scheme, we have shown
that although any time integrator can be applied, implicit
high-frequency dissipation time integration schemes aremore
suitable. To avoid pressure fluctuations of our solution along
time, high-frequency dissipation schemes are recommended.

Concerning the computational cost of the method, we have
observed that the methods proposed display quadratic non-
linear convergence, as it is expected from the implementa-
tion of a Newton-Raphson iterative procedure. The number
of unknowns is only increased by one per each node with re-
spect to the classical irreducible displacement-based formu-
lation, which is the minimum to be able to enforce incom-
pressibility.

On the other hand, in Section 3.6we have described a new sta-
bilized FEM for stress accurate analysis in finite strain solid
dynamics when considering nearly and fully incompressible
materials.

To design a FE technology with a high degree of accuracy of
the stress field, the constitutive law for deviatoric stresses is
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added to the system to obtain a monolithic system of equa-
tions for the displacement/pressure/deviatoric stress formu-
lation. The presented three-field approach is able to deal
with any hyperelastic material, including fully incompress-
ible cases.

We have proposed several stabilization techniques based on
the decomposition of the unknowns into FE scales and SGSs.
Unlike the standard VMS stabilization technique, we have
proposed to use the OSGS formulation. All stabilization tech-
niques are able to circumvent the compatibility restrictions
on the interpolation functions among the primary unknowns
of the problem. In this approach the SGS space is supposed
to be perpendicular to the FE one. As shown in the numeri-
cal examples, this stabilization exhibits better accuracy than
the classical ASGS method for a fixed mesh. Furthermore,
the proposed schemes shows the desired rate of convergence
upon mesh refinement regardless the stabilization technique.
We have shown also that the approximation of considering
the SGSs to be modeled as bubble functions does not pollute
the solution. It is interesting to remark that the S-OSGS stabi-
lization technique allows us to obtain well-defined solutions
and to neglect terms that do not contribute to stability. This
methods turns out to be more robust for solving problems
when large stress gradients are present. Likewise, for the
examples we have considered, we have been able to assume
quasi-static SGSs, although dynamic SGSs might need to be
considered if very small time step sizes are used.

Concerning the computational cost of the method, we have
observed that the proposed methods display quadratic non-
linear convergence regardless the stabilization technique, as
it is expected from the implementation of aNewton–Raphson
iterative procedure. The proposed three-field formulation is
convergent upon mesh refinement, virtually free of any vol-
umetric or shear locking. The technology is suitable for en-
gineering applications in which a higher accuracy of stresses
is needed. A comparison with the two-field formulation (dis-
placement/pressure) is also carried out. Results clearly show
that both the u𝑝S′ and the u𝑝 formulations deal appropri-
ately with the incompressibility constraint but the three-field
formulation exhibits a higher accuracy in the stress field, even
for very coarse meshes.
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4.1 Introduction

Structural topology optimization (TO) aims to find the opti-
mal layout of material within a design domain for a given set
of boundary conditions such that the resultingmaterial distri-
bution meets a set of performance targets [79]. Several types
of TO methodologies exist, such as density-based methods
which include the popular SIMP technique [80, 81], hard-kill
methods [82] and boundary variation methods [83], among
others [84, 85]. A relatively new approach for this kind of
problem is based on the topological derivative (TD) concept
[2]. This derivative measures the sensitivity of a given shape
functional with respect to an infinitesimal singular domain
perturbation and it has become a very powerful tool due to
the fact that it can be used as a steepest-descent direction in
an optimization process [86–89].

An incompressiblematerial is understood as onewhich keeps
its volume constant throughout amotion. Inmany cases, this
is a common idealization and accepted assumption, often in-
voked in continuum and computational mechanics. Numer-
ous polymeric materials can sustain finite strains without no-
ticeable volume changes. Furthermore, many biological ma-
terials and several types of soils can be modeled as nearly or
fully incompressible [90].

In small strain solidmechanics problems, standard irreducible
low order FEs are typically preferred [20]. Standard irreducible
means that only the displacement field is considered as the
primary unknown of the problem and all other fields, such
as stress and strain fields, are obtained a posteriori. Unfortu-
nately, this approach performs poorly in nearly and fully in-
compressible scenarios: volumetric and shear locking, pres-
sure fluctuations and poor performance in bending dominated
situations are some of the effects that can be observed [41].

To overcome these problems an approach which originated
in fluidmechanics can be adapted. When considering a static,
incompressible, infinitesimal strain case of the solid mechan-
ics problem, we obtain an elliptic problem which is identical
to the formulation of the Stokes problem in fluid mechan-
ics [24, 44]. It is therefore reasonable to convey the mixed
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velocity/pressure approach, used in fluid mechanics to the
solid mechanics problem – becoming the two-field mixed dis-
placement/pressure approach [45]. This approach led to the
extension of different implementations in the field of fluid
mechanics to the solid mechanics area. See for instance [10,
11, 48, 91], a set of works where the incompressible nonlin-
ear material problem is stabilized using the variational mul-
tiscale method. Note that in the cited papers the orthogonal
subscales method [13, 25] is used, which is a variant of the
original stabilization method proposed in [6]. These works,
in which both strain/displacement as well as stress/displace-
ment pairs are used as primary variables, demonstrate the
good performance of mixed FEs in solid mechanics. By using
more than one primary unknown, the number of unknowns
per node is considerably increased – especially when consid-
ering stresses or strains – but they also increase the accu-
racy notably. Furthermore, in [27] the idea of using displace-
ment/pressure/stress or displacement/pressure/strain formu-
lations, proposed in [26], was tested and seen to be very ef-
fective when solving incompressible cases in which also ac-
curate results for the stress and strain field are required.

To the best of our knowledge, only few studies exist which
face the TO problem of incompressible materials. In [92, 93],
mixed formulations with very specific interpolation schemes
for the elements are applied with a class of SIMP interpola-
tions [94] for both the bulk and shear modulus. The subse-
quent optimization problem is solved using the method of
moving asymptotes [95]. Further, [96] proposes the scaled
boundary finite elementmethod (SBFEM) formulation to avoid
the inf-sup condition for the mixed displacement/pressure
problem and applies themoving iso-surface thresholdmethod
(MIST) to solve the TO problem. Finally, in [97] a density-
based TO problem is proposed for several material interpo-
lations and by also using the mixed displacement/pressure
formulation for nearly incompressible materials.

In the present work, we favor using the TD concept in com-
bination with a level-set method to address the TO problem.
However, in the context of structural topology design, the
TD has been only used as a descent direction utilizing the
classical displacement-based formulation [98]. This approach
is therefore limited to compressible materials. Considering
nearly and fully incompressible material behavior, both the
formulation and the TD expression become singular. We
overcome this problem by introducing the deviatoric/volu-
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metric split, as presented in [27], thus obtaining a mixed for-
mulation. Following this approach, the present work pro-
poses a new expression for the split TD which allows us to
compute the correct TD for incompressible materials. To-
gether with a level-set method, this approach is used to ob-
tain optimal designs.

This chapter is organized as follows. In Section 4.2 a new TD
expression is defined through the volumetric-deviatoric de-
composition of the Polarization tensor and several numerical
examples are presented and discussed to assess the present
algorithm and to validate its performance for nearly and fully
incompressible linear elastic materials. Next, in Section 4.3,
an approximation for the TD for finite strain hyperelastic ma-
terials is applied to incompressible materials and several nu-
merical examples are studied for such materials. In Section
4.4 some conclusions of the proposed TO formulations are
drawn.

4.2 Topological-derivative based
topology optimization in linear
theory of elasticity

4.2.1 Setting of the problem

In the following, the TO problem is stated under the assump-
tion of of linear elasticity. To do so, let us consider the sys-
tem of equations for either the mixed u𝑝 formulation (2.29-
2.30) or the u𝑝e formulation (2.48-2.50) presented in Chapter
2. Generally speaking, the aim is to obtain an optimal topol-
ogy such that it minimizes a desired functional and satisfies
particular constraints.

The description of the topology is determined by the charac-
teristic function 𝜒 , defined as

𝜒 (x) = {1 x ∈ Ωs

0 x ∈ Ωw
, (4.1)

where the domainΩ has been split into two parts,Ω = Ωs ∪ Ωw,
Ωs ∩ Ωw = ∅. The sub-domains Ωs and Ωw are made of dif-
ferent materials. The characteristic function is in charge of
determining in the whole domainΩwhat part corresponds to
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either material. Such kind of problems are typically termed
bi-material TO problems. The material corresponding to the
domain Ωw exhibits a very small stiffness approximating the
absence of material. The material parameters of the strong
domain Ωs are denoted by 𝐸s and 𝜈s and the parameters of
the weak domain Ωw are considered as 𝐸w = 𝛾𝐸s and 𝜈w,
where 𝛾 stands for the jump of stiffness. Note that 𝛾 > 0
is a parameter, small enough for modeling void regions and
large enough to entail invertibility properties to the stiffness
matrix. The characteristic function allows us to rewrite the
deviatoric constitutive tensor defined in the whole domain
as

ℂdev (𝜒) = 𝜒ℂdev
s + (1 − 𝜒)ℂdev

w , (4.2)

where ℂdev
s and ℂdev

w are the fourth order deviatoric constitu-
tive tensors of the stiff and the soft materials, respectively.

To obtain structures with minimum flexibility, a functional
𝒥 (𝜒) is minimized. In TO problems this functional is usu-
ally referred to as the total potential energy functional and is
defined as

𝒥 (𝜒) = 1
2 ∫Ω 𝜎𝜎𝜎 (𝜒 , x) ∶ 𝜀𝜀𝜀 (𝜒 , x) 𝑑Ω

− ∫Ω 𝜌b ⋅ u (𝜒 , x) 𝑑Ω − ∫Γ𝑁
t𝑁 ⋅ u (𝜒 , x) 𝑑Γ. (4.3)

The whole TO problem is then formulated as the minimiza-
tion of the total potential energy functional subjected to the
maximum material allowed, which is written as follows

min𝜒∈𝕏𝐿
𝒥 (𝜒) = 1

2 ∫Ω 𝜎𝜎𝜎 (𝜒 , x) ∶ 𝜀𝜀𝜀 (𝜒 , x) 𝑑Ω

− ∫Ω 𝜌b ⋅ u (𝜒 , x) 𝑑Ω − ∫Γ𝑁
t𝑁 ⋅ u (𝜒 , x) 𝑑Γ

s.t. : 𝒜 (U,V) = ℱ (V) ∀V ∈ 𝕎0,
𝕏𝐿 = {𝜒 ∈ 𝐿∞ (Ω, {0, 1}) , ∫Ω 𝜒 (x) 𝑑Ω = 𝐿|Ω|} ,

(4.4)

where 𝕏𝐿 is the feasible domain restricted to a volume con-
straint denoted as a fraction 0 < 𝐿 < 1 of the domainΩ and𝒜
and ℱ are the forms which have been obtained in Chapter 2
depending upon the formulation defined as (2.34-2.35) for the
u𝑝 formulation and as (2.54-2.55) for the u𝑝e formulation.
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4.2.2 Material interpolation

In the traditional bi-material TD-based TO approach, the Pois-
son ratio remains constant, 𝜈 = 𝜈s = 𝜈w, while only the Young
modulus is modified depending on the value of the character-
istic function 𝜒 . For compressible materials, this approach
ensures that the soft material is not notably contributing to
the stiffness of the structure. However, when dealing with
incompressible materials, this leads to spurious solutions, be-
cause bubbles of weakmaterial are still infinitely stiff with re-
spect to volumetric deformations. To avoid this, we consider
the soft material as compressible, which means 𝜈w < 0.5. In
this work, we consider that both Youngmodulus and Poisson
ratio are modified depending on the value of the characteris-
tic function.

Remark 4.2.1 Over the last years, a physical interpretation
is given to elements cut by the discontinuity in 𝜒 in several
works [99] [99]: A.Ferrer (2019), “SIMP-ALL:

A generalized SIMPmethod based
on the topological derivative con-
cept”

. They are directly related with composite ma-
terials composed with strong and weak material volume
fraction. Furthermore, some physical restrictions such as
the Hashin-Shtrikman bounds [100] [100]: M.P.Bendsøe et al. (1999),

“Material interpolation schemes
in topology optimization”

must be fulfilled.

4.2.3 Topology optimization using the
topological derivative concept

Several approaches exist to solve the TO problem (4.4) for
linear elastic materials. In this work we use the TD concept
[88] together with a level-set approach in order to advance
to the optimal topology.

The TD is a measurement of the sensitivity of a given func-
tional with respect to the apparition of an infinitesimal inclu-
sion in a given point of the domain of interest. In the prob-
lem studied, the objective is to obtain the sensitivity of the
functional 𝒥 already defined in Eq. (4.3). The TD 𝒟𝑇 of this
functional at a point x can be formally computed as

𝒟𝑇𝒥 (𝜒, x) = 𝜀𝜀𝜀 (𝜒 , x) ∶ ℙ ∶ 𝜎𝜎𝜎 (𝜒 , x)+(1−𝛾)𝜌b ⋅u (𝜒 , x) , (4.5)

using the topological-shape sensitivity analysis proposed in
[98]. In the given equation, ℙ stands for the fourth order
Pólya-Szegő polarization tensor. In this work, the classical
Polarization tensor expression, in which the same Poisson
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coefficient is assumed for both materials, is not suitable (see
Section 4.2.2). According to [101], the Polarization tensor is
defined as

ℙ = 1
2Δℂ ∶ {ℂ−1

e + ℂ−1
i ∶ 𝕋} , (4.6)

where ℂi accounts for the constitutive tensor of the inclusion
and ℂe for the matrix material. Furthermore Δℂ ≔ ℂi − ℂe
and 𝕋 is a 4th-order isotropic tensor called the Eshelby ten-
sor, originating from Eshelby’s Theorem [102, 103]. The Es-
helby tensor allows us to relate the stresses in the inclusion
with the ones from the matrix material. To build the Eshelby
tensor 𝕋, it is necessary to solve an equilibrium equation in
linear elasticity. Two different bodies are considered (inclu-
sion and matrix) with different Young modulus and Poisson
ratios. It must be imposed that very far from the inclusion,
the stresses cancel out for the matrix. Then, we impose the
Eshelby theorem for the inclusion material, which asserts
that the strain field inside the inclusion is constant if the
loading at infinity is constant (zero in this case). Once the
boundary conditions are imposed in both solids, the trans-
mission conditions across the interface of the inclusion and
the matrix must be satisfied. Regarding the stresses, the ex-
terior problem is defined such that the jump of the traction
across the interface must be equal to the normal component
of the given stress tensor. Regarding the transmission condi-
tions on displacements, we must ensure that the jump of the
strains across the boundary must be zero for the inclusion.
This problem is solved via symbolic calculus. Once the Es-
helby tensor is obtained, the computation of the Polarization
tensor is straightforward (see Appendix A to see the whole
procedure).

Considering a plane strain scenario, the Polarization tensor
is computed as

ℙ = −1
2 (1 + 𝛽) { 𝜏1 − 𝛾

𝛽𝛾 + 𝜏1
𝕀 − 1

4 (𝛼 (𝛾 − 𝜏1𝜏2)
𝛼𝛾 + 𝜏1𝜏2

+ 2 (𝜏1 − 𝛾)
𝛽𝛾 + 𝜏1

) I ⊗ I} ,
(4.7)

where

𝛼 = 1
1 − 2𝜈e

, 𝛽 = 3 − 4𝜈e, 𝜏1 =
1 + 𝜈i
1 + 𝜈e

and 𝜏2 =
1 − 2𝜈i
1 − 2𝜈e

. (4.8)

Considering a plane stress scenario on the other hand,

ℙ = −1
2 (1 + 𝛽) { 𝜏1 − 𝛾

𝛽𝛾 + 𝜏1
𝕀
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−1
4 (𝛾 (𝛼 + 𝜏2 − 1) − 𝛼𝜏1𝜏2

𝜏1 (𝛼𝛾 + 𝜏2)
+ 2 (𝜏1 − 𝛾)

𝛽𝛾 + 𝜏1
) I ⊗ I} (4.9)

and

𝛼 = 1 + 𝜈e
1 − 𝜈e

, 𝛽 = 3 − 𝜈e
1 + 𝜈e

, 𝜏1 =
1 + 𝜈i
1 + 𝜈e

and 𝜏2 =
1 − 𝜈i
1 − 𝜈e

. (4.10)

Independently from the strain/stress assumption, the jump
of stiffness is defined as 𝛾 = 𝐸w/𝐸s, while 𝜈e and 𝜈i are the
Poisson ratios of the matrix and inclusion material.

Remark 4.2.2 If the same Poisson ratio is used for both
materials 𝜈s = 𝜈w, and therefore, 𝜈i = 𝜈e, the Polarization
tensors (4.7) and (4.9) reduce to

ℙ = −1
2
1 − 𝛾
1 + 𝛽𝛾 {(1 + 𝛽) 𝕀 + 1

2 (𝛼 − 𝛽) 1 − 𝛾
1 + 𝛼𝛾 I ⊗ I} , (4.11)

which is the formulation widely used in structural topolog-
ical design [104] [104]: C.G.Lopes et al. (2015),

“Topological Derivative-based
Topology Optimization of
Structures Subject to Multiple
Load-cases”

.

In this work, the isotropic 2D plane strain polarization tensor
has been used as an approximation for the 3D polarization
tensor. By using this approximation, infinitesimal cylindri-
cal inclusions are considered instead of spherical ones in the
derivation of the TD. Although spherical inclusions would be
more appropriate, experience shows that infinitesimal cylin-
drical inclusions behave properly in 3D examples [87].

Considering a domainwithweak and strongmaterial, we can
expect the following two situations:

1. An inclusion of the weak material in the strong mate-
rial (x ∈ Ωs),

2. An inclusion of the strong material in the weak mate-
rial (x ∈ Ωw).

Consequently, rewriting the polarization tensor asℙ (𝛼, 𝛽, 𝛾 , 𝜏1, 𝜏2),
both cases share the following properties

ℙ = {
ℙs ≔ ℙ (𝛼s, 𝛽s, 𝛾 , 𝜏1, 𝜏2) x ∈ Ωs

ℙw ≔ ℙ(𝛼w, 𝛽w, 1𝛾 ,
1
𝜏1 ,

1
𝜏2 ) x ∈ Ωw

. (4.12)

where 𝛼s and 𝛽s are the Polarization parameters evaluated for
𝜈s and 𝛼w and 𝛽w evaluated for 𝜈w.
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The properties of the polarization tensor ensure that

𝒟𝑇𝒥 (𝜒, x) =
⎧⎪
⎨⎪
⎩

𝜀𝜀𝜀 (𝜒 , x) ∶ ℙs ∶ 𝜎𝜎𝜎 (𝜒 , x)
+(1 − 𝛾)𝜌b ⋅ u (𝜒 , x) ≤ 0 ∀x ∈ Ωs

𝜀𝜀𝜀 (𝜒 , x) ∶ ℙw ∶ 𝜎𝜎𝜎 (𝜒 , x)
+(1 − 𝛾)𝜌b ⋅ u (𝜒 , x) ≥ 0 ∀x ∈ Ωw

. (4.13)

We can now define a signed TD such that

𝒟𝑇𝒥 (𝜒, x) = {−𝒟𝑇𝒥 (𝜒, x) x ∈ Ωs

𝒟𝑇𝒥 (𝜒, x) x ∈ Ωw
. (4.14)

Let us now introduce the signed TD interpretation, which
will be used in the subsequent sections of this work. For
a given topology, computing the TD allows one to know,
for each given spatial point, how the cost functional would
change if the material switches. Once the optimal value for
the characteristic function 𝜒 (x) has been reached, the follow-
ing condition holds

𝒟𝑇𝒥 (𝜒, x) ≥ 𝒟𝑇𝒥 (𝜒,Y) , ∀x ∈ Ωs, ∀Y ∈ Ωw. (4.15)

Note that at the interface Ωs ∩Ωw, the TD has a jump, but the
signed TD is continuous. Eq. (4.15) allows one to construct a
level set function 𝜓 (𝜒 , x), which will implicitly characterize
Ωs and Ωw. This level set function is defined as

𝜓 (𝜒 , x) = 𝒟𝑇𝒥 (𝜒, x) + 𝜆, (4.16)

where 𝜆 ∈ ℝ is a scalar, responsible for ensuring that the
volume restriction in Eq. (4.4) is fulfilled. The level-set func-
tion also allows us to characterize the descrption of the topol-
ogy

𝜓 (𝜒 , x) {> 0 x ∈ Ωs

< 0 x ∈ Ωw
. (4.17)

Furthermore, the level-set function allows us to keep a sharp
interface when 𝜓 (𝜒 , x) = 0. The scalar 𝜆 can be computed by
enforcing

∫Ω 𝐻 (𝜓 (𝜒, x)) 𝑑Ω = 𝐿|Ω|, (4.18)

where 𝐻 is the Heaviside step function

𝐻 (𝜓) = {1 if 𝜓 ≥ 0
0 if 𝜓 < 0 . (4.19)
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From Eq. (4.17) and Eq. (4.19), it can be observed that for the
solution of Eq. (4.4) there holds

𝜒 = 𝐻 (𝜓) . (4.20)

Remark 4.2.3 When considering the FE approximation of
the problem, an inconsistency appears in the update of
the level-set function in equation (4.16). According to ex-
pressions (4.7) and (4.9), the TD depends directly on the
stresses and strains. Clearly, this kind of functions are not
continuous which is, in fact, the requirement for updating
the level-set function 𝜓 (𝜒 , x). As a remedy, an element-
to-nodal regularization must be considered. The regular-
ization is carried out by a projection onto the FE space
(smoothing operation) but this results in a loss of a certain
degree of accuracy. Nevertheless, the level-set updating
(4.16) is now possible. In [105] [105]: Amstutz et al. (2018),

“A consistent relaxation of
optimal design problems for
coupling shape and topological
derivatives”

a smoothing of the inter-
face for projecting the TD onto the FE space is proposed,
which allows one to still interpret the TD as an exact dis-
crete gradient.

4.2.4 Topological derivative for incompressible
materials

Referring to expression (4.7), which is valid for both plane
strain and 3D scenarios, we observe that the Polarization ten-
sor becomes ill-defined due to the fact that when 𝜈e → 0.5,
𝛼 = 1

1−2𝜈e → ∞. It can be clearly seen that the Polarization
tensor cannot be used to compute the TD for incompressible
materials in both cases. In order to deal with nearly and fully
incompressible materials we propose to apply the deviatoric-
volumetric split introduced in Subsection 2.1.1 to the Polar-
ization tensor as well. The volumetric and deviatoric coun-
terparts of the Polarization tensor are

ℙvol = 𝕍 ∶ ℙ = 𝛼 (1 + 𝛽)
8

𝛾 − 𝜏1𝜏2
𝛼𝛾 + 𝜏1𝜏2

I ⊗ I, (4.21)

ℙdev = 𝔻 ∶ ℙ = −1
2
(1 + 𝛽)(𝜏1 − 𝛾)

𝜏1 + 𝛽𝛾 {𝕀 − 1
3 I ⊗ I} , (4.22)

ℙ = ℙvol + ℙdev. (4.23)
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Next, we can use the Polarization tensor decomposition to
compute the TD as

𝒟𝑇𝒥 (𝜒, x) = 𝜀𝜀𝜀 (𝜒 , x) ∶ ℙ ∶ 𝜎𝜎𝜎 (𝜒 , x) + (1 − 𝛾)𝜌b ⋅ u (𝜒 , x)
(4.23)= 𝜀𝜀𝜀 (𝜒 , x) ∶ {ℙvol + ℙdev} ∶ 𝜎𝜎𝜎 (𝜒 , x)

+ (1 − 𝛾)𝜌b ⋅ u (𝜒 , x)
(2.13)= 𝜀𝜀𝜀 (𝜒 , x) ∶ {ℙvol + ℙdev} ∶ {s (𝜒 , x) − 𝑝 (𝜒, x) I}
+ (1 − 𝛾)𝜌b ⋅ u (𝜒 , x)
= 𝜀𝜀𝜀 (𝜒 , x) ∶ ℙdev ∶ s (𝜒 , x)
− 𝜀𝜀𝜀 (𝜒 , x) ∶ ℙvol ∶ 𝑝 (𝜒, x) I + (1 − 𝛾)𝜌b ⋅ u (𝜒 , x) .

(4.24)

The last equation holds by imposing that the contraction be-
tween volumetric and deviatoric tensors is identically null.
This fact allows to reduce the formulation further. It is worth
to study the first two components of the decomposed TD
(4.24) in detail. The first summand accounts for the TD due
to deviatoric effects. By introducing the strain field decom-
position (2.15) we can reduce it to

𝒟dev𝑇 𝒥 (𝜒, x) ≔ 𝜀𝜀𝜀 (𝜒 , x) ∶ ℙdev ∶ s (𝜒 , x)
= {13 𝑒

vol (𝜒 , x) I + e (𝜒 , x)} ∶ ℙdev ∶ s (𝜒 , x)
= e (𝜒 , x) ∶ ℙdev ∶ s (𝜒 , x) . (4.25)

The second summand in Eq. (4.24) accounts for the TD changes
due to volumetric deformations. To solve the singularitywhich
ℙvol still presents when dealing with nearly and fully incom-
pressible materials, we need to introduce the pressure field
as,

𝒟 vol𝑇 𝒥 (𝜒, x) ≔ −𝜀𝜀𝜀 (𝜒 , x) ∶ ℙvol ∶ 𝑝 (𝜒, x) I
= −1

3𝑒
vol (𝜒 , x) ⋅ 𝑝 (𝜒 , x) I ∶ ℙvol ∶ I

(2.16)= −1
3∇ ⋅ u (𝜒 , x) ⋅ 𝑝 (𝜒 , x) I ∶ ℙvol ∶ I

(2.23)= 𝑝 (𝜒, x)
3𝜅e

⋅ 𝑝 (𝜒 , x) I ∶ ℙvol ∶ I

= { 1
3𝜅e

I ∶ ℙvol ∶ I} 𝑝2 (𝜒 , x)

≔ Pvol𝑝2 (𝜒 , x) , (4.26)
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where 𝜅e is the bulk modulus of the matrix material and Pvol

is defined as the volumetric Polarization parameter and it is
expressed as

Pvol = 1
𝜅e
I ∶ ℙvol ∶ I = 1 + 𝛽

3𝐸e
𝛾 − 𝜏1𝜏2
𝛼𝛾 + 𝜏1𝜏2

. (4.27)

By introducing the compressibility modulus 𝜅e in the volu-
metric part of the polarization tensor, we have solved the
singularity that ℙvol is presenting.

Remark 4.2.4 In the incompressible limit, no volumetric
changes should appearwhen bothmaterials are incompress-
ible. Therefore, the contribution to the TD made by Pvol

must be zero when 𝜈 = 𝜈e = 𝜈i = 0.5. Indeed, we have that

Pvol|𝜈=0.5 =
1 + 𝛽
3𝐸e

𝛾 − 1
𝛼𝛾 + 1 = 4 − 4𝜈

3𝐸e
𝛾 − 1
1

1−2𝜈 𝛾 + 1
= 2

3𝐸e
𝛾 − 1
1
0 𝛾 + 1

= 0 (4.28)

Note that in this case, volumetric effects vanish and the TO
problem is only driven by deviatoric changes.

Finally, the formula for the split TD, which is valid for nearly
and fully incompressible materials and applicable in plane
strain and 3D scenarios, is given as

Linear elasticity. Split topological derivative

𝒟𝑇𝒥 (𝜒, x) = e (𝜒 , x) ∶ ℙdev ∶ s (𝜒 , x) + Pvol𝑝2 (𝜒 , x)
+ (1 − 𝛾)𝜌b ⋅ u (𝜒 , x) . (4.29)

Remark 4.2.5 It is worth pointing out the main differences
between the two mixed formulations with regards to the
split TD, shown in Eq. (4.29). When considering the u𝑝
formulation, both deviatoric stresses and strains are com-
puted from the symmetric gradient of the displacements
∇su, whereas when using the u𝑝e formulation, deviatoric
stresses are now computed from deviatoric strains ewhich
are an unknown of the problem. Therefore, the computa-
tion of the TD is expected to be more accurate.
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[86]: Amstutz et al. (2006), “A new
algorithm for topology optimiza-
tion using a level-set method”
[106]: S.Amstutz et al. (2010),
“Topological derivative for multi-
scale linear elasticity models ap-
plied to the synthesis of mi-
crostructures”

4.2.5 Treatment of the interface elements

Let us discuss an issue related to the FE approximation of the
problem. Interface elements belong partially to the strong
and partially to the weak domain. These elements are there-
fore characterized by thematerial properties of both domains
and special attention needs to be payed to the behavior of the
TD in those elements. In order to obtain the correct combi-
nation of material properties, a homogenization technique is
used.

Let us construct a conforming FE mesh ℳ, composed of 𝑁
elements and let us also split the domain into three different
sub-groups:

1. Elements which fully lie in the domain associated with
the strong material 𝒯s,

2. Elements which fully lie in the domain associated with
the weak material 𝒯w, and

3. Elements intersecting the interface, thus sharing both
materials 𝒯 Γ.

The description of the interface is based on the treatment
of the characteristic function 𝜒 (x), which, in turn, is based
on the treatment of the level-set function 𝜓 (𝜒 , x). For the
description, two different approaches are commonly used in
TO when using the TD: The In-or-Out approach and the P1-
projection approach [86, 106]. In our work a third option,
the continuous regularized characteristic function approach,
is used.

Let us denote by𝐾Γ the volume of an interface element in𝒯 Γ.
𝐾Γ
s and 𝐾Γ

w are the subdivisions with strong and weak mate-
rial obtained for that specific element when it is cut by the
level-set function. Then we can define the volume fraction
of stiff and soft materials as

𝒱s =
𝐾Γ
s

𝐾Γ ∈ (0, 1) and 𝒱w = 𝐾Γ
w

𝐾Γ = 1 − 𝒱s ∈ (0, 1) . (4.30)

Furthermore we can redefine the regularized characteristic
function as the volume fraction of the strong material, i.e.

̃𝜒 (x) = 𝐾Γ
s

𝐾Γ , x ∈ 𝐾Γ. (4.31)

Note, that when the element fully lies in the domain, asso-
ciated with the strong material 𝐾Γ

s /𝐾Γ = 1. In the opposite
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[87]: J.Baiges et al. (2019),
“Large-scale stochastic topology
optimization using adaptive
mesh refinement and coars-
ening through a two-level
parallelization scheme”

case the ratio becomes 𝐾Γ
s /𝐾Γ = 0. Whenever an element

is cut by the level-set function, we obtain a value between 0
and 1. This definition matches the characteristic function we
have defined in Eq. (4.1). We can now compute the constitu-
tive tensor of the element according to Eq. (4.2).

Remark 4.2.6 In comparison with other approaches, the
regularized characteristic function approach evolves con-
tinuously when moving the level-set function. Then, the
deviatoric constitutive tensor varies betweenℂdev

w andℂdev
s

at the interface between materials.

Remark 4.2.7 With regards to the material interpolation
in the elements intersecting the interface, in this work we
favor to modify the Young modulus depending upon the
regularized characteristic function and to use as Poisson
coefficient the one of the strong material.

Next, we can compute stresses and strains according this
new, regularized characteristic function, thus allowing us to
obtain continuous values of the properties for the interface
elements. The deviatoric Polarization tensor and the volu-
metric Polarization parameter for elements 𝐾Γ are defined
as

ℙdev = 𝐾Γ
s

𝐾Γℙdevs + (1 − 𝐾Γ
s

𝐾Γ )ℙdevw , (4.32)

Pvol = 𝐾Γ
s

𝐾Γ P
vol
s + (1 − 𝐾Γ

s

𝐾Γ )Pvolw . (4.33)

Finally, the split TD is also computed according to Eq. (4.29).

4.2.6 The topology optimization algorithm

The last required ingredient is an algorithm to arrive to the
solution of problem (4.4). In this work, we apply the iterative
TO algorithm as it is defined in [87]. The sequence of the
individual steps is shown in the flowchart displayed in Fig.
4.1 and explained in more detail afterwards.

Initially, a level set function 𝜓 is defined with unit initial
value, which means that we consider the structure to be com-
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Figure 4.1: Topology optimiza-
tion algorithm for linear elasticity
flowchart

Set initial level-set function value

𝜓 0 (x) = 1

Compute characteristic function

𝜒 𝑖 (x) = 𝐻 (𝜓 𝑖−1 (x))

Solve FE problem for displacements, pressure, strains
and stresses

𝒜 (U,V) = ℱ (V)

Check stopping conditions

𝑖 > 𝑖max or |𝒥
𝑖(𝜒 𝑖) − 𝒥 𝑖−1(𝜒 𝑖−1)

𝒥 𝑖−1(𝜒 𝑖−1) | ≤ tol

Compute the signed TD

𝒟𝑇𝒥 𝑖 (𝜒 𝑖, x) = e (𝜒 𝑖, x) ∶ ℙdev ∶ s (𝜒 𝑖, x) + Pvol𝑝2 (𝜒 𝑖, x)
+ (1 − 𝛾)𝜌b ⋅ u (𝜒 𝑖, x)

𝒟𝑇𝒥 𝑖 (𝜒 𝑖, x) = {−𝒟𝑇𝒥 𝑖 (𝜒 𝑖, x) x ∈ Ωs
𝒟𝑇𝒥 𝑖 (𝜒 𝑖, x) x ∈ Ωw

Compute relaxed and normalized function

𝜙𝑖 (𝜒 𝑖, x) = 𝜅𝑖
Π(𝐷𝑇𝒥

𝑖 (𝜒 𝑖, x))

‖Π (𝐷𝑇𝒥
𝑖 (𝜒 𝑖, x))‖

+ (1 − 𝜅𝑖) 𝜓 𝑖−1 (𝜒 𝑖−1, x)

Obtain volume control parameter 𝜆𝑖 from

∫Ω 𝐻 (𝜙𝑖 (𝜒 𝑖, x) + 𝜆𝑖) 𝑑Ω = 𝐿|Ω|
Compute level-set function

𝜓 𝑖 (𝜒 𝑖, x) = 𝜙𝑖 (𝜒 𝑖, x) + 𝜆𝑖

in
cr
em

en
t𝑖 stop

no

yes

posed of strongmaterial everywhere. Obviously, this first ap-
proach does not fulfill the volume constraint. We thus take

𝜓 0 (x) = 1 in Ω. (4.34)

Let 𝜓 𝑖−1 a known level set, where the superscript indicates
the iteration counter. From this level set value, a characteris-
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tic function can be built:

𝜒 𝑖 (x) = 𝐻 (𝜓 𝑖−1 (x)) in Ω, (4.35)

which allows one to solve the solid mechanics problem and
compute the signed TD 𝐷𝑇𝒥 𝑖 (𝜒 𝑖, x). This is independent
from the use of any formulation. For convergence aspects,
the algorithm also requires an intermediate function 𝜙𝑖 (𝜒 𝑖, x).
This function is initially defined as the projection onto the FE
space of the normalized TD in order to bound the level-set
function with a relaxation scheme introduced as the iterative
process advances, i.e.

𝜙𝑖 (𝜒 𝑖, x) = 𝜅𝑖
Π(𝐷𝑇𝒥

𝑖 (𝜒 𝑖, x))

‖Π (𝐷𝑇𝒥
𝑖 (𝜒 𝑖, x))‖

+ (1 − 𝜅𝑖) 𝜓 𝑖−1 (𝜒 𝑖−1, x) .

(4.36)
The relaxation parameter 𝜅𝑖 is computed according to [87],
and Π indicates a projection onto the FE space. In the numer-
ical examples, Π is computed by using a lumped mass matrix
approach for computational efficiency. This approach plays
the role of standard filtering in TO. Finally, the level set func-
tion at the current iteration is defined as

𝜓 𝑖 (𝜒 𝑖, x) = 𝜙𝑖 (𝜒 𝑖, x) + 𝜆𝑖, (4.37)

where 𝜆𝑖 is computed by using the secant method to solve the
volume constraint equation

∫Ω 𝐻 (𝜓 𝑖 (𝜒 𝑖, x)) 𝑑Ω = 𝐿|Ω|. (4.38)

As a stopping criteria we consider the evolution of the objec-
tive functional. The algorithm concludes if the functional has
not decreased by a large enough amount. Also, a maximum
number of iterations to be performed is set.

To determine 𝜅𝑖, a spatial oscillation indicator is computed

𝜉 𝑖 (𝜒 𝑖, x) = sign

⎧⎪⎪
⎨⎪⎪
⎩

Π(𝐷𝑇𝒥
𝑖(𝜒 𝑖,x))

‖Π(𝐷𝑇𝒥
𝑖(𝜒 𝑖,x))‖

− 𝜓 𝑖−1 (𝜒 𝑖−1, x)

𝜓 𝑖−1 (𝜒 𝑖−1, x) − 𝜓 𝑖−2 (𝜒 𝑖−2, x)

⎫⎪⎪
⎬⎪⎪
⎭

. (4.39)

Note that 𝜉 𝑖 (𝜒 𝑖, x) = 1, if the iterative algorithm for com-
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puting the TD is advancing monotonically in the preceding
iterations and 𝜉 𝑖 (𝜒 𝑖, x) = −1 otherwise. This indicator allows
one to detect if there are oscillations in the iterative process.
If there are oscillations, the value for 𝜅𝑖 needs to be decreased,
otherwise it can be increased up to a maximum of 1. An in-
termediate function 𝜇𝑖 (𝜒 𝑖, x) is introduced as

𝜇𝑖 (𝜒 𝑖, x) = {𝑘1𝜅
𝑖−1 if 𝜉 𝑖 (𝜒 𝑖, x) = 1

𝑘2𝜅𝑖−1 if 𝜉 𝑖 (𝜒 𝑖, x) = −1 (4.40)

Since 𝜉 𝑖 (𝜒 𝑖, x) is a spatial function, the information on the
oscillations needs to be averaged so that a scalar value for 𝜅𝑖
can be obtained, which is done as follows

𝜅𝑖 = min
⎧
⎨
⎩
(∫Ω (𝜇𝑖 (𝜒 𝑖, x))𝑘3 𝑑Ω

∫Ω 𝜓 𝑖 (𝜒 𝑖, x) 𝑑Ω )
−𝑘3

, 1
⎫
⎬
⎭
, (4.41)

where 𝑘1 ≥ 1, 𝑘2 ≤ 1 and 𝑘3 ≤ 1 are algorithmic parameters.
In the numerical examples 𝑘1 = 1.1, 𝑘2 = 0.5 and 𝑘3 = 0.1 are
used.

Remark 4.2.8 The volume restriction is exactly fulfilled at
every iteration of the algorithm unlike in alternative op-
tions. In our experience, this provides a higher global al-
gorithmic robustness.

Remark 4.2.9 The relaxation parameter 𝜅𝑖 is evaluated node-
to-node to observe the evolution of the TO algorithm. The
spatial oscillation indicator allows us to identify those nodes
which are changing theirmaterial phase between iterations.
Then, we are able to slow down the relaxation scheme by
introducing the weighted average equation (4.41).

Remark 4.2.10 The line search algorithm we propose is
not ensuring a monotonic decrease of the cost function:
the TD marks a direction in which the cost is going to
decrease, but if we advance too much in that direction
(and then we are far away from the point where the TD
is computed) there is no guarantee that the cost is going
to decrease in that iteration. This could be achieved by
not allowing the algorithm to progress until the 𝜅𝑖 param-
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eter is sufficiently small and the cost function decreases.
However, in our experience the algorithm that we propose,
even if not monotonic, performs well and reaches a locally
optimum solution [107] [107]: Kishida et al. (2021), “Ap-
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sity method”

.

4.2.7 Numerical examples

In this section, four numerical examples are presented to as-
sess the performance of the proposed formulation for linear
elasticity theory. The first case we consider is a simple test
with different Poisson’s ratio for the strong material 𝜈s in
order to analyze the evolution of the different formulations
while increasing the incompressibility of the strong material.
Next, so as to analyze the effect of considering either an in-
compressible weak material 𝜈w = 0.5 or a compressible weak
one 𝜈w = 0.4, we study the optimized structure of a bearing
device which is obtained for both scenarios. Thereafter, a
L-shaped beam is explored in order to highlight the main dif-
ferences between the u𝑝 and the u𝑝e formulations. To end
up, a 3D cantilever beam is studied to show the behavior of
our TO algorithm in a 3D case.

With regards to the stabilization methods, both of them can
be applied interchangeably. No specification is given due to
the fact that no significant differences appear in the final re-
sults, as it is expected. For all subsequent numerical exam-
ples, the algorithmic parameters are set to 𝑐1 = 4, 𝑐2 = 2 and
𝑐3 = 0.1. Unless otherwise specified, the weak material is
considered to be compressible, with 𝜈w = 0.4. The jump of
stiffness 𝛾 is fixed to 10−3. In all the examples presented, con-
tinuous linear interpolation is used for all the unknowns (𝑃1
elements), both in the u𝑝 and in the u𝑝e formulations. As a
stopping criterion, we impose a relative tolerance for the ob-
jective functional tol = 10−3, unless otherwise specified. In
all presented figures, only the positive part of the level set is
plotted, therefore only the strongmaterial part is shown. The
rest is filled of weak material elements, which is interpreted
as the void region.

It is worth to comment about the computational efficiency of
the u𝑝 and the u𝑝e formulations. For the different cases we
have run, more or less between the double and triple of time
is needed to solve the algebraic system for the u𝑝e problem
with respect to the u𝑝 one, depending upon spacial dimen-
sions and number of nodes. Despite this, it has been shown
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previously in the literature that in many cases it pays off to
use the u𝑝e formulation, although this is not the objective
of this chapter and we do not perform this kind of analysis.
In [10, 11, 26, 28] the main advantages and drawbacks of sev-
eral mixed formulations are presented and some situations in
which the extra accuracy in the computation of the stresses
is crucial are shown. For the 2D numerical examples we used
direct solvers [108, 109]. In the 3D final case, the number of
degrees of freedom is quite big to use a direct solver. Then
we moved to iterative solvers from the PETSc package with
preconditioners in the u𝑝e case [17].

Single-point load beam

As a first example, we study the TO process for a clamped-
clamped beam with a single-point load (Fig. 4.2). The prob-
lem consists of a rectangular panel, clamped in both the left
and the right sides and subjected to a single-point vertical
load 𝐹 = 3N at themiddle of the free bottom edge. Stress free
boundary conditions are applied on the remaining bound-
aries. We consider a linear elastic material with a Young
Modulus 𝐸s = 30 Pa.

Figure 4.2: Single-point load
beam. Geometry

Exploiting the symmetry of the structure, only the left half of
the original domain has been discretized using about 51,200
linear triangular elements. The required final volume is set
to be 40% of the initial one. Let us mention that all figures
only show the left half of the clamped beam.

(a) 𝜈s = 0.4 (b) 𝜈s = 0.5

Figure 4.3: Single-point load beam. Final optimized structure in plane stress scenario.
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First of all, let us consider the displacement-based formula-
tion in a plane stress scenario. As explained in Subsection
4.2.4, considering plane stress, the TO problem presents no
singularitieswhen the incompressible limit is reached. There-
fore, even when using the standard irreducible formulation,
no numerical issues appear in this case. Fig. 4.3 shows the
final optimized structure for both a compressible strong ma-
terial 𝜈s = 0.4 and a fully incompressible one, 𝜈s = 0.5. As it
can be observed, a well-defined solution is reached regardless
of the incompressibility of the stiff material.

(a) 𝜈s = 0.4 (b) 𝜈s = 0.45

(c) 𝜈s = 0.49 (d) 𝜈s = 0.4999

Figure 4.4: Single-point load beam. Final optimized structure in plane strain scenario while increasing the incom-
pressibility of the stiff material.

Let us now move to solutions obtained in a plane strain sce-
nario. Fig. 4.4 displays the evolution of the final optimized
structure when increasing the incompressibility of the strong
material. As expected, the obtained result is feasible when
dealing with compressible materials as it can be observed in
Figs. 4.4a-4.4b. However, when the incompressibility of the
stiff material is increased to a level high enough to consider
thematerial almost incompressible, the algorithm fails to pro-
duce a physically plausible structure (Figs. 4.4c-4.4d). This
phenomenon is caused by the singularities that appear in the
incompressibility limit for both the displacement-based for-
mulation (2.7) and the Polarization tensor expression (4.7).

Let us now apply stabilized mixed formulations with the split
TD expression (4.29) already defined. Figs. 4.5-4.6 show both
displacement and pressure fields of the final optimized struc-
ture, obtainedwith the u𝑝 and u𝑝e formulations, respectively,
when considering compressible materials. Both figures show
almost the same solution, compared to the one obtained with
a displacement-based formulation, shown in Figs. 4.4a-4.4b.
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(a) 𝜈s = 0.4. Displacement field (m) (b) 𝜈s = 0.4. Pressure field (Pa)

(c) 𝜈s = 0.45. Displacement field (m) (d) 𝜈s = 0.45. Pressure field (Pa)

Figure 4.5: Single-point load beam. Final optimized structure in plane strain scenario for compressible materials
with u𝑝 formulation.

(a) 𝜈s = 0.4. Displacement field (m) (b) 𝜈s = 0.4. Pressure field (Pa)

(c) 𝜈s = 0.45. Displacement field (m) (d) 𝜈s = 0.45. Pressure field (Pa)

Figure 4.6: Single-point load beam. Final optimized structure in plane strain scenario for compressible materials
with u𝑝e formulation.

Fig. 4.7 presents the results obtained for both mixed for-
mulations when dealing with a fully incompressible strong
material. The obtained design for incompressible material is
quite different to the one presented in compressible scenar-
ios. This structure appears to be made of less, yet thicker,
structural elements.

The minor differences that can be noticed between formu-
lations are caused by the different ways of computing the
strains. In the u𝑝 formulation the strains are computed from
the displacement field, whereas, in the u𝑝e formulation, they
are directly obtained as a nodal unknown.

Moving on to convergence issues, Fig. 4.8 shows a diagram
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(a) u𝑝 formulation. Displacement field (m) (b) u𝑝 formulation. Pressure field (Pa)

(c) u𝑝e formulation. Displacement field (m) (d) u𝑝e formulation. Pressure field (Pa)

Figure 4.7: Single-point load beam. Final optimized structure in plane strain scenario for 𝜈s = 0.5 for both u𝑝 and
u𝑝e formulations.

referring to the compliance evolution recorded during the it-
erative TO procedure, that leads to the designs shown in Fig.
4.7. A maximum of 100 iterations is imposed as stopping cri-
teria to show the evolution of the objective functional. Both
formulations need less than 100 iterations to minimize the
compliance and achieve convergence.
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Figure 4.8: Single-point load
beam. Convergence diagrams in
plane strain scenario for 𝜈s = 0.5
for both u𝑝 and u𝑝e formulations.

Bearing device

As a second example, the TO of a bearing device is explored.
Since such devices are usually made of rubber we only con-
sider the incompressible case. The geometry consists of a
rectangular panel, clamped in the bottom side and subjected
to a load distribution on the upper edge, t = 1, 80 N/m. Stress
free boundary conditions are applied on the remaining bound-
aries. We consider a linear elasticmaterial with a YoungMod-
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[93]: M.Bruggi et al. (2007),
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ulus 𝐸s = 100 Pa. The geometry of this problem is shown in
Fig. 4.9.

Figure 4.9: Bearing device. Geom-
etry

Exploiting the symmetry of the structure, only the left half of
the original domain has been discretized, using about 19,200
linear triangular elements. The required final volume is set
to be 35% of the domain. The study is conducted using the
u𝑝 formulation.

(a) Displacement field (m) (b) Pressure field (Pa)

Figure 4.10: Bearing device. Final optimized structure in plane strain scenario for 𝜈s = 0.5 and 𝜈w = 0.5 for u𝑝
formulation.

(a) Displacement field (m) (b) Pressure field (Pa)

Figure 4.11: Bearing device. Final optimized structure in plane strain scenario for 𝜈s = 0.5 and 𝜈w = 0.4 for u𝑝
formulation.

Fig. 4.10 shows the optimal structure obtained by using strong
and weak materials, which are both incompressible. Because
of the incompressibility of the weakmaterial we obtain an ex-
tended zone of weak material elements, enclosed by a struc-
ture made of strong material, as outlined in a similar exam-
ple in [93]. To avoid this kind of designs, the weak material
must be considered compressible, for example with 𝜈w = 0.4.
Fig. 4.11 illustrates the optimal topology which is obtained
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when this is taken into account. By considering a compress-
ible weak material, widespread areas of elements made of
weak material are not able to transfer the external pressure
to the supports.
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Figure 4.12: Bearing device. Con-
vergence diagrams in plane strain
scenario for u𝑝 formulation con-
sidering both 𝜈w = 0.4 and 𝜈w =
0.5.

For the sake of completeness, Fig. 4.12 shows the evolution of
the compliance along iterations for the previous two consid-
erations of the weak material. A maximum of 40 iterations is
imposed as stopping criteria. In the fully incompressible case,
the widespread area of weak material is able to transfer the
external pressure to the constraints, which results in a very
low compliance. This is the reason why the algorithm tends
to this kind of ‘optimal’ design, where the compliance is even
lower than the one obtained with a compressible weak mate-
rial consideration.

It becomes evident, that weakmaterial – if considered incom-
pressible – can heavily contribute to the stiffness of the final
structure, a behavior which goes against our assumption that
the weak material is simulating void regions.

L-shaped beam

The third example is an L-shaped beam, a commonly exhib-
ited problem in TO. The specific feature of this problem is the
geometrical singularity. The structure is clamped at the top
and a single point force is applied at the middle of the right
edge. Stress free boundary conditions are applied on the re-
maining boundaries. A linear elastic material is set with a
Young Modulus 𝐸s = 1 MPa. The geometry of this beam is
shown in Fig. 4.13.

The domain has been discretized using roughly 22,800 linear
triangular elements. The objective of this problem is to high-
light the main differences between the mixed formulations
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Figure 4.13: L-shaped beam. Ge-
ometry.

proposed in this work. The required final volume is set to be
50% of the initial domain.

Figure 4.14: L-shaped beam. Dis-
placement field for the optimized
structure for 𝜈s = 0.5 (a) u𝑝 formulation (b) u𝑝e formulation

Figure 4.15: L-shaped beam. Pres-
sure field for the optimized struc-
ture for 𝜈s = 0.5 (a) u𝑝 formulation (b) u𝑝e formulation

By using the deviatoric strains as an additional primary un-
known in the u𝑝e formulation, the whole solution converges
faster (upon ℎ-refinement). Therefore, also the pressure and
displacement fields are more accurate. This effect, however,
is more dominant on coarser meshes. Due to the relatively
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fine discretization of our problem, we can only observe slight
differences between the displacement and pressure fields of
Figs. 4.14-4.15 in the final design of the optimized topol-
ogy.

(a) u𝑝 formulation (b) u𝑝e formulation

(c) u𝑝 formulation (d) u𝑝e formulation

(e) u𝑝 formulation (f) u𝑝e formulation

Figure 4.16: L-shaped beam. De-
viatoric strain field for the opti-
mized structure for 𝜈s = 0.5

On the contrary, Fig. 4.16 shows the deviatoric strain field,
obtained from both formulations. Utilizing the u𝑝 formula-
tion, the strains are computed from the displacement gra-
dient and therefore defined element-wise. Because, linear
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triangular elements were used, the strains are element-wise
constant, hence particularly imprecise. Using the u𝑝e for-
mulation however, the deviatoric strains are also a primary
unknown of the problem, and therefore defined at the nodes.
The result is a continuous field, which is more precise in the
first place and, secondly, does not require nodal smoothing
for postprocessing. As a consequence the accuracy of the
stresses is also increased.

Remark 4.2.11 This extra level of accuracy in stresses and
strains can be very interesting for several problems, such
as Fluid-Structure Interaction or stress-constraint problems,
among others. Note, however, that the rate of convergence
of stresses and strains is expected to be the same for both
the u𝑝 and the u𝑝e formulations.

3D Cantilever beam

The final example is a 3D Cantilever beam. The structure is
clamped at the left face and a uniform traction is applied at
the lower edge of the right face. Stress free boundary con-
ditions are applied on the remaining boundaries. A linear
elastic material is applied with a Young Modulus 𝐸s = 1MPa.
The geometry of this beam is shown in Fig. 4.17.

Figure 4.17: 3D Cantilever beam.
Geometry.

Taking into account the symmetry of the problem, the left
half of the design domain is discretized into 380,000 linear
tetrahedral FEs. The required final volume is set to be 10% of
the initial one. In Figs. 4.18-4.19 show the displacement and
pressure fields for both formulations.
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(a) u𝑝 formulation (b) u𝑝e formulation

Figure 4.18: 3D Cantilever beam.
Displacement field for the opti-
mized structure in a 3D scenario
for 𝜈s = 0.5.

(a) u𝑝 formulation (b) u𝑝e formulation

Figure 4.19: 3D Cantilever beam.
Pressure field for the optimized
structure in a 3D scenario for 𝜈s =
0.5.

(a) u𝑝 formulation (b) u𝑝e formulation

Figure 4.20: 3D Cantilever beam.
Deviatoric strain field magnitude
for the optimized structure in a
3D scenario for 𝜈s = 0.5.

Fig. 4.20 presents the 𝐿2(Ω)-norm of the deviatoric strain
field (StrainMagnitude) for each formulation. Again, a higher
level of accuracy is obtained for the strains computed from
the mixed u𝑝e formulation. The optimized structures are
identical. The results of this problem indicate that it is rea-
sonable to approximate the proper 3D polarization tensor
with its isotropic 2D plane strain counterpart.
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4.3 Topological-derivative based
topology optimization in finite
strain hyperelasticity

4.3.1 Setting of the problem

In the following, the TO problem is stated under the assump-
tion of finite strain hyperelastic isotropic materials. To do so,
let us consider the system of equations for the mixed u𝑝 and
u𝑝S′ formulations in finite strain hyperelasticity presented
in Chapter 3.

As explained before., the description of the topology is deter-
mined by the characteristic function 𝜒 , which now is defined
as a function of the material coordinates X as

𝜒 (X) = {1 X ∈ Ω0,s
0 X ∈ Ω0,w

, (4.42)

where the domain Ω0 has been split into two parts, Ω0 =
Ω0,s ∪ Ω0,w, Ω0,s ∩ Ω0,w = ∅. The sub-domains Ω0,s and Ω0,w
are made of different materials. The material corresponding
to the domainΩ0,w exhibits a very small stiffness approximat-
ing the absence of material. In fact, in this work, it is consid-
ered as linear elastic material to ease the highly nonlinear
behavior of the problem. The material parameters of both
regions are identically related with the jump of stiffness 𝛾 as
explained in the linear elastic case. The characteristic func-
tion allows us to rewrite the deviatoric constitutive tensor
defined in the whole domain as

ℂ′ (𝜒 ,X) = 𝜒ℂ′
s (X) + (1 − 𝜒)ℂ′

w, (4.43)

where ℂ′
s (X) is the tangent and ℂ′

w are the total fourth order
deviatoric constitutive tensors of the stiff and the soft mate-
rials, respectively.

To obtain structures with minimum flexibility, a functional
𝒥 is minimized. In topological optimization problems this
functional is usually referred to as the total potential energy
functional and is defined as

𝒥 (𝜒) = ∫Ω0
Ψ (C (𝜒 ,X)) 𝑑Ω0 − ∫Ω0

𝜌0b ⋅ u (𝜒 ,X) 𝑑Ω0
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− ∫Γ0,𝑁
t𝑁 ⋅ u (𝜒 ,X) 𝑑Γ0, (4.44)

where Ψ has been introduced in Eq. (3.9) as the strain en-
ergy function. The whole TO problem is then formulated as
the minimization of the total potential energy functional sub-
jected to the maximum material allowed, which is written as
follows

min𝜒∈𝕏𝐿
𝒥 (𝜒) = ∫Ω0

Ψ (C (𝜒 ,X)) 𝑑Ω0 − ∫Ω0
𝜌0b ⋅ u (𝜒 ,X) 𝑑Ω0

− ∫Γ0,𝑁
t𝑁 ⋅ u (𝜒 ,X) 𝑑Γ0

s.t. : 𝒜 (U,V) = ℱ (V) ∀V ∈ 𝕎0,
𝕏𝐿 = {𝜒 ∈ 𝐿∞ (Ω0, {0, 1}) , ∫Ω 𝜒 (x) 𝑑Ω = 𝐿|Ω0|} ,

(4.45)

where now 𝕏𝐿 is the feasible domain restricted to a volume
constraint denoted as a fraction 0 < 𝐿 < 1 of the reference
domain Ω0. Finally, 𝒜 and ℱ are the forms which have been
obtained in Chapter 2 for the displacement-based formula-
tion as (2.84-2.85) and in Chapter 3 depending upon the for-
mulation, defined as (3.40-3.41) for the u𝑝 formulation and
as (3.82-3.83) for the u𝑝S′ formulation.

4.3.2 Material interpolation

Following the same procedure as the one discussed in Sub-
section 4.2.2, we consider the soft material to be compress-
ible. Therefore, both Young modulus and Poisson ratio are
modified depending on the value of the characteristic func-
tion. Next, we can compute Lame’s parameters to define in
a proper way the hyperelastic material under study.

4.3.3 An attempt to obtain the topological
derivative expression for the linearized
problem

Let us suppose that Ω0 is subject to a singular circular per-
turbation confined in a small region 𝐵𝜀(X) = X + 𝜀𝜔 with
radius 𝜀, where 𝜔 is a fixed domain. Then we assume that
the total potential energy functional 𝒥𝜀 (𝜒) associated with
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the topologically perturbed domain Ω𝜀,0 ≔ Ω0 ⧵ 𝐵𝜀 , admits
the following topological asymptotic expansion

𝒥𝜀 (𝜒) = 𝒥 (𝜒) + 𝑓 (𝜀)𝒟𝑇 (𝜒 ,X) + 𝒪(𝑓 (𝜖)), (4.46)

where 𝒥 (𝜒) is the functional associated to the unperturbed
domain and 𝑓 (𝜀) is a positive function such that, 𝑓 (𝜀) → 0
when 𝜀 → 0. The function 𝒟𝑇 (𝜒 ,X) is called the topological
derivative of 𝒥 (𝜒) and it can be seen as a first order cor-
rection to approximate 𝒥𝜀 (𝜒). We end up with the classical
definition for the topological derivative as

𝒟𝑇 (𝜒 ,X) = lim𝜀→0
𝒥𝜀 (𝜒) − 𝒥 (𝜒)

𝑓 (𝜀) . (4.47)

In linear elasticity, the total potential energy is a linear func-
tion and an analytical expression for the topological deriva-
tive can be derived (see for example [104] for further details
on the procedure). However, for finite strain hyperelasticity,
the total potential energy becomes nonlinear and it is depen-
dent upon the specific material law that is desired to study.
In this work, we pretend to linearize the problem and obtain
an incremental topological derivative according to a load pa-
rameter which controls the evolution of the problem. To do
so, we solve the nonlinear equilibrium equations in an incre-
mental manner 𝑛 = 0, ...𝑁 − 1 being 𝑁 the maximum number
of load increments. The external forces are controlled by an
incremental load factor 𝜆𝑛+1 at a given load increment 𝑛 + 1,
such that 𝜆𝑛+1 = (𝑛 + 1)/𝑁 . At load increment 𝑛 + 1, the in-
cremental weak form of the problem reads: find U such that
the Dirichlet condition is satisfied and

𝒜 (U,V) = 𝜆𝑛+1ℱ (V) ∀V ∈ 𝕎0. (4.48)

The next step is consider that for each load increment 𝑛 + 1,
we can compute an increment for the total potential energy
functional for both the perturbed and the unperturbed do-
mains such that

𝒥 𝑛+1 (𝜒) ≈ 𝒥 𝑛 (𝜒) + Δ𝒥 𝑛+1 (𝜒) , (4.49)

𝒥 𝑛+1𝜀 (𝜒) ≈ 𝒥 𝑛 (𝜒) + Δ𝒥 𝑛+1𝜀 (𝜒) . (4.50)

The main idea in this approximations is to consider that the
hole is created during the load increment 𝑛+1, and therefore,
both expansions start from the same unperturbed functional
𝒥 𝑛 (𝜒). Taking this is mind, we can define the total potential
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energy functionals as

𝒥 (𝜒) ≈ 𝒥 0 (𝜒) +
𝑁−1
∑
𝑖=0

Δ𝒥 𝑖+1 (𝜒) , (4.51)

𝒥𝜀 (𝜒) ≈ 𝒥 0 (𝜒) +
𝑁−1
∑
𝑖=0

Δ𝒥 𝑖+1𝜀 (𝜒) . (4.52)

And introducing this approximations in Eq. 4.47 we obtain

𝒟𝑇 (𝜒 ,X) ≈ lim𝜀→0
∑𝑁−1

𝑖=0 Δ𝒥 𝑖+1𝜀 (𝜒) − ∑𝑁−1
𝑖=0 Δ𝒥 𝑖+1 (𝜒)

𝑓 (𝜀)

=
𝑁−1
∑
𝑖=0

lim𝜀→0
Δ𝒥 𝑖+1𝜀 (𝜒) − Δ𝒥 𝑖+1 (𝜒)

𝑓 (𝜀)

≔
𝑁−1
∑
𝑖=0

Δ𝒟 𝑖+1𝑇 (𝜒 ,X) . (4.53)

In this manner, we can approximate the topological deriva-
tive as the sum over increments computed for each load in-
crement 𝑛 + 1. We can approximate the strain energy func-
tion Ψ𝑛+1 (C) by means of the following Taylor series expan-
sion

Ψ𝑛+1 (C) ≈ Ψ𝑛 (C) + 1
2
𝜕Ψ (C)
𝜕C

𝑛
∶ ΔC𝑛+1

+ 1
4ΔC

𝑛+1 ∶ 𝜕2Ψ (C)
𝜕C𝜕C

𝑛
∶ ΔC𝑛+1

= Ψ𝑛 (C) + 1
2S

𝑛 ∶ ΔC𝑛+1 + 1
4ΔC

𝑛+1 ∶ ℂ𝑛 ∶ ΔC𝑛+1.
(4.54)

Therefore, we can compute the increment of each functional
as

Δ𝒥 𝑖+1𝜀 = ∫Ω𝜀,0
{12S

𝑛 ∶ ΔC𝑛+1𝜀 + 1
4ΔC

𝑛+1𝜀 ∶ ℂ𝑛𝜀 ∶ ΔC𝑛+1𝜀 } 𝑑Ω,

Δ𝒥 𝑖+1 = ∫Ω0
{12S

𝑛 ∶ ΔC𝑛+1 + 1
4ΔC

𝑛+1 ∶ ℂ𝑛 ∶ ΔC𝑛+1} 𝑑Ω.
(4.55)

From this point on, computing the increment of topologi-
cal derivative consists in obtain the subtraction of the func-
tional, which must result in an integral over the inclusion.
Several unsuccessfully attempts have been performed dur-
ing this thesis to obtain an analytical expression for this lin-
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earized topological derivative. Therefore, this work line is
postpone for future works.

4.3.4 Topology optimization using a
minimization direction

When moving to solve the TO problem (4.45) for finite strain
hyperelastic materials a few methodologies exist in the liter-
ature. In this thesis, we favor using an approximation to the
TD concept together with a level-set approach.

Unfortunately, there is no way to obtain an analytical expres-
sion for the TD as the one obtained in linear elasticity in
Eq. (4.5). However, an approximation can be found in [110,
111]. In this set of works, the topological sensitivity analy-
sis is applied to finite strain deformation based on the total
Lagrangian formulation. This analysis is represented by the
TD, that gives for each point of the domain the sensitivity
of the total potential energy function when an infinitesimal
hole 𝐵0𝜖 of radius 𝜖 is created. In these works, the topological
derivative in absence of body forces is given by the following
expression

𝒟𝑇𝒥 (𝜒,X) = − lim𝜖→0
1

𝑓 ′(𝜖) ∫𝜕𝐵0𝜖
Ψ (C (𝜒 ,X)) 𝑑𝜕𝐵0𝜖

≔ lim𝜖→0 𝑑𝑇𝒥 (𝜒,X) (4.56)

where 𝑓 (𝜖) is a regularizing function typically chosen as 𝑓 (𝜖) =
−𝜋𝜖2. In order to obtain the topological derivative, it is nec-
essary that the limit for 𝜖 → 0 be calculated. For the present
nonlinear problem, an analytic asymptotic analysis becomes
impracticable. An alternative procedure based on numerical
experiments for the calculation of this limit is adopted. The
numerical study of the asymptotic behavior of the function
𝑑𝑇𝒥 (𝜒,X) with relation to the radius 𝜖 is developed.
The TD 𝒟𝑇𝒥 of this functional at a point X can be approxi-
mated by the minimization direction (MD) ℳ𝐷𝒥

𝒟𝑇𝒥 (𝜒,X) ≈ ℳ𝐷𝒥 (𝜒,X) ≔ Ψ (C (𝜒 ,X))+(1−𝛾)𝜌0b⋅u (𝜒 ,X) ,
(4.57)

We can now define the signed MD such that

ℳ𝐷𝒥 (𝜒,X) = |ℳ𝐷𝒥 (𝜒,X)|. (4.58)
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Once the optimal value for the characteristic function 𝜒 (X)
has been reached, the following condition holds

ℳ𝐷𝒥 (𝜒,X) ≥ ℳ𝐷𝒥 (𝜒,Y) , ∀X ∈ Ω0,s, ∀Y ∈ Ω0,w. (4.59)

Note that at the interface Ω0,s ∩ Ω0,w, the MD has a jump,
but the signed MD is continuous. Eq. (4.59) allows one to
construct a level set function 𝜓 (𝜒 ,X), which will implicitly
characterize Ω0,s and Ω0,w as it was done previously in the
linear elastic case in Subsection 4.2.3. From this point on,
the same procedure is performed.

Remark 4.3.1 Let us discuss some important aspects about
the TD approximation we are using when the infinitessi-
mal strain assumption is considered. In such case, the TD
approximation is written as

𝒟𝑇𝒥 (𝜒, x) ≈ 1
2𝜀𝜀𝜀 (𝜒 , x) ∶ 𝜎𝜎𝜎 (𝜒 , x)+(1−𝛾)𝜌b⋅u (𝜒 , x) . (4.60)

By comparing this approximation with the analytical TD
obtained for linear elastic materials given in Eq. (4.5) it is
quite simple to observe that these two equations match, if
and only if, the Polarization tensor, ℙ reduces to the 4th-
order identity tensor, 𝕀 (up to constant values which does
not affect the direction of the TD). In Eq. (4.11) the Po-
larization tensor definition is given. It is noted that, to
remove the contribution given by tensor I ⊗ I it must be
satisfied that 𝛼 = 𝛽 . This only happens when 𝜈 = 0.25.
Therefore, the TD approximation only matches the analyt-
ical one when 𝜈 = 0.25 and it must be taken as an approxi-
mation otherwise.

4.3.5 Numerical topological derivative for
incompressible materials

In this subsection, we are interested in performing the TO
process for incompressible materials in finite strain hyper-
elasticity theory. Therefore, as mentioned in Section 3.3 it
is convenient to adopt the decoupled representation of the
strain energy function presented in Eq. (3.10). The MD in Eq.
(4.57) is rewritten as

ℳ𝐷𝒥 (𝜒,X) = 𝑊 (C̄ (𝜒 ,X))+𝑈 (𝐽 (𝜒 ,X))+(1−𝛾)𝜌0b⋅u (𝜒 ,X) .
(4.61)
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It is important to remark that the volumetric energy function
𝑈 (𝐽 ) = 𝜅𝐺 (𝐽 ) presents a singularity for fully incompressible
materials. In the incompressible limit, when 𝜈s → 0.5, 𝜅 → ∞
and 𝐺 (𝐽 ) → 0. Therefore, an indeterminate form appears
and it would cause the breakdown of the MD. This problem
can be easily solved by introducing the pressure 𝑝 according
to Eq. (3.25). This expression allows us to find, for every
volumetric strain energy function, a specific function 𝑔 (𝐽 )
such that

lim𝐽→1 𝑔 (𝐽 ) = 0, (4.62)

and we can redefine 𝐺 (𝐽 ) = −𝑝
𝜅 𝑔 (𝐽 ). Finally we can intro-

duce this expression to obtain 𝑈 (𝐽 ) = 𝜅 −𝑝𝜅 𝑔 (𝐽 ) = −𝑝𝑔 (𝐽 ).
This expression allows us to avoid the singularity while giv-
ing us null volumetric strain energy in the incompressible
limit, as it is expected.

Finally, the formula for the split MD, which is valid for nearly
and fully incompressible hyperelastic materials is given as

Finite strain hyperelasticity. Split minimization direc-
tion

ℳ𝐷𝒥 (𝜒,X) = 𝑊 (C̄ (𝜒 ,X)) − 𝑝 (𝜒,X) 𝑔 (𝐽 (𝜒 ,X))
+ (1 − 𝛾)𝜌0b ⋅ u (𝜒 ,X) . (4.63)

With regards to the treatment of the interface elements, the
same methodology as the one applied for linear elasticity is
considered.

4.3.6 The topology optimization algorithm

The last required ingredient is an algorithm to arrive to the
solution of problem (4.45). In this work, we apply an itera-
tive TO algorithm very similar to the one defined in Subsec-
tion 4.2.6. The sequence of the individual steps is shown in
the flowchart displayed in Fig. 4.21. Due to the nonlineari-
ties that can be presented in the problem, it is highly recom-
mended to introduce the scalar 𝑛prg to reduce progressively
the required volume fraction until the final goal during the
first TO iterations as it can be seen in the flowchart displayed
in Fig. 4.21
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Set initial level-set function value

𝜓 0 (X) = 1

Compute characteristic function

𝜒 𝑖 (X) = 𝐻 (𝜓 𝑖−1 (X))

Solve FE problem for displacements, pressure, strains
and stresses

𝒜 (U,V) = ℱ (V)

Check stopping conditions

𝑖 > 𝑖max or |𝒥
𝑖(𝜒 𝑖) − 𝒥 𝑖−1(𝜒 𝑖−1)

𝒥 𝑖−1(𝜒 𝑖−1) | ≤ tol

Compute the signed MD

ℳ𝐷𝒥 𝑖 (𝜒 𝑖,X) = 𝑊 (C̄ (𝜒 ,X)) − 𝑝 (𝜒,X) 𝑔 (𝐽 (𝜒 ,X))
+ (1 − 𝛾)𝜌0b ⋅ u (𝜒 𝑖,X)

ℳ𝐷𝒥 𝑖 (𝜒 𝑖,X) = |ℳ𝐷𝒥 (𝜒,X)|

Compute relaxed and normalized function

𝜙𝑖 (𝜒 𝑖,X) = 𝜅𝑖
Π(𝑀𝐷𝒥

𝑖 (𝜒 𝑖,X))

‖Π (𝑀𝐷𝒥
𝑖 (𝜒 𝑖,X))‖

+ (1 − 𝜅𝑖) 𝜓 𝑖−1 (𝜒 𝑖−1,X)

Obtain volume control parameter 𝜆𝑖 from

∫Ω 𝐻 (𝜙𝑖 (𝜒 𝑖,X) + 𝜆𝑖) 𝑑Ω = 𝑛prg𝐿|Ω|
Compute level-set function

𝜓 𝑖 (𝜒 𝑖,X) = 𝜙𝑖 (𝜒 𝑖,X) + 𝜆𝑖

in
cr
em

en
t𝑖 stop

no

yes

Figure 4.21: Topology optimiza-
tion algorithm for finite strain hy-
perelasticity flowchart

4.3.7 Numerical examples

In this section, two numerical examples are presented to as-
sess the performance of the proposed formulation for finite
strain hyperelasticity theory. The first case we consider is a
simple test with different Poisson’s ratio for the strong mate-
rial 𝜈s in order to analyze the evolution of the different formu-
lations while increasing the incompressibility of the strong
material. To end up, a 3D cantilever beam is studied to show
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the behavior of our TO algorithm in a 3D case.

For all subsequent numerical examples, the algorithmic pa-
rameters are set to 𝑐1 = 1, 𝑐2 = 1 and 𝑐3 = 0.5. Unless oth-
erwise specified, the weak material is considered to be linear
elastic and compressible, with 𝜈w = 0.4. The jump of stiff-
ness 𝛾 is fixed to 10−2. In all the examples presented, con-
tinuous linear interpolation is used for all the unknowns (𝑃1
elements), both in the u𝑝 and in the u𝑝S′ formulations. As a
stopping criterion, we impose a relative tolerance for the ob-
jective functional tol = 10−3, unless otherwise specified. The
volume fraction is reduced progressively during the first 15
TO iterations for both examples. The first 5 TO iterations is
fixed to 0.9 and then is reduced linearly to the final desired
fraction. In all presented figures, only the positive part of the
level set is plotted, therefore only the strong material part is
shown. The rest is filled of weak material elements which is
interpreted as the void region.

Single-point load beam

As a first example, we study the TO process for a clamped-
clamped beam with a single-point load (exactly the same ge-
ometry as the one used for the linear elastic case in Fig. 4.2).
The problem consists of a rectangular panel, clamped in both
the left and the right sides and subjected to a single-point
vertical load 𝐹 = 3 N at the middle of the free bottom edge.
Stress free boundary conditions are applied on the remain-
ing boundaries. We consider a Neo-Hookean material with a
Simo-Taylor law for the deviatoric part of the stresses, with
a Young Modulus 𝐸s = 30 Pa.
Exploiting the symmetry of the structure, only the left half of
the original domain has been discretized using about 51,200
linear triangular elements. The required final volume is set
to be 40% of the initial one. Let us mention that all figures
only show the left half of the clamped beam.

Fig. 4.22 displays the evolution of the final optimized struc-
ture when increasing the incompressibility of the strong ma-
terial when considering a displacement-based formulation
presented in Subsection 2.1.2. As expected, the obtained re-
sult is feasible when dealingwith compressible materials as it
can be observed in Figs. 4.22a-4.22b-4.22c. However, when
the incompressibility of the stiff material is increased to a
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(a) 𝜈s = 0.4 (b) 𝜈s = 0.45

(c) 𝜈s = 0.49 (d) 𝜈s = 0.4999

Figure 4.22: Single-point load beam. Final optimized structure while increasing the incompressibility of the stiff
material.

level high enough to consider thematerial almost incompress-
ible, the algorithm fails to produce a physically plausible struc-
ture (Fig. 4.22d). This phenomenon is caused by the sin-
gularity that appears in the incompressibility limit for the
𝑢 formulation (2.7). Obviously the problem crashes in the
running stage when the strong material is considered fully
incompressible, 𝜈s = 0.5.

(a) 𝜈s = 0.4. Displacement field (m) (b) 𝜈s = 0.4. Pressure field (Pa)

(c) 𝜈s = 0.45. Displacement field (m) (d) 𝜈s = 0.45. Pressure field (Pa)

Figure 4.23: Single-point load beam. Final optimized structure for compressible materials with u𝑝 formulation.

Let us now apply the stabilized mixed formulations devel-
oped in Section 3 with the split MD expression (4.63). Fig.
4.23 shows both displacement and pressure fields of the final
optimized structure, obtained with the u𝑝 formulation, when
considering compressible materials. Both figures show al-
most the same solution, compared to the one obtained with a
displacement-based formulation, shown in Figs. 4.22a-4.22b.
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Fig. 4.24 presents the results obtained for both mixed formu-
lations when dealing with a fully incompressible strong ma-
terial. As it can be observed, plausible physical solutions are
obtained and therefore, the TO problem for incompressible
structures at finite strains can now be performed.

(a) u𝑝 formulation. Displacement field (m) (b) u𝑝 formulation. Pressure field (Pa)

(c) u𝑝S′ formulation. Displacement field (m) (d) u𝑝S′ formulation. Pressure field (Pa)

Figure 4.24: Single-point load beam. Final optimized structure in plane strain scenario for 𝜈s = 0.5 for both u𝑝 and
u𝑝S′ formulations.

(a) u𝑝 formulation (b) u𝑝S′ formulation

(c) u𝑝 formulation (d) u𝑝S′ formulation

(e) u𝑝 formulation (f) u𝑝S′ formulation

Figure 4.25: Single-point load beam. Deviatoric stress field for the optimized structure for 𝜈s = 0.5

The minor differences that can be noticed between formu-
lations are caused by the different ways of computing the
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stresses. In the u𝑝 formulation the deviatoric stresses are
computed from the displacement gradient, whereas, in the
u𝑝S′ formulation, they are directly obtained as a nodal un-
known.

For the sake of completeness, Fig. 4.25 shows the deviatoric
stress field, obtained from both formulations. Using the u𝑝
formulation, the deviatoric stresses are computed from the
displacement gradient and therefore defined element-wise.
Because linear triangular elements were used, the stresses
are element-wise constant, hence particularly imprecise. Us-
ing the u𝑝S′ formulation however, the deviatoric stresses are
also a primary unknown of the problem, and therefore de-
fined at the nodes. The result is a continuous field, which is
more precise in the first place and, secondly, does not require
nodal smoothing for postprocessing.
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Figure 4.26: Single-point load beam. Convergence diagrams for the displacement-based formulation.
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Figure 4.27: Single-point load beam. Convergence diagrams for up formulation.

Moving on to convergence issues, Figs. 4.26a-4.27a show
a diagram referring to the total potential energy evolution
recorded during the iterative TO procedure for both the 𝑢
and u𝑝 formulations, respectively. A maximum of 100 iter-
ations is imposed as stopping criteria to show the evolution
of the objective functional. Both formulations need less than
100 iterations to minimize the compliance and achieve con-
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vergence. To end up this numerical examples, Figs. 4.26b-
4.27b present the evoluton of the volume fraction during the
TO iterations. As previously commented, it is necessary to
decrease the volume fraction professively due to the nonlin-
earities of the problem, in this case, until the required final
volume fraction of 0.4.

3D Cantilever beam

The second example is the 3D Cantilever beam whose geom-
etry is already shown in Fig 4.17. The structure is clamped at
the left face and a uniform traction 𝑡 = 14 N/m is applied at
the lower edge of the right face. Stress free boundary condi-
tions are applied on the remaining boundaries. We consider
a Neo-Hookean material with a Quadratic law for the devi-
atoric part of the stresses, with a Young Modulus 𝐸s = 0.1
MPa. Taking into account the symmetry of the problem, the
left half of the design domain is discretized into 380,000 lin-
ear tetrahedral FEs. The required final volume is set to be
20% of the initial one

(a) 𝜈s = 0 (b) 𝜈s = 0.1 (c) 𝜈s = 0.2

(d) 𝜈s = 0.3 (e) 𝜈s = 0.4 (f) 𝜈s = 0.45

Figure 4.28: 3D Cantilever beam. Displacement field (m) for the optimized structure for compressible materials
with irreducible formulation.
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First of all, in Fig. 4.28 the final optimized structures for sev-
eral Poisson ratios are displayedwith the displacement-based
formulation. As previously commented, the algorithm is ca-
pable of dealing with the TO problem for compressible mate-
rials.

(a) u𝑝 formulation (b) u𝑝S′ formulation

Figure 4.29: 3D Cantilever beam.
Displacement field for the opti-
mized structure in a 3D scenario
for 𝜈s = 0.5.

(a) u𝑝 formulation (b) u𝑝S′ formulation

Figure 4.30: 3D Cantilever beam.
Pressure field for the optimized
structure in a 3D scenario for 𝜈s =
0.5.

(a) u𝑝 formulation (b) u𝑝S′ formulation

Figure 4.31: 3D Cantilever beam.
Deviatoric stress field for the op-
timized structure in a 3D scenario
for 𝜈s = 0.5.

Figs. 4.29-4.30 show the displacement and pressure fields for
both formulations for a fully incompressible material. Fig.
4.31 presents the 𝐿2(Ω)-norm of the deviatoric PK2 stress
field (Deviatoric Stress Field) for each formulation. Again,
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a higher level of accuracy is obtained for the stresses com-
puted from the mixed u𝑝S′ formulation.

4.4 Conclusions

In this chapter we have proposed a newmethod for handling
TO problems based on the TD concept for nearly and fully
incompressible materials. First of all, for linear elastic ma-
terials and by departing from the splitting of the Polariza-
tion tensor into its deviatoric and spherical components, a
new and simple expression for the TD has been found. With
this formulation, the study of linear elasticity TO problems –
while dealing with incompressible materials – is now possi-
ble.

The key to solving problems involving incompressibility was
the introduction of two mixed stabilized FE formulations in
Section 2.1. On one hand, the well-known u𝑝 formulation,
in which the pressure is added as an unknown – the funda-
mental one, when dealing with incompressible materials. On
the other hand, a relatively new three-field formulation u𝑝e
which also adds the deviatoric strains as an unknown. In this
setting, extra accuracy – particularly for strains and stresses
– is obtained. This is due to the strains being no longer com-
puted through the symmetric gradient of the displacement
but directly as nodal unknowns. The computation of the TD
benefits directly from this extra accuracy, since it depends
directly on strains and stresses.

Thanks to the volumetric/deviatoric splitting, we have ob-
tained two components for the Polarization tensor, one for
computing the changes of the compliance shape functional
caused by deviatoric effects and one for changes caused by
volumetric effects. When the incompressible limit is reached,
the former one presents no singularities, since it is being com-
puted through both the deviatoric strains e and deviatoric
stresses s. The latter one depends on the pressure 𝑝 and is
formulated in terms of the bulk modulus 𝜅 to avoid singular-
ities.

Regarding the topology optimization algorithm presented in
Section 4.2.6, we have developed an iterative computation
scheme for the TD. This was coupled with a level set strategy
for the definition of the stiff and soft materials, which allows
to keep a sharp track of the interface.
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In Subsection 4.2.7 several numerical examples have been
shown to asses the performance of the new split TD expres-
sion for linear elastic materials. Our formulation can auto-
matically deal with the TO of structures regardless the in-
compressibility of the given material. We have shown the
effects of considering an incompressible weak material and
explained why this leads to undesired designs. Next, we have
presented the main differences between the u𝑝 and the u𝑝e
formulations with respect to the accuracy obtained for the
main unknowns of the mechanical problem. Finally, a 3D ex-
ample was shown to demonstrate the good performance of
our implementation in a 3D case.

Next, we have proposed amethodology for handling TOprob-
lems using a MD for nearly and fully incompressible finite
strain hyperelastic materials. Departing from an approxima-
tion for the TD, a simple expression for the MD has been
found for incompressible materials.

Again, the main ingredient to solve problems involving in-
compressibility is the introduction of the two mixed stabi-
lized FE formulations developed in Section 3.

In Subsection 4.3.7 several numerical examples have been
shown to asses the performance of the new split MD expres-
sion for finite strain hyperelastic materials. Our formulation
can automatically deal with the TO of structures regardless
the incompressibility of the given material. Finally, a 3D ex-
ample was shown to demonstrate the good performance of
our implementation in a 3D case.
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5.1 Introduction

Fluid-Structure Interaction (FSI) problems are nonlinearmulti-
physics phenomena found in many fields of engineering and
applied sciences, such as aircraft and ship building [112], safe
bridge design or biomedical applications [113]. They model
the two-way coupling corresponding to a structure and the
fluid that surrounds it. FSI problems considering Newtonian
fluids have been widely studied and modeled in the past
decades [114–116]. However, in some cases, fluids have a
complex rheological behavior and classical Newtonian fluid
models are not suitable.

A very interesting family of non-Newtonian fluids are vis-
coelastic fluids, which exhibit both viscous and elastic prop-
erties. Their complex internal structure and high-molecular-
weight explain this particular combination of properties [117].
Moreover, viscoelastic fluids have the ability to store and re-
cover shear-energy [118]. This justifies the necessity of con-
sidering an irreducible tensorial constitutive equation that
allows one to describe their elastic nature. Numerically, this
yields a coupled three-field problem where the unknowns
are the elastic deviatoric stress, the velocity and the pressure
[119]. In our case, both this problem and the coupled solid
mechanics problem will be approximated using the FEM.

Viscoelastic Fluid-Structure Interaction (VFSI) problems are
mainly encountered in biomedical research, such as blood
flow in arteries or veins [120–123]. In addition, viscoelastic
behavior of fluids is prevalent in a wide range of applications,
including food processing, pharmaceuticals or the chemical
industry [124]. One of the most important applications is
in microfluidic devices, for instance memory and control de-
vices [125] and microfluidic rectifiers [126]. However, VFSI
problems in which the elasticity is dominant have not been
addressed significantly. This could be explained due to the
fact that computing viscoelastic fluid flows leads to several
instabilities in such scenarios [127]. The dimensionless num-
ber known as the Weissenberg number, which is a ratio be-
tween elastic and viscous forces, is high. This number is de-
fined as We = 𝜆𝑢/𝐿, where 𝜆 is the characteristic relaxation
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time of the material, 𝑢 is the characteristic velocity of the
flow, and 𝐿 is the characteristic length of the domain. The
numerical instability is brought about by the failure to com-
pute the proper balance between the deformation rate and
convection term. It is a fundamental instability, present in all
constitutive models and standard numerical methods. Never-
theless, it is demonstrated that constitutive methods can pre-
dict other instabilities of mathematical character [128, 129],
referred to as constitutive instabilities.

The difficulties when simulating high Weissenberg number
flows are commonly known as the High Weissenberg Num-
ber Problem (HWNP) [130]. This is a well-known numerical
phenomenon that causes the iterative non-linearity compu-
tations to breakdown for relatively low Weissenberg num-
bers. Usually, this manifests as a lack of convergence in the
iterative method due to the hyperbolic nature of the differ-
ential constitutive equations. The source of the HWNP was
recently identified: firstly, the loss of positive-definiteness of
the conformation tensor, an internal variable which should
be symmetric positive-definite to be physically admissible
[131, 132]; secondly, regions with particularly high defor-
mation rate, or near stagnation points, favor the breakdown
of the numerical method, as it is explained by Fattal and
Kupferman in [127, 131]. They describe the cause of this
phenomenon as the use of inappropriate approximations to
represent the stress tensor, remarking the importance of pre-
serving its positivity.

By following these ideas, a new formulation was proposed in
[131], the so-called log-conformation reformulation (LCR), a
representation of the standard equations of viscoelastic flu-
ids, which alleviates the instability and linearizes the expo-
nential stress profiles near the stress singularities. The aim
is to treat the exponential growth of the elastic stresses, and
therefore allowing to extend the range of Weissenberg num-
bers for computing the fluid flow. This technique will be
applied in the present paper for simulating VFSI problems
with high elasticity, following the modifications introduced
in [15]. Although there are a variety of proposals to deal with
the lack of positive-definiteness of the conformation tensor,
the LCR representation is the only one capable of linearizing
a exponential stress profile.

Due to the difficulties enumerated previously, few works can
be found in which the VFSI problem is solved. For example,
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[133]: Chakraborty et al. (2007),
“Viscoelastic fluid flow in a 2D
channel bounded above by a de-
formable finite thickness elastic
wall”
[134]: Luo et al. (2007), “On the
initial configurations of collapsi-
ble channel flow”
[135]: Chen (2014), “Numerical
Modeling of Fluid-Structure Inter-
action with Rheologically Com-
plex Fluids”

[6]: Hughes et al. (1998), “The
variational multiscale method - A
paradigm for computational me-
chanics”
[13]: Codina (2002), “Stabilized
finite element approximation of
transient incompressible flows us-
ing orthogonal subscales”
[25]: Codina (2000), “Stabiliza-
tion of incompressibility and con-
vection through orthogonal sub-
scales in finite element methods”
[136]: Codina (2008), “Analysis of
a stabilized finite element approxi-
mation of the Oseen equations us-
ing orthogonal subscales”

[14]: Castillo et al. (2014), “Vari-
ational multi-scale stabilized
formulations for the station-
ary three-field incompressible
viscoelastic flow problem”

in [133] some simulations for a fluid flow in a two-dimensional
channel with a deformating wall are performed. Also, [134]
studies the effect of the initial configuration of the govern-
ing equations on flows in a collapsible channel with an upper
elastic wall. More recently, in [135], the interaction between
an Oldroyd-B fluid and an elastic structure is explored by ap-
plying an implicit partitioned coupling algorithm.

In this chapter, we stabilize the approximation of the flow
equations using the Variational Multi-Scale (VMS) method,
introduced in [6] for the scalar convection-diffusion-reaction
problem and later extended to the Navier-Stokes problem
in [13, 25, 136]. In this last reference, the space of the sub-
grid scales of the formulation was taken as orthogonal to the
FE space. This idea was adapted to the viscoelastic flow prob-
lem in [14]. Finally, for the LCR in viscoelastic fluid flow
problems several methods were developed in [15].

The objective of this chapter is to study the interaction be-
tween Oldroyd-B viscoelastic fluids and hyperelastic solids
using numerical schemes in a FEM framework. Moreover,
the reformulation of the viscoelastic classical equations will
be considered so as to be able to compute converged solu-
tions for fluids with high elasticity. Therefore, the novelty
of the work is the development of a method able to compute
problems with high elastic regimes for FSI problems through
the use of a stabilized LCR representation.

This chapter is organized as follows. In Section 5.2 the solid
dynamics equations are summarized for hyperelastic mate-
rial models. In Section 5.3 the Navier-Stokes problem in the
three-field formulation for Newtonian and viscoelastic fluids
with an Arbitrary Lagrangian-Eulerian (ALE) description of
the fluid equations is presented. Next, in Section 5.4, the VFSI
problem is presented to solve the coupled problem in a stag-
gered approach. In Section 5.5 several VFSI numerical ex-
amples are presented and discussed to study the interaction
between a viscoelastic fluid and an elastic solid. Finally, in
Section 5.6 some conclusions are drawn.
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5.2 Solid dynamics problem

5.2.1 Conservation equations

Let us start from the conservation equations already presented
in Section 3.2. The conservation of linear momentum prob-
lem in finite strain theory for an ULF framework reads

𝜌s
𝜕2us
𝜕𝑡2 − ∇ ⋅ 𝜎𝜎𝜎 s = 𝜌sb in Ωs(𝑡) × ]0, 𝑇 [ , (5.1)

where 𝜌s is the density at the current configuration, us is the
displacement field, 𝜎𝜎𝜎 s is the Cauchy stress tensor and b the
field of body accelerations. Mass conservation implies that

𝜌s𝐽s = 𝜌s,0 in Ωs(𝑡) × ]0, 𝑇 [ , (5.2)

where 𝐽s = det Fs is the Jacobian, Fs = 𝜕x
𝜕X is the deformation

gradient and 𝜌s,0 is the density at the initial configuration.
With regards to the balance of angular momentum, it implies
that the Cauchy stress tensor must be symmetric.

In this chapter, we restrict ourselves to isotropic hyperelastic
models written in their coupled form as introduced in Subsec-
tion 2.1.2.

5.2.2 Governing equations

We introduce now the solid dynamics problem in detail. Let
𝔇s = {(x, 𝑡)|x ∈ Ωs(𝑡), 0 < 𝑡 < 𝑇 } be the space-time domain
where the problem is defined. The problem consists of find-
ing a displacement us ∶ 𝔇s ⟶ ℝ𝑑 such that

Finite strain hyperelasticity. u formulation. Governing
equations in ULF

𝜌s
𝜕2us
𝜕𝑡2 − ∇ ⋅ 𝜎𝜎𝜎 s = 𝜌sb in Ωs(𝑡) × ]0, 𝑇 [ , (5.3)

us = us,𝐷 on Γs,𝐷(𝑡) × ]0, 𝑇 [ , (5.4)

ns ⋅ 𝜎𝜎𝜎 s = ts,𝑁 on Γs,𝑁 (𝑡) × ]0, 𝑇 [ , (5.5)

us = u0s in Ωs(0), 𝑡 = 0, (5.6)
𝜕us
𝜕𝑡 =∶ vs = v0s in Ωs(0), 𝑡 = 0. (5.7)
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A set of boundary conditions is considered which can be split
into Dirichlet boundary conditions (5.4), where the displace-
ment is prescribed, and Neumann boundary conditions (5.5),
where the value of tractions ts,𝑁 is prescribed. Vector ns is
the geometric unit outward normal vector on the boundary
of the current configuration Γs(𝑡). The governing equations
must be supplied with initial conditions for both the displace-
ment field (5.6) and the velocity field (5.7) in Ωs(0), with u0s
and v0s given.

5.2.3 Variational form

Let Ω be the domain where a problem needs to be solved. In
the case of the solid dynamics problem we are now consider-
ing, Ω = Ωs(𝑡). Let 𝕌 ≔ {u ∈ 𝐻 1(Ωs(𝑡))𝑑 | u = us,𝐷 on Γs,𝐷(𝑡)}
be the functional space where the displacement solution is
well-defined for each fixed time 𝑡 ∈]0, 𝑇 [. We denote by 𝕌0
functions in 𝐻 1(Ωs(𝑡))𝑑 which vanish on the Dirichlet bound-
ary Γs,𝐷(𝑡). Note that these spaces vary in time.

The variational statement of the problem is derived by test-
ing Eq. (5.3) against arbitrary test function, 𝛿u ∈ 𝕌0. The
weak form of the problem reads: find us ∶]0, 𝑇 [→ 𝕌 such
that initial conditions are satisfied and

Finite strain hyperelasticity. u formulation. Variational
form in ULF

⟨𝛿u, 𝜌s
𝜕2us
𝜕𝑡2 ⟩+⟨∇s𝛿u, 𝜎𝜎𝜎 s⟩ = ⟨𝛿u, 𝜌sb⟩+⟨𝛿u, ts,𝑁 ⟩Γs,𝑁 ∀𝛿u ∈ 𝕌0,

(5.8)

where ∇s𝛿u is the symmetrical part of ∇𝛿u. As usual, integra-
tion by parts has been used in order to decrease the continu-
ity requirements of the unknown us.

5.2.4 Galerkin spatial discretization

We denote by 𝒫ℎ a FE partition of the domain Ω of the prob-
lem. The diameter of an element domain 𝐾 ∈ 𝒫ℎ is denoted
by ℎ𝐾 and the diameter on the FE partition by ℎ = max{ℎ𝐾 |𝐾 ∈
𝒫ℎ}. Nowwe consider the case in whichΩ = Ωs(𝑡) is the solid
domain. From the FE partition we can construct conforming
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FE spaces 𝕌ℎ ⊂ 𝕌, as well as the corresponding subspace
𝕌ℎ,0 ⊂ 𝕌0 being made of functions that vanish on the Dirich-
let boundary.

The Galerkin discrete version of problem (5.8) is: find us,ℎ ∶
]0, 𝑇 [→ 𝕌ℎ such that

Finite strain hyperelasticity. u formulation. Galerkin
discrete problem in ULF

⟨𝛿us,ℎ, 𝜌s
𝜕2us,ℎ
𝜕𝑡2 ⟩ + ⟨∇s𝛿us,ℎ, 𝜎𝜎𝜎 s,ℎ⟩ = ⟨𝛿us,ℎ, 𝜌sb⟩

+ ⟨𝛿us,ℎ, ts,𝑁 ⟩Γs,𝑁 ∀𝛿uℎ ∈ 𝕌ℎ,0,
(5.9)

and satisfying the appropriate initial conditions. This sys-
tem can be solved by using a Newton-Raphson linearization
scheme (see [9] for further details on linearizationmethods).

5.2.5 Time discretization

For the sake of conciseness, in this work only the implicit
BDF2 is considered (see Section 3.4 for further details). In our
problem, we have to approximate the second time derivative

of the displacement 𝜕2us
𝜕𝑡2 |𝑡𝑛+1 ≔ a𝑛+1s . Therefore

𝛿22us
𝛿𝑡2 |

𝑡𝑛+1
≔ 1

Δ𝑡2 [2u
𝑛+1
s −5u𝑛s +4u𝑛−1s −u𝑛−2s ] = a𝑛+1s +𝒪 (Δ𝑡2) .

(5.10)
Appropriate initializations are required for 𝑛 = 1, 2. Note
that the resulting time integration schemewill not be energy-
conserving (geometric or symplectic), but has thewell-known
dissipation of the BDF2 scheme.

5.3 Viscoelastic fluid flow problem

In this section the governing equations that model the vis-
coelastic fluid flow in both standard and LCR representations
are presented. The approach followed can be understood as
the traditional one in a broad sense, where an ULF is used to
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deal with the solid dynamics problem while the fluid prob-
lem is solved by means of an ALE formulation to cope with
the time dependency of the fluid domain.

5.3.1 ALE formulation of the fluid flow
equations

Let nowΩf(𝑡) be the domainwhere the fluid flows, with bound-
ary Γf(𝑡) ≔ 𝜕Ωf(𝑡) = Γf,𝑁 (𝑡)∪Γf,𝐷(𝑡), whereDirichlet boundary
conditions are prescribed on Γf,𝐷(𝑡) and Neumann conditions
on Γf,𝑁 (𝑡). These boundaries may be moving.

Let 𝜒𝜒𝜒 𝑡 be a family of invertible mappings, which for all 𝑡 ∈
[0, 𝑇 ] map a point X ∈ Ωf(0) to a point x = 𝜒𝜒𝜒 𝑡 (X) ∈ Ωf(𝑡),
with 𝜒𝜒𝜒0 = I, the identity. If 𝜒𝜒𝜒 𝑡 is given by the motion of
the particles, the resulting formulation would be Lagrangian,
whereas if 𝜒𝜒𝜒 𝑡 = I for all 𝑡 , Ωf(𝑡) = Ωf(0) and the formula-
tion would be Eulerian. Let now 𝑡′ ∈ [0, 𝑇 ], with 𝑡′ ≤ 𝑡 , and
consider the mapping

𝜒𝜒𝜒 𝑡 ,𝑡′ ∶ Ωf(𝑡′) ⟶ Ωf(𝑡)
x′ ↦ x = 𝜒𝜒𝜒 𝑡 ∘ 𝜒𝜒𝜒−1𝑡′ (x′). (5.11)

Let𝔇f = {(x, 𝑡)|x ∈ Ωf(𝑡), 0 < 𝑡 < 𝑇 } be the space-time domain
where the flow problem is defined. Given a function 𝑓 ∶
𝔇f ⟶ ℝ we define

𝜕𝑓
𝜕𝑡 |x′ (x, 𝑡) ≔

𝜕(𝑓 ∘ 𝜒𝜒𝜒 𝑡 ,𝑡′)
𝜕𝑡 (x′, 𝑡), x ∈ Ωf(𝑡), x′ ∈ Ωf(𝑡′).

(5.12)

In particular, the domain velocity taking as a reference the
coordinates of Ωf(𝑡′) is given by

vdom ≔ 𝜕x
𝜕𝑡 |x′ (x, 𝑡). (5.13)

Using the ALE reference, the only modification with respect
to the purely Eulerian formulation is to replace the transport
velocity vf of the advective term by vc ∶= vf−vdom. If vdom =
0 we would recover a purely Eulerian formulation for the
viscoelastic fluid.

When the flow equations are approximated using the FEmeth-
od, vdom needs to be computed. It is assumed to be given on
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[137]: Chiandussi et al. (1999), “A
simple method for automatic up-
date of finite element meshes”

the boundary Γf(𝑡), obtained from its position at two consec-
utive time steps, say 𝑡𝑛 and 𝑡𝑛+1; thus, 𝑡′ = 𝑡𝑛 and 𝑡 = 𝑡𝑛+1
using the above terminology. To compute the values for the
interior of the domain, a mesh equation must be solved. The
mesh equation we use is proposed in [137]. The method con-
siders the mesh as a fictitious linear elastic body subjected to
prescribed displacements at the selected moving boundaries.
The mechanical properties of each mesh element are appro-
priately selected in order to minimize the deformation and
the distortion of the mesh elements. The mesh equation is
explicitly shown in Algorithm 1.

5.3.2 Governing equations

We present now the equations associated to the incompress-
ible viscoelastic fluid flow in Ωf(𝑡), accounting also for the
motion of this domain. The problem to be solved is written
as follows: find a velocity vf ∶ 𝔇f ⟶ ℝ𝑑 , a pressure 𝑝f ∶
𝔇f ⟶ ℝ and a deviatoric stress tensor Tf ∶ 𝔇f ⟶ ℝ𝑑 ⊗ ℝ𝑑 ,
such that

Viscoelastic fluid flow. v𝑝𝜎𝜎𝜎 formulation. Governing
equations in ALE approach

𝜌f
𝜕vf
𝜕𝑡 + 𝜌fvc ⋅ ∇vf − ∇ ⋅ Tf + ∇𝑝f = f in Ωf(𝑡) × ]0, 𝑇 [ ,

(5.14)

∇ ⋅ vf = 0 in Ωf(𝑡) × ]0, 𝑇 [ ,
(5.15)

1
2𝜇𝑝f

𝜎𝜎𝜎 f − ∇svf + 𝜆
2𝜇𝑝f

(𝜕𝜎𝜎𝜎 f𝜕𝑡 + vc ⋅ ∇𝜎𝜎𝜎 f

−𝜎𝜎𝜎 f ⋅ ∇vf − (∇vf)𝑇 ⋅ 𝜎𝜎𝜎 f) = 0 in Ωf(𝑡) × ]0, 𝑇 [ ,
(5.16)

vf = vf,𝐷 on Γf,𝐷(𝑡) × ]0, 𝑇 [ ,
(5.17)

nf ⋅ 𝜎𝜎𝜎 f = tf,𝑁 on Γf,𝑁 (𝑡) × ]0, 𝑇 [ ,
(5.18)

vf = v0f in Ωf(0), 𝑡 = 0,
(5.19)



5.3 Viscoelastic fluid flow problem 165

𝜎𝜎𝜎 f = 𝜎𝜎𝜎0f in Ωf(0), 𝑡 = 0,
(5.20)

where 𝜌f denotes the constant density and f is the force field.
Note that the convective term in both the momentum and
constitutive equations has been written in non-conservation
form. Despite having large gradients, the solution to these
equations are expected to be smooth, without discontinuities;
these would require the conservation form of the convective
terms.

In general, Tf is defined in terms of a viscous and a viscoelas-
tic contribution as Tf (vf, 𝜎𝜎𝜎 f) = 2𝜇𝑠f∇svf + 𝜎𝜎𝜎 f, where 𝜎𝜎𝜎 f is the
viscoelastic or elastic stress tensor. Note that the effective
(or solvent) viscosity 𝜇𝑠f and the polymeric viscosity 𝜇𝑝f can
be written as function of the total viscosity 𝜇0f = 𝜇𝑠f + 𝜇𝑝f .
Therefore, an additional parameter 𝛽 ∈ [0, 1] is introduced to
define 𝜇𝑠f = 𝛽𝜇0f and 𝜇𝑝f = (1 − 𝛽)𝜇0f . To complete the system
which models the viscoelastic fluid, the constitutive equation
for the viscoelastic stress tensor is defined. We employ the
Oldroyd-B model (5.16), where 𝜆 is the relaxation time. Re-
garding the boundary conditions, vf,𝐷 is a prescribed veloc-
ity on the boundary Γf,𝐷(𝑡), tf,𝑁 is a prescribed traction on
the boundary Γf,𝑁 (𝑡) and nf is the normal to the boundary of
the fluid domain. Finally, v0f is the prescribed initial velocity,
and 𝜎𝜎𝜎0f the prescribed initial elastic stress in Ωf(0).

In order to distinguish operators between standard and LCR
formulations, we use the subscripts “std” and “log” from this
point on. Also, we define operators ℒstd and 𝒟std, useful
in the next subsections. Let us introduce V ≔ [vf, 𝑝f, 𝜎𝜎𝜎 f]𝑇 ,
fstd ≔ [f, 0, 0]𝑇 . Then, we define

ℒstd(v̂f;V) ≔
⎛
⎜
⎜
⎝

−∇ ⋅ 𝜎𝜎𝜎 f − 2𝜇𝑠f∇ ⋅ (∇svf) + 𝜌fv̂c ⋅ ∇vf + ∇𝑝f
∇ ⋅ vf1

2𝜇𝑝f
𝜎𝜎𝜎 f − ∇svf + 𝜆

2𝜇𝑝f
(v̂c ⋅ ∇𝜎𝜎𝜎 f − 2𝜎𝜎𝜎 f ⋅ ∇sv̂f)

⎞
⎟
⎟
⎠
,

(5.21)
where v̂c = v̂f−vdom. The notation v̂f is introduced to distin-
guish the different arguments in which the velocity appears.
Likewise

𝒟std (V) ≔
⎛
⎜
⎜
⎜
⎝

𝜌f
𝜕vf
𝜕𝑡
0

𝜆
2𝜇𝑝f

𝜕𝜎𝜎𝜎 f
𝜕𝑡

⎞
⎟
⎟
⎟
⎠

. (5.22)
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As a consequence, Eqs. (5.14)-(5.16) can be rewritten, consid-
ering 𝒟𝑡 = 𝒟std, ℒ = ℒstd and f = fstd, as

𝒟𝑡 (V) + ℒ(vf;V) = f. (5.23)

We will now briefly describe the viscoelastic equations when
the LCR is considered. The LCR representation basically con-
sists of a change of variables in terms of thematrix-logarithm
of the conformation tensor, in other words, the conforma-
tion tensor is replaced by a new variable 𝜓𝜓𝜓 f = log(𝜏𝜏𝜏 f). Recall
that this method is employed for addressing the incapabil-
ity of the standard equations of solving problems with high
elasticity. The change of variables allows one to preserve
the positive-definiteness property of the conformation tensor
and therefore it eliminates the instability and linearizes the
exponential stress profiles near the stress singularities. The
complete development employed is extensively explained in
[15]. This reformulation is derived basically from that change
of variables, where the stress tensor is replaced by
𝜎𝜎𝜎 f = 𝜇𝑝f 𝜆−10 (𝜏𝜏𝜏 f − I), and in turn, the conformation tensor 𝜏𝜏𝜏 f
is written as 𝜏𝜏𝜏 f = exp(𝜓𝜓𝜓 f) in Eqs. (5.14)–(5.16). 𝜆0 is defined
as 𝜆0 = max {𝑘𝜆, 𝜆0,min}, 𝑘 being a constant and 𝜆0,min a given
threshold. Therefore, the new equations of the LCR approach
are expressed as follows:

Viscoelastic fluid flow. LCR formulation. Governing
equations in ALE approach

𝜌f
𝜕vf
𝜕𝑡 − 𝜇𝑝f

𝜆0
∇ ⋅ exp(𝜓𝜓𝜓 f)

−2𝜇𝑠f∇ ⋅ (∇svf) + 𝜌fvc ⋅ ∇vf + ∇𝑝f = f in Ωf(𝑡) × ]0, 𝑇 [ ,
(5.24)

∇ ⋅ vf = 0 in Ωf(𝑡) × ]0, 𝑇 [ ,
(5.25)

1
2𝜆0

(exp(𝜓𝜓𝜓 f) − I) − ∇svf

+ 𝜆
2𝜆0

(𝜕 exp(𝜓𝜓𝜓 f)𝜕𝑡 + vc ⋅ ∇ exp(𝜓𝜓𝜓 f))

− 𝜆
𝜆0

(− exp(𝜓𝜓𝜓 f) ⋅ ∇svf − 2∇svf) = 0 in Ωf(𝑡) × ]0, 𝑇 [ ,
(5.26)
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vf = vf,𝐷 on Γf,𝐷(𝑡) × ]0, 𝑇 [ ,
(5.27)

nf(𝑡) ⋅
𝜇𝑝f
𝜆0

(exp(𝜓𝜓𝜓 f) − I) = tf,N on Γf,𝑁 (𝑡) × ]0, 𝑇 [ ,
(5.28)

vf = v0f in Ωf(0), 𝑡 = 0,
(5.29)

𝜓𝜓𝜓 f = 𝜓𝜓𝜓 0f in Ωf(0), 𝑡 = 0,
(5.30)

where the unknowns are the velocity, the pressure, and ten-
sor 𝜓𝜓𝜓 f. Note that the last variable depends directly on the
stress tensor 𝜎𝜎𝜎 f. Analogously to what was done for the stan-
dard formulation, calling V ≔ [vf, 𝑝f, 𝜓𝜓𝜓 f]𝑇 , flog ≔ [f, 0, 1

2𝜆0 I]
𝑇 ,

we introduce

ℒlog(v̂f;V) ∶=

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

−𝜇𝑝f
𝜆0

∇ ⋅ exp(𝜓𝜓𝜓 f) − 2𝜇𝑠f∇ ⋅ (∇svf)
× ]0, 𝑇 [ + 𝜌fv̂c ⋅ ∇vf + ∇𝑝f

∇ ⋅ vf1
2𝜆0

exp(𝜓𝜓𝜓 f) − ∇svf + 𝜆
2𝜆0

(v̂c ⋅ ∇ exp(𝜓𝜓𝜓 f)
− exp(𝜓𝜓𝜓 f) ⋅ ∇v̂f − (∇v̂f)𝑇 ⋅ exp(𝜓𝜓𝜓 f) + 2∇svf)

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

(5.31)
and

𝒟log(V) ∶=
⎛
⎜⎜⎜
⎝

𝜌f
𝜕vf
𝜕𝑡
0

𝜆
2𝜆0

𝜕 exp(𝜓𝜓𝜓 f)
𝜕𝑡

⎞
⎟⎟⎟
⎠

. (5.32)

Eqs. (5.24)-(5.26) can be expressed as Eq. (5.23), where now
𝒟𝑡 = 𝒟log, ℒ = ℒlog and f = flog. Similar considerations as
for the standard approach can be done for this formulation
referring to the boundary conditions. In this case tensor 𝜓𝜓𝜓 f
is not prescribed, similarly to what is done with the elastic
stresses 𝜎𝜎𝜎 f in the standard formulation.

5.3.3 Variational form

Let 𝕍 = {v ∈ 𝐻 1(Ωf(𝑡))𝑑 | v = vf,𝐷(𝑡) on Γf,𝐷(𝑡)} be the
space where the velocity needs to be sought for each time
𝑡 ∈]0, 𝑇 [, and 𝕍0 the corresponding space of test functions,
vanishing on the Dirichlet boundary Γf,𝐷(𝑡). Let ℙ = 𝐿2(Ωf(𝑡))
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be the pressure space (up to constants if all boundary condi-
tions are of Dirichlet type), and 𝕐 ⊂ 𝐿2(Ωf(𝑡))𝑑×𝑑 the space
for the stresses, with appropriate regularity. Let also 𝕎 ≔
𝕍 × ℙ × 𝕐 and 𝕎0 ≔ 𝕍0 × ℙ × 𝕐. The weak form of the stan-
dard viscoelastic problem consists of finding V = [vf, 𝑝f, 𝜎𝜎𝜎 f] ∶
]0, 𝑇 [⟶ 𝕎 such that the initial conditions are satisfied and

(𝜌f
𝜕vf
𝜕𝑡 , 𝛿v) + (𝜎𝜎𝜎 f, ∇s𝛿v) + 2(𝜇𝑠f∇svf, ∇s𝛿v) + ⟨𝜌fv̂c ⋅ ∇vf, 𝛿v⟩

−(𝑝f, ∇ ⋅ 𝛿v) = ⟨f, 𝛿v⟩ + ⟨tf,𝑁 , 𝛿v⟩Γf,𝑁 ,
(5.33)

(𝛿𝑝, ∇ ⋅ vf) = 0,
(5.34)

1
2𝜇𝑝f

(𝜎𝜎𝜎 f, 𝛿𝜎𝜎𝜎) − (∇svf, 𝛿𝜎𝜎𝜎)

+ 𝜆
2𝜇𝑝f

(𝜕𝜎𝜎𝜎 f𝜕𝑡 + vc ⋅ ∇𝜎𝜎𝜎 f − 2𝜎𝜎𝜎 f ⋅ ∇svf, 𝛿𝜎𝜎𝜎) = 0,

(5.35)

for all 𝛿V ≔ [𝛿v, 𝛿𝑝, 𝛿𝜎𝜎𝜎] ∈ 𝕎0, where it is assumed that f
is such that ⟨f, 𝛿v⟩ is well defined and likewise for ⟨tf, 𝛿v⟩Γf,𝑁 .
In compact form, the problem can be written as: find V ∶
]0, 𝑇 [⟶ 𝕎 such that

Viscoelastic fluid flow. v𝑝𝜎𝜎𝜎 formulation. Variational
form in ALE approach

𝒢std(V, 𝛿V) + 𝐵std(vf;V, 𝛿V) = 𝐿std(𝛿V), (5.36)

for all 𝛿V ∈ 𝕎0, where

𝒢std(V, 𝛿V) = (𝜌f
𝜕vf
𝜕𝑡 , 𝛿v) +

𝜆
2𝜇𝑝f

(𝜕𝜎𝜎𝜎 f𝜕𝑡 , 𝛿𝜎𝜎𝜎) , (5.37)

𝐵std(v̂f;V, 𝛿V) = 2(𝜇𝑠f∇svf, ∇s𝛿v) + ⟨𝜌fv̂c ⋅ ∇vf, 𝛿v⟩ + (𝜎𝜎𝜎 f, ∇s𝛿v)
− (𝑝f, ∇ ⋅ 𝛿v) + (∇ ⋅ vf, 𝛿𝑝) + 1

2𝜇𝑝f
(𝜎𝜎𝜎 f, 𝛿𝜎𝜎𝜎)

− (∇svf, 𝛿𝜎𝜎𝜎) + 𝜆
2𝜇𝑝f

(v̂c ⋅ ∇𝜎𝜎𝜎 f − 2𝜎𝜎𝜎 f ⋅ ∇sv̂f, 𝛿𝜎𝜎𝜎) ,

(5.38)

𝐿std(𝛿V) = ⟨f, 𝛿v⟩ + ⟨tf,𝑁 , 𝛿v⟩Γf,𝑁 . (5.39)

Let us consider now the LCR. The spaces for the velocity and
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pressure for the continuous problems are the ones defined
above for the standard formulation. The space for tensor 𝜓𝜓𝜓 f
is now denoted by �̄� for each fixed time 𝑡 ; it is a subspace
of 𝐿2(Ωf(𝑡))𝑑×𝑑 of tensor fields with the appropriate regular-
ity.

Theweak form of the problem consists of findingV = [vf, 𝑝f, 𝜓𝜓𝜓 f] ∶
]0, 𝑇 [⟶ �̄� ≔ 𝕍 × ℙ × �̄�, such that the initial conditions are
satisfied and the following equations hold

(𝜌 𝜕vf𝜕𝑡 , 𝛿v) +
𝜇𝑝f
𝜆0

(exp(𝜓𝜓𝜓 f), ∇s𝛿v) + 2(𝜇𝑠f∇svf, ∇s𝛿v)
+⟨𝜌v̂c ⋅ ∇vf, 𝛿v⟩ − (𝑝f, ∇ ⋅ 𝛿v) = ⟨f, 𝛿v⟩ + ⟨tf,𝑁 , 𝛿v⟩Γf,𝑁 , (5.40)

(𝛿𝑝, ∇ ⋅ vf) = 0, (5.41)
𝜆
2𝜆0

(− exp(𝜓𝜓𝜓 f) ⋅ ∇vf − (∇vf)𝑇 ⋅ exp(𝜓𝜓𝜓 f) + 2∇svf, 𝛿𝜎𝜎𝜎)

+ 𝜆
2𝜆0

(𝜕 exp(𝜓𝜓𝜓 f)𝜕𝑡 + vc ⋅ ∇ exp(𝜓𝜓𝜓 f), 𝛿𝜎𝜎𝜎)

+ 1
2𝜆0

(exp(𝜓𝜓𝜓 f), 𝛿𝜎𝜎𝜎) − (∇svf, 𝛿𝜎𝜎𝜎) = 1
2𝜆0

⟨I, 𝛿𝜎𝜎𝜎⟩, (5.42)

for all 𝛿V = [𝛿v, 𝛿𝑝, 𝛿𝜎𝜎𝜎] ∈ 𝕎. Again taking into account the
new definition of V for this formulation, the problem can be
written as

Viscoelastic fluid flow. LCR formulation. Variational
form in ALE approach

𝒢log(V, 𝛿V) + 𝐵log(vf;V, 𝛿V) = 𝐿log(𝛿V), (5.43)

where each term is defined as

𝒢log(V, 𝛿V) = (𝜌 𝜕vf𝜕𝑡 , 𝛿v) +
𝜆
2𝜆0

(𝜕 exp(𝜓𝜓𝜓 f)𝜕𝑡 , 𝛿𝜎𝜎𝜎) , (5.44)

𝐵log(v̂f;V, 𝛿V) =
𝜇𝑝f
𝜆0

(exp(𝜓𝜓𝜓 f), ∇s𝛿v) + 2(𝜇𝑠f∇svf, ∇s𝛿v)
+ ⟨𝜌v̂c ⋅ ∇vf, 𝛿v⟩ − (𝑝f, ∇ ⋅ 𝛿v) + (∇ ⋅ vf, 𝑞)
+ 1
2𝜆0

(exp(𝜓𝜓𝜓 f), 𝛿𝜎𝜎𝜎) − (∇svf, 𝛿𝜎𝜎𝜎)

+ 𝜆
2𝜆0

(v̂c ⋅ ∇ exp(𝜓𝜓𝜓 f) − 2 exp(𝜓𝜓𝜓 f) ⋅ ∇sv̂f, 𝛿𝜎𝜎𝜎)

+ 𝜆
2𝜆0

(2∇svf, 𝛿𝜎𝜎𝜎) , (5.45)
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𝐿log(𝛿V) = ⟨f, 𝛿v⟩ + ⟨tf,𝑁 , 𝛿v⟩Γf,𝑁 + 1
2𝜆0

⟨I, 𝛿𝜎𝜎𝜎⟩. (5.46)

5.3.4 Galerkin spatial discretization

In this section the Galerkin FE approximation for problems
(5.36) and (5.43) is described. The same notation regarding
the FE discretization as for the solid problem will be used.
In the particular case of the standard formulation, from 𝒫ℎ
we may construct conforming FE spaces for the velocity, the
pressure and the elastic stress, 𝕍ℎ ⊂ 𝕍, ℙℎ ⊂ ℙ, 𝕐ℎ ⊂ 𝕐, re-
spectively. We will consider all these FE spaces to be made
of continuous functions, even though discontinuous approx-
imations could be used for the pressure and the stress. So,
calling 𝕎ℎ ∶= 𝕍ℎ × ℙℎ × 𝕐ℎ, the Galerkin FE approximation
of the standard problem consists of finding vℎ ∶]0, 𝑇 [⟶ 𝕎ℎ,
such that

Viscoelastic fluid flow. v𝑝𝜎𝜎𝜎 formulation. Galerkin dis-
crete problem in ALE approach

𝒢std(Vℎ, 𝛿Vℎ) + 𝐵std(v̂f,ℎ;Vℎ, 𝛿Vℎ) = 𝐿std(𝛿Vℎ), (5.47)

for all 𝛿Vℎ = [𝛿vℎ, 𝛿𝑝ℎ, 𝛿𝜎𝜎𝜎ℎ] ∈ 𝕎ℎ, and satisfying the appro-
priate initial conditions.

For the LCR, from 𝒫ℎ we construct the FE space for the new
variable 𝜓𝜓𝜓 f, �̄�ℎ ⊂ �̄�. Thus, if �̄�ℎ ∶= 𝕍ℎ ×ℙℎ ×�̄�ℎ the Galerkin
approximation consists of finding Vℎ ∶]0, 𝑇 [⟶ �̄�ℎ, such
that

Viscoelastic fluid flow. v𝑝𝜎𝜎𝜎 formulation. Galerkin dis-
crete problem in ALE approach

𝒢log(Vℎ, 𝛿Vℎ) + 𝐵log(v̂f,ℎ;Vℎ, 𝛿Vℎ) = 𝐿log(𝛿Vℎ), (5.48)

for all 𝛿Vℎ = [𝛿vℎ, 𝛿𝑝ℎ, 𝛿𝜎𝜎𝜎ℎ] ∈ �̄�ℎ.

It is well known that the Galerkin approximation is unsta-
ble unless convective terms are not relevant and appropriate
compatibility conditions between ℙℎ and𝕍ℎ and between𝕍ℎ
and 𝕐ℎ are met (see for example [14, 15]). To tackle with
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these instabilities we employ a VMS-based stabilized formu-
lation described later.

5.3.5 Time discretization

Regarding the time discretization, the BDF2 is also used to
approximate the first order time derivative, based on the ap-
proximation described in Subsection 2.2.2

𝛿2v
𝛿𝑡 |𝑡𝑛+1 ≔

1
2Δ𝑡 [3v

𝑛+1 − 4v𝑛 + v𝑛−1] = 𝜕v𝑛+1
𝜕𝑡 + 𝒪 (Δ𝑡2) .

(5.49)
By using the approximations of the exponential described in
[15], for the LCR we obtain the next expression using the
BDF2 scheme:

𝛿2(exp(𝜓𝜓𝜓 f))
𝛿𝑡 |

𝑡𝑛+1
≔ 1

2Δ𝑡 [3 exp(
̂𝜓𝜓𝜓 𝑛+1f ) ⋅ 𝜓𝜓𝜓 𝑛+1f + 3 exp(�̂�𝜓𝜓 𝑛+1f )

− 3 exp(�̂�𝜓𝜓 𝑛+1f ) ⋅ ̂𝜓𝜓𝜓 𝑛+1f − 4 exp(𝜓𝜓𝜓 𝑛f ) + exp(𝜓𝜓𝜓 𝑛−1f )]

= 𝜕(exp(𝜓𝜓𝜓 f))
𝜕𝑡 |

𝑡𝑛+1
+ 𝒪 (Δ𝑡2) + 𝒪 ((Δ𝜓𝜓𝜓 𝑛+1f )2) ,

(5.50)

where �̂�𝜓𝜓 𝑛+1f stands for a previous guess of 𝜓𝜓𝜓 𝑛+1f that depends

on the linearization scheme and Δ𝜓𝜓𝜓 𝑛+1f = 𝜓𝜓𝜓 𝑛+1f − ̂𝜓𝜓𝜓 𝑛+1f .

In any case, the stabilized FEM which will be exposed is in-
dependent of the time scheme used.

5.3.6 Stabilization

As it was stated above, the viscoelastic fluid flow problem
is stabilized following the VMS framework. VMS methods
consist in the splitting of the unknown v in a component vℎ,
which can be captured by the FE space, and the remainder
ṽ, that will be called sub-grid scale (SGS). The framework
is based on the work by Hughes et al. [6]. In the context
of a three field formulation for flow problems, see [46] and
[14]. The SGS needs to be approximated in a simple man-
ner, with the goal of capturing its effect and yielding a sta-
ble formulation. The final number of degrees of freedom is
the same as for the Galerkin method. Different approaches
can be followed to approximate the SGSs and to choose the
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space where they are defined. In particular, we will present
a stabilization in which the SGSs are time-dependent. That
allows to compute problems with anisotropic space-time dis-
cretizations, in which the time step is small in relation with
the mesh size [16, 138, 139]. Additionally, the stabilization
employed for the fluid is not residual-based; it is a term-by-
term approach which neglects terms that do not contribute
to stability. It is a non-consistent method, but it presents
optimal convergence regardless the order of the elements.
This method turns out to be more robust than residual-based
methods for solving viscoelastic fluid flowproblems (formore
details, see [14, 15]).

The problem that we pretend to approximate is Eq. (5.23) in
strong form for both formulations: in variational form, the
standard one is expressed in Eq. (5.36) and the logarithmic
one in Eq. (5.43).

We shall start with the standard formulation. Observe that
ℒstd(v̂f; ⋅) is a linear operator for a given v̂f. Introducing
the SGS decomposition and integrating by parts, the method
leads to find Vℎ ∶]0, 𝑇 [⟶ 𝕎ℎ such that

Viscoelastic fluid flow. v𝑝𝜎𝜎𝜎 formulation. Stabilizedweak
form in ALE approach

𝒢std(Vℎ, 𝛿Vℎ) + 𝐵std(v̂f,ℎ;Vℎ, 𝛿Vℎ)
+∑

𝐾
⟨Ṽ, ℒ ∗(vf,ℎ; 𝛿Vℎ)⟩𝐾 = 𝐿std(𝛿Vℎ),

(5.51)

for all 𝛿Vℎ ∈ 𝕎ℎ, where ℒ ∗(vf,ℎ; 𝛿Vℎ) is the formal adjoint
operator of ℒstd (v̂f; ·), typically without considering bound-
ary conditions, and Ṽ is the SGS, which needs to be approxi-
mated and has components Ṽ ≔ [ṽ, ̃𝑝, �̃�𝜎𝜎]. To justify Eq. (5.51),
see e.g. [38], and recall that we are considering all approxi-
mations continuous. Also, note that the SGS contribution is
neglected for the non-linear contribution of the velocity vf,ℎ.
This simplification is introduced in order to improve the non-
linear convergence of the problem and in our experience has
little effect in the final accuracy of the solution for this kind
of problems.

Analogously, for the LCR themethod leads to findVℎ ∶]0, 𝑇 [⟶
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�̄�ℎ such that

Viscoelastic fluid flow. LCR formulation. Stabilizedweak
form in ALE approach

𝒢log(Vℎ, 𝛿Vℎ) + 𝐵log(v̂f,ℎ;Vℎ, 𝛿Vℎ)
+∑

𝐾
⟨Ṽ, ℒ ∗(vf,ℎ; 𝛿Vℎ)⟩𝐾 = 𝐿log(𝛿Vℎ),

(5.52)

for all 𝛿Vℎ ∈ 𝕎ℎ. Let us remark that for both formulations
(standard and logarithmic) the same operator ℒ ∗ (v̂f; ·) will
be employed, following the process described in [15]:

ℒ ∗(v̂f; 𝛿V) ≔
⎛
⎜
⎜
⎝

∇ ⋅ 𝛿𝜎𝜎𝜎 − 2𝜇𝑠f∇ ⋅ (∇s𝛿v) − 𝜌fv̂c ⋅ ∇𝛿v − ∇𝛿𝑝
−∇ ⋅ 𝛿v

1
2𝜇𝑝f

𝛿𝜎𝜎𝜎 + ∇s𝛿v − 𝜆
2𝜇𝑝f

(v̂c ⋅ ∇𝛿𝜎𝜎𝜎 + ∇sv̂f ⋅ 𝛿𝜎𝜎𝜎)

⎞
⎟
⎟
⎠
.

(5.53)
This is due to the fact that we have not changed variables in
the stress test function.

Once operators 𝒟𝑡 and ℒ are defined for both formulations,
the SGSs can be written in terms of the FE component as

𝜕Ṽ
𝜕𝑡 + 𝛼𝛼𝛼−1Ṽ = Π̃[f − 𝒟𝑡 (Vℎ) − ℒ(vf,ℎ;Vℎ)], (5.54)

where we denote as Π̃ the 𝐿2 projection onto the space of
SGSs. In this chapter Π̃ is taken as the orthogonal projection
to the FE space, denoted as Π̃ = Π⊥ℎ , and therefore the Orthog-
onal SGS Stabilization (OSGS) method [24] is employed. Let
us remark that 𝛼𝛼𝛼 is taken as a diagonal matrix of stabilization
parameters, 𝛼𝛼𝛼 = diag (𝛼1I𝑑 , 𝛼2, 𝛼3I𝑑×𝑑 ), with I𝑑 the identity on
vectors of ℝ𝑑 , I𝑑×𝑑 the identity on second order tensors, and
parameters 𝛼𝑖, 𝑖 = 1, 2, 3, being defined as in [14]:

𝛼1 = [𝑐1
𝜇0f
ℎ21

+ 𝑐2
𝜌f|vf,ℎ|
ℎ2

]
−1

, (5.55)

𝛼2 =
ℎ21
𝑐1𝛼1

, (5.56)

𝛼3 = [𝑐3 1
2𝜇𝑝f

+ 𝑐4 ( 𝜆
2𝜇𝑝f

|vf,ℎ|
ℎ2

+ 𝜆
𝜇𝑝f

|∇vf,ℎ|)]
−1

, (5.57)
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where ℎ1 is the characteristic length calculated as the square
root of the element area in the two-dimensional case and the
cubic root of the element volume in the three-dimensional
case, and ℎ2 is another characteristic length calculated as the
element length in the streamline direction (see [140] for more
details). Term |vf,ℎ| is the Euclidean norm of the velocity and
|∇vf,ℎ| is the Frobenius norm of the velocity gradient. The
constants 𝑐𝑖, 𝑖 = 1, .., 4 are algorithmic parameters in the for-
mulation. The values employed in this thesis for the numer-
ical simulations using linear elements are: 𝑐1 = 4.0, 𝑐2 = 1.0,
𝑐3 = 4.0, 𝑐4 = 0.25.

As it was introduced previously, the stabilization approach
employed in the computations is of term-by-term type, de-
noted from this point as “S-OSGS”, developed and justified in
[16]. To sum up, this stabilization has been proved to bemore
robust when large stress gradients are present. Essentially
themethod allows splitting the SGS associated to themomen-
tum equation ṽ as ṽ = ṽ1 + ṽ2 + ṽ3, while the stress SGS re-
mains as �̃�𝜎𝜎 . Therefore, the term-by-term FE formulation pro-
posed consists of finding Vℎ = [vf,ℎ, 𝑝f,ℎ, 𝜎𝜎𝜎 f,ℎ] ∶]0, 𝑇 [⟶ 𝕎ℎ
such that

𝒢std(Vℎ, 𝛿Vℎ) + 𝐵std(v̂f,ℎ;Vℎ, 𝛿Vℎ) +∑
𝐾
⟨ṽ1, −𝜌fvf,ℎ ⋅ ∇𝛿vℎ⟩𝐾

+∑
𝐾
⟨ṽ2, −∇𝛿𝑝ℎ⟩𝐾 +∑

𝐾
⟨ṽ3, ∇ ⋅ 𝛿𝜎𝜎𝜎ℎ⟩𝐾

+∑
𝐾
⟨ ̃𝑝, −∇ ⋅ 𝛿vℎ⟩𝐾 +∑

𝐾
⟨�̃�𝜎𝜎, 1

2𝜇𝑝f
𝛿𝜎𝜎𝜎ℎ + ∇s𝛿vℎ⟩

𝐾

+∑
𝐾

⟨�̃�𝜎𝜎, − 𝜆
2𝜇𝑝f

(vc,ℎ ⋅ ∇𝛿𝜎𝜎𝜎ℎ + ∇svf,ℎ ⋅ 𝛿𝜎𝜎𝜎ℎ)⟩
𝐾

= 𝐿s𝑡𝑑 (𝛿Vℎ), (5.58)

for all 𝛿Vℎ = [𝛿vℎ, 𝛿𝑝ℎ, 𝛿𝜎𝜎𝜎ℎ] ∈ 𝕎ℎ, where 𝐵std is the bilinear
form defined in Eq.(5.38), and the SGSs ṽ1, ṽ2, ṽ3, ̃𝑝 and �̃�𝜎𝜎 are
the solution of the evolution problems

𝜌f
𝜕ṽ1
𝜕𝑡 +𝛼−11 ṽ1 = −Π⊥ℎ [𝜌fvc,ℎ ⋅ ∇vf,ℎ], (5.59)

𝜌f
𝜕ṽ2
𝜕𝑡 +𝛼−11 ṽ2 = −Π⊥ℎ [∇𝑝f,ℎ], (5.60)

𝜌f
𝜕ṽ3
𝜕𝑡 +𝛼−11 ṽ3 = Π⊥ℎ [∇ ⋅ 𝜎𝜎𝜎 f,ℎ], (5.61)

𝛼−12 ̃𝑝 = −Π⊥ℎ [∇ ⋅ vf,ℎ], (5.62)
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𝜆
2𝜇𝑝f

𝜕�̃�𝜎𝜎
𝜕𝑡 +𝛼

−13 �̃�𝜎𝜎 = Π⊥ℎ [−
1

2𝜇𝑝f
𝜎𝜎𝜎 f,ℎ + ∇svf,ℎ]

+Π⊥ℎ [−
𝜆
2𝜇𝑝f

(𝜕𝜎𝜎𝜎 f,ℎ𝜕𝑡 + vc,ℎ ⋅ ∇𝜎𝜎𝜎 f,ℎ − 2𝜎𝜎𝜎 f,ℎ ⋅ ∇svf,ℎ)] .

(5.63)

In this method, there are three terms that stabilize the mo-
mentum equation, the first one giving control on the con-
vective term (5.59), the second term on the pressure gradient
(5.60) and the third one on the divergence of the viscoelastic
stress (5.61). This term-by-term stabilization point of view is
in fact previous to the OSGS method, based on the approxi-
mation of the sub-grid scales. It is proposed in [25] and ana-
lyzed in [136].

Recall that Π⊥ℎ denotes the orthogonal projection to the FE
space. Although this method is not residual-based for the
momentum equation (as justified in [16]), and therefore it
is not consistent in the sense used in the FE context, it has
an optimal consistency error regardless the order of the ele-
ments.

Finally, the term-by-term stabilization proposed for the LCR
approach consists of finding Vℎ = [vf,ℎ, 𝑝f,ℎ, 𝜓𝜓𝜓 f,ℎ] ∶]0, 𝑇 [⟶
�̄�ℎ such that

𝒢log(Vℎ, 𝛿Vℎ) + 𝐵log(v̂f,ℎ;Vℎ, 𝛿Vℎ) +∑
𝐾
⟨ṽ1, −𝜌fvf,ℎ ⋅ ∇𝛿vℎ⟩𝐾

+∑
𝐾
⟨ṽ2, −∇𝛿𝑝ℎ⟩𝐾 +∑

𝐾
⟨ṽ3, ∇ ⋅ 𝛿𝜎𝜎𝜎ℎ⟩𝐾

+∑
𝐾
⟨ ̃𝑝, −∇ ⋅ 𝛿vℎ⟩𝐾 +∑

𝐾
⟨�̃�𝜎𝜎, 1

2𝜇𝑝f
𝛿𝜎𝜎𝜎ℎ + ∇s𝛿vℎ⟩

𝐾

+∑
𝐾

⟨�̃�𝜎𝜎, − 𝜆
2𝜇𝑝f

(vc,ℎ ⋅ ∇𝛿𝜎𝜎𝜎ℎ + 2∇svf,ℎ ⋅ 𝛿𝜎𝜎𝜎ℎ)⟩
𝐾

= 𝐿l𝑜𝑔(𝛿Vℎ), (5.64)

for all 𝛿Vℎ = [𝛿vℎ, 𝛿𝑝ℎ, 𝛿𝜎𝜎𝜎ℎ] ∈ 𝕎ℎ, where 𝐵log is the bilinear
form defined in Eq. (5.45), the SGSs ṽ3 and �̃�𝜎𝜎 are now defined
as the solution of the equations

𝜌 𝜕ṽ3𝜕𝑡 + 𝛼−11 ṽ3 = Π⊥ℎ [
𝜇𝑝f
𝜆0

∇ ⋅ exp(𝜓𝜓𝜓 f,ℎ)] . (5.65)
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𝜆
2𝜇𝑝f

𝜕�̃�𝜎𝜎
𝜕𝑡 + 𝛼−13 �̃�𝜎𝜎 = Π⊥ℎ [−

1
2𝜆0

exp(𝜓 ℎ) + ∇svf,ℎ]

+ Π⊥ℎ [−
𝜆
2𝜆0

(𝜕 exp(𝜓𝜓𝜓 f,ℎ)𝜕𝑡 + vc,ℎ ⋅ ∇ exp(𝜓𝜓𝜓 f,ℎ))]

+ Π⊥ℎ [−
𝜆
2𝜆0

(−2 exp(𝜓𝜓𝜓 f,ℎ) ⋅ ∇svf,ℎ + 2∇svf,ℎ)] , (5.66)

and the SGSs ṽ1, ṽ2, and ̃𝑝 are solutions of Eqs. (5.59), (5.60),
(5.62), respectively.

5.4 Fluid-Structure Interaction

5.4.1 The FSI problem

Let Ω(𝑡) be the whole domain of the FSI problem, formed by
a fluid sub-domain Ωf(𝑡) and a solid one Ωs(𝑡). These two
sub-domains do not overlap, so that Ω̄(𝑡) = Ωf(𝑡) ∪ Ωs(𝑡) and
Ω̊f(𝑡) ∩ ̊Ωs(𝑡) = ∅, as shown in Fig. 5.1. The sub-domains
have their own boundaries Γf(𝑡) and Γs(𝑡), and the interface
between the two sub-domains is Γi(𝑡). Its unit normal with
respect to the spatial configuration is denoted ni, pointing
from the fluid side to the solid one.

Figure 5.1: Sketch of a general FSI
problem.

5.4.2 Governing equations

Borrowing the notation developed in previous sections, we
can expand it to account for a moving domain and to take
into account the interaction between sub-domains. The FSI
problem can be stated as: find a displacement us in the solid
problem, an associated velocity vs = 𝜕us

𝜕𝑡 , and V = [vf, 𝑝f, 𝜎𝜎𝜎 f]
for the standard formulation of the flow problem, or V =
[vf, 𝑝f, 𝜓𝜓𝜓 f] for the LCR one, such that
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FSI problem. Governing equations

𝜌s
𝜕2us
𝜕𝑡2 − ∇ ⋅ 𝜎𝜎𝜎 s = 𝜌sb in Ωs(𝑡) × ]0, 𝑇 [ , (5.67)

us = us,𝐷 on Γs,𝐷(𝑡) × ]0, 𝑇 [ , (5.68)

ns ⋅ 𝜎𝜎𝜎 s = ts,𝑁 on Γs,𝑁 (𝑡) × ]0, 𝑇 [ , (5.69)

us = u0s in Ωs(0), 𝑡 = 0, (5.70)

vs = v0s in Ωs(0), 𝑡 = 0, (5.71)

𝒟𝑡 (V) + ℒ(v̂f;V) = f in Ωf(𝑡) × ]0, 𝑇 [ , (5.72)

vf = vf,𝐷 on Γf,𝐷(𝑡) × ]0, 𝑇 [ , (5.73)

nf ⋅ 𝜎𝜎𝜎 f = tf,𝑁 on Γf,𝑁 (𝑡) × ]0, 𝑇 [ , (5.74)

vf = v0f in Ωf(0), 𝑡 = 0, (5.75)

𝜎𝜎𝜎 f = 𝜎𝜎𝜎0f in Ωf(0), 𝑡 = 0, (5.76)

us = uf on Γi(𝑡) × ]0, 𝑇 [ , (5.77)

vs = vf on Γi(𝑡) × ]0, 𝑇 [ , (5.78)

ts + tf = 0 on Γi(𝑡) × ]0, 𝑇 [ , (5.79)

where𝒟𝑡 , ℒ and f are identified depending upon the kind of
formulation applied for the fluid, as seen in Section 5.3, and
ts = −ni ⋅𝜎𝜎𝜎 s. The last three equations are known as the trans-
mission conditions between sub-domains. In order to ensure
accurate and stable dynamic simulations of FSI problems, dy-
namic and kinematic continuity must be guaranteed on the
interaction interface. They are in charge of imposing same
velocities and tractions on the interface boundary Γi(𝑡). Let
us recall that tf is computed according with the kind of for-
mulation selected for the fluid as

tf = ni ⋅ 𝜎𝜎𝜎 f (5.80)

for the standard formulation and

tf = ni ⋅
𝜇𝑝f
𝜆0

(exp(𝜓𝜓𝜓 f) − I) (5.81)

for the LCR.

The problem described has been written in the monolithic
version, in which all unknowns are solved at once, in a fully
coupled way. Coupling conditions are treated implicitly.
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[114]: Küttler et al. (2008), “Fixed-
point fluid–structure interaction
solvers with dynamic relaxation”

5.4.3 Block iterative scheme

Rather than solving themonolithic version of the problem, in
this work a block-iterative coupling is considered, in which
the solid and the fluid mechanics problems are solved se-
quentially. Strong coupling is considered; this is achieved by
block-iterations that converge to the solution of the mono-
lithic problem. This is essential to guarantee correct inter-
face coupling asmesh displacements and velocities should be,
up to a certain tolerance, equal, and continuity of tractions
is also required. This coupling is of Dirichlet-Neumann type:
the solid is solved with the loads computed from the fluid in a
given iteration and then the fluid is computed with the veloc-
ities on the interface obtained from the solid (see below).

Dynamic sub-relaxation is an efficient way to minimize the
amount of sub-iterations necessary to achieve convergence.
We have implemented an Aitken relaxation scheme, in par-
ticular Aitken Δ2, detailed in [114]. Within each time step,
let us denote by a superscript 𝑘 the 𝑘-th block-iteration of
any variable. For clarity, let us omit the superscript with the
time step counter. Suppose that from values at the 𝑘-th iter-
ation, the solid is solved, obtaining the boundary velocities
v𝑘+1Γi,s . Then, the fluid is solved from the boundary velocities

v𝑘+1Γi computed as

v𝑘+1Γi = v𝑘Γi + 𝜔𝑘+1r𝑘+1Γi , (5.82)

where

r𝑘+1Γi ∶= v𝑘+1Γi,s − v𝑘Γi , 𝜔𝑘+1 = −𝜔𝑘 (r
𝑘
Γi)

𝑇 (r𝑘+1Γi − r𝑘Γi)
|r𝑘+1Γi − r𝑘Γi |

2 . (5.83)

The algorithm is initialized taking a constant relaxation pa-
rameter (usually 0.1) in the two first coupling iterations.

Remark 5.4.1 We have just considered a classical Aitken-
accelerated partitioned approach to deal with the VFSI prob-
lem. Several new techniques have been developed over
the last years to improve transmission conditions, such
as quasi-Newton methods [141–143]

[141]: Bogaers et al. (2014),
“Quasi-Newton methods for
implicit black-box FSI coupling”
[142]: Haelterman et al. (2016),
“Improving the performance of
the partitioned QN-ILS procedure
for fluid–structure interaction
problems: Filtering”
[143]: Zorrilla et al. (2023), “A
memory-efficient MultiVector
Quasi-Newton method for black-
box Fluid-Structure Interaction
coupling”

, domain decomposi-
tion techniques [144]

[144]: Abas et al. (2016),
“Adaptive FEM with Domain
Decomposition Method for
Partitioned-Based Fluid–
Structure Interaction”

or weak boundary transmission con-
ditions [145]

[145]: Burman et al. (2020), “A
Nitsche-based formulation for
fluid-structure interactions with
contact”

, which could also be applied to the current
problem.
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Remark 5.4.2 In some works, it is recommended to apply
relaxation of the displacement field instead of the veloc-
ity one. From our experience, the latter option is more
convenient. If only the velocity field is relaxed, the in-
terface between sub-domains from which the fluid solver
computes tractions matches perfectly with the interface
displacements.

Using the Dirichlet-Neumann iteration-by-subdomain cou-
pling approach described earlier, the coupling algorithm to
solve the problem is given in Algorithm 1. This algorithm
will not be energy conserving for several reasons. First, the
time integration schemes employed are second order, but dis-
sipative, both for the solid and for the fluid. Second, the flow
equations have been written in non-conservation form and,
furthermore, the stabilizing terms add dissipation to the sys-
tem. However, conservation will be approximated up to the
accuracy order in space and time, always introducing some
dissipation and therefore stability to the time evolution of the
coupling.
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Algorithm 1: VFSI
1 𝑛 = 0; loop over the number of time steps.

𝑛 ← 𝑛 + 1.
𝑘 = 0; iterate until convergence.

𝑘 ← 𝑘 + 1 (block iteration counter omitted in the
following).

• Solve the equations for the solid, taking into account
the tractions coming from the fluid problem tf. At
time 𝑡𝑛 , omitting the superscript for the unknowns,
these equations are:

𝜌s
𝛿22us

𝛿𝑡2 − ∇ ⋅ 𝜎𝜎𝜎 s = 𝜌sb in Ωs(𝑡𝑛),
us = us,𝐷 on Γs,𝐷(𝑡𝑛),

ns ⋅ 𝜎𝜎𝜎 s = ts,𝑁 on Γs,𝑁 (𝑡𝑛),
ni ⋅ 𝜎𝜎𝜎 s = tf on Γi(𝑡𝑛).

• Compute relaxed velocities on the interface
boundary vΓi with an Aitken relaxation scheme from
the solid velocities vΓi ,s = 𝛿2us

𝛿𝑡 |Γi .• Compute the domain velocity in the fluid by solving
the problem (see [137]):

−∇ ⋅ {ℂ ∶ ∇svdom} = 0 in Ωf(𝑡𝑛),
vdom = vΓi on Γi(𝑡𝑛),
vdom = 0 on Γf(𝑡𝑛) ⧵ Γi(𝑡𝑛),

where ℂ (𝐸dom (x) , 𝜈dom) is the Constitutive 4th order
tensor in linear elasticity, 𝐸dom (x) is the Young
Modulus of the mesh computed at each node
according to [137] and 𝜈dom = 0.065 is the Poisson
coefficient of the mesh.

• Solve the ALE equations for the fluid, taking into
account the mesh velocity vdom and using the
interface velocity vΓi . If ̂𝒟𝑡 is a BDF2 approximation to
𝒟𝑡 , the equations to be solved at 𝑡𝑛 are:

̂𝒟𝑡 (V) + ℒ(v̂f;V) = f in Ωf(𝑡𝑛),
vf = vf,𝐷 on Γf,𝐷(𝑡𝑛),

nf ⋅ 𝜎𝜎𝜎 f = tf,𝑁 on Γf,𝑁 (𝑡𝑛),
vf = vΓi , on Γi(𝑡𝑛).

• Check convergence and update unknowns. Coupling
convergence is checked based on the norm of the
relative error between coupling iterations of
displacements at the interface, i.e., ‖uΓi ,s − uΓi ,f‖𝐿2(Γi) and
tractions, i.e., ‖tΓi ,s − tΓi ,f‖𝐿2(Γi), properly normalized.
Convergence is achieved when this norm is below a
given tolerance.

End block-iterative loop.
End loop over the number of time steps.
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5.5 Numerical Examples

In this section, three numerical examples are presented to
assess the performance of the proposed FSI solution strat-
egy. In the first one, a flow through a channel with a flexible
wall is considered to study the stationary solution. The main
idea is to analyze the differences between the standard for-
mulation and the logarithmic one when increasing the Weis-
senberg number of the problem. Next, so as to examine the
effect of the viscosity, the well-known Turek’s test [146] is
presented. In this case, the behavior of a laminar channel
flow around an elastic object is studied when elasticity be-
comes dominant in the fluid. To end up, the influence of ar-
terial mechanical properties in the blood flow in an aneurysm
is analyzed. In particular the blood is modeled as a viscoelas-
tic fluid.

Concerning the iterative scheme, for all examples a maxi-
mum of 15 iterations are set for both the fluid and the solid
sub-problems, whose numerical relative tolerance in the 𝐿2
norm is 10−5. Also, for the transmission conditions on the
interface boundary (using again the 𝐿2 norm), the relative
tolerance is 10−3. In order to solve the monolithic system of
linear equations for each sub-problem, we use the Biconju-
gate Gradients solver, BiCGstab [71], which is implemented
in the PETSc parallel solver library [17].

It is important to mention that mesh convergence results and
their corresponding error estimation for the fluid alone and
the structure alone are already performed in previous works.
In the case of the standard three-field formulation for the vis-
coelastic fluid, it can be found in [14]. With respect to the
LCR it is performed in detail in [15]. On the structural side,
the classical displacement-based formulation for finite strain
theory is considered. This formulation is widely used and its
error analysis results are presented, for example, in [9].

5.5.1 Flow through a channel with a flexible
wall

This first problem is a simplified test case of a flow in an
elastic tube. This test is the standard one used by many au-
thors as a reference benchmark for both Newtonian (for ex-
ample [147, 148]) and shear-dependent non-Newtonian flu-
ids (see [149, 150]). Moreover, more recently, the works of
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[151]: Chakraborty et al. (2012),
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Chakraborty et al. [151] and Chen et al. [135] also con-
sider viscoelastic fluids to explore new possible effects. Es-
sentially, the model consists of a steady flow in a channel
where a part of the upper wall is replaced by an elastic plate.
To sum up, firstly a study considering a Newtonian fluid will
be performed, and later the effect of the viscoelasticity will
be investigated, comparing the results with those that can
be found in the literature. The benefits of the LCR approach
proposed here will be highlighted.

Set up

The problem is defined according to the parameters proposed
in [135, 152]. The scheme of the domain can be observed in
Fig. 5.2. Regarding the channel measures, the rigid channel
has height 𝐷 = 0.01 m. The flexible wall has a length of
5𝐷, located at 5𝐷 from the channel entrance. The length of
the channel downstream of the flexible wall is 30𝐷. For the
computations, the flexible plate thickness 𝑑 varies between
0.01𝐷 and 0.1𝐷.

Figure 5.2: Flow through a chan-
nel with a flexible wall. Geometry.

Regarding the properties of the fluid, the density is 𝜌f = 1 000
kg/m3 and the viscosity is 𝜇0f = 0.001 Pa ⋅ s. For the elastic
plate the properties are as follows: an initial density 𝜌s,0 =
1 200 kg/m3, a Young’s modulus 𝐸s = 35.9 kPa and a Pois-
son’s ratio 𝜈s = 0.45. A Saint Venant-Kirchhoff material law
is employed (see Subsection 2.1.2 for a detailed description)
and the plane strain assumption is considered.

Concerning the boundary conditions, in the inlet boundary
of the fluid domain Γin, a steady Poiseuille flow with aver-
age velocity ̄𝑣in = 0.03 m/s is assumed; on the walls Γwall
no-slip boundary conditions are imposed, and in the outlet
Γout the pressure is set to 𝑝out = 0 Pa. A rectangular plate
is considered as the solid domain, where an external pres-
sure 𝑝ext = 1.755 Pa is distributed on the upper edge and it is
clamped in both the left and the right sides. Therefore, the
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considered Reynolds number is Re = 𝜌f ̄𝑣i𝑛𝐷/𝜇0f = 300, where
̄𝑣i𝑛 is the average inlet velocity in the channel direction.

The domains are discretized by using bilinear structured el-
ements (𝑄1). Two meshes have been used for this example,
whose numbers of elements are summarized in Table 5.1. The
meshes M1f and M1s are employed for the Newtonian fluid
flow study, and finer meshes M2f and M2s are used for study-
ing all the viscoelastic cases.

Fluid mesh Elements Solid mesh Elements
M1f 3 000 M1s 600
M2f 10 500 M2s 1 500

Table 5.1: Flow through a chan-
nel with a flexible wall. Main char-
acteristics of the computational
meshes.

FSI problem using a Newtonian fluid

Firstly, the validation considering a Newtonian regime is per-
formed. For that, six different thickness have been consid-
ered to see the effect on the plate deformation. The distribu-
tion of velocities, pressures and stresses in the channel can
be seen in Fig. 5.3. Note that the solution fields are similar
for all six cases and, for this reason only one case is shown
here. In these pictures, only the part of the domain where
the plate is located has been plotted. The maximum veloc-
ity is reached in the narrowing of the channel produced by
the deformed wall. Also, a peak of pressure and stress is ob-
served in this area as a consequence of the local reduction of
the channel width.

Figure 5.3: Flow through a chan-
nel with a flexible wall. Distri-
bution of the velocity field (top),
pressure (middle) and the stresses
(bottom) in the fluid domain
around the plate location for the
plate thickness 𝑑 = 0.01𝐷. Veloci-
ties and stresses are plotted using
their Euclidean norm.
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Figure 5.4: Flow through a chan-
nel with a flexible wall. Compari-
son of the vertical displacement of
the plate for different thicknesses
𝑑 using a Newtonian fluid.

[134]: Luo et al. (2007), “On the
initial configurations of collapsi-
ble channel flow”
[135]: Chen (2014), “Numerical
Modeling of Fluid-Structure Inter-
action with Rheologically Com-
plex Fluids”

The vertical displacement of the flexible plate for different
thicknesses, from 𝑑 = 0.1𝐷 to 𝑑 = 0.01𝐷, can be observed in
Fig. 5.4. As expected, the thickest plate is the less deformed
one. The effect reported is that the slenderer the plate is, the
higher the deformation of the plate becomes. Moreover, as
the thickness increases, the lowest point of the wall moves
upwards gradually due to the increment of forces exerted by
the fluid. These results are in agreement with those reported
in [134] and [135].

FSI problem using a viscoelastic fluid

Once the Newtonian fluids have been tested, the study of the
deformation for the thinnest plate (of thickness 𝑑 = 0.01𝐷)
is carried out, but now varying the elasticity of the fluid. In
other words, the problem using a viscoelastic fluid for several
Weissenberg numbers is computed, so as to study the evo-
lution of the flow when elasticity becomes dominant. The
physical parameters have been set as in the previous section,
with the exception of the relaxation time of the fluid and the
𝛽 parameter, that now is set to 0.5.

Firstly, the deformation changes in the plate will be explored
when theWeissenberg number increases, by using both fluid
formulations (standard and LCR). This study is plotted in
Fig. 5.5, where the deformation of the plate in each case is
drawn fromWe = 0 to We = 1.2, which corresponds to relax-
ation times from 𝜆 = 0 s to 𝜆 = 0.4 s, respectively. Note that
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(a) Standard formulation (b) LCR formulation

Figure 5.5: Flow through a channel with a flexible wall. Comparison of the deformation of the plate with thickness
𝑑 = 0.01𝐷 for several We numbers.

[135]: Chen (2014), “Numerical
Modeling of Fluid-Structure Inter-
action with Rheologically Com-
plex Fluids”

the results with We = 0 correspond exactly with the New-
tonian fluid behavior. The classical Navier-Stokes equations
written in a three-field formulation setting are automatically
recovered (see Subsection 2.2.4).

It is interesting to highlight the phenomena produced when
the elasticity becomes dominant. An attenuation of the defor-
mation in the plate is produced. This effect is also reported
in [135], and it is explained by the presence of a higher elas-
ticity in the fluid: when elasticity increases, stresses do so
significantly.

So as to clarify this physical effect, Table 5.2 shows a sum-
mary of the fluid forces on the solid and the momentumwith
respect to the center of gravity of the flexible wall. The ex-
ternal pressure 𝑝ext acting over the plate causes a vertical
force equal to 0.8775 ⋅ 10−1 N. As it can be observed in Ta-
ble 5.2, the resulting vertical fluid force increases as We num-
ber increases. That force is acting in the opposite direction
to the one coming from the external pressure, reducing the
deflection of the plate. It is important to mention that a small
movement upwards is also appreciated in the lowest point of
the wall in Fig. 5.5. Clearly it is caused by the reduction of
momentum at the center of gravity of the membrane.

Both formulations (standard and LCR) show similar results
for the plate displacement, although slight differences can
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Table 5.2: Flow through a chan-
nel with a flexible wall. Horizon-
tal and vertical forces andmomen-
tum with respect to the solid cen-
ter of gravity.

We 𝐹𝑥 [10−2 N] 𝐹𝑦 [10−1 N] 𝑀𝑥𝑦 [10−2 N·m]
0.0 0.6225 0.4018 −0.3704
0.15 0.6056 0.4130 −0.3545
0.3 0.6098 0.4399 −0.3389
0.6 0.5734 0.4554 −0.3344
0.9 0.5416 0.4754 −0.3155
1.2 0.5534 0.5186 −0.3085

[135]: Chen (2014), “Numerical
Modeling of Fluid-Structure Inter-
action with Rheologically Com-
plex Fluids”

be reported for We numbers up to 0.3. These are explained
by the different treatment of the stresses. However, when
the element size is small enough, the solution converges ex-
actly to the same solution, independently of the employed
formulation.

Furthermore, we also study the distribution of pressure and
first component of stress in the flexible wall for each com-
puted case, plotted in Fig. 5.6. We have displayed the com-
ponent 𝜎𝑥𝑥 instead of the others because it is the most char-
acteristic component of the stress tensor in this location. As
expected, both solutions become higher when the elasticity
of the fluid increases.

First of all, let us remark that for the highest elastic case com-
puted (We = 1.2), results do not show a smooth solution for
stresses when the standard formulation is employed, prob-
ably due to a lack of mesh resolution in this location; this
can be clearly seen in Fig. 5.6a. This non-smoothness is also
reported in [135], in which the smooth solution is reached us-
ing finer meshes. Note that this area presents large stress gra-
dients, regions with particularly high deformation rate, and
therefore this location is highly sensitive to the instability
caused by the HWNP. However, through the application of
the LCR approach, able to deal with the instability, a regular
solution can be obtained, as it can be observed in Fig. 5.6b.

For We numbers up to 0.3, the LCR is able to capture higher
values for the peaks of stresses than the standard formula-
tion; concerning the pressure field, a bad solution is obtained
for We = 1.2 for the standard formulation, as it can be ob-
served in Fig. 5.6c. Despite the fact of obtaining a smooth so-
lution, it should be higher than the one obtained forWe = 0.9.
A correct solution is obtained if the LCR for the viscoelastic
fluid is used, as it is shown in Fig. 5.6d.

All the cases reported until We = 1.2 have a converged solu-
tion using both formulations. It is important to remark that
the employed formulation does not affect significantly the
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(a) Deviatoric stress 𝜎𝑥𝑥 (b) Deviatoric stress 𝜎𝑥𝑥

(c) Pressure 𝑝 (d) Pressure 𝑝

Figure 5.6: Flow through a channel with a flexible wall. Comparison of the first component of stress and pressure
in the plate with thickness 𝑑 = 0.01𝐷 using the standard and the LCR representation.

final displacement of the plate, even for the fluid flow with
high Weissenberg number, as it can be seen in Fig. 5.5. How-
ever, the iterative scheme suffers a breakdown for the stan-
dard formulation when We > 1.2. This breakdown seems to
be caused by the incapability of the formulation of capturing
suitably both the stress and the pressure fields for the chosen
mesh with We = 1.2 (see Fig. 5.6).
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[146]: Turek et al. (2007), “Pro-
posal for numerical benchmark-
ing of fluid-structure interaction
between an elastic object and lam-
inar incompressible flow”

5.5.2 Turek’s test

In this case, we study the FSI between an hyperelastic struc-
ture and a laminar flow. This benchmark is used by many
authors as a reference test to check their implementations of
the FSI problem [146]. The configuration consists of a lam-
inar channel flow around an elastic object which results in
self-induced oscillations of the structure. Firstly, a study con-
sidering a Newtonian fluid will be performed and compared
with the literature, and then the effect of the viscoelasticity
will be investigated.

Setup

The geometry of the problem is displayed in Fig. 5.7. The
rigid channel has height 𝐻 = 0.41 m and length 𝐿 = 2.5 m.
The circle center is positioned at point 𝐶 = (0.2, 0.2) m (mea-
sured from the left bottom corner of the channel) and its ra-
dius is 𝑟 = 0.05 m. The structure bar has length 𝑙 = 0.35 m
and height ℎ = 0.02m. The right bottom corner is positioned
at (0.6, 0.19) m, and the left end is fully attached to the fixed
cylinder.

Figure 5.7: Turek’s test. Geome-
try.

With regards to boundary conditions, a parabolic profile is
prescribed at the left channel inflow, given by

̄𝑣f(0, 𝑦) = 1.5 ̄𝑣i𝑛
𝑦(𝐻 − 𝑦)
(𝐻2 )

2 , (5.84)

such that the mean inflow velocity is ̄𝑣i𝑛 and the maximum
of the inflow velocity profile is 1.5 ̄𝑣i𝑛. A smooth increase of
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[146]: Turek et al. (2007), “Pro-
posal for numerical benchmark-
ing of fluid-structure interaction
between an elastic object and lam-
inar incompressible flow”

the velocity profile in time is prescribed, given by

𝑣f(0, 𝑦 , 𝑡) = { ̄𝑣f(0, 𝑦)
1−cos 𝜋

2 𝑡
2 𝑡 < 2.0 s

̄𝑣f(0, 𝑦) otherwise
. (5.85)

The outflow condition is considered stress free. Finally, a no-
slip condition is prescribed for the fluid on the other bound-
ary parts. Concerning the boundary conditions of the struc-
ture, fixed null displacement is considered in the left edge.

Two FSI tests are performed: on the one hand, FSI1, which re-
sults in a stationary solution; on the other hand, FSI2, which
has a periodic solution. Table 5.3 shows the parameter set-
tings for each FSI case. Note that here the viscosity of the
fluid 𝜈f = 𝜇0f /𝜌f is the kinematic one.

Parameter FSI1 FSI2

𝜌s,0 [103 kgm3 ] 1 10
𝜈s [-] 0.4 0.4
𝐸s [106 kg

ms2 ] 1.4 1.4

𝜌f [103 kgm3 ] 1 1

𝜈f [10−3m
2
s ] 1 1

̄𝑣i𝑛 [ms ] 0.2 1
Re [-] 20 100

Table 5.3: Turek’s test. Parame-
ter settings for the FSI1 and FSI2
cases.

The domains are discretized using 𝑃1 (linear) elements for
the fluid domain and 𝑄1 (bilinear) elements for the solid one.
Regarding the distribution of the elements, the mesh is finer
around the cylinder and the bar, while downstream the mesh
is coarser, as it can be observed in Fig. 5.8. In total, the
fluid mesh is formed by 25 000 unstructured elements, and
the solid mesh by 10 000 (20 × 500) structured elements.

FSI problem using a Newtonian fluid

The aim of this section is to compare our results with the ones
coming from the benchmark in [146] by using a Newtonian
fluid and a Saint Venant-Kirchhoff solid material. First of all,
the stationary case FSI1 is validated with reference [146] in
Table 5.4, which includes displacements, drag and lift forces.
The results completely agree with the reference ones, as it



190 5 Numerical simulation of FSI problems with viscoelastic fluid flows

Figure 5.8: Turek’s test. Mesh do-
main.

(a)Mesh of the fluid domain

(b) Zoom around the cylinder and bar and mesh of the solid domain

can be observed. For these computations the LCR represen-
tation has been employed, but note that the solution would
be exactly the same for the standard one due to for We = 0
(and therefore 𝜆 = 0) we recover exactly the Navier Stokes
equations written in three-field form.

Table 5.4: Turek’s test. Displace-
ment at point A and forces ex-
erted by the fluid on the whole
submerged body (cylinder and
beam) for FSI1 benchmark.

𝑢𝑥 [10−4 m] 𝑢𝑦 [10−3 m] drag [N] lift [N]
Current 0.2241 0.8202 14.263 0.7657
[146] 0.2270 0.8209 14.295 0.7638

Moreover, the dynamic case is also tested, namely FSI2. Fig.
5.9 shows the solution for three different times. The bar dis-
placements observed and the lift and drag obtained are also
in agreement with the reference paper. We can conclude that
the FSI algorithm has been suitably checked.

Finally, the three-field based formulation (with fluid unknowns
velocity, pressure and stresses as stated in Subsection 2.2.4)
and a two-field based one (where the unknowns are veloc-
ity and pressure as presented in Subsection 2.2.3) are com-
pared. It is done to stand out the principal differences and
to explain why the three-field one is better in terms of ac-
curacy. The differences between stresses are highlighted in
both cases in Fig. 5.10: while in the two-field algorithm the
stresses are computed from the velocity gradient, and there-
fore constant over elements for linear FEs, in the three-field
formulations the stresses are linear. The accuracy of the fluid
traction computed and transmitted to the solid on its surface
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(a) 𝑡 = 34.0 s

(b) 𝑡 = 34.1 s

(c) 𝑡 = 34.3 s
Figure 5.9: Turek’s test. Plot of
the velocity norm for test FSI2 at
different times.

[39]: Castillo et al. (2014), “Sta-
bilized stress-velocity-pressure fi-
nite element formulations of the
Navier-Stokes problem for fluids
with non-linear viscosity”

[15]: Moreno et al. (2019), “Log-
arithmic conformation reformu-
lation in viscoelastic flow prob-
lems approximated by a VMS-
type stabilized finite element for-
mulation”

is enhanced by using the three-field formulation due to the in-
crease of accuracy of the stresses. See [39] for further details
between the comparison of both formulations with regards
to enhanced accuracy of stresses.

FSI problem using a viscoelastic fluid flow

In this subsection, the same problem is developed using a vis-
coelastic fluid and a Neo-Hookean model for the solid. First
of all, numerical results are presented for the FSI1 case. Ta-
ble 5.5 shows the displacement of the end of the beam struc-
ture at point A and the resulting forces exerted by the fluid
on the whole submerged body. In this case the effect of
viscoelasticity can be clearly analyzed. When the elasticity
of the fluid increases, the vertical force exerted by the fluid
(lift) also becomes higher. This phenomenon is in accordance
with the study done in [15] in the classic flow over a cylin-
der case. One can conclude that higher vertical forces on the
FSI boundary will cause the beam to show higher values of
deformation.
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(a) v𝑝 formulation (b) v𝑝𝜎𝜎𝜎 formulation

Figure 5.10: Turek’s test. Comparison of distribution of the stress field between the two-field formulation and the
three-field one for the FSI2 test.

Table 5.5: Turek’s test. Displace-
ment at point A and forces ex-
erted by the fluid on the beam for
case FSI1.

We 𝑢𝑥 [10−4 m] 𝑢𝑦 [10−3 m] drag [N] lift [N]
0.0 0.2241 0.8202 14.263 0.7657
0.2 0.2107 0.9384 14.703 0.7748
0.4 0.1959 1.0650 15.250 0.7800
0.6 0.1765 1.2020 16.089 0.7873
0.8 0.1572 1.3100 17.038 0.7774
1.0 0.1435 1.3440 18.003 0.7396
1.2 0.1386 1.2520 19.054 0.6669

For the FSI2 problem, the evolution in time for displacements,
lift and drag is computed for several We numbers. The max-
imum We number regime that the algorithm is able to simu-
late using this mesh isW𝑒 = 0.4. Let us remark that the “char-
acteristic” We number can vary depending on the problem
configuration or the Reynolds number of the problem. In this
case, the Reynolds number is higher than for the FSI1 prob-
lem, and therefore themaximumWenumber forwhich the al-
gorithm is able to reproduce well-defined solutions is smaller
than for case FSI1. In Fig. 5.11 the tracking of the solution of
point A along a second is performed to compare the differ-
ent fluid flows. Note that the phases between plot cases have
been conveniently adjusted in order to ease the comparisons.
In the 𝑦-displacements, minimum and maximum peaks have
slight variations. While for lowWeissenberg numbers, higher
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Figure 5.11: Turek’s test. Results for FSI2.

[153]: Gharabi et al. (2016),
“Computational fluid dynamic
simulation of human carotid
artery bifurcation based on
anatomy and volumetric blood
flow rate measured with mag-
netic resonance imaging”
[154]: Siasos et al. (2018), “Local
low shear stress and endothe-
lial dysfunction in patiens
with nonobstructive coronary
atherosclerosis”
[155]: Zaman et al. (2012), “Blood
flow of an Oldroyd-B fluid in
a blood vessel incorporating a
Brownian stress”
[156]: Anand et al. (2013), “A new
generalized Oldroyd-B model for
blood flow in complex geome-
tries”

than zero, a reduction of 𝑦-displacement is reported, when
it grows up to W𝑒 = 0.3 or W𝑒 = 0.4 the displacements
increase. This effect is connected with lift and drag force
changes, which show a similar effect (see Fig. 5.11).

5.5.3 Abdominal aortic aneurysms

As a final example, an abdominal aortic aneurysm is ana-
lyzed. The study of blood flow is important to understand the
mechanisms behind the onset and progression of atheroscle-
rosis [153, 154]. Many studies related to abdominal aortic
aneurysms consider the blood as a purely viscous fluid with
constant viscosity, that is, a Newtonian fluid. In [155, 156] it
is explained that blood can be modeled as an homogeneous
shear-thinning and viscoelastic fluid characterized by the
Oldroyd-B model. This is justified due to blood exhibiting
non-Newtonian characteristics, mainly due to shear thinning
viscosity and viscoelasticity related to stress relaxation and
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[157]: Elhanafy et al. (2019), “Nu-
merical simulation of Oldroyd-B
fluid with application to hemody-
namics”

[158]: Lopes et al. (2019), “Influ-
ence of arterial mechanical prop-
erties on carotid blood flow: Com-
parison of CFD and FSI studies”

normal stress effects. Moreover, in the case of small arteries,
the microstructure and rheological behavior of blood should
not be neglected since the dimension of the blood particles is
of the same order as that of the vessels. The parameters we
used for modeling the blood flow are taken from [157].

In [157] a two-dimensional numerical study is performed in
which the blood is modeled as a viscoelastic fluid, in which
the Oldroyd-B constitutive model is used to represent the vis-
coelastic properties of the blood. Results show that at higher
volumetric flow rates, which correspond to low shear rate
situations, vortices are observed. The relative error with re-
spect to the Newtonian flow model in these cases is of order
40 % and cannot be neglected. Furthermore, in [158] the influ-
ence of arterial mechanical properties on carotid blood flow
is shown by comparing models with rigid and elastic walls.
The conclusion that can be quickly drawn from the study is
that the reciprocal influence of both fluid and solid (blood and
artery) must be taken into account, so as not to overestimate
the effect of rigid walls in the blood flow. In this example, we
carry on a VFSI study to approximate the behavior of blood
flow as a viscoelastic flow and to consider the artery as an
hyperelastic Neo-Hookean material.

Setup

The geometry of the problem is displayed in Fig. 5.12. In this
picture, one can observe the geometry of a channel with one
single aneurysm. Particularly, in Fig. 5.12a the fluid arterial
domain is plotted and in Fig. 5.12b the solid domain, where a
membrane thickness of 𝑑 = 0.001 m is considered, following
the one described for the carotid case in [158]. Finally, the
fully coupled model is drawn in Fig. 5.12c, where a transver-
sal cut is done to indicate the lengths adopted for the 3D do-
main generation. In our case, 𝐷 = 0.008 m is the diameter
of the artery at the inlet and outlet sections, 𝑅 = 𝐷/2 is the
aneurysm ratio, 𝐿𝑇 = 7.5𝐷 is the domain total length, and
the other dimensions are set as 𝐿1 = 2.5𝐷 and 𝐿2 = 5𝐷. Also
𝐷1 = 2𝐷 is the maximum diameter adopted in the domain
for the artery. Moreover, the geometry has been constructed
using the curve

𝑦 = (𝐷1 − 𝐷
2 ) [1 + sin (2𝜋(𝑥 − 𝐿1)

𝐿2
− 𝜋

2 )] +
𝐷
2 𝐿1 ≤ 𝑥 ≤ 𝐿2,

(5.86)
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which has been revolutionized over the longitudinal axis (𝑥).

(a) Fluid domain (b) Solid domain

(c) Full domain Figure 5.12: Abdominal aortic
aneurysms. Geometry.

Once the geometry has been defined, the fluid and solid prop-
erties will be described. First of all, the blood in the artery
is considered as a Newtonian fluid, and later as a viscoelastic
one. For the Newtonian cases performed, the blood density is
𝜌f = 1 060 kg/m3 and the dynamic viscosity 𝜇f = 3.5 ⋅10−3 Pa ⋅
s; for the viscoelastic fluidmodel, the properties are 𝜇𝑠f = 3.19⋅
10−3 Pa ⋅ s for the solvent viscosity and 𝜇𝑝f = 4 ⋅ 10−4 Pa ⋅ s for
the polymeric viscosity. In other words, the total viscosity is
set to 𝜇0f = 3.49 Pa ⋅ s and 𝛽 = 0.88. Concerning the relaxation
time, it is set to 𝜆 = 0.06 s. Secondly, for the solid domain,
which models the vessel wall deformation, an hyperelastic
Neo-Hookean law is considered. Regarding the mechanical
properties, the density is 𝜌s,0 = 1 120 kg/m3, the Poisson ra-
tio is 𝜈s = 0.45 and elastic modulus is 𝐸s = 1.106 ⋅ 106 Pa.
For the fluid domain, a no-slip boundary condition is im-
posed over the walls and a fully developed flow is assumed
at the artery inlet, following the expression

𝑣𝑥 (0, 𝑦 , 𝑧, 𝑡) = 𝑣max (1 −
(𝑧2 + 𝑦2)

𝑅2 ) , (5.87)

𝑣𝑦 (0, 𝑦 , 𝑧, 𝑡) = 𝑣𝑧(0, 𝑦 , 𝑧, 𝑡) = 0. (5.88)

Note that 𝑣𝑥 is the main direction of the flow in the artery;
the average velocity at the inlet is ̄𝑣 = 0.05968 m/s taking
𝑣max = 0.11936 m/s as the maximum velocity reached at the
inlet. The flow rate is 𝑄 = 3 ⋅ 10−6 m3/s. This is the maxi-
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mum flow rate adopted by the reference paper [157]. While
in the Newtonian regime stresses are considered free in the
inlet, for the viscoelastic fluid flow case those have been fixed
associated to the parabolic velocity profile. The artery exit
is considered stress free, but to avoid fluid recirculations in
the exit only the first component of the velocity is set to be
free. Lastly, note that the Reynolds number associated to
this regime is 139.7 and, for the viscoelastic fluid flow, the
We number is 0.447.

Relative to the solid model, the boundaries adjacent to the
inlet and outlet are fixed. On the remaining boundaries of the
solid, a stress free condition is considered, which basically
allows the solid to deform in any direction.

Concerning the generated mesh, it is unstructured and the
domain is discretized using 582 804 tetrahedral FEs for the
fluid domain, while the solid one has 286 597 hexahedral el-
ements. The minimum element size, found on the walls of
the fluid domain and in the solid domain, is about ℎmin =
0.00025 m. The time step size is set to 𝛿𝑡 = 0.0025 s.

Results

As mentioned earlier, a similar study is performed in [157]
for a 2D case to highlight the importance of choosing a vis-
coelastic fluid for modeling the human blood; however, we
also incorporate the interaction with a solid membrane, as
suggested in [158]. Its effect is quantified in the following.

Fig. 5.13 shows the fluid flow streamlines. Specifically, Fig.
5.13a plots the streamlines in the full 3D model. Here, the
vortices of the flow, which are located close to the aneurysm
walls, can be clearly observed. For a better comprehension of
these vortices, both Fig. 5.13b (Newtonian case) and Fig. 5.13c
(viscoelastic case) are displayed in a transversal cut in the
𝑧 = 0 plane. Note that this plane is in the middle of the do-
main. In contrast with the Newtonian fluid, it is remarkable
how the center of vortices is moved on downstream for the
viscoelastic case. Note that for this Reynolds number the so-
lution has axial symmetry.

In Fig. 5.14 the distribution of the dominant component of
the stresses is shown on the plane 𝑧 = 0. The Newtonian case
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(a) Streamlines in the full 3D model

(b) Streamlines of the Newtonian
fluid in a cut in the 𝑧 = 0 plane.

(c) Streamlines of the viscoelastic
fluid in a cut in the 𝑧 = 0 plane.

Figure 5.13: Abdominal aortic
aneurysms. Streamlines in the full
domain and in a transversal cut,
coloured with the norm of the ve-
locity.

(a) Newtonian fluid (b) Viscoelastic fluid

Figure 5.14: Abdominal aortic
aneurysms. First component
of the stresses. Comparison
between Newtonian and vis-
coelastic regimes in a fluid
domain transversal cut.

shows smaller values than the viscoelastic case and the max-
imum peaks are reached at the center of the channel. How-
ever, the viscoelastic case accumulates stresses on the walls
immediately downstream of the aneurysm. This is graphi-
cally evaluated in Fig. 5.15, where the norm of stresses over
the top line in the 𝑧 = 0 plane is plotted. The difference of
magnitude in this location is notable, as reported in [157].
The vertical lines indicate the region of the aneurysm. This
effect is important when dealing with aneurysms, and should
not be neglected. Finer elements around the walls would be
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needed to obtain smoother solutions.

Figure 5.15: Abdominal aortic
aneurysms. Comparison for the
stress norm along the top wall in
the plane 𝑧 = 0 of the fluid do-
main.

5.6 Conclusions

In this chapter, a numerical approximation for VFSI problems
with viscoelastic fluids in which elasticity can be dominant
has been presented. The main idea is to reproduce scenar-
ios with a viscoelastic fluid model and particularly using the
so-called log-conformation reformulation. This technique al-
lows to treat the exponential growth of the elastic stresses
and, therefore, extend the range of Weissenberg numbers in
which the VFSI problem can be solved.

Several numerical examples have been run to assess the per-
formance of the proposed VFSI problem and its applicability
to viscoelastic flows with high elasticity. First of all, some
examples with Newtonian fluids have been performed to val-
idate our FSI model and to show that both the standard and
the logarithmic formulation presented in Section 5.3 match
with the classical Navier-Stokes equations written in a three-
field setting when We = 0.

Regarding the elasticity of the fluid, we have shown the ef-
fect of increasing it. When elasticity increases, stresses do
so significantly. This effect causes elastic forces to grow up
and, therefore, fluid tractions on the solid become higher.

With regards to the three-field formulations presented in this
work, several conclusions can be drawn. Firstly, we have
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shown the effect of considering the stress as a primary un-
known. It becomes crucial when dealing with viscoelastic
flows due to the need to solve an additional differential equa-
tion for the stresses. Furthermore, more accurate results are
obtained for stresses with respect to the classical two-field
formulation in which these stresses are computed as a post-
process. This is clearly a benefit when computing fluid trac-
tions to be imposed in the solid problem. When facing high
elasticity cases for the same mesh, the standard formulation
fails to obtain smooth solutions, whereas the logarithmic for-
mulation is able to handle these situations and regular solu-
tions are obtained.

To end up, we have demonstrated the good performance of
our implementation in a 3D problem. Furthermore, the ef-
fect of considering the blood flow as a viscoelastic fluid and
to mimic the arteries as hyperelastic materials has been stud-
ied. The results prove that differences between Newtonian
and viscoelastic models should not be underestimated and
that viscoelastic constitutive modeling is necessary, specially
when the flow rate in the artery increases.
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Topology optimization of
incompressible structures

subject to FSI 6
6.1 Introduction

Fluid-Structure Interaction (FSI) problems involve the inter-
action between a fluid and a deformable solid structure. These
problems arise in various engineering and scientific appli-
cations, including aerospace [112], civil engineering [159],
biomechanics [113, 160], and offshore structures [161]. Nu-
merical methods play a significant role in solving FSI prob-
lems by providing efficient and accurate solutions. These
methods combine fluid dynamics and structural mechanics
algorithms to simulate the coupled behavior of fluids and
structures. The interaction between the fluid and the struc-
ture is typically modeled by exchanging information at the
fluid-structure interface [115]. Understanding and accurately
simulating FSI phenomena is crucial for designing and opti-
mizing systemswhere fluid and structure interact [116, 162].

One common approach for simulating FSI problems is the
partitioned approach, where separate solvers are used for
the fluid and structural domains. In this approach, the fluid
solver calculates the fluid flow field while treating the struc-
ture as a rigid body or prescribing its motion based on the
interaction forces. The structural solver computes the defor-
mation and stress response of the solid structure based on the
fluid-induced loads. The coupling between the two solvers is
achieved by iteratively exchanging information at the fluid-
structure interface until convergence is reached [114, 163].

Fluid-structure interaction (FSI) problems involving incom-
pressible structures are a subset of FSI phenomena where the
solid undergoes negligible volume changes when subjected
to external forces or deformations. In such problems, the
fluid interacts with a solid object that remains essentially in-
compressible, maintaining its volume throughout the interac-
tion [90]. The study of FSI involving incompressible solids is
crucial in numerous fields, including biomechanics, bioengi-
neering, soft robotics, and material science [164, 165]. Ex-
amples of incompressible structures include soft tissues, elas-
tomers, gels, and certain biological materials [166–168]. Un-
derstanding the complex interactions between the fluid and
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the incompressible solid is essential for designing and opti-
mizing systems in these domains.

Mixed formulations are commonly used in the context of in-
compressible structures to handle the incompressibility con-
straint. These formulations introduce additional unknowns,
such as the pressure field, to enforce volume conservation.
Themostwidely usedmixed formulations are the displacement-
pressuremixed formulations [23, 91] or the three-field formu-
lations which add some extra unknown to increase its accu-
racy [27, 28, 169]. These formulations provide stable and ac-
curate solutions for incompressible problems by coupling the
displacement and pressure fields, and in this work, they are
employed to model FSI simulations involving incompressible
structures.

Topology Optimization (TO) is a powerful computational de-
sign approach that aims to optimize the material distribution
within a given design domain to achieve desired performance
objectives. The goal is to find the optimal arrangement or
layout of material that meets specified criteria while consid-
ering design constraints [79]. The primary objective of TO
of incompressible structures is to improve structural stiffness
while ensuring volume conservation. In these problems, the
incompressibility constraint needs to be satisfied throughout
the optimization process, meaning that the total volume or
the fraction of occupied material within the design domain
remains constant [2, 88].

TO is an efficient method to improve mechanical systems de-
sign in engineering. In the last decade, several methods have
been developed to find optimal structures inside predefined
design domains by minimizing objective functions and con-
straints [79, 80, 82–84].

Although the field of structural optimization has become ma-
ture, many applications, such as aeronautics or biomechan-
ics, require multiphysics design [92, 170–173]. As a conse-
quence, methodologies for structural TO in FSI problems have
become popular as they provide a framework to include FSI
models in the TO design procedure.

Thesemethodologieswere classified in [174] according to the
treatment applied on the interface between the fluid flow and
the structure. Therefore, those cases in which only the in-
ternal part of the structure is optimized are named ”dry” or
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design-independent optimizationwhereas the ”wet” or design-
dependent optimization are referred to those cases in which
the geometry of the FSI boundary can be changed during the
TO process.

Regarding the latter, several methodologies have been pro-
posed during the last years. In [175] the idea of using amono-
lithic approach to interpolate both structural and fluid equa-
tions based on the density method was proposed for steady-
state FSI problems. These ideaswere lately extended to stress-
based TO [176]. Another option was proposed in [177] to ex-
tend the XFEM-Level-set method reported in [174] to ”wet”
optimization. The bi-directional evolutionary structural op-
timization is also applied in [178] to disjoint the problem
into two subdomains and be able to tackle them in a sepa-
rate way. A body-fitted mesh evolution technique integrated
into a level-set method can be found in [179]. Finally, the
reaction-diffusion equation-based level-set methods are ap-
plied to solve the FSI optimization problempresented in [180].
All these works concern the interaction between a linear elas-
tic compressible structure and viscous fluid flows governed
by the incompressible Navier-Stokes equations.

In this chapter, we are interested in ”dry” TO for FSI prob-
lems. In particular, FSI problems which are two-way cou-
pled. The flow depends on the structural displacements and
the structural behavior depends upon the fluid forces. As the
FSI boundary remains constant over the TO procedure, we
can use a staggered approach to solve individually the fluid
and the structure sub-problems and satisfy the interface con-
ditions in a strongly-coupled manner.

In this study, we propose a new ”dry” TO framework for
strongly-coupled FSI systemswith incompressible structures.
To the best of our knowledge, this is the first attempt to use
TO of incompressible structures in FSI problems. Further-
more, the structural model can be either linear elastic or hy-
perelastic, allowing for finite strain deformations. In addi-
tion, the study of transient FSI problems is also performed.

This chapter is organized as follows. In Section 6.2 the set-
ting of the whole TO problem of incompressible structures
subject to FSI is presented. Next, the algorithm developed to
reproduce such problems is presented in Section 6.3. Some
numerical examples are shown in Section 6.4 to assess and
validate the proposed methodology. The chapter is closed
with some conclusions in Section 6.5.
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6.2 Setting of the problem

6.2.1 Solid dynamics problem

This section focuses on the analysis and behavior of solid
structures that can reach the incompressible limit under dy-
namic loading conditions. It explores the response of mate-
rials and structures. This section aims to provide an intro-
ductory overview of the fundamental concepts and princi-
ples related to solid dynamics for incompressible structures.
Let us start by summarizing the conservation equations for
both linear elasticity and finite strain hyperelasticity in solid
dynamics.

Linear elasticity. Governing equations

According to Chapter 2, the equations of motion of linear
elasticity can be presented as follows. Let Ωs be the solid
domain. Any point of the body is labeled with the vector
x. The boundary of the domain is denoted as Γs ≔ 𝜕Ωs and
is split into a Dirichlet boundary Γs,𝐷 , where the prescribed
displacements are specified and a Neumann boundary Γs,𝑁 ,
where prescribed tractions are applied. The interface bound-
ary with the fluid is Γi. We denote as ]0, 𝑇 [ the time interval
of analysis.

The continuum problem for solid dynamics, suitable for the
incompressible limit, is defined by the following system of
equations

Linear elasticity. Solid dynamics problem accounting
for fluid tractions on Γi

𝜌s
𝜕2us
𝜕𝑡2 − ∇ ⋅ ss + ∇𝑝s = 𝜌sb in Ωs × ]0, 𝑇 [ , (6.1)

ss − ℂdev ∶ es = 0 in Ωs × ]0, 𝑇 [ , (6.2)

∇ ⋅ us +
𝑝s
𝜅s

= 0 in Ωs × ]0, 𝑇 [ , (6.3)

es − 𝔻 ∶ ∇sus = 0 in Ωs × ]0, 𝑇 [ , (6.4)

us = us,𝐷 on Γs,𝐷 × ]0, 𝑇 [ , (6.5)

ns ⋅ ss − 𝑝sns = ts,𝑁 on Γs,𝑁 × ]0, 𝑇 [ , (6.6)
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ni ⋅ ss − 𝑝sni + tf = 0 on Γi(𝑡) × ]0, 𝑇 [ , (6.7)

where 𝜌s is the density, us the displacement field, ss the de-
viatoric stresses, 𝜌sb the body forces, ℂdev the 4th-order de-
viatoric constitutive tensor, es the deviatoric strains, 𝑝s the
pressure field, 𝜅s the bulk modulus and 𝔻 the deviatoric 4th
order tensor.

With regards to the boundary conditions, us,𝐷 is a prescribed
value for the displacements on the Dirichlet boundary, ts,𝑁 a
prescribed value for the tractions on the Neumann boundary
and tf are the tractions coming from the fluid on the interface
boundary.

Two different formulations are considered to manage this
problem. On the one hand, the mixed two-field u𝑝 formu-
lation, on the other hand, the mixed three-field u𝑝e formula-
tion, both of them presented in Subsection 2.1.1.

Finite strain hyperelasticity. Governing equations

According to Chapter 3 the equations ofmotion of finite strain
hyperelasticity can be presented as follows. LetΩs,0 ≔ Ωs (0)
be the reference configuration of the solid body, whereas
the current configuration of the body at time 𝑡 is denoted
by Ωs (𝑡). The motion is described by a function 𝜓𝜓𝜓 which
links a material particle X ∈ Ωs,0 to the spatial configuration
x ∈ Ωs (𝑡) according to

𝜓𝜓𝜓 ∶ Ωs,0 ⟶ Ωs (𝑡) , x = 𝜓𝜓𝜓(X, 𝑡), ∀X ∈ Ωs,0, 𝑡 ≥ 0. (6.8)

The boundary of the reference configuration is denoted as
Γs,0 ≔ 𝜕Ωs,0 and Γs (𝑡) ≔ 𝜕Ωs (𝑡) represents the boundary of
the current configuration at time 𝑡 . We always assume that
the mapping between both boundaries is defined through the
motion, i.e., 𝜓𝜓𝜓(Γs,0, 𝑡) = Γs (𝑡). The interface boundary with
the fluid at the reference configuration is Γi,0. We denote as
]0, 𝑇 [ the time interval of analysis.

We want to deal with compressible materials that can reach
the incompressible limit. The governing equations in finite
strain hyperelasticity in a TLF framework are defined by
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Finite strain hyperelasticity. Solid dynamics problem
accounting for fluid tractions on Γi,0 in a TLF framework

𝜌s,0
𝜕2us
𝜕𝑡2 − ∇0 ⋅ {S′sF𝑇s } + ∇0 ⋅ {𝑝s𝐽sF−1s }

= 𝜌s,0b in Ωs,0 × ]0, 𝑇 [ ,
(6.9)

𝑝s
𝜅s

+ 𝑑𝐺
𝑑𝐽 = 0 in Ωs,0 × ]0, 𝑇 [ ,

(6.10)

S′s − 2 𝜕𝑊𝜕Cs
= 0 in Ωs,0 × ]0, 𝑇 [ ,

(6.11)

us = us,𝐷 on Γs,0,𝐷 × ]0, 𝑇 [ ,
(6.12)

ns,0 ⋅ {S′sF𝑇s − 𝑝s𝐽sF−1s } = ts,0,𝑁 on Γs,0,𝑁 × ]0, 𝑇 [ ,
(6.13)

ni,0 ⋅ {S′sF𝑇s − 𝑝s𝐽sF−1s } = 𝐽sF−1s tf on Γi,0 × ]0, 𝑇 [ ,
(6.14)

where 𝜌s,0 is the density at the reference configuration, S
′
s

the deviatoric PK2 stress tensor, Fs the deformation gradient,
𝐽s the Jacobian, 𝑑𝐺

𝑑𝐽 a term related with the volumetric part
of the strain energy function 𝑈 , 𝑊 the deviatoric part of the
strain energy function and Cs the right Cauchy tensor.

With regards to the boundary conditions, us,𝐷 is a prescribed
value for the displacements on the Dirichlet boundary, ts,0,𝑁
a prescribed value for the tractions on the Neumann bound-
ary and tf are the tractions coming from the fluid on the inter-
face boundary. Note that a pull-back transformation must be
applied to fluid tractions tf to apply them on the boundaries
at the reference configuration.

Two different formulations are considered to manage this
problem. On the one hand, the mixed two-field u𝑝 formula-
tion presented in Section 3.5. On the other hand, the mixed
three-field u𝑝S′ formulation presented in Section 3.6.
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6.2.2 Fluid flow problem

The next step is to define the governing equations that model
the fluid flow problem for an incompressible Newtonian flow
which is modeled with the well-known Navier-Stokes equa-
tions. The approach followed can be understood as the tra-
ditional one, where the fluid problem is solved by means of
an ALE formulation to cope with the time dependency of the
fluid domain.

ALE formulation of the fluid flow equations

Let nowΩf(𝑡) be the domainwhere the fluid flows, with bound-
ary Γf(𝑡) ≔ 𝜕Ωf(𝑡), where Dirichlet boundary conditions are
prescribed on Γf,𝐷(𝑡) andNeumann conditions on Γf,𝑁 (𝑡). These
boundaries may be moving. According to Subsection 5.3.1, a
mesh equationmust be solved to obtain the domain velocities
which are needed to solve the fluid equations. Let us directly
show here the system of equations that is solved according
to [137] for a given velocities in the interface boundary with
the solid vΓi at time 𝑡𝑛

ALE formulation. Mesh equation accounting for solid
velocities on Γi

−∇ ⋅ {ℂ ∶ ∇svdom} = 0 in Ωf(𝑡𝑛), (6.15)

vdom = vΓi on Γi(𝑡𝑛), (6.16)

vdom = 0 on Γf(𝑡𝑛) ⧵ Γi(𝑡𝑛), (6.17)

where ℂ (𝐸dom (x) , 𝜈dom) is the Constitutive 4th order tensor
in linear elasticity, 𝐸dom (x) is the YoungModulus of themesh
and 𝜈dom is the Poisson coefficient of the mesh.

Using the ALE reference, the only modification with respect
to the purely Eulerian formulation is to replace the transport
velocity vf of the advective term by vc ≔ vf − vdom.

Governing equations

According to Chapter 2 the equations of the Newtonian in-
compressible fluid flow assumption are presented. Let Ωf(𝑡)
be the fluid domain in the time interval ]0, 𝑇 [, accounting also
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for the motion of this domain. Let Γf(𝑡) ≔ 𝜕Ωf(𝑡) be its bound-
ary. The continuum Navier-Stokes problem for Newtonian
fluid flows is defined by the following system of equations

Newtonian fluid flows. Navier-Stokes problem in ALE
approach accounting for solid displacements on Γi

𝜌f
𝜕vf
𝜕𝑡 + 𝜌fvc ⋅ ∇vf − 𝜇f∇2vf + ∇𝑝f = f in Ωf(𝑡) × ]0, 𝑇 [ ,

(6.18)

∇ ⋅ vf = 0 in Ωf(𝑡) × ]0, 𝑇 [ ,
(6.19)

vf = vf,𝐷 on Γf,𝐷(𝑡) × ]0, 𝑇 [ ,
(6.20)

nf ⋅ 𝜎𝜎𝜎 f = tf,𝑁 on Γf,𝑁 (𝑡) × ]0, 𝑇 [ ,
(6.21)

vf = vΓi on Γi(𝑡) × ]0, 𝑇 [ .
(6.22)

where vf is the velocity field, 𝑝f the pressure, f the vector of
body forces, 𝜌f the density, 𝜇f the dynamic viscosity and ∇2(⋅)
is the Laplacian operator.

With regards to the boundary conditions, vf,𝐷 is a prescribed
value for the velocities on the Dirichlet boundary, tf,𝑁 the
prescribed value for the tractions on the Neumann bound-
ary and vΓi is the velocity field coming from the solid on the
interface boundary.

In this chapter, the two-field v𝑝 formulation presented in
Subsection 2.2.3 is considered.

6.3 TO of incompressible structures
subject to FSI

6.3.1 Fluid-structure interaction

Let Ω(𝑡) be the whole domain of the problem, formed by a
fluid sub-domain Ωf(𝑡) and a solid one Ωs(𝑡) which will be
optimized during the process. These two sub-domains do not
overlap, so that Ω̄(𝑡) = Ωf(𝑡) ∪ Ωs(𝑡) and Ω̊f(𝑡)∩ ̊Ωs(𝑡) = ∅. The
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sub-domains have their own boundaries Γf(𝑡) and Γs(𝑡), and
the interface between the them is Γi(𝑡). Its unit normal with
respect to the spatial configuration is denoted ni, pointing
from the fluid side to the solid one. We also define Γs,0 as
the solid boundary in the initial configuration and its unit
normal with respect to the material configuration is denoted
by ni,0.

In this chapter, a block-iterative coupling is considered, in
which the solid and the fluid mechanics problems are solved
sequentially with a strong coupling. A Dirichlet-Neumann
coupling is considered: the solid is solved with the loads com-
puted from the fluid in a given iteration and then the fluid is
computed with the velocities on the interface obtained from
the solid. An Aitken relaxation scheme is implemented. Us-
ing the Dirichlet-Neumann iteration-by-subdomain coupling
approach described earlier, the coupling algorithm to solve
the problem is very similar to the one given in Algorithm 1
in Chapter 5. Let us remark that in this case, for hypere-
lastic materials, the solid problem is solved in a TLF frame-
work, which means that we need to pull-back tractions com-
ing from the fluid domain.

6.3.2 The TO of incompressible structures
subject to FSI algorithm

The sequence of the individual steps is shown in Algorithm
2. Let us explain in detail the proposed strategy.

The main goal of the proposed methodology is to obtain op-
timized incompressible structures which are subjected to FSI
loads. In this sense, we need to specify both a delay for the
TO to start 𝑛del and a time window 𝑁w, which will take into
account the number of steps to do a TO iteration. Obviously,
the selection of this time window is not simple, and it de-
pends upon the FSI problem. For real transient FSI prob-
lems, the problem is supposed to be statistically stationary,
which means that there exists a period in the movement of
the flow unless the fluid flow becomes turbulent [181–183].
The steps needed to cover this period is a suitable choice to
be the time window. In this work, as a first approximation, a
fixed value for the time window is imposed during the whole
procedure.
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The following ingredient is to compute an additive TD𝒟 add𝑇 𝒥
for all the steps along the time window. In each time step,
we iterate until convergence our block-iterative FSI method.
Once a converged solution is obtained, we can compute the
split TD associated with the solid converged state according
to the results obtained in Chapter 4

𝒟𝑇𝒥 (𝜒, x) = e (𝜒 , x) ∶ ℙdev ∶ s (𝜒 , x) + Pvol𝑝2 (𝜒 , x)
+ (1 − 𝛾)𝜌b ⋅ u (𝜒 , x) , (6.23)

for linear elastic materials or

𝒟𝑇𝒥 (𝜒,X) ≈ 𝑊 (C̄ (𝜒 ,X)) − 𝑝 (𝜒,X) 𝑔 (𝐽 (𝜒 ,X))
+ (1 − 𝛾)𝜌0b ⋅ u (𝜒 ,X) , (6.24)

for hyperelastic ones. The idea is to sum the contributions
for all the time steps inside the time window. To do so, a
simple additive function is defined as

𝒟 add𝑇 𝒥 𝑛w+1 = 𝒟 add𝑇 𝒥 𝑛w + 𝒟𝑇𝒥 𝑛w , (6.25)

where 𝑛w is the time window counter. Once the time win-
dow is achieved, 𝑛w = 𝑁w, a single TO step is performed
for the solid domain with the additive TD according with the
flowchart presented in Fig. 4.1 for linear elastic materials or
the flowchart presented in Fig. 4.21 for hyperelastic mate-
rials. The counter of steps and the additive TD are reset to
zero.

An important aspect tomention is that ”dry” TO is performed.
This means that only the interior of the structure is opti-
mized, whereas the interface boundary remains constant along
the problem. To do so, we split the solid domain Ωs into two
sub-domains, Ωvar and Ωfix. The former contains the inte-
rior of the structure and it is allowed to be optimized during
the TO procedure, the latter contains the external layer of
the structure in contact with the fluid and is fixed as strong
material during the whole TO procedure. Let us remark that
a bi-material TO problem is performed. The material corre-
sponding to the weak domain exhibits a very small stiffness,
approximating the absence of material. The material param-
eters of the strong domain are denoted by 𝜌s,0, 𝐸s,0 and 𝜈s,0
and the parameters of the weak domain are considered as
𝜌w,0 = 𝛾𝜌s,0, 𝐸w,0 = 𝛾𝐸s,0 and 𝜈w,0 where 𝛾 stands for the jump
of stiffness. Note that 𝛾 > 0 is a parameter, small enough for
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modeling void regions and large enough to entail invertibil-
ity properties to the stiffness matrix.
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Algorithm 2: TO of incompressible structures subject to
FSI

1 Fixed delay steps 𝑛del to start the TO procedure and a time
window 𝑁w to do a TO step. 𝑛 = 0; loop over the number of
time steps. 𝑛w = 0; time window counter to 0.

𝑛 ← 𝑛 + 1
if 𝑛 > 𝑛del then 𝑛w ← 𝑛w + 1
𝑘 = 0; iterate coupling iterations until convergence.

𝑘 ← 𝑘 + 1 (block iteration counter omitted in the
following).

• Solve the equations for the solid, taking into account
the tractions coming from the fluid problem tf.

• Compute relaxed velocities on the interface
boundary vΓi with an Aitken relaxation scheme from
the solid velocities vΓi ,s = 𝛿2us

𝛿𝑡 |Γi .• Compute the domain velocity in the fluid by solving
the mesh equation.

• Solve the ALE equations for the fluid, taking into
account the mesh velocity vdom and using the
interface velocity vΓi .• Check convergence and update the unknowns.
Coupling convergence is checked based on the norm
of the relative error between coupling iterations of
displacements at the interface, i.e., ‖uΓi ,s − uΓi ,f‖𝐿2(Γi) and
tractions, i.e., ‖tΓi ,s − tΓi ,f‖𝐿2(Γi), properly normalized.
Convergence is achieved when this norm is below a
given tolerance.

End block-iterative loop.
• Compute the additive TD associated to the already
converged solution at time 𝑡𝑛

𝒟 add
𝑇 𝒥 𝑛w+1 = 𝒟 add

𝑇 𝒥 𝑛w + 𝒟𝑇𝒥 𝑛w ,
where 𝒟𝑇𝒥 𝑛w is the TD associated with time window
counter 𝑛w.

• Check if 𝑛 > 𝑛del and 𝑛w = 𝑁w, then
• Perform a TO step with the additive TD according
with the flowchart presented in Fig. 4.1 for linear
elastic materials or the flowchart presented in Fig.
4.21 for hyperelastic materials.
𝑛w = 0; restart time window counter.
𝒟 add

𝑇 𝒥 𝑛w = 0; restart additive TD.
• endif

End loop over the number of time steps.
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[71]: Vorst (1992), “Bi-CGSTAB:
A fast and smoothly converging
variant of Bi-CG for the solution
of nonsymmetric linear systems”

[17]: Balay et al. (2015), PETSc
Web page

6.4 Numerical examples

In this section, three numerical examples are presented to
assess the performance of the proposed TO of incompress-
ible structures subject to FSI strategy. In the first one, a flow
through a channel with a flexible wall is considered to study
a stationary solution. The main idea is to analyze the differ-
ences between mixed formulations when considering either
linear elastic structures or hyperelastic ones. Next, so as to
examine the effect of transient FSI solutions, the well-known
Turek’s test FSI2 is presented. In this case, the behavior of
a laminar channel flow around an elastic object is studied
when several volume fractions are considered for the opti-
mized structure. To end up, a three-dimensional case with
an incompressible flexible plate in a flow channel is consid-
ered.

On the one hand for the fluid sub-problem, we select the
S-OSGS method with dynamics subscales. The algorithmic
parameters are set to 𝑐1 = 4, 𝑐2 = 2. As a time integra-
tor we select the BDF2 scheme for all cases. As previously
discussed, the nonlinearities in the problem are solved via a
Picard scheme. A maximum of 10 iterations is set, and the
numerical tolerance for the 𝐿2 (Ωf) norm is 10−5.
On the other hand for the solid sub-problem, the stabilization
technique is selected to be the S-OSGS method. The algorith-
mic parameters are set to 𝑐1 = 1, 𝑐2 = 1 and 𝑐3 = 0.5 depending
on the chosen formulation. As a time integrator we select the
BDF2 scheme for all cases. As previously discussed, the non-
linearities in the problem are solved via a Newton-Raphson
scheme. A maximum of 10 iterations is set, and the numeri-
cal tolerance for the 𝐿2 (Ωs) norm is 10−5.
In order to solve themonolithic system of linear equations for
each sub-problem, we use the Biconjugate Gradients solver,
BiCGstab [71], which is already implemented in the PETSc
parallel solver library [17].

Concerning the iterative scheme, a strong-coupling staggered
approach is considered as mentioned in Algorithm 2. There-
fore, for the transmission conditions on the interface bound-
ary Γi (using again the 𝐿2 norm), the relative tolerance is set
to 10−3.
With regards to the TO parameters, the weak material is con-
sidered to be compressible, with 𝜈w = 0.4. The jump of stiff-
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[174]: Jenkins et al. (2015),
“Level set topology optimization
of stationary fluid-structure
interaction problems”
[180]: Li et al. (2022), “Three-
dimensional topology optimiza-
tion of a fluid-structure system
using body-fitted mesh adaption
based on the level-set method”

ness 𝛾 is fixed to 10−2. As a stopping criterion for the TO algo-
rithm, we impose a relative tolerance for the objective func-
tional tol = 10−3, unless otherwise specified. The volume
fraction is reduced at once except where otherwise stated. In
all presented figures, only the positive part of the level set is
plotted, therefore only the strongmaterial part is shown. The
rest is filled of weak material elements which is interpreted
as the void region.

6.4.1 Beam in a flow channel

In this first problem, we seek to determine the optimal topol-
ogy of an structure immersed in a flow channel. This exam-
ple is very similar to the one presented in [174, 180]. The
problem presented here has a fixed interface boundary be-
tween the fluid flow and the structure. Therefore, we opti-
mize the interior of the structure. The geometry of the prob-
lem is shown in Fig. 6.1

fix

r

var

Figure 6.1: Beam in a flow channel. Geometry.

Regarding the channelmeasures, the rigid channel has height
𝐻 = 1 m. The flexible wall is located at 2𝐻 from the chan-
nel entrance. The length of the whole channel is 𝐿 = 5 m.
The structure bar has length 𝑙 = 0.1 m and height ℎ = 0.5 m.
The solid domainΩs is divided into two subdomainsΩvar and
Ωfix. The former contains the interior of the structure and
it is allowed to be optimized during the TO procedure, the
latter contains the external layer of the structure of width
𝑟 = 0.01 m which is in contact with the fluid and is fixed as
strong material during the whole TO procedure.

Regarding the properties of the fluid, the density is 𝜌f = 1
kg/m3 and the dynamic viscosity is 𝜇f = 1 Pa⋅s. For the elastic
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plate the properties are as follows: an initial density 𝜌s,0 =
1 kg/m3, a Young’s modulus 𝐸s = 40 kPa and a Poisson’s
ratio 𝜈s = 0.5. The plane strain assumption is considered. A
final volume of 50% of the initial one is stated as a volume
restriction for Ωvar.

Concerning the boundary conditions, in the inlet boundary
of the fluid domain Γin, a steady Poiseuille flow with average
velocity ̄𝑣in is assumed, given by

̄𝑣f(0, 𝑦) = 1.5 ̄𝑣i𝑛
𝑦(𝐻 − 𝑦)
(𝐻2 )

2 . (6.26)

On the walls Γwall no-slip boundary conditions are imposed,
and in the outlet Γout the pressure is set to 𝑝out = 0 Pa. A
rectangular plate is considered as the solid domain, and it is
clamped at the bottom side.

The domains are discretized using 𝑃1 (linear) elements for
both fluid and solid domains. Regarding the distribution of
the elements, both meshes are unstructured. In total, the
fluid mesh is formed by 12 446 elements, and the solid mesh
by 12 720 elements.

(a) Velocity field

(b) Pressure field

Figure 6.2: Beam in a flow chan-
nel. Distribution of the velocity
field (top) and pressure (bottom)
in the fluid domain with average
velocity ̄𝑣in = 1 m/s. Velocities
are plotted using their Euclidean
norm.

To start the problem, a smooth increase of the velocity profile
in time is prescribed, given by

𝑣f(0, 𝑦 , 𝑡) = { ̄𝑣f(0, 𝑦)
1−cos 𝜋

2 𝑡
2 𝑡 < 1.0 s

𝑣f(0, 𝑦) otherwise
. (6.27)

We select the time step Δ𝑡 = 0.005 s. During the first 2.5 s, we
let the FSI problem run without performing any TO iteration.
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To do so, we impose a delay in the TO procedure of 500Δ𝑡 . At
this moment, the problem has already converged to a station-
ary solution. From this point on, we select a time window of
50Δ𝑡 = 0.25 s to store the additive TD and perform a TO it-
eration. We continue the same procedure until a converged
optimized solution is obtained for the structure.

First of all, let us consider ̄𝑣in = 1 m/s, which results in a
fluid flow with Reynolds number Re = 1. For this case, the fi-
nal stationary FSI solution is supposed to produce very small
strains in the structure, which can be approximated with the
infinitesimal strain theory. Let us start by showing the final
stationary solution for the fluid domain once the optimized
structure has been obtained for a linear elastic material. Both
velocity and pressure fields in the flow channel are depicted
in Fig. 6.2.

(a) Displacement field (b) Pressure field (c) Deviatoric strain field

Figure 6.3: Beam in a flow channel. Distribution of the displacement field (left), pressure (middle) and deviatoric
strain field (right) in the linear elastic incompressible beam with u𝑝 formulation and with average velocity ̄𝑣in =
1 m/s. Displacements and deviatoric strains are plotted using their Euclidean norm.

We consider two different formulations for the structure. In
Fig. 6.3 the final optimized solution with the u𝑝 formulation
is shown whereas in Fig. 6.4 the one obtained for the three-
field u𝑝e formulation is presented. Both solutions displays
different solutions which are supposed to converge to the
same one with finer meshes.
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(a) Displacement field (b) Pressure field (c) Deviatoric strain field

Figure 6.4: Beam in a flow channel. Distribution of the displacement field (left), pressure (middle) and deviatoric
strain field (right) in the linear elastic incompressible beam with u𝑝e formulation and with average velocity ̄𝑣in =
1 m/s. Displacements and deviatoric strains are plotted using their Euclidean norm.

Let us now consider a hyperelastic material by considering a
Neo-Hookean law for the deviatoric law of the strain energy
and a Simo-Taylor law for the volumetric one. The solution
of the channel flow is very similar as the one obtained for
the linear elastic case. Again, the two different solutions pre-
sented in Chapter 3 are applied. Fig. 6.5 presents the final
solution obtained with the two-field u𝑝 formulation. Fig. 6.6
displays the solution for the u𝑝S′ formulation. Again quite
different solutions are obtained due to the nonlinearities of
the problem, the iterative TO algorithm and the coarse mesh
of the solid domain that we are considering.

For the sake of completeness, Table 6.1 shows the forces ex-
erted by the fluid flow on the whole submerged beam struc-
ture and the displacement at the point A for the different
cases we have studied. As it was expected, all cases display
the same final properties due to the fact that infinitesimal
strain theory can be considered.

Finally, in Fig. 6.7 the total potential energy is plotted against
the TO iterations during the whole procedure for all the for-
mulations considered. As expected, all formulations are de-
creasing the objective functional during the TO iterations
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(a) Displacement field (b) Pressure field (c) Deviatoric PK2 stress
field

Figure 6.5: Beam in a flow channel. Distribution of the displacement field (left), pressure (middle) and deviatoric
PK2 stress field (right) in the hyperelastic incompressible beam with u𝑝 formulation and with average velocity
̄𝑣in = 1 m/s. Displacements and deviatoric stresses are plotted using their Euclidean norm.

until a minimum is achieved. Due to the high accuracy of
strains and stresses that are obtained in the three-field for-
mulations, we can see different values for the total potential
energy. Obviously, this difference is expected to be reduced
while refining the solid mesh.

Let us now consider a case which involves finite strains. To
do so, we increment the average velocity to ̄𝑣in = 10 m/s,
which results in a fluid flow with Reynolds number Re = 10.
To perform this study let us consider only the u𝑝 formula-
tions for both linear elastic and hyperelastic materials. Fig.
6.8 shows the solution for the fluid domainwhich seems quite
similar in both cases. Figs. 6.9-6.10 show the final optimized
structure for a linear elastic material and for a hyperelastic
one, respectively. In this case, we can observe that strains
are not infinitesimal anymore.

To show that the linear elastic theory hypothesis is not suit-
able in this case, Table 6.2 shows the fluid forces on the beam
interface and the displacement at point A. As it can be clearly
seen, quite different solutions are obtained. This example
clearly shows that even in stationary FSI problems, the lin-
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(a) Displacement field (b) Pressure field (c) Deviatoric PK2 stress
field

Figure 6.6: Beam in a flow channel. Distribution of the displacement field (left), pressure (middle) and deviatoric
PK2 stress field (right) in the hyperelastic incompressible beam with u𝑝S′ formulation and with average velocity
̄𝑣in = 1 m/s. Displacements and deviatoric stresses are plotted using their Euclidean norm.
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Figure 6.7: Beam in a flow chan-
nel. Convergence diagrams for
both u𝑝 and u𝑝S′ formulations
with a hyperelastic beam with av-
erage velocity ̄𝑣in = 1 m/s. LE
states for a linear elastic material
and HE for a hyperelastic one.

ear theory of elasticity must be considered only when very
small strains are produced in the structure. From the concep-
tual point of view, in this case there is no physical interaction,
as the solid configuration does not change and thus the solid
does not affect the fluid dynamics.

6.4.2 Turek’s test

In this second case, we study the TO of an incompressible
hyperelastic structure subject to FSIwith a laminar flow. This
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Table 6.1: Beam in a flow chan-
nel. Displacement at point A and
forces exerted by the fluid on the
whole submerged body with aver-
age velocity ̄𝑣in = 1m/s. LE states
for a linear elastic material and
HE for a hyperelastic one.

𝑢𝑥 [10−1 m] 𝑢𝑦 [10−2 m] drag [N] lift [N]
w/o TO 0.1978 0.2208 86.3563 -11.9159
u𝑝, LE 0.2168 0.2791 86.5657 -12.1485
u𝑝e, LE 0.2144 0.2791 86.6162 -12.1428
u𝑝, HE 0.2218 0.2346 86.2957 -12.1737
u𝑝S′, HE 0.2230 0.2304 86.2634 -12.1846

Figure 6.8: Beam in a flow chan-
nel. Distribution of the velocity
field (top) and pressure (bottom)
in the fluid domain with average
velocity ̄𝑣in = 10 m/s. Velocities
are plotted using their Euclidean
norm.

(a) Velocity field

(b) Pressure field

(a) Displacement field (b) Pressure field (c) Infinitesimal strain field

Figure 6.9: Beam in a flow channel. Distribution of the displacement field (left), pressure (middle) and infinitesimal
strain tensor field (right) in the linear elastic incompressible beam with u𝑝 formulation and with average velocity
̄𝑣in = 10 m/s. Displacements and strains are plotted using their Euclidean norm.

[146]: Turek et al. (2007), “Pro-
posal for numerical benchmark-
ing of fluid-structure interaction
between an elastic object and lam-
inar incompressible flow”

case derives from the well-known benchmark in FSI used by
many authors [146]. The configuration consists of a laminar
channel flow around an elastic object which results in self-
induced oscillations of the structure.
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(a) Displacement field (b) Pressure field (c) Green Lagrange strain field

Figure 6.10: Beam in a flow channel. Distribution of the displacement field (left), pressure (middle) and Green
Lagrange strain tensor field (right) in the hyperelastic incompressible beam with u𝑝 formulation and with average
velocity ̄𝑣in = 10 m/s. Displacements and strains are plotted using their Euclidean norm.

𝑢𝑥 [m] 𝑢𝑦 [10−1 m] drag [N] lift [N]
w/o TO, LE 0.1797 0.2351 1071.6400 -192.8160
u𝑝, LE 0.1969 0.2531 1081.8600 -214.3030

w/o TO, HE 0.1758 -0.0972 887.3970 -166.3880
u𝑝, HE 0.1878 -0.1360 867.1500 -171.931

Table 6.2: Beam in a flow chan-
nel. Displacement at point A and
forces exerted by the fluid on the
whole submerged body with av-
erage velocity ̄𝑣in = 10 m/s. LE
states for a linear elastic material
and HE for a hyperelastic one.

fix

var

Figure 6.11: Turek’s test. Geometry.

The geometry of the problem is displayed in Fig. 6.11. The
rigid channel has height 𝐻 = 0.41 m and length 𝐿 = 2.5 m.
The circle centre is positioned at point 𝐶 = (0.2, 0.2) m (mea-
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sured from the left bottom corner of the channel) and its ra-
dius is 𝑟 = 0.05 m. The structure bar has a length 𝑙 = 0.35 m
and a height ℎ = 0.02 m. The right bottom corner is posi-
tioned at (0.6, 0.19)m, and the left end is fully attached to the
fixed cylinder. The solid domain Ωs is divided into two sub-
domains Ωvar and Ωfix. The former contains the interior of
the structure and it is allowed to be optimized during the TO
procedure, the latter contains the external layer of the struc-
ture of width 𝑑 = 0.001 m which is in contact with the fluid
and is fixed as strong material during the whole TO proce-
dure.

With regards to boundary conditions, a parabolic profile is
prescribed at the left channel inflow, given by

̄𝑣f(0, 𝑦) = 1.5 ̄𝑣i𝑛
𝑦(𝐻 − 𝑦)
(𝐻2 )

2 , (6.28)

such that the mean inflow velocity is ̄𝑣i𝑛 and the maximum
of the inflow velocity profile is 1.5 ̄𝑣i𝑛. A smooth increase of
the velocity profile in time is prescribed, given by

𝑣f(0, 𝑦 , 𝑡) = { ̄𝑣f(0, 𝑦)
1−cos 𝜋

2 𝑡
2 𝑡 < 2.0 s

̄𝑣f(0, 𝑦) otherwise
. (6.29)

The outflow condition is considered stress free. Finally, a no-
slip condition is prescribed for the fluid on the other bound-
ary parts. Concerning the boundary conditions of the struc-
ture, fixed null displacement is considered in the left edge.

The main goal of this example, is to perform a TO procedure
of a transient solution. Therefore, the FSI2 parameter set-
tings are taken from the benchmark. Therefore, the mean
flow velocity is fixed to ̄𝑣i𝑛 = 1 m/s. Regarding the prop-
erties of the fluid, the density is 𝜌f = 1 000 kg/m3 and the
dynamic viscosity is 𝜇f = 1 Pa ⋅ s. This results in a fluid
flow with Reynolds number Re = 100. For the incompress-
ible elastic plate the properties are as follows: an initial den-
sity 𝜌s,0 = 10 000kg/m3, a Young’s modulus 𝐸s = 14 kPa and
a Poisson’s ratio 𝜈s = 0.5. A Neo-Hookean law is considered
for the deviatoric strain energy and a Simo-Taylor law for
the volumetric one. The plane strain assumption is consid-
ered.

The domains are discretized using 𝑃1 (linear) elements for
both sub-domains. Regarding the distribution of the elements
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in the fluid domain, the mesh is finer around the cylinder and
the bar, while downstream the mesh is coarser, as it can be
observed in Fig. 6.12. In total, the fluid mesh is formed by
13 537 unstructured elements, and the solid mesh by 15 608
unstructured elements equally distributed over the bar.

(a)Mesh of the fluid domain

(b) Zoom around the cylinder and bar and mesh of the solid domain Figure 6.12:Turek’s test. Mesh do-
main.

We select the time step Δ𝑡 = 0.005 s. During the first 12 s,
we let the FSI problem run without performing any TO itera-
tion. This is the time needed to arrive to a periodic solution.
To do so, we impose a delay in the TO procedure of 2 400Δ𝑡 .
From this point on, we select a time window of 50Δ𝑡 = 0.25 s
to store the additive TD and perform a TO iteration. This
time is very close to the period in the case without TO. We
continue the same procedure until a converged optimized so-
lution is obtained for the structure. For this example, only
the u𝑝 formulation is considered.

To show the effect of the TO procedure in a transient FSI
problem, we select several volume fractions ranging from
90% to 70%. Let us first impose a final volume of 90% of the
initial one. Fig. 6.13 shows both the velocity field and the
pressure field at different times of the final transient solu-
tion. The final optimized structure is depicted in Fig. 6.14.
As expected all the extracted material is taken from the right
edge of the beam. Next, we select a final volume of 80% of the
initial one. Figs. 6.15-6.16 display both the final solutions for
the fluid domain and the optimized solid domain at different
times, respectively. In this case, oscillations decrease com-
pared to the ones presented in the first case. This reduction
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is clearly explained due to the loss of mass in the structure.
Finally, we impose a final volume of 70% of the initial one. In
this case, an almost stationary solution is achieved as it can
be seen in Figs. 6.17-6.18. From this study, we can draw the
conclusion that TO optimization cannot only be used for re-
ducing material volumes while minimizing an objective func-
tion, but to modify transient solutions in time by changing
oscillations in some coupled problems.

(a) 𝑡 = 25.0 s. Velocity field (b) 𝑡 = 25.0 s. Pressure field

(c) 𝑡 = 25.25 s. Velocity field (d) 𝑡 = 25.25 s. Pressure field

(e) 𝑡 = 25.5 s. Velocity field (f) 𝑡 = 25.5 s. Pressure field

Figure 6.13: Turek’s test. Distribution of the velocity field (left) and pressure (right) in the fluid domain with 90%
of final volume at several times. Velocities are plotted using their Euclidean norm.

(a) 𝑡 = 25.0 s. Displacement field (b) 𝑡 = 25.0 s. Pressure field

(c) 𝑡 = 25.25 s. Displacement field (d) 𝑡 = 25.25 s. Pressure field

(e) 𝑡 = 25.5 s. Displacement field (f) 𝑡 = 25.5 s. Pressure field

Figure 6.14: Turek’s test. Distribution of the displacement field (left) and pressure (right) in the solid domain with
90% of final volume at several times. Displacements are plotted using their Euclidean norm.

To show clearly the effects that are exposed in the previous
paragraph, both forces exerted by the fluid in the whole sub-
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(a) 𝑡 = 25.0 s. Velocity field (b) 𝑡 = 25.0 s. Pressure field

(c) 𝑡 = 25.25 s. Velocity field (d) 𝑡 = 25.25 s. Pressure field

(e) 𝑡 = 25.5 s. Velocity field (f) 𝑡 = 25.5 s. Pressure field

Figure 6.15: Turek’s test. Distribution of the velocity field (left) and pressure (right) in the fluid domain with 80%
of final volume at several times. Velocities are plotted using their Euclidean norm.

(a) 𝑡 = 25.0 s. Displacement field (b) 𝑡 = 25.0 s. Pressure field

(c) 𝑡 = 25.25 s. Displacement field (d) 𝑡 = 25.25 s. Pressure field

(e) 𝑡 = 25.5 s. Displacement field (f) 𝑡 = 25.5 s. Pressure field

Figure 6.16: Turek’s test. Distribution of the displacement field (left) and pressure (right) in the solid domain with
80% of final volume at several times. Displacements are plotted using their Euclidean norm.

merged body (cylinder plus beam) and the displacement at
point A are plotted in Fig. 6.19 for all the volume fractions
considered. All volume fractions arrive with the same oscilla-
tions at time 𝑡 = 12 s. At this point each one decreases to the
final volume fraction required. As it can be seen, drag and
lift are decreasing while decreasing the final volume fraction
and therefore, the displacement at point A is also decreasing.
For the case of 70% of the final volume, we can see that all
figures end with a stationary solution.

To end this example, in Fig. 6.20 the evolution of the total
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Figure 6.17: Turek’s test. Distribu-
tion of the velocity field (top) and
pressure (bottom) in the fluid do-
mainwith 70% of final volume. Ve-
locities are plotted using their Eu-
clidean norm.

(a) Velocity field

(b) Pressure field

Figure 6.18: Turek’s test. Distribu-
tion of the displacement field (top)
and pressure (bottom) in the solid
domain with 70% of final volume.
Displacements are plotted using
their Euclidean norm.

(a) Displacement field

(b) Pressure field
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(a) Displacement 𝑢𝑥
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(b) Displacement 𝑢𝑦
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(d) Lift

Figure 6.19: Turek’s test. Results for TO FSI2.

potential energy for the three cases along TO iterations is
shown. As it is expected, the functional decreases for the
three cases until a point in which we consider that a min-
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imum is achieved. It is worth to mention, that in the 70%
case, the stationary solution means that almost no forces are
done by the fluid flow to the solid, this is the reason why the
energy is almost 0. Let us also point that some oscillations
appear in the 90% case due to the fact that the compliance in
this case depends also upon time. If we want to remove this
effect, a higher time window for the TO iterations should be
considered to neglect this dependence.
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Figure 6.20: Turek’s test. Conver-
gence diagram.

6.4.3 Flexible plate in a flow channel

As a final example we study the optimization of the internal
structural layout of a challenging three-dimensional test case
which exhibits highly dynamic transient FSI. The problem ge-
ometry is depicted in Fig. 6.21. A plate of length 𝑙 = 0.07 m,
width 𝑤 = 0.6 m and height ℎ = 0.35 m is mounted at the
bottom of a flow channel. The plate is located at 𝐿1 = 0.49 m
from the channel entrance. The channel is a cuboid-shaped
domain of length 𝐿 = 1.5 m, width 𝑊 = 1.2 m and height
𝐻 = 0.6 m. The solid domain Ωs is divided into two subdo-
mains Ωvar and Ωfix. The former contains the interior of the
structure and it is allowed to be optimized during the TO pro-
cedure, the latter contains the external layer of the structure
of width 𝑟 = 0.007m which is in contact with the fluid and is
fixed as strong material the whole TO procedure.

A parabolic profile for the velocity at the channel inlet face
is prescribed, given by

̄𝑣f(0, 𝑦 , 𝑧) = ̄𝑣max
2500
81 𝑧 (𝑧 − 0.6) (𝑦 + 0.6) (𝑦 − 0.6) , (6.30)

where the maximum velocity is ̄𝑣max = 1m/s and it is varied
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Figure 6.21: Flexible plate in a flow channel. Geometry.

by a temporal factor

𝑣f(0, 𝑦 , 𝑧, 𝑡) = { ̄𝑣f(0, 𝑦 , 𝑧)
1−cos 𝜋

2 𝑡
2 𝑡 < 0.1 s

̄𝑣f(0, 𝑦 , 𝑧) otherwise
. (6.31)

The time 𝑡 = 0.1 s denotes the final time of the excitation
phase. Therefore, the flow entering the domain excites the
structural flap to initially bend and deform. No-slip wall
boundary conditions at the four sides perpendicular to the
inlet prevent the flow to escape. A stress-free condition is
applied on the outlet boundary. The bottom face of the flex-
ible beam is considered clamped.

The material properties are chosen as follows: the flow is as-
sumed incompressiblewith kinematic viscosity 𝜈f = 0.01m2/𝑠
and a density 𝜌f = 1 kg/m3. Based on the maximum inflow
velocity and the width of the flap, the Reynolds number 𝑅𝑒
ranges from 0–60. The structure exhibits a Neo-Hookeanma-
terial law for the deviatoric part of the strain energy with a
Young’s modulus 𝐸s = 3 000 Pa, a Poisson’s ratio 𝜈s = 0.5 and
an initial density 𝜌s,0 = 250 kg/m3 for which large and dy-
namic deformations are expected. A final volume of 60% of
the initial one is stated as a volume restriction for Ωvar.

The domains are discretized using tetrahedral elements for
both fluid and solid domains. Regarding the distribution of
the elements, both meshes are unstructured and with smaller
elements concentrated on the interface boundary Γi,0. In to-
tal, the fluidmesh is formed by 140 600 elements, and the solid
mesh by 660 000 elements.

We select the time step Δ𝑡 = 0.001 s. During the first 0.6 s,
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we let the FSI problem run without performing any TO iter-
ation. To do so, we impose a delay in the TO procedure of
600Δ𝑡 . At this moment, the problem converges to a station-
ary solution. From this point on, we select a time window
of 50Δ𝑡 = 0.05 s to store the additive TD and perform a TO
iteration. We continue the same procedure until a converged
optimized solution is obtained for the structure. For this ex-
ample, only the u𝑝 formulation is considered.

Figure 6.22: Flexible plate in a flow channel. Final stationary solution.

(a) Plane xy. Velocity field (b) Plane xz. Velocity field (c) Plane yz. Velocity field

(d) Plane xy. Pressure field (e) Plane xz. Pressure field (f) Plane yz. Pressure field

Figure 6.23: Flexible plate in a flow channel. Distribution of the velocity field (top) and pressure (bottom) in the
fluid domain. Velocities are plotted using their Euclidean norm.

First of all, let us show the final stationary FSI solution in
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Fig. 6.22. As explained before, ”dry” TO is performed and
therefore the boundary of the solid which is in contact with
the fluid flow remains constant. It is important to mention
that strains of the order of 10−1 are obtained, which means
that the small strain theory is not suitable in this case and
finite strain theory fits better with the kind of problem that
we are modeling. Both velocity and pressure fields in the
flow channel from different points of view are depicted in
Fig. 6.23.

(a) Plane xz. Displacement field (b) Plane yz. Displacement field

(c) Plane xz. Pressure field (d) Plane yz. Pressure field

Figure 6.24: Flexible plate in a flow channel. Distribution of the displacement field (top) and pressure (bottom) in
the final optimized structures. Displacements are plotted using their Euclidean norm.

Let us now move to the solid domain. Fig. 6.24 displays the
final optimized incompressible structure once a stationary so-
lution is achieved and the objective function is not decreas-
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ing anymore (according to a tolerance). To show the inte-
rior of the solid, which is the one which is optimized, we are
showing a cut of the middle of the structure from different
viewpoints and the fixed part is shown in gray. For the sake
of completeness, in Fig. 6.25 the evolution of both the total
potential energy and the volume fraction during the TO itera-
tions is shown. As expected, the objective function increases
while we start decreasing the volume fraction progressively,
just to avoid numerical problems due to the highly nonlinear
behavior of the whole problem. Once the volume fraction of
60 % is fixed, the objective function starts decreasing until a
minimum is obtained and, therefore, the problem is ended.
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Figure 6.25: Flexible plate in a flow channel. Convergence diagrams.

6.5 Conclusions

In this chapter, a TD-based TO algorithm has been presented
to deal with incompressible structures subjected to FSI loads.
The main goal of the chapter was to combine an additive
TD with a level set method to optimize the internal struc-
tural layout of FSI problems. The structural response is mod-
eled assuming either infinitesimal strains or finite ones. The
fluid model is studied with the incompressible Navier-Stokes
model and the coupling problem is treated in a staggeredway
with strong-coupling between sub-problems.

The key to solving problems involving incompressible struc-
tures was the introduction of the mixed stabilized FE formu-
lations presented in Section 2.1 for linear elastic materials or
in Chapter 3 for hyperelastic ones. On one hand, the well-
known u𝑝 formulation, in which the pressure is added as an
unknown – the fundamental one, when dealing with incom-
pressible materials. On the other hand, three-field formula-
tions which also add stresses as an unknown. Thanks to the
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split TD formulae that we have obtained in Chapter 4 the TO
algorithm of incompressible structures is possible for both
infinitesimal and finite strain assumptions.

In Section 6.4 several numerical examples have been shown
to assess the performance of the new TO algorithm for in-
compressible structures subjected to FSI loads. First of all,
a flow through a channel with a flexible wall is considered.
This case is supposed to converge to a stationary solution.
Several cases have been performed, showing different opti-
mized structures depending upon the kind of structure that
is considered. The evolution of the total potential energy
is also shown to decrease along TO steps. Next, the well-
known Turek’s FSI2 test is performed. The main idea of this
problem is to show how the TO algorithm works in transient
FSI problems. To do so, several volume fractions for the final
structure are considered. Two final transient solutions are ob-
tained for 90% and 80% of the final volume, but a stationary
one is achieved when considering a 70% of material. Fluid
forces and beam displacements are shown to see the effect
of reducing the mass in the beam and how this can modify
the physics of the FSI problem. To end up, a 3D case is per-
formed to show the good performance of the methodology
in three-dimensional cases.



Conclusions 7
7.1 Achievements

The main objective of this study was to set the bases for a
general computational framework capable of computing the
topology optimization problem of incompressible structures
subject the interactionwith a surrounding fluid ranging from
the formulation to the implementation using the in-house fi-
nite element code FEMUSS (See Section 1.7).

▶ Chapter 3 In this chapter, two different stabilized FE
mixed formulations in finite strain solid dynamics are
developed to be capable of considering nearly and fully
incompressible materials. Both formulations exhibit
optimal convergence properties. The numerical results
presented in this chapter clearly demonstrate that both
formulations appropriately deal with the incompress-
ibility constraint. Finally, the three-field formulation
exhibits a higher accuracy in the stress field than the
two-field formulation, even for very coarse meshes.

▶ Chapter 4 In this chapter, we describe the development
of an algorithm for TO based on the topological deriva-
tive concept. A new decomposition of the Polarization
tensor is applied for linear elasticity and the decompo-
sition of an approximation in finite strain hyperelas-
ticity is introduced. We use mixed formulations to ob-
tain a general framework capable of addressing the TO
problem of incompressible structures. The numerical
examples presented in this chapter clearly demonstrate
the capability of this framework to deal with the in-
compressible limit. In addition, the main differences
between the two-and three-field formulations with re-
spect to the accuracy obtained for the main unknowns
are highlighted during the iterative TO process.

▶ Chapter 5 In this chapter, a numerical approximation
for VFSI problemswith viscoelastic fluids inwhich elas-
ticity can be dominant is presented. To this end, an
LCR formulation is applied. Several numerical exam-
ples are used to assess the performance of the proposed
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[75]: Cervera et al. (2022), “ACom-
parative Review of XFEM, Mixed
FEM and Phase-Field Models for
Quasi-brittle Cracking”

VFSI problem and its applicability to viscoelastic flows
with high elasticity.

▶ Chapter 6 In this chapter, an algorithm for TO prob-
lems of incompressible structures, under both small and
finite strain assumptions, inwhich the loads come from
the interaction with a surrounding fluid is developed.
This methodology is applied to fluid-structure interac-
tion problems for Newtonian fluid flows to demonstrate
the good performance of this general framework.

7.2 Future work

The framework built for the TO problem of incompressible
structures subjected to the interaction of a surrounding fluid
is an excellent basis for future developments. The possible
future directions are as follows:

▶ Thermal coupling Consideration of thermal effects in
the context of finite strain solid dynamics is fundamen-
tal to obtain a realistic representation of stresses when
a solid undergoes a complex and rapidly evolving de-
formation pattern. Focusing on thermal problems, the
first law of thermodynamics can be incorporated as an
extra conservation law in the mixed formulations de-
veloped in this study.

▶ Two-field uE and three-field u𝑝E formulations In [75],
severalmethodologies for dealingwith quasi-brittle crack-
ing in fracture mechanics with small deformations are
presented. The mixed formulation u𝜀𝜀𝜀 exhibits supe-
rior computational efficiency in the resolution of linear
problems in solid mechanics, producing mesh objec-
tive results with a fraction of the computational cost re-
quired in the phase-field method. To extend this study
to finite strain problems, it would be extremely inter-
esting to develop a formulation in which the Green-
Lagrange strain tensorE is introduced asmain unknown
of the problem to define the mixed two-field uE for-
mulation. Finally, to deal with nearly and fully incom-
pressiblematerials, the three-field u𝑝E formulationwould
be very powerful, in which the pressure would also be
added as a primary unknown.



7.2 Future work 235

[184]: Castillo et al. (2015), “First,
second and third order fractional
step methods for the three-field
viscoelastic flow problem”
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Navier-Stokes equations”
[187]: Parada et al. (2022), “A
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[81]: Ortigosa et al. (2020), “A sta-
bilisation approach for topology
optimisation of hyperelastic struc-
tures with the SIMP method”
[85]: Ortigosa et al. (2019), “A new
stabilisation approach for level-
set based topology optimisation
of hyperelastic materials”

▶ Fractional step schemes The monolithic resolution of
the system of equations obtained for the mixed formu-
lations presented here (especially for the u𝑝S′ formu-
lation) can be computationally expensive, particularly
for large-scale problems or 3D cases. Instead of solving
this system, an alternative is to develop fractional step
methods in time, in which different equations need to
be solved for the different unknowns in an uncoupled
manner. These fractional step formulations exhibit an
important reduction in CPU time with respect to the
monolithic case. See [184–187] for further details on
this topic.

▶ Linearized topological derivative for finite strain hy-
perelasticity In Chapter 4 an approximation of the topo-
logical derivative is applied. Even though this approx-
imation turns out to be efficient in the numerical ex-
amples we run, there is no way to show analytically
that this expression converges to the minimum. There-
fore, it is extremely interesting to study the topological
derivative concept in the finite strain theory. Unfortu-
nately, this problem is not linear, and there is no an-
alytical solution for finding a closed-form expression.
Our first proposal is to linearize the problem and find
a closed-form expression for the topological derivative
of a specific increment. If this step can be achieved,
then the topological derivative would be computed as
a combination of the different topological derivative in-
crements that have been collected along the number of
load factors.

▶ Buckling phenomena in TO problems for finite strain
hyperelasticity In this study, buckling analysiswas avoided.
In this sense, it would be extremely interesting to in-
clude the study of possible buckling effects along the
TOprocess and design techniques to remove areaswhere
buckling can occur. Obviously, the final optimized struc-
ture must not present any buckling effect [81, 85].

▶ Extend to TO problems subjected to FSI loads with
viscoelastic fluid flows In this work, we study the TO
algorithm for incompressible structures subjected to
FSI load when considering Newtonian fluid flows. In
Chapter 5 we propose a methodology for dealing with
viscoelastic fluid flows with a high We number. The
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[188]: Baiges et al. (2020), “A fi-
nite element reduced-ordermodel
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ment and artificial neural net-
works”

next step is to introduce an LCR formulation that is ca-
pable of considering such flows in the TO procedure.

▶ Apply Correction terms to TO problems subjected to
FSI loads In [188], correction terms coming from ANN
to increase the accuracy of the ROM models are devel-
oped. The next idea is to apply the ROM model to the
fluid domain in the TO procedure of a structure when
the loads come from a surrounding fluid.

▶ Extend to ”wet” TO problems for FSI In Chapter 6 a
new methodology for performing TO of incompress-
ible structures subjected to FSI is developed. Thismethod-
ology is only capable of optimizing the internal part of
the structure, and the interface boundary between the
solid and the fluid must remain constant. The next step
would be expand this methodology to allow the geome-
try of the interface boundary to change during the TO
procedure.
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[189]: S.A.Nazarov (2009), “Elas-
ticity polarization tensor, surface
enthalpy, and Eshelby theorem”
[190]: V.A.Eremeyev et al. (2019),
“On the correspondence between
two- and three-dimensional Es-
helby tensors”

Analytical solution of the
isotropic linear elastic

exterior problem A
In this Appendix, we aim at solving analytically the exte-
rior problem in order to compute the final expression of the
topological derivative. It consists in solving a two dimen-
sional problem in plane strain for an isotropic infinite domain
(hereafter referred matrix) with a unitary centered circular
inclusion inserted of another isotropic material. Two kind
of boundary conditions are considered; firstly, at infinity the
stresses are imposed to be zero; and secondly, due to the Es-
helby theorem [189, 190] a constant behavior of the stresses
is imposed in the inclusion. In addition, the transmission
conditions (in stresses and displacements) across the inter-
face of the inclusion and the matrix are also considered. All
that conditions are necessary for solving the free constants
appearing in the problem.

A.1 Equilibrium and Beltrami-Michell
equations

The general equilibrium equation neglecting both body forces
and inertial terms is normally expressed as

∇ ⋅ 𝜎𝜎𝜎 = 0.

Using a Cartesian coordinate system, the equilibrium equa-
tion is written as

𝜕𝜎𝑥
𝜕𝑥 + 𝜕𝜎𝑥𝑦

𝜕𝑦 + 𝜕𝜎𝑥𝑧
𝜕𝑧 = 0,

𝜕𝜎𝑥𝑦
𝜕𝑥 + 𝜕𝜎𝑦

𝜕𝑦 + 𝜕𝜎𝑦𝑧
𝜕𝑧 = 0,

𝜕𝜎𝑥𝑧
𝜕𝑥 + 𝜕𝜎𝑦𝑧

𝜕𝑦 + 𝜕𝜎𝑧
𝜕𝑧 = 0.

If we assume a 2D plane strain behavior, then we have to
impose that

𝜎𝑥𝑧 = 𝜎𝑦𝑧 = 0 and 𝜎𝑧 = 𝜎𝑧(𝑥, 𝑦) = 𝜈 (𝜎𝑥 + 𝜎𝑦) ,
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and the equilibrium equation reduces to

𝜕𝜎𝑥
𝜕𝑥 + 𝜕𝜎𝑥𝑦

𝜕𝑦 = 0, 𝜕𝜎𝑥𝑦
𝜕𝑥 + 𝜕𝜎𝑦

𝜕𝑦 = 0.

Then, the Airy function 𝜙(𝑥, 𝑦) is defined by enforcing the
second derivatives to fulfill

𝜎𝑥 = 𝜕2𝜙
𝜕𝑦2 , 𝜎𝑦 = 𝜕2𝜙

𝜕𝑥2 , 𝜎𝑥𝑦 = 𝜕2𝜙
𝜕𝑦𝜕𝑥 .

Note that with this definition the reduced equilibrium equa-
tion is automatically satisfied. The equilibrium equation is
necessary but not sufficient to be a solution of an elasticity
problem. In addition, the compatibility conditions must be
satisfied, which in terms of stresses (commonly called Beltrami-
Michell compatibility conditions) with considering no body
forces takes the following form

Δ (𝜎𝑥 + 𝜎𝑦 + 𝜎𝑧) = Δ (𝜎𝑥 + 𝜎𝑦 + 𝜈 (𝜎𝑥 + 𝜎𝑦))
= Δ ((𝜈 + 1) (𝜎𝑥 + 𝜎𝑦)) = (𝜈 + 1)Δ (𝜎𝑥 + 𝜎𝑦)
= 0 ⇔ Δ (𝜎𝑥 + 𝜎𝑦) = 0.

Thus, the Laplacian of the trace of the stress tensor must be
zero. Clearly, in Cartesian coordinates, the Laplacian is de-
noted as

Δ = ( 𝜕2
𝜕𝑥2 + 𝜕2

𝜕𝑦2 ) .

Inserting the stresses in terms of the Airy function in the
Beltrami-Michel compatibility equation, we obtain

Δ (𝜎𝑥 + 𝜎𝑦) = Δ(𝜕
2𝜙
𝜕𝑥2 + 𝜕2𝜙

𝜕𝑦2 ) = ΔΔ𝜙 = 0,

which stands for the biharmonic equation for the Airy func-
tion. Commonly, it is also expressed as

( 𝜕2
𝜕𝑥2 + 𝜕2

𝜕𝑦2 ) (
𝜕2
𝜕𝑥2 + 𝜕2

𝜕𝑦2 ) 𝜙 = 0.

However, since we deal with a circular inclusion, it is more
appropriate to reformulate the problem in polar coordinates.
We can now proceed analogously to the equilibrium equa-
tions which in this case are writing in the following form

𝜕𝜎𝑟
𝜕𝑟 + 1

𝑟
𝜕𝜎𝑟𝜃
𝜕𝜃 + 𝜕𝜎𝑟𝑧

𝜕𝑧 + 1
𝑟 (𝜎𝑟 − 𝜎𝜃 ) = 0,
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𝜕𝜎𝑟𝜃
𝜕𝑟 + 1

𝑟
𝜕𝜎𝜃
𝜕𝜃 + 𝜕𝜎𝜃𝑧

𝜕𝑧 + 2
𝑟 𝜎𝑟𝜃 = 0,

𝜕𝜎𝑟𝑧
𝜕𝑟 + 1

𝑟
𝜕𝜎𝜃𝑧
𝜕𝜃 + 𝜕𝜎𝑧

𝜕𝑧 + 1
𝑟 𝜎𝑟𝑧 = 0.

If we assume a 2D plane strain behavior, then we have to
impose that

𝜎𝑥𝑧 = 𝜎𝑦𝑧 = 0 ⇒ 𝜎𝑟𝑧 = 𝜎𝜃𝑧 = 0 and 𝜎𝑧 = 𝜎𝑧(𝑟 , 𝜃) = 𝜈 (𝜎𝑟 + 𝜎𝜃 ) ,

and the equilibrium equation reduces to

𝜕𝜎𝑟
𝜕𝑟 + 1

𝑟
𝜕𝜎𝑟𝜃
𝜕𝜃 + 1

𝑟 (𝜎𝑟 − 𝜎𝜃 ) = 0, 𝜕𝜎𝑟𝜃
𝜕𝑟 + 1

𝑟
𝜕𝜎𝜃
𝜕𝜃 + 2

𝑟 𝜎𝑟𝜃 = 0.

Similarly, the Airy function 𝜙(𝑟 , 𝜃) is defined fulfilling

𝜎𝑟 = 1
𝑟
𝜕𝜙
𝜕𝑟 + 1

𝑟2
𝜕2𝜙
𝜕𝜃2 , 𝜎𝜃 =

𝜕2𝜙
𝜕𝑟2 , 𝜎𝑟𝜃 = − 𝜕

𝜕𝑟 (
1
𝑟
𝜕𝜙
𝜕𝜃 ) .

Note that, again, with these definitions, the equilibrium equa-
tion in polar coordinates is automatically satisfied. Consider-
ing the independence of the first invariant on the system of
coordinates, that is 𝑥 + 𝑦 = 𝑟 + 𝜃 , we have

Δ (𝜎𝑥 + 𝜎𝑦 + 𝜎𝑧) = Δ (𝜎𝑟 + 𝜎𝜃 + 𝜎𝑧) = Δ (𝜎𝑟 + 𝜎𝜃 + 𝜈 (𝜎𝑟 + 𝜎𝜃 ))
= Δ ((𝜈 + 1) (𝜎𝑟 + 𝜎𝜃 )) = (𝜈 + 1)Δ (𝜎𝑟 + 𝜎𝜃 )
= 0 ⇔ Δ (𝜎𝑟 + 𝜎𝜃 ) = 0.

Likewise, the Laplacian in polar coordinates takes the follow-
ing form,

Δ = ( 𝜕2
𝜕𝑟2 + 1

𝑟
𝜕
𝜕𝑟 +

1
𝑟2

𝜕2
𝜕𝜃2 ) .

Substituting the stresses in terms of the Airy function into
the Beltrami-Michel equation, we obtain the biharmonic equa-
tion for the Airy function in polar coordinates, that is,

Δ (𝜎𝑟 + 𝜎𝜃 ) = Δ (1𝑟
𝜕𝜙
𝜕𝑟 + 1

𝑟2
𝜕2𝜙
𝜕𝜃2 + 𝜕2𝜙

𝜕𝑟2 ) = ΔΔ𝜙 = 0.

For simplicity, the biharmonic equation is also commonly ex-
pressed more schematically in the following form

( 𝜕2
𝜕𝑟2 + 1

𝑟
𝜕
𝜕𝑟 +

1
𝑟2

𝜕2
𝜕𝜃2 ) (

𝜕2
𝜕𝑟2 + 1

𝑟
𝜕
𝜕𝑟 +

1
𝑟2

𝜕2
𝜕𝜃2 ) 𝜙 = 0.
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A.2 Boundary and transmission
conditions

For the solution of the biharmonic equation, we need to de-
fine the boundary conditions that must be satisfied. It is
worth mentioning that since we consider two bodies (inclu-
sion and matrix), two Airy function appear as the unknowns
of the problem, one for each body. Regarding the matrix, in
the way that the exterior problem is defined, we impose that
at infinity the stresses cancel, this is,

lim𝑟→∞ 𝜎 𝑒𝑟 (𝑟 , 𝜃) = lim𝑟→∞ 𝜎 𝑒𝜃 (𝑟 , 𝜃) = lim𝑟→∞ 𝜎 𝑒𝑟𝜃 (𝑟 , 𝜃) = 0.

Note that all the variables (Airy function 𝜙(𝑟 , 𝜃), the stresses
𝜎𝜎𝜎 and the strains 𝜀𝜀𝜀) are hereafter denoted by a super-index
e in the case of the matrix and i in the case of the inclusion
Regarding the boundary conditions for the inclusion, we im-
pose the Eshelby theorem, which asserts that the strain fields
inside the inclusion are constant if the loading at infinity is
constant (zero in this case). Thus, for the case of elastic ma-
terials, the constant value of the strain field brings constant
value of the stress field, i.e.,

𝜎 𝑖𝑟 (𝑟 , 𝜃) ≠ 𝑓 (𝑟), 𝜎 𝑖𝜃 (𝑟 , 𝜃) ≠ 𝑓 (𝑟), 𝜎 𝑖𝑟𝜃 (𝑟 , 𝜃) ≠ 𝑓 (𝑟).

Note that the dependency is due to the basis (polar) on which
it is expressed, but not on the values of the tensor. If it is
expressed in the principal coordinates no dependency will
appear. This dependency is clearly seen when we impose the
jump on traction across the boundary of the inclusion. Thus,
once the boundary conditions are imposed in both solids, the
transmission conditions across the interface of the inclusion
and the matrix must be satisfied. Regarding the stresses, the
exterior problem is defined such that the jump of the traction
across the interface must be equal to the normal component
of the given stress tensor S, this is

{𝜎𝜎𝜎 𝑒(1, 𝜃) − 𝜎𝜎𝜎 𝑖(1, 𝜃)} ⋅ n = S ⋅ n ⇒ [ 𝜎 𝑒𝑟 (1, 𝜃) − 𝜎 𝑖𝑟
𝜎 𝑒𝑟𝜃 (1, 𝜃) − 𝜎 𝑖𝑟𝜃

] = [ 𝑆𝑟𝑆𝑟𝜃] ∀𝜃.

Thus, the stresses will be discontinuous across the interface.
Although the exterior problem is solved in polar coordinates,
the data S and the solution must be provided into Cartesian
coordinates. Thus, we try to re-express the tensor S in po-
lar coordinates in terms of its Cartesian counterpart. Pre
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and post-multiplying by the standard rotation matrix, we ob-
tain

[ 𝑆𝑟 𝑆𝑟𝜃
𝑆𝑟𝜃 𝑆𝜃 ] = [ cos 𝜃 sin 𝜃

− sin 𝜃 cos 𝜃] [
𝑆𝑥 𝑆𝑥𝑦
𝑆𝑥𝑦 𝑆𝑦 ] [

cos 𝜃 − sin 𝜃
sin 𝜃 cos 𝜃 ] .

Accordingly, if we proceed to express the relation in vector
notation as

[
𝑆𝑟
𝑆𝜃
𝑆𝑟𝜃

] =
⎡⎢⎢⎢
⎣

𝑆𝑥+𝑆𝑦
2

𝑆𝑥−𝑆𝑦
2 𝑆𝑥𝑦

𝑆𝑥+𝑆𝑦
2

𝑆𝑦−𝑆𝑥
2 −𝑆𝑥𝑦

0 𝑆𝑥𝑦 𝑆𝑦−𝑆𝑥
2

⎤⎥⎥⎥
⎦
[

1
cos 2𝜃
sin 2𝜃

] .

Thus, both the first and the last equation of the above expres-
sion are going to be considered in the transmission condi-
tions. Note that although the tensor S is constant, a depen-
dency on 𝜃 appears due to its representation on the polar ba-
sis of the tensor. This is analogous to the inclusion stresses
𝜎𝜎𝜎 𝑖 dependency that appear in the Eshelby conditions. The
dependency on the angle 𝜃 appears due to its representation
on the polar basis. Regarding the transmission conditions on
displacements, wemust ensure, in polar coordinates, that the
jump across the boundary of the inclusion of the component
of the strains must be zero, i.e.,

𝜀𝑒𝜃 (1, 𝜃) − 𝜀 𝑖𝜃 = 0 ∀𝜃.

The biharmonic equation jointly with all these conditions are
the necessary ingredients for solving the exterior problem.

A.3 Resolution of the biharmonic
equation

Since we have to satisfy the transmission conditions and the
tensor S is expressed as a combination of 1, cos(𝜃), sin(𝜃), the
Airy function is proposed at least depending on that terms.
More specifically, that is

𝜙(𝑟 , 𝜃) = [𝜙𝑜(𝑟) 𝜙𝑐(𝑟) 𝜙𝑠(𝑟)] [
1

cos(2𝜃)
sin(2𝜃)

]

= 𝜙𝑜(𝑟) + 𝜙𝑐(𝑟) cos(2𝜃) + 𝜙𝑠(𝑟) sin(2𝜃).
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Introducing the above expression in the biharmonic equation,
we obtain

Δ2𝜙 = Δ2𝜙𝑜(𝑟) + Δ2 (𝜙𝑐(𝑟) cos(2𝜃)) + Δ2 (𝜙𝑠(𝑟) sin(2𝜃)) = 0.

Considering the biharmonic operator, the following equations
can be written

𝜕4𝜙𝑜
𝜕𝑟4 + 2

𝑟
𝜕3𝜙𝑜
𝜕𝑟3 − 1

𝑟2
𝜕2𝜙𝑜
𝜕𝑟2 + 1

𝑟3
𝜕𝜙𝑜
𝜕𝑟 = 0,

𝜕4𝜙𝑐
𝜕𝑟4 + 2

𝑟
𝜕3𝜙𝑐
𝜕𝑟3 − 9

𝑟2
𝜕2𝜙𝑐
𝜕𝑟2 + 9

𝑟3
𝜕𝜙𝑐
𝜕𝑟 = 0,

𝜕4𝜙𝑠
𝜕𝑟4 + 2

𝑟
𝜕3𝜙𝑠
𝜕𝑟3 − 9

𝑟2
𝜕2𝜙𝑠
𝜕𝑟2 + 9

𝑟3
𝜕𝜙𝑠
𝜕𝑟 = 0.

We now proceed to study and solve (up to constant parame-
ters) each term of the Airy function and then we sum them
up. Regarding the term 𝜙𝑜 , it must satisfy

𝜕4𝜙𝑜
𝜕𝑟4 + 2

𝑟
𝜕3𝜙𝑜
𝜕𝑟3 − 1

𝑟2
𝜕2𝜙𝑜
𝜕𝑟2 + 1

𝑟3
𝜕𝜙𝑜
𝜕𝑟 = 0,

and after applying the change of variable 𝑟 = 𝑒𝑡 , the above
equation becomes the following linear one

𝜕4𝜙𝑜
𝜕𝑡4 − 4𝜕

3𝜙𝑜
𝜕𝑡3 + 4𝜕

2𝜙𝑜
𝜕𝑡2 = 0.

Since it has linear behavior, we can solve it through the char-
acteristic equation

𝑡4 − 4𝑡3 + 4𝑡2 = 0,

whose roots (both doubles) are 𝑡 = 0 and 𝑡 = 2. Thus the
solution of the equation reads as

𝜙𝑜(𝑡) = 𝐴𝑜 𝑡 + 𝐵𝑜 𝑡𝑒2𝑡 + 𝐶𝑜𝑒−2𝑡 + 𝐷𝑜 ,

and after undoing the change of variable, we obtain

𝜙𝑜(𝑟) = 𝐴𝑜 log(𝑟) + 𝐵𝑜𝑟2 log(𝑟) + 𝐶𝑜𝑟2 + 𝐷𝑜 ,
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which can be expressible in a vector form as

𝜙𝑜(𝑟) = [𝐴𝑜 𝐵𝑜 𝐶𝑜 𝐷𝑜]
⎡⎢⎢⎢
⎣

𝑟2
𝑟2 log(𝑟)
log(𝑟)
1

⎤⎥⎥⎥
⎦
= 𝐾𝑇𝑜 𝑅𝑜 .

We proceed similarly for the function 𝜙𝑐(𝑟). The compatibil-
ity equation is written as

𝜕4𝜙𝑐
𝜕𝑟4 + 2

𝑟
𝜕3𝜙𝑐
𝜕𝑟3 − 9

𝑟2
𝜕2𝜙𝑐
𝜕𝑟2 + 9

𝑟3
𝜕𝜙𝑐
𝜕𝑟 = 0.

After applying the same change of variable 𝑟 = 𝑒𝑡 and solving
the characteristic equation, we obtain that the term 𝜙𝑐(𝑡) is of
the form

𝜙𝑐(𝑡) = 𝐴𝑐𝑒2𝑡 + 𝐵𝑐𝑒4𝑡 + 𝐶𝑐𝑒−2𝑡 + 𝐷𝑐 .

Undoing again the change of variable, we end up with the
expression for 𝜙𝑐(𝑟) as

𝜙𝑐(𝑟) = 𝐴𝑐 𝑟2 + 𝐵𝑐 1𝑟2 + 𝐶𝑐 𝑟4 + 𝐷𝑐 ,

which can be written in a vector form as

𝜙𝑐(𝑟) = [𝐴𝑐 𝐵𝑐 𝐶𝑐 𝐷𝑐]
⎡⎢⎢⎢
⎣

𝑟2
1
𝑟2
𝑟4
1

⎤⎥⎥⎥
⎦
= 𝐾𝑇𝑐 𝑅𝑐 .

Since 𝜙𝑐(𝑟) has to solve the same equation than 𝜙𝑠(𝑟), it can
be written in the same terms, that is

𝜙𝑠(𝑟) = [𝐴𝑠 𝐵𝑠 𝐶𝑠 𝐷𝑠]
⎡⎢⎢⎢
⎣

𝑟2
1
𝑟2
𝑟4
1

⎤⎥⎥⎥
⎦
= 𝐾𝑇𝑠 𝑅𝑠 .

Thus, the Airy function is compactly expressible as

𝜙(𝑟 , 𝜃) = [𝑅𝑜 𝑅𝑐 𝑅𝑠] [
𝐾𝑇𝑜 0 0
0 𝐾𝑇𝑐 0
0 0 𝐾𝑇𝑠

] [
1

cos(2𝜃)
sin(2𝜃)

] .

The free parameters are collected in the vectors 𝐾𝑜 , 𝐾𝑐 and 𝐾𝑠
and are going to be determined after applying both boundary
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and transmission conditions.

A.4 Resolution of free parameters

Once we have the expression of the Airy function, we move
to compute the 𝜎𝜎𝜎 field. According to previous relations we
obtain

[
𝜎𝑟
𝜎𝜃
𝜎𝑟𝜃

] =
⎡⎢⎢⎢
⎣

1
𝑟
𝜕
𝜕𝑟 +

1
𝑟2

𝜕2
𝜕𝜃2𝜕2

𝜕𝑟2
− 𝜕
𝜕𝑟 (

1
𝑟
𝜕
𝜕𝜃 )

⎤⎥⎥⎥
⎦
[𝜙𝑜(𝑟) 𝜙𝑐(𝑟) 𝜙𝑠(𝑟)] [

1
cos(2𝜃)
sin(2𝜃)

]

=
⎡⎢⎢
⎣

𝐾𝑇𝑜 ( 1𝑟
𝜕
𝜕𝑟 ) 𝑅𝑜 𝐾𝑇𝑐 ( 1𝑟

𝜕
𝜕𝑟 −

4
𝑟2 ) 𝑅𝑐 𝐾𝑇𝑠 ( 1𝑟

𝜕
𝜕𝑟 −

4
𝑟2 ) 𝑅𝑠

𝐾𝑇𝑜 ( 𝜕2
𝜕𝑟2 ) 𝑅𝑜 𝐾𝑇𝑐 ( 𝜕2

𝜕𝑟2 ) 𝑅𝑐 𝐾𝑇𝑠 ( 𝜕2
𝜕𝑟2 ) 𝑅𝑠

0 −2𝐾𝑇𝑠 ( 𝜕
𝜕𝑟 (

1
𝑟 )) 𝑅𝑠 2𝐾𝑇𝑐 ( 𝜕

𝜕𝑟 (
1
𝑟 )) 𝑅𝑐

⎤⎥⎥
⎦

⋅ [
1

cos(2𝜃)
sin(2𝜃)

] .

Note that each term of the matrix stands for a scalar product
between the 𝐾𝑜 , 𝐾𝑐 and 𝐾𝑠 and some derivatives of 𝑅𝑜 , 𝑅𝑐 and
𝑅𝑠 . Let us define the following relation by

[
𝜎𝑟
𝜎𝜃
𝜎𝑟𝜃

] = [
𝐾𝑇𝑜 𝑑𝑅𝑟𝑜 𝐾𝑇𝑐 𝑑𝑅𝑟𝑐 𝐾𝑇𝑠 𝑑𝑅𝑟𝑠
𝐾𝑇𝑜 𝑑𝑅𝜃𝑜 𝐾𝑇𝑐 𝑑𝑅𝜃𝑐 𝐾𝑇𝑠 𝑑𝑅𝜃𝑠

0 −2𝐾𝑇𝑠 𝑑𝑅𝑟𝜃𝑠 2𝐾𝑇𝑐 𝑑𝑅𝑟𝜃𝑐
] [

1
cos(2𝜃)
sin(2𝜃)

] ,

where

𝑑𝑅𝑟𝑜 = (1𝑟
𝜕
𝜕𝑟 ) 𝑅𝑜 = (1𝑟

𝜕
𝜕𝑟 )

⎡⎢⎢⎢
⎣

𝑟2
𝑟2 log(𝑟)
log(𝑟)
1

⎤⎥⎥⎥
⎦
=
⎡⎢⎢⎢
⎣

2
1 + 2 log(𝑟)

1
𝑟2
0

⎤⎥⎥⎥
⎦
.

𝑑𝑅𝜃𝑜 = ( 𝜕2
𝜕𝑟2 ) 𝑅𝑜 = ( 𝜕2

𝜕𝑟2 )
⎡⎢⎢⎢
⎣

𝑟2
𝑟2 log(𝑟)
log(𝑟)
1

⎤⎥⎥⎥
⎦
=
⎡⎢⎢⎢
⎣

2
3 + 2 log(𝑟)

− 1
𝑟
0

⎤⎥⎥⎥
⎦
.

𝑑𝑅𝑟𝑐 = 𝑑𝑅𝑟𝑠 = (1𝑟
𝜕
𝜕𝑟 −

4
𝑟2 ) 𝑅𝑐 = (1𝑟

𝜕
𝜕𝑟 −

4
𝑟2 )

⎡⎢⎢⎢
⎣

𝑟2
1
𝑟2
𝑟4
1

⎤⎥⎥⎥
⎦
=
⎡⎢⎢⎢
⎣

−2
− 6
𝑟4
0

− 4
𝑟2

⎤⎥⎥⎥
⎦
.
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𝑑𝑅𝜃𝑐 = 𝑑𝑅𝜃𝑠 = ( 𝜕2
𝜕𝑟2 ) 𝑅𝑐 = ( 𝜕2

𝜕𝑟2 )
⎡⎢⎢⎢
⎣

𝑟2
1
𝑟2
𝑟4
1

⎤⎥⎥⎥
⎦
=
⎡⎢⎢⎢
⎣

2
6
𝑟4

12𝑟2
0

⎤⎥⎥⎥
⎦
.

𝑑𝑅𝑟𝜃𝑐 = 𝑑𝑅𝑟𝜃𝑠 = ( 𝜕
𝜕𝑟 (

1
𝑟 )) 𝑅𝑐 = ( 𝜕

𝜕𝑟 (
1
𝑟 ))

⎡⎢⎢⎢
⎣

𝑟2
1
𝑟2
𝑟4
1

⎤⎥⎥⎥
⎦
=
⎡⎢⎢⎢
⎣

1
− 3
𝑟4

3𝑟2
− 1
𝑟2

⎤⎥⎥⎥
⎦
.

A.4.1 Boundary conditions in the matrix

To determine the free parameters, we first apply on the ma-
trix the condition of zero stress at infinity which leads to can-
cel the following constants

𝐴𝑒𝑜 = 𝐵𝑒𝑜 = 𝐴𝑒𝑐 = 𝐴𝑒𝑠 = 𝐶𝑒𝑐 = 𝐶𝑒𝑠 = 0.

Since the last term of 𝑑𝑅𝑟0 and 𝑑𝑅𝜃𝑜 is canceled there is no
reason of keeping the constant 𝐷𝑒𝑜 ; hence

𝐷𝑒𝑜 = 0.

Consequently, the vectors 𝐾𝑜 , 𝐾𝑐 and 𝐾𝑠 become

𝐾𝑜 = 𝐶𝑒𝑜 , 𝐾𝑐 = [𝐵
𝑒𝑐

𝐷𝑒𝑐
] , 𝐾𝑠 = [ 𝐵

𝑒𝑠
𝐷𝑒𝑠 .]

and similarly the 𝑑𝑅 vectors becomes

𝑑𝑅𝑟𝑜 = 1
𝑟2 , 𝑑𝑅𝜃𝑜 = − 1

𝑟2 , 𝑑𝑅𝑟𝑐 = 𝑑𝑅𝑟𝑠 = [−
6
𝑟4

− 4
𝑟2
] ,

𝑑𝑅𝜃𝑐 = 𝑑𝑅𝜃𝑠 = [
6
𝑟4
0 ] , 𝑑𝑅𝑟𝜃𝑐 = 𝑑𝑅𝑟𝜃𝑠 = [−

3
𝑟4

− 1
𝑟2
] .

Substituting all these reduced expression into the stress field
relation, we are ready to compute the term 𝜎𝜎𝜎 𝑒(1, 𝜃) that ap-
pears in the transmission condition just imposing 𝑟 = 1 as
follows

𝜎𝜎𝜎 𝑒 = [
𝜎 𝑒𝑟 (1, 𝜃)
𝜎 𝑒𝜃 (1, 𝜃)
𝜎 𝑒𝑟𝜃 (1, 𝜃)

] = [
𝐶𝑒𝑜 −6𝐵𝑒𝑐 − 4𝐷𝑒𝑐 −6𝐵𝑒𝑠 − 4𝐷𝑒𝑠
−𝐶𝑒𝑜 6𝐵𝑒𝑐 6𝐵𝑒𝑠
0 6𝐵𝑒𝑐 + 2𝐷𝑒𝑐 −6𝐵𝑒𝑠 − 2𝐷𝑒𝑠

] [
1

cos 2𝜃
sin 2𝜃

] .
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A.4.2 Boundary conditions in the inclusion

Regarding the conditions on the inclusion, we have to impose
a constant value of the stresses. Thus, all the constants that
multiply terms that depend on variable 𝑟 are canceled, that
is

𝐶 𝑖𝑜 = 𝐵𝑖𝑜 = 𝐵𝑖𝑐 = 𝐵𝑖𝑠 = 𝐷𝑖𝑐 = 𝐷𝑖𝑠 = 𝐶 𝑖𝑐 = 𝐶 𝑖𝑠 = 0.
And similarly, since 𝐷𝑖𝑜 is arbitrary and it does not appear on
the stress, there is no reasons to keep it. Hence,

𝐷𝑖𝑜 = 0.

Consequently, the vector 𝐾𝑜 , 𝐾𝑐 and 𝐾𝑠 become

𝐾 𝑖𝑜 = 𝐴𝑖𝑜 , 𝐾 𝑖𝑐 = 𝐴𝑖𝑐 , 𝐾 𝑖𝑠 = 𝐴𝑖𝑠 ,

and the 𝑑𝑅 vector are reduced to the following expression

𝑑𝑅𝑟𝑜 = 2, 𝑑𝑅𝜃𝑜 = 2,

𝑑𝑅𝑟𝑐 = 𝑑𝑅𝑟𝑠 = −2, 𝑑𝑅𝜃𝑐 = 𝑑𝑅𝜃𝑠 = 2, 𝑑𝑅𝑟𝜃𝑐 = 𝑑𝑅𝑟𝜃𝑠 = 1.
In order to apply the transmission condition, substituting the
above reduced expression in the stress field equation, we ob-
tain the constant stress field in the inclusion as

𝜎𝜎𝜎 𝑖 = [
𝜎 𝑖𝑟 (1, 𝜃)
𝜎 𝑖𝜃 (1, 𝜃)
𝜎 𝑖𝑟𝜃 (1, 𝜃)

] = [
2𝐴𝑖𝑜 −2𝐴𝑖𝑐 −2𝐴𝑖𝑠
2𝐴𝑖𝑜 2𝐴𝑖𝑐 2𝐴𝑖𝑠
0 −2𝐴𝑖𝑠 2𝐴𝑖𝑐

] [
1

cos 2𝜃
sin 2𝜃

] .

Note that since the stresses are constant in the inclusion, the
above expression stands also for the stresses on the interface.
It is worth mentioning that if we write the stresses into the
Cartesian components as

𝜎𝜎𝜎 𝑖 = [
𝜎 𝑖𝑟 (1, 𝜃)
𝜎 𝑖𝜃 (1, 𝜃)
𝜎 𝑖𝑟𝜃 (1, 𝜃)

] =
⎡⎢⎢⎢
⎣

𝜎 𝑖𝑥+𝜎 𝑖𝑦
2

𝜎 𝑖𝑥−𝜎 𝑖𝑦
2 𝜎 𝑖𝑥𝑦

𝜎 𝑖𝑥+𝜎 𝑖𝑦
2

𝜎 𝑖𝑦−𝜎 𝑖𝑥
2 −𝜎 𝑖𝑥𝑦

0 𝜎 𝑖𝑥𝑦 𝜎 𝑖𝑦−𝜎 𝑖𝑥
2

⎤⎥⎥⎥
⎦
[

1
cos 2𝜃
sin 2𝜃

] ,

and we identify all the terms of both matrices, we can relate
the Cartesian components of the stresses with the constants
𝐴𝑖𝑜 , 𝐴𝑖𝑐 and 𝐴𝑖𝑠 as

𝜎 𝑖𝑥 = 2 (𝐴𝑖𝑜 − 𝐴𝑖𝑐) , 𝜎 𝑖𝑦 = 2 (𝐴𝑖𝑜 + 𝐴𝑖𝑐) , 𝜎 𝑖𝑥𝑦 = −𝐴𝑖𝑠 ,
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which in matrix notation is written as

[
𝜎 𝑖𝑥
𝜎 𝑖𝑦
𝜎 𝑖𝑥𝑦

] = 2 [
1 −1 0
1 1 0
0 0 −1/2

] [
𝐴𝑖𝑜
𝐴𝑖𝑐
𝐴𝑖𝑠

] = 2T [
𝐴𝑖𝑜
𝐴𝑖𝑐
𝐴𝑖𝑠

] .

That last relation will be useful to find the final expression
for the topological derivative. With all these boundary con-
ditions imposed, we end up with 8 unknowns 𝐴𝑖𝑜 , 𝐴𝑖𝑐 , 𝐴𝑖𝑠 ,
𝐵𝑒𝑐 ,𝐵𝑒𝑠 ,𝐶𝑒𝑜 ,𝐷𝑒𝑐 and 𝐷𝑒𝑠 that are going to be determined after
imposing transmission conditions.

A.4.3 Stress transmission condition

We apply the transmission condition in stresses across the
interface. The first equation imposes continuity on the radial
component of the stress as

𝜎 𝑒𝑟 (1, 𝜃) − 𝜎 𝑖𝑟 = 𝑆𝑟 ∀𝜃.

Considering the matrix representation of the stress S and
comparing it with the difference with the matrix represen-
tation of the stresses on the matrix and the inclusion, we can
identify the 1, cos 2𝜃 and sin 2𝜃 terms and write the following
equations

𝐶𝑒𝑜 − 2𝐴𝑖𝑜 =
𝑆 𝑖𝑥 + 𝑆 𝑖𝑦

2 (1),

−6𝐵𝑒𝑐 − 4𝐷𝑒𝑐 + 2𝐴𝑖𝑐 =
𝑆 𝑖𝑥 − 𝑆 𝑖𝑦

2 (cos 2𝜃),
−6𝐵𝑒𝑠 − 4𝐷𝑒𝑠 + 2𝐴𝑖𝑠 = 𝑆𝑥𝑦 (sin 2𝜃).

Similarly, the continuity of the shear component 𝜎𝑟𝜃 is im-
posed as

𝜎 𝑒𝑟𝜃 (1, 𝜃) − 𝜎 𝑖𝑟𝜃 = 𝑆𝑟𝜃 ∀𝜃.
Considering again the matrix representation of S, 𝜎 𝑒𝑟𝜃 and 𝜎 𝑖𝑟𝜃
and identifying the 1, cos 2𝜃 and sin 2𝜃 terms, we can write
the second group of equations as

0 = 0 (1),
6𝐵𝑒𝑠 + 2𝐷𝑒𝑠 + 2𝐴𝑖𝑐 = 𝑆𝑥𝑦 (cos 2𝜃),

−6𝐵𝑒𝑐 − 2𝐷𝑒𝑐 − 2𝐴𝑖𝑐 =
𝑆 𝑖𝑦 − 𝑆 𝑖𝑥

2 (sin 2𝜃).
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A.4.4 Strain transmission condition

The last condition to impose is the strain transmission con-
dition. Since we assume an isotropic material behavior, the
strain can be related with the stresses for both the matrix
and the inclusion through the following inverse constitutive
relation

⎡⎢⎢⎢⎢⎢⎢
⎣

𝜀𝑟
𝜀𝜃
𝜀𝑧
𝜀𝑟𝜃
𝜀𝑟𝑧
𝜀𝜃𝑧

⎤⎥⎥⎥⎥⎥⎥
⎦

= 1
𝐸

⎡⎢⎢⎢⎢⎢⎢
⎣

1 −𝜈 −𝜈 0 0 0
−𝜈 1 −𝜈 0 0 0
−𝜈 −𝜈 1 0 0 0
0 0 0 (1 + 𝜈) 0 0
0 0 0 0 (1 + 𝜈) 0
0 0 0 0 0 (1 + 𝜈)

⎤⎥⎥⎥⎥⎥⎥
⎦

⎡⎢⎢⎢⎢⎢⎢
⎣

𝜎𝑟
𝜎𝜃
𝜎𝑧
𝜎𝑟𝜃
𝜎𝑟𝑧
𝜎𝜃𝑧

⎤⎥⎥⎥⎥⎥⎥
⎦

.

As 𝜎𝑟𝑧 = 𝜎𝜃𝑧 = 0, then 𝜀𝑟𝑧 = 𝜀𝜃𝑧 = 0 and rows and columns 5
and 6 can be neglected from the system

⎡⎢⎢⎢
⎣

𝜀𝑟
𝜀𝜃
𝜀𝑧
𝜀𝑟𝜃

⎤⎥⎥⎥
⎦
= 1

𝐸
⎡⎢⎢⎢
⎣

1 −𝜈 −𝜈 0 0 0
−𝜈 1 −𝜈 0 0 0
−𝜈 −𝜈 1 0 0 0
0 0 0 (1 + 𝜈) 0 0

⎤⎥⎥⎥
⎦

⎡⎢⎢⎢
⎣

𝜎𝑟
𝜎𝜃
𝜎𝑧
𝜎𝑟𝜃

⎤⎥⎥⎥
⎦
.

In the plane strain assumption, we consider that 𝜀𝑧 = 0. There-
fore,

𝜀𝑧 = 1
𝐸 {−𝜈𝜎𝑟 − 𝜈𝜎𝜃 + 𝜎𝑧} = 0 ⇔ 𝜎𝑧 = 𝜈 (𝜎𝑟 + 𝜎𝜃 ) ,

𝜀𝑟 = 1
𝐸 {𝜎𝑟 − 𝜈𝜎𝜃 − 𝜈𝜎𝑧} = 1

𝐸 {𝜎𝑟 − 𝜈𝜎𝜃 − 𝜈2𝜎𝑟 − 𝜈2𝜎𝜃 }

= 1 − 𝜈2
𝐸 𝜎𝑟 −

𝜈 (1 + 𝜈)
𝐸 𝜎𝜃 = 1 + 𝜈

𝐸 {(1 − 𝜈)𝜎𝑟 − 𝜈𝜎𝜃 } ,

𝜀𝜃 = 1
𝐸 {𝜎𝜃 − 𝜈𝜎𝑟 − 𝜈𝜎𝑧} = 1

𝐸 {𝜎𝜃 − 𝜈𝜎𝑟 − 𝜈2𝜎𝑟 − 𝜈2𝜎𝜃 }

= 1 − 𝜈2
𝐸 𝜎𝜃 −

𝜈 (1 + 𝜈)
𝐸 𝜎𝑟 = 1 + 𝜈

𝐸 {(1 − 𝜈)𝜎𝜃 − 𝜈𝜎𝑟 } .

Then we obtain for both the matrix and the inclusion,

𝜀𝑒𝜃 (1, 𝜃) =
1 + 𝑣 𝑒
𝐸𝑒 {(1 − 𝜈𝑒)𝜎 𝑒𝜃 (1, 𝜃) − 𝜈𝑒𝜎 𝑒𝑟 (1, 𝜃)} ,

𝜀 𝑖𝜃 (1, 𝜃) =
1 + 𝑣 𝑖
𝐸𝑖 {(1 − 𝜈 𝑖)𝜎 𝑖𝜃 − 𝜈 𝑖𝜎 𝑖𝑟 } ,
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where 𝐸𝑒 , 𝐸𝑖, 𝜈𝑒 and 𝜈 𝑖 represents the Young modulus and
Poisson ratio for the matrix and the inclusion. Regarding
the transmission conditions on strains, we must ensure, in
polar coordinates, that the jump across the boundary of the
inclusion of the component of the strains must be zero, i.e.,

𝜀𝑒𝜃 (1, 𝜃) − 𝜀 𝑖𝜃 = 0 ∀𝜃.

Inserting the above relation in the transmission condition,
we can write the last group of equations as

1 + 𝜈𝑒
𝐸𝑒 𝐶𝑒𝑜 + 2(1 − 2𝜈 𝑖)(1 + 𝜈 𝑖)

𝐸𝑖 𝐴𝑖𝑜 = 0 (1),

61 + 𝜈𝑒
𝐸𝑒 𝐵𝑒𝑐 + 4𝜈

𝑒(1 + 𝜈𝑒)
𝐸𝑒 𝐷𝑒𝑐 − 21 + 𝜈 𝑖

𝐸𝑖 𝐴𝑖𝑐 = 0 (cos 2𝜃),

61 + 𝜈𝑒
𝐸𝑒 𝐵𝑒𝑠 + 4𝜈

𝑒(1 + 𝜈𝑒)
𝐸𝑒 𝐷𝑒𝑠 − 21 + 𝜈 𝑖

𝐸𝑖 𝐴𝑖𝑠 = 0 (sin 2𝜃).

A.4.5 System of equations for the free
parameters

Adding and rearranging all the group of equations, we can
split them in three groups as

[ 1 −2
1+𝜈 𝑒
𝐸𝑒 2 (1−2𝜈 𝑖)(1+𝜈 𝑖)𝐸𝑖

] [𝐶
𝑒𝑜

𝐴𝑖𝑜
] = [

𝑆 𝑖𝑥+𝑆 𝑖𝑦
2
0 ] ,

[
−6 −4 2
−6 −2 −2

6 1+𝜈 𝑒𝐸𝑒 4 𝜈 𝑒(1+𝜈 𝑒)𝐸𝑒 −2 1+𝜈 𝑖𝐸𝑖
][

𝐵𝑒𝑐
𝐷𝑒𝑐
𝐴𝑖𝑐

] =
⎡⎢⎢⎢
⎣

𝑆 𝑖𝑥−𝑆 𝑖𝑦
2𝑆 𝑖𝑦−𝑆 𝑖𝑥
2
0

⎤⎥⎥⎥
⎦
,

[
−6 −4 2
6 2 2

6 1+𝜈 𝑒𝐸𝑒 4 𝜈 𝑒(1+𝜈 𝑒)𝐸𝑒 −2 1+𝜈 𝑖𝐸𝑖
][

𝐵𝑒𝑠
𝐷𝑒𝑠
𝐴𝑖𝑠

] = [
𝑆𝑥𝑦
𝑆𝑥𝑦
0
] .

The matrices of the three system of equations are invertible,
thus, all the constants can be uniquely determined. Regard-
ing the 𝐴𝑖𝑜 , 𝐴𝑖𝑐 and 𝐴𝑖𝑠 , we provide its values in a matrix form
as

[
𝐴𝑖𝑜
𝐴𝑖𝑐
𝐴𝑖𝑠

] = 1
4 [

−𝑑1 −𝑑1 0
𝑑2 −𝑑2 0
0 0 𝑑2

] [
𝑆𝑥
𝑆𝑦
𝑆𝑥𝑦

] = 1
4D [

𝑆𝑥
𝑆𝑦
𝑆𝑥𝑦

] ,
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where the matrix D has been introduced and the dimension-
less constants 𝑑1 and 𝑑2 take the following values

𝑑1 = 1
1 + 𝐸𝑒(1−2𝜈 𝑖)(1+𝜈 𝑖)

𝐸𝑖(1+𝜈 𝑒)
= 𝛼𝛾

𝛼𝛾 + 𝜏1𝜏2
,

𝑑2 = 1
1 + 𝐸𝑒(1+𝜈 𝑖)

𝐸𝑖(1+𝜈 𝑒)(3−4𝜈 𝑒)
= 𝛽𝛾

𝛽𝛾 + 𝜏1
,

where 𝛼 = 1
1−2𝜈𝑒 , 𝛽 = 3 − 4𝜈𝑒 , 𝜏1 = 1+𝜈𝑖

1+𝜈𝑒 , 𝜏2 = 1−2𝜈𝑖
1−2𝜈𝑒 . Thus, we

canwrite the stresses on the inclusion in terms of the stresses
S as

[
𝜎 𝑖𝑥
𝜎 𝑖𝑦
𝜎 𝑖𝑥𝑦

] = 2T [
𝐴𝑖𝑜
𝐴𝑖𝑐
𝐴𝑖𝑠

] = 2T14D [
𝑆𝑥
𝑆𝑦
𝑆𝑥𝑦

]

= 1
2 [

−𝑑1 − 𝑑2 −𝑑1 + 𝑑2 0
−𝑑1 + 𝑑2 −𝑑1 − 𝑑2 0

0 0 −𝑑2
] [

𝑆𝑥
𝑆𝑦
𝑆𝑥𝑦

] = A [
𝑆𝑥
𝑆𝑦
𝑆𝑥𝑦

] .

From here we can obtained the expression for the 4-th order
tensor 𝔸

𝔸 = −𝑑2𝕀 +
𝑑2 − 𝑑1

2 I ⊗ I

= − 𝛽𝛾
𝛽𝛾 + 𝜏1

𝕀 + 1
2𝛾 {

𝛽𝛾
𝛽𝛾 + 𝜏1

− 𝛼𝛾
𝛼𝛾 + 𝜏1𝜏2

} I ⊗ I.

A.5 Polarization tensor

ℙ can be recognized as the Pólya-Szegö polarization tensor,
given explicitly by

ℙ = 1
2Δℂ {ℂ−1𝑒 + ℂ−1𝑖 𝕋} ,

where Δℂ = ℂ𝑖 − ℂ𝑒 .

ℙ = 1
2Δℂ ∶ {ℂ−1𝑒 + ℂ−1𝑖 ∶ 𝕋} = 1

2 {ℂ𝑖 − ℂ𝑒} ∶ {ℂ−1𝑒 + ℂ−1𝑖 ∶ 𝕋}

= 1
2ℂ𝑖 ∶ ℂ−1𝑒 + 1

2ℂ𝑖 ∶ ℂ−1𝑖 ∶ 𝕋 − 1
2ℂ𝑒 ∶ ℂ−1𝑒 − 1

2ℂ𝑒 ∶ ℂ−1𝑖 ∶ 𝕋

= 1
2ℂ𝑖 ∶ ℂ−1𝑒 + 1

2𝕋 − 1
2𝕀 −

1
2ℂ𝑒 ∶ ℂ−1𝑖 ∶ 𝕋.
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We define the Constitutive Tensors ℂ𝑒 and ℂ𝑖 as

ℂ𝑒 = 2𝜇𝑒𝕀 + 𝜆𝑒I ⊗ I = 𝐸𝑒
1 + 𝜈𝑒 𝕀 +

𝐸𝑒𝜈𝑒
(1 + 𝜈𝑒)(1 − 2𝜈𝑒) I ⊗ I,

ℂ𝑖 = 2𝜇𝑖𝕀 + 𝜆𝑖I ⊗ I = 𝐸𝑖
1 + 𝜈 𝑖 𝕀 +

𝐸𝑖𝜈 𝑖
(1 + 𝜈 𝑖)(1 − 2𝜈 𝑖) I ⊗ I

= 𝐸𝑒
1 + 𝜈𝑒

𝛾
𝜏1
𝕀 + 𝐸𝑒𝜈𝑒

(1 + 𝜈𝑒)(1 − 2𝜈𝑒)
𝛾 𝜏3
𝜏1𝜏2

I ⊗ I

= 𝛾
𝜏1

{ 𝐸𝑒
1 + 𝜈𝑒 𝕀 +

𝜏3
𝜏2

𝐸𝑒𝜈𝑒
(1 + 𝜈𝑒)(1 − 2𝜈𝑒) I ⊗ I} ,

where 𝛾 = 𝐸𝑖
𝐸𝑒 is the jump of stiffness and 𝜏1 = 1+𝜈 𝑖

1+𝜈 𝑒 , 𝜏2 =
1−2𝜈 𝑖
1−2𝜈 𝑒 ,

𝜏3 = 𝜈 𝑖
𝜈 𝑒 are the contrast parameters. Note that, by considering

𝜈𝑒 = 𝜈 𝑖, the parameters 𝜏𝑖 = 1. And we also define the inverse
Constitutive Tensors ℂ−1𝑒 and ℂ−1𝑖 as

ℂ−1𝑒 = 1 + 𝜈𝑒
𝐸𝑒 𝕀 − 𝜈𝑒(1 + 𝜈𝑒)

𝐸𝑒 I ⊗ I,

ℂ−1𝑖 = 1 + 𝜈 𝑖
𝐸𝑖 𝕀 − 𝜈 𝑖(1 + 𝜈 𝑖)

𝐸𝑖 I ⊗ I

= 𝜏1
𝛾
1 + 𝜈𝑒
𝐸𝑒 𝕀 − 𝜏3𝜏1

𝛾
𝜈𝑒(1 + 𝜈𝑒)

𝐸𝑒 I ⊗ I.

Now we compute

ℂ𝑖ℂ−1𝑒 = 𝛾
𝜏1
𝕀 + 𝛾𝜈𝑒(𝜏3 − 𝜏2)

𝜏1𝜏2
I ⊗ I,

ℂ𝑒ℂ−1𝑖 = 𝜏1
𝛾 𝕀 +

𝜈𝑒𝜏1(𝜏3 − 1)
𝛾(2𝜈𝑒 − 1) I ⊗ I.

And the fourth order tensor 𝕊 reads as

𝕊 = 𝕀 − ℂ𝑖ℂ−1𝑒 = {1 − 𝛾
𝜏1
} 𝕀 − 𝛾𝜈𝑒(𝜏3 − 𝜏2)

𝜏1𝜏2
I ⊗ I.

Now we can compute tensor 𝕋 as

𝕋 = 𝔸 ∶ 𝕊 = {− 𝛽𝛾
𝛽𝛾 + 𝜏1

𝕀 + 1
2𝛾 {

𝛽𝛾
𝛽𝛾 + 𝜏1

− 𝛼𝛾
𝛼𝛾 + 𝜏1𝜏2

} I ⊗ I}

∶ {{1 − 𝛾
𝜏1
} 𝕀 − 𝛾𝜈𝑒(𝜏3 − 𝜏2)

𝜏1𝜏2
I ⊗ I} .
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We end up by computing the Polarization tensor as

ℙ = −1
2(1+𝛽) { 𝜏1 − 𝛾

𝛽𝛾 + 𝜏1
𝕀 − 1

4 (𝛼 (𝛾 − 𝜏1𝜏2)
𝛼𝛾 + 𝜏1𝜏2

+ 2 (𝜏1 − 𝛾)
𝛽𝛾 + 𝜏1

) I ⊗ I} .

A.6 The plane stress case

A similar procedure can be performed to obtain the expres-
sion for plane stress scenarios. The only condition to change
with respect to the plane strain case is the strain transmission
condition. Since we assume an isotropic material behavior,
the strain can be related with the stresses for both the ma-
trix and the inclusion through the same inverse constitutive
relation

⎡⎢⎢⎢⎢⎢⎢
⎣

𝜀𝑟
𝜀𝜃
𝜀𝑧
𝜀𝑟𝜃
𝜀𝑟𝑧
𝜀𝜃𝑧

⎤⎥⎥⎥⎥⎥⎥
⎦

= 1
𝐸

⎡⎢⎢⎢⎢⎢⎢
⎣

1 −𝜈 −𝜈 0 0 0
−𝜈 1 −𝜈 0 0 0
−𝜈 −𝜈 1 0 0 0
0 0 0 (1 + 𝜈) 0 0
0 0 0 0 (1 + 𝜈) 0
0 0 0 0 0 (1 + 𝜈)

⎤⎥⎥⎥⎥⎥⎥
⎦

⎡⎢⎢⎢⎢⎢⎢
⎣

𝜎𝑟
𝜎𝜃
𝜎𝑧
𝜎𝑟𝜃
𝜎𝑟𝑧
𝜎𝜃𝑧

⎤⎥⎥⎥⎥⎥⎥
⎦

.

As 𝜎𝑟𝑧 = 𝜎𝜃𝑧 = 0, then 𝜀𝑟𝑧 = 𝜀𝜃𝑧 = 0 and rows and columns 5
and 6 can be neglected from the system

⎡⎢⎢⎢
⎣

𝜀𝑟
𝜀𝜃
𝜀𝑧
𝜀𝑟𝜃

⎤⎥⎥⎥
⎦
= 1

𝐸
⎡⎢⎢⎢
⎣

1 −𝜈 −𝜈 0 0 0
−𝜈 1 −𝜈 0 0 0
−𝜈 −𝜈 1 0 0 0
0 0 0 (1 + 𝜈) 0 0

⎤⎥⎥⎥
⎦

⎡⎢⎢⎢
⎣

𝜎𝑟
𝜎𝜃
𝜎𝑧
𝜎𝑟𝜃

⎤⎥⎥⎥
⎦
.

In the plane stress assumption, we consider that 𝜎𝑧 = 0. There-
fore,

𝜀𝑧 = 1
𝐸 {−𝜈𝜎𝑟 − 𝜈𝜎𝜃 + 𝜎𝑧} = − 𝜈

𝐸 {𝜎𝑟 + 𝜎𝜃 } ,

𝜀𝑟 = 1
𝐸 {𝜎𝑟 − 𝜈𝜎𝜃 − 𝜈𝜎𝑧} = 1

𝐸 {𝜎𝑟 − 𝜈𝜎𝜃 } ,

𝜀𝜃 = 1
𝐸 {𝜎𝜃 − 𝜈𝜎𝑟 − 𝜈𝜎𝑧} = 1

𝐸 {𝜎𝜃 − 𝜈𝜎𝑟 } .

Then we obtain for both the matrix and the inclusion,

𝜀𝑒𝜃 (1, 𝜃) =
1
𝐸𝑒 {𝜎

𝑒
𝜃 (1, 𝜃) − 𝜈𝑒𝜎 𝑒𝑟 (1, 𝜃)} ,

𝜀 𝑖𝜃 (1, 𝜃) =
1
𝐸𝑖 {𝜎

𝑖
𝜃 − 𝜈 𝑖𝜎 𝑖𝑟 } ,
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where 𝐸𝑒 , 𝐸𝑖, 𝜈𝑒 and 𝜈 𝑖 represents the Young modulus and
Poisson ratio for the matrix and the inclusion. Regarding
the transmission conditions on strains, we must ensure, in
polar coordinates, that the jump across the boundary of the
inclusion of the component of the strains must be zero, i.e.,

𝜀𝑒𝜃 (1, 𝜃) − 𝜀 𝑖𝜃 = 0 ∀𝜃.

Inserting the above relation in the transmission condition,
we can write the last group of equations as

−1 + 𝜈𝑒
𝐸𝑒 𝐶𝑒𝑜 − 2(1 − 𝜈 𝑖)

𝐸𝑖 𝐴𝑖𝑜 = 0 (1),

61 + 𝜈𝑒
𝐸𝑒 𝐵𝑒𝑐 + 4 𝜈

𝑒
𝐸𝑒 𝐷

𝑒𝑐 − 21 + 𝜈 𝑖
𝐸𝑖 𝐴𝑖𝑐 = 0 (cos 2𝜃),

61 + 𝜈𝑒
𝐸𝑒 𝐵𝑒𝑠 + 4 𝜈

𝑒
𝐸𝑒 𝐷

𝑒𝑠 − 21 + 𝜈 𝑖
𝐸𝑖 𝐴𝑖𝑠 = 0 (sin 2𝜃).

Changing these equations and following the same procedure
as in the plane strain scenario case, we end up with this ex-
pression for the Polarization tensor

ℙ = −1
2 (1 + 𝛽) { 𝜏1 − 𝛾

𝛽𝛾 + 𝜏1
𝕀

−1
4 (𝛾 (𝛼 + 𝜏2 − 1) − 𝛼𝜏1𝜏2

𝜏1 (𝛼𝛾 + 𝜏2)
+ 2 (𝜏1 − 𝛾)

𝛽𝛾 + 𝜏1
) I ⊗ I} ,

where the parameters are defined as

𝛼 = 1 + 𝜈e
1 − 𝜈e

, 𝛽 = 3 − 𝜈e
1 + 𝜈e

, 𝜏1 =
1 + 𝜈i
1 + 𝜈e

and 𝜏2 =
1 − 𝜈i
1 − 𝜈e

.
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