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Abstract

Brain circuits display modular architecture at different scales of organization. Such neu-
ral assemblies are typically associated to functional specialization that favours both the
segregation and the integration of information. However, the mechanisms leading to their
emergence and consolidation remain elusive.

This PhD thesis aims to understand the formation of modular structures in artificial
neural networks and the mechanisms that sustain these memory structures over time while
allowing continuous adaptation. In addition, the thesis seeks to validate the architecture
and mechanisms using real sensory information and to evaluate their effective integration
into cognitive tasks.

In the first chapter, we review the state of the art regarding the formation of multiple
clusters in networks of coupled oscillators, focusing specifically on Kuramoto oscillators
subjected to adaptation. This chapter also highlights the formation of structural clusters
via external stimulation and discusses two approaches: frequency-based and synchrony-
based, paving the way for the experiments conducted in the following chapters.

In the second chapter, we focus on the formation and consolidation of modular struc-
tures induced by external stimuli in networks of theta-neurons. The results show that
inhibitory neurons play a crucial role in the maintenance of these modular architectures.
Networks containing both excitatory and inhibitory neurons are able to maintain and con-
solidate learned memories by avoiding total synchronisation of the network, while networks
with only excitatory neurons or networks that do not differentiate between excitatory and
inhibitory neurons fail to do so. We also show that the number of inhibitory neurons in
the network determines its memory capacity.

In the third chapter, we study the phenomenon of spontaneous memory recall in an
asynchronous irregular state and its role in long-term memory consolidation. We consider
an excitatory-inhibitory spiking neural network subjected to spike-timing-dependent plas-
ticity. We show that the presence of two groups of inhibitory neurons – one subjected to
Hebbian-STDP and one subjected to anti-Hebbian-STDP – is necessary to guarantee the
emergence of the modular structures and their spontaneous recall at rest. We prove that
these recalls are correlated with a consolidation of the structural modules. In addition, a
relationship between the number of inhibitory neurons and the storage capacity is again
established.

Finally in the last chapter, we apply this architecture to the learning of audio-visual
information. This confirms the possibility of forming and maintaining complex structures
over the long-term, but this time with real sensory stimuli. Learning each modality inde-
pendently results in stable segregated structures, enabling accurate unimodal recognition.
The integration of modalities is achieved via hub neurons, facilitating coherent and more
efficient processing of multisensory information in recognition and generation tasks.

In summary, this PhD thesis contributes to a better understanding of the impact of
inhibition on network dynamics, allowing sustainable memory learning. In addition, these
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works highlight the role of this same inhibition in the storage of memories and in their
integration and processing in cognitive tasks. In this way, this thesis also provides in-
sights for more bio-realistic artificial intelligence systems, while contributing to a better
understanding of neural mechanisms.

Keywords: artificial neural network, spiking neural network, coupled oscillator,
learning, adaptation, plasticity, inhibition, synchronization, long-term memory, memory
consolidation, modular structure, spontaneous recall, multimodality, recognition, genera-
tion



Résumé

Les circuits cérébraux présentent une architecture modulaire à différentes échelles
d’organisation. Ces assemblages neuronaux sont généralement associés à une spéciali-
sation fonctionnelle qui favorise à la fois la ségrégation et l’intégration des informations.
Cependant, les mécanismes qui conduisent à leur émergence et à leur consolidation restent
évasifs.

Cette thèse de doctorat vise à comprendre la formation de structures modulaires dans
les réseaux neuronaux artificiels et les mécanismes qui soutiennent ces structures de mé-
moire dans le temps tout en permettant une adaptation continue. En outre, la thèse
cherche à valider l’architecture et les mécanismes en utilisant des informations sensorielles
réelles et à évaluer leur intégration efficace dans des tâches cognitives.

Dans le premier chapitre, nous examinons l’état de l’art concernant la formation de
modules multiples dans des réseaux d’oscillateurs couplés, en nous concentrant spécifique-
ment sur les oscillateurs de Kuramoto soumis à l’adaptation. Ce chapitre met également
en évidence la formation de modules structurels par stimulation externe et examine deux
approches : celle basée sur la fréquence et celle basée sur la synchronie, ce qui ouvre la
voie aux expériences menées dans les chapitres suivants.

Dans le deuxième chapitre, nous nous concentrons sur la formation et la consolidation
de structures modulaires induites par des stimuli externes dans des réseaux de neurones
theta. Les résultats montrent que les neurones inhibiteurs jouent un rôle crucial dans
le maintien de ces architectures modulaires. Les réseaux contenant à la fois des neurones
excitateurs et inhibiteurs sont capables de maintenir et de consolider les souvenirs appris en
évitant une synchronisation totale du réseau, alors que les réseaux contenant uniquement
des neurones excitateurs ou les réseaux qui ne font pas la différence entre les neurones
excitateurs et inhibiteurs n’y parviennent pas. Nous montrons également que le nombre
de neurones inhibiteurs dans le réseau détermine sa capacité de mémoire.

Dans le troisième chapitre, nous étudions le phénomène de rappel spontané de la mé-
moire dans un état irrégulier asynchrone et son rôle dans la consolidation de la mémoire à
long terme. Nous considérons un réseau de neurones à impulsions excitateurs-inhibiteurs
soumis à une plasticité dépendante du temps d’occurrence des impulsions. Nous montrons
que la présence de deux groupes de neurones inhibiteurs - l’un soumis à une STDP Hebbi-
enne et l’autre à une STDP anti-Hebbienne - est nécessaire pour garantir l’émergence des
structures modulaires et leur rappel spontané au repos. Nous prouvons que ces rappels
sont corrélés à une consolidation des modules structurels. De plus, une relation entre le
nombre de neurones inhibiteurs et la capacité de stockage est à nouveau établie.

Enfin, dans le dernier chapitre, nous appliquons cette architecture à l’apprentissage
d’informations audiovisuelles. Cela confirme la possibilité de former et de maintenir des
structures complexes à long terme, mais cette fois-ci avec des stimuli sensoriels réels.
L’apprentissage indépendant de chaque modalité aboutit à des structures séparées sta-
bles, permettant une reconnaissance unimodale efficace. L’intégration des modalités se
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fait par l’intermédiaire de neurones hubs, ce qui facilite le traitement cohérent et efficace
des informations multisensorielles dans des tâches de reconnaissance et de génération.

En résumé, cette thèse de doctorat contribue à une meilleure compréhension de l’impact
de l’inhibition sur la dynamique des réseaux, permettant un apprentissage durable de la
mémoire. De plus, ces travaux mettent en évidence le rôle de cette même inhibition dans
le stockage des mémoires et dans leur intégration et traitement dans des tâches cognitives.
Ainsi, cette thèse fournit des pistes pour des systèmes d’intelligence artificielle plus bio-
réalistes, tout en contribuant à une meilleure compréhension des mécanismes neuronaux.

Mots-clés: réseau de neurones artificiels, réseau de neurones à impulsions, oscillateur
couplé, apprentissage, adaptation, plasticité, inhibition, synchronisation, mémoire à long
terme, consolidation de la mémoire, structure modulaire, rappel spontané, multimodalité,
reconnaissance, génération



Resúmen

Los circuitos cerebrales muestran una arquitectura modular a diferentes escalas de orga-
nización. La presencia de tales conjuntos neuronales suele asociarse a una organizacion
funcional que favorece tanto la segregación como la integración de la información. Sin em-
bargo, los mecanismos que conducen al surgimiento y consolidación de esta organización
modular siguen siendo desconocidos.

Esta tésis doctoral trata de comprender la formación de estructuras modulares en redes
neuronales artificiales y los mecanismos que sostienen estas estructuras de memoria a lo
largo del tiempo, permitiendo así su contínua adaptación. Además, esta tésis pretende
validar el surgimiento de tales arquitecturas modulares utilizando para ello información
sensorial real, y evaluar su integración efectiva en tareas cognitivas.

El primer capítulo resume el conocimiento actual en el campo con respecto a la forma-
ción de architecturas modulares, siguiendo redes de osciladores acoplados. En este caso,
nos centramos en redes de osciladores de Kuramoto acoplados sometidos a adaptación.
También se destaca la formación de módulos estructurales debido a la aplicación de estim-
ulos externos y se analizan dos enfoques distintos para ello: el basado en la frecuencia y el
basado en la sincronía. Estos ejemplos sirven como punto de partida para los experimentos
realizados en los capítulos siguientes.

El segundo capítulo se centra en la formación y la consolidación de arquitecturas mod-
ulares, inducidas por la presencia de estímulos externos en redes de “neuronas theta”.
Los resultados muestran que las neuronas inhibitorias son fundamentales para el manten-
imiento de estas arquitecturas modulares. Las redes que contienen neuronas excitatorias
e inhibitorias son capaces de mantener y consolidar las memorias aprendidas, evitando la
sincronización total de la red. Sin embargo, las memories no pueden ser consolidadas en
aquellas redes compuestas únicamente de neuronas excitatorias, o en aquellas en las que
no se evita diferenciar entre neuronas excitatorias e inhibitorias. También demostramos
que la capacidad de memoria de las redes viene determinado por el número de neuronas
inhibitorias.

En el tercer capítulo, estudiamos la aparición de recuerdos espontáneos en las redes
neuronales, mientras éstas se encuentran en un estado basal caracterizado por la activi-
dad irregular y asíncrona de sus neuronas. También estudiamos el papel de los recuerdos
espontáneos en la consolidación de las memorias a largo plazo. Para ello, consideramos
una red compuesta por neuronas excitatorias e inhibitorias sometidas a una plasticidad
dependiente del tiempo de los picos de actividad neuronal. Demostramos que la pres-
encia de dos grupos de neuronas inhibitorias —uno sometido a Hebbian-STDP y el otro
sometido a anti-Hebbian-STDP— es necesaria para garantizar la formación espontánea de
las estructuras modulares y la presencia de recuerdos espontáneos en la actividad neuronal.
Demostramos también que estos recuerdos espontáneos son necesarios para la consolidación
de la architectura modular. Además, establecemos de nuevo una relación entre el número
de neuronas inhibitorias y la capacidad de almacenamiento de la red.
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Finalmente, en el último capítulo, utilizamos este tipo de arquitecturas para el apren-
dizaje de información audiovisual. Con ello confirmamos también la formación y manten-
imiento de estructuras complejas a largo plazo, pero esta vez empleando estímulos sensori-
ales reales. El aprendizaje de cada modalidad sensorial de manera independiente da lugar
a estructuras segregadas pero estables, lo que a posteriori permite un reconocimiento uni-
modal preciso. Sin embargo, la integración de las dos modalidades sensoriales se consigue
a través de "hubs" neuronales. La presencia de tales neuronas facilita un procesamiento
coherente y más eficiente de la información multisensorial en tareas de reconocimiento y
generación.

En resúmen, esta tésis doctoral contribuye a la comprensión del papel que juega la
inhibición en la dinámica de redes neuronales, permitiendo un aprendizaje sostenible de
la memoria. Además, destacamos la importancia de esta inhibición en el almacenamiento
de los recuerdos, y en su integración y posterior procesamiento durante tareas cognitivas.
De este modo, esta tésis también aporta nuevas ideas para el desarrollo de sistemas de
inteligencia artificial con mayor realismo biológico, al tiempo que contribuye a una mayor
comprensión de los mecanismos neuronales relacionados con el aprendizaje y la formación
de estructuras neuronales.

Palabras clave: red neuronal artificial, red neuronal de espigas, osciladores acopla-
dos, aprendizaje, adaptación, plasticidad, inhibición, sincronización, memoria a largo plazo,
consolidación de la memoria, estructura modular, recuerdos espontáneos, multimodalidad
sensorial, reconocimiento, generación.
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Introduction

AI and neuroscience

Artificial intelligence (AI) and neuroscience are two fields interconnected by various as-
pects. On the one hand, computational neuroscience is increasingly incorporating machine
learning techniques, including deep neural networks, in response to the increasing amount
of precise data to be analysed on brain dynamics and connectivity. On the other hand, cur-
rent AI systems employing Artificial neural networks (ANN) draw inspiration from some
principles derived from neuroscience. In particular, their learning is based on the notion
of Hebbian rule, which states that "cells that fire together, wire together" [174]", which
attends to explain the synaptic plasticity of brain neurons during the adaptation process.
Also, deep neural networks are based on the principle of convolutional neural network
which follows a certain hierarchical organization found in mammals [223]. However, they
rely on the back-propagation mechanism which, although having proven its ability to learn
complex data effectively [238], deviates from the synaptic weight adaptation observed in
biology. In fact, this method relies on non-local information through propagation of error
from upper layers. In contrast, biological networks involve local dynamics via the mech-
anism of Spike-timing-dependent plasticity (STDP) [46]. In addition to the challenges of
efficiently incorporating local plasticity rules into ANN [32], another difference remains.
Indeed, the increasingly deep layered architecture of current networks poses a number of
optimisation problems that call this type of organisation into question. Indeed, the latest
research shows that the brain instead follows a modular connectivity that facilitates both
the segregation of information (i.e. the specialisation of brain regions on specific tasks or
modalities) and the coherent integration of these information [333, 352, 418, 421].

Despite these differences, the popularization of AI systems such as ChatGPT [288] or
Bard [6] capable of efficiently responding to almost any query and even surpassing human
in certain cases, raises question on whether these systems are really "intelligent" or just
sophisticated machine learning algorithms. Indeed, the latter can also now exhibit a certain
level of creativity, as shown by projects like DALL·E [287] or Midjourney [266], creativity
that is generally considered to be correlated with intelligence. However, beneath their
impressive achievements, these systems remain large neural networks trained on a vast
amount of data, far exceeding what an individual can encounter or learn in a lifetime.
This makes them extremely efficient for a given task but for a significant computational
cost. Moreover, they remain a kind of input/output boxes providing singular answers to
specific prompts. In this regard, these models bear a closer resemblance to inert networks
without real state of consciousness or thoughts, in contrast to living systems characterized
by variable and persistent activity. The human and animal brain, on the other hand,
in general is capable of processing and learning information at the same time by being
confronted with it only a few times and then retaining it over a long period of time while
remaining active and in constant adaptation. Even if it is difficult to establish a precise
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definition of "intelligence", this one cannot exist without the autonomous, complex, and
coordinated activity of neurons in the brain. These aspects constitute the initial motivation
of this thesis to establish a system able of efficiently processing sensory information while
coming as close as possible to the biological mechanisms observed in the human brain and,
to a lesser extent, to its state of consciousness.

The role of consciousness in learning and integration of infor-
mation

The brain is a massively parallel system where each specialized area operates relatively
independently. These routine execution tasks are most often performed unconsciously.
However, in order to overcome unpredictable conditions and process complex information,
consciousness seems to be the primary means by which the nervous system relies [10, 21].
In the context of learning, consciousness allows us to direct our attention, make choices,
and focus on specific aspects of our environment or mental representations. More precisely,
it helps us to focus and select relevant stimuli or information, filtering distractions, which is
crucial for effective learning [112, 229]. Although consciousness is a concept with a number
of definitions, it is often divided into two main components. Firstly, arousal, which is
comparable to wakefulness or vigilance, and secondly, awareness, in the sense of being
aware of the environment and self [92, 237]. Plenty of experiments on individuals with
brain damage have aimed to distinguish between the different conscious and unconscious
states, shedding light on their implications [114, 237, 236]. In particular, it has been shown
that the process of consciousness operates on a relatively slow time scale, allowing for the
correct integration of information [113, 114]. Therefore, it would seem that these aspects of
integration and consciousness are closely linked, as evidenced by studies such as proposed
by Laureys [236], which showed that auditory cortices of vegetative patients respond to
stimulation, while the higher-order multimodal areas do not, indicating dysfunction in
information integration.

In order to explain these observations, the Global Workspace Theory (GWT) suggests
that consciousness facilitates to link and integrate separate and independent brain func-
tions [22]. According to this theory, consciousness is necessary to perform complex learning
such as that involving novelty or other brain mechanisms (e.g. working memory, voluntary
control, attention...) [22, 23]. The GWT proposes that this integration through conscious-
ness is possible thanks to the infrastructure of the brain itself [338, 339]. This theory
promotes the idea of functional hubs linking and propagating information from one spatial
population to another [23]. Although originally independent, these functional zones can
transmit and receive information from other modalities through these hubs. These hubs
or workspace nodes are influenced by the competition between these mutually inhibiting
cortical populations and by the top-down feedback [21, 338, 339]. Therefore, these neurons
could facilitate the flow of information from one region to another through the long-range
connections that link them [338]. In other words, consciousness, thanks to these connec-
tions, makes it possible to form associations between different pieces of information.



0.0. The modular and hierarchical organization of the brain 3

Another theory approaching the previous one, the Integrated Information Theory (IIT),
states that consciousness corresponds to the capacity of a system to integrate informa-
tion [375, 377]. The main difference here is that we are referring to a quantity of available
consciousness (i.e. the amount of information that can be integrated) and no longer to
a simple mechanism. To measure this quantity, the theory refers to the causality of the
information to be integrated and so to the way in which the elements of a system interact
with each other in a unified way, forming a coherent whole [375, 376]. Indeed, the more
information are linked (notably spatio-temporally), the more easily they can be integrated.
Consequently, IIT also suggests that conscious states are exclusive, meaning that when a
particular set of elements within a system enters a state of integrated information, other
subsets are excluded [375, 376]. Despite these differences in the approach to deal with
consciousness, IIT also evokes the fact that: the presence of different specialized functional
regions as in the brain and, the existence of causal structures between elements in a system
(as with hubs in the GWT), allow for an ideal integration of information and favours the
quality of conscious experience [377]. These theories reflect the aspect of segregation and
integration of information, a notion that we will see is present in the brain and will be a
fundamental concept throughout this thesis. According to these theories, the architecture
of the brain seems to be the basis of the notion of consciousness.

The modular and hierarchical organization of the brain

As stated earlier, numerous studies have shown that the brain’s connectivity follows a
modular organization at different spatial and functional scales, with neurons and regions
associated to common modalities or functions being more strongly connected [403, 402,
179, 265, 421]. These modules are usually associated to particular sensory modality (e.g.,
vision, audition and motor control) or to specific features within a modality, emerging in
an autonomous way [402, 179, 247, 421, 42]. Plastic connection strengths seem to play a
significant role in the specification of neural assemblies involved in a particular function
under the action of co-activation zones [100, 157]. This highlights the concept of semantic
memory where correlated information or functions share a common structure [361, 326].
Some models suggest this concept of semantic memory by having association between
mental representations and topology [419, 325]. Also, it has been observed that during rest
(i.e., no task activity), small series of sequence activation replays occur, akin to a memory
retrieval and consequently to a process of memory consolidation [166, 372]. This memory
retrieval process in the dynamics seems based on the activation of particular semantic
subgroups [166], again highlighting the impact of the physical organization of the network
on these dynamics. In summary, the idea of having segregated specialized functional zones,
as stated by the GWT and the IIT, is corroborated by biological findings where the modular
and hierarchical organisation of the brain is characterized by randomly densely connected
communities of neurons and by sparse connections between modules [80, 277, 339, 420].

However, these inter-module connections appear to be centralised on a limited number
of strongly connected neurons [42, 358, 420, 421]. These hubs form a rich-club at the top
of the network hierarchy, providing a central workspace for the integration of multisensory
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information [216, 255, 277, 358, 334, 420, 421]. All of this directly echoes to the GWT
enunciated previously, with the segregation of different sensory information into modules
and their integration by the hub neurons [159, 339, 420]. In addition, the rich-club regions
could harmonize the brain regions using oscillations to promote integration (or commu-
nication) between them according to a particular task [42, 216, 334]. Thus, they are
involved in diverse cognitive processes, including attention, memory, decision-making and
sensorimotor integration [64]. Therefore, hub neurons are heterogeneous and may differ in
their specific properties, connectivity patterns, and functional roles depending on the brain
region they belong [270]. In particular, it should be noted that, although hubs are func-
tionally interdependent in terms of inputs and outputs, they don’t necessary have strong
incoming and outgoing connections [161, 420]. However, their high degree of connectivity
and the fact that they are crucial for a normal cognition, they constitute a vulnerable
area to damage or dysfunction since their perturbation can have cascading effects on net-
work communication [359, 94]; which ultimately can be at the origin of neurological and
psychiatric disorders [64, 358]. Nevertheless, hub neurons are also considered as resilient
because they possess redundant connections, which allow compensatory mechanisms and
the maintenance of network integrity even in the face of damage or disruptions [359, 389].

Although we have seen that plasticity plays a significant role in the specialization of
areas in particular functions, how these modular structures and especially the hubs that
connect them emerge remains an open question. However, several key factors seem to
contribute to the development of this organisation. First of all, genetic instructions de-
termine the initial organization and development of the brain by guiding the formation,
migration, and differentiation of neural progenitor cells, ultimately shaping the overall
structure and connectivity of brain regions [286, 309]. Thus, through evolution, genetics
provides the foundation of this organization, notably by encoding the pathway of sensory
informations to different brain areas. However, it is well known that the frontiers be-
tween cortical areas are less distinct in immature brain [285, 308]. This underlines the
fact that this structure is not totally innate and the importance of its posterior construc-
tion. Indeed, as previous experiments suggest, neural activity shapes brain organization
through activity-dependent processes, such as synaptic plasticity, which strengthen specific
connections and contribute to efficient information processing [176, 209]. Similarly, this
organization is also shaped by sensory experiences and environmental stimuli (including
developmental constraint [291, 308]) through experience-dependent plasticity, which en-
ables adaptive modifications in connectivity to optimize information representation and
processing based on specific inputs and cognitive demands [137, 218]. In summary, these
particular structures appear to be largely induced by the various plasticity phenomena;
but their consistent maintenance over time remains elusive.

Problems and objectives

Learning We have seen that the particular structuring of the brain’s biological network
appears to be largely induced firstly by genetic factors, and then by the different adapta-
tion mechanisms. However from a computational point of view, the emergence of modular
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structures is still unclear. Some approaches propose that from a totally random network,
the topological overlap mechanism can be used to create proto-modules leading to the emer-
gence of more complex modules [101]. Similarly, it is shown that starting from different ini-
tial network configurations, local Hebbian plasticity rule can permit a self-(re)organization
of connection between units resulting in a modular topology [100, 267, 388]. Also in a
different direction, genetic algorithms have been used to evolve the connectivity of neu-
ral network models towards modular structures proving the certain optimality of such a
structure to maximize network performance and minimize connection costs [88]. From
these insights, the first question is to understand how this kind of architecture can emerge
through local adaptation in ANN. Consequently, the initial goal of this thesis aims to
highlight the phenomena of segregation in modular neural networks. To do this,
the first step will be to explain the emergence of these structures using specific localized
inputs associated with learning rules based on local plasticity. Therefore, it will be nec-
essary to investigate the role of these local dynamics on the excitatory-inhibitory balance
and on the network architecture in order to optimize learning capacities. At the same time,
an analogy will be drawn between the creation of these structures and that of memory,
particularly through their link with learning.

Maintaining and consolidating The second problematic addressed in this thesis is to
understand how the emerging structures can be maintained over time. Indeed,
the information, memories or sensory functions that the learned structures encode, must
be maintained so that they can be reused in a coherent way over the long-term. Moreover,
unlike conventional AI systems where adaptation is inactive after learning, biological net-
work are in constant adaptation and reorganization, without forgetting what they learn.
Going a step further, we saw earlier that the memories contained in these structures can be
consolidated [166, 372], once again highlighting this structural maintenance. The objective
will be to find the mechanisms that enable this maintenance and consolidation in neural
network models while allowing the network to admit continuous activity and adaptation.
Thus, these results will provide a better understanding of how long-term memory works.

Processing As final purpose, we aim at evaluating this architecture and the re-
sulting mechanisms using real sensory information. By applying different cognitive
stimuli to the network, we expect to validate the previous objectives by forming stable
and maintainable modular structures, each representing a sensory modality. These in-
dividual modules should be able to efficiently learn some particular patterns in order to
separately process simple recognition or generation tasks proving the modality segregation
aspect. Then, the final goal will be to understand and evidence the effectiveness
of the phenomenon of integration. For this purpose, the modules of the architec-
ture will have to cooperate synergistically to guarantee optimal multimodal processing,
and thus demonstrate the gain of such an approach on cognitive tasks. In addition to
contributions to the field of neuroscience, notably on understanding the formation
and maintenance of long-term memory, this thesis will bring some insights for more bio-
realistic AI systems. These results may lead to more efficient and less energy-consuming
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learning, thus improving the operation of existing ANN.

Protocol overview

To address the different research questions enunciated, we plan throughout this thesis to
base ourselves on the following protocol. The first general idea is to start from a random
graph with randomly connected neurons, which can be compared to an immature brain or
an untrained network. Then, external inputs are applied to different subsets of neurons in
the network. We foresee that these stimulation along with synaptic adaptation will lead
to the formation of modular structures as represented in Fig. 1.

Figure 1: Overview of the general experimental protocol used during this thesis.

We then let the network evolve, emphasising the mechanisms that enable the structures
formed to maintain themselves over the long-term. Overall, throughout the process,
we focus on the following biological constraints:

• the role of inhibitory neurons

• the maintenance of spontaneous neuronal activity

• the presence of constant synaptic adaptation

Outline

After introducing the original motivation of this thesis by linking artificial intelligence
and neuroscience, we reviewed some theoretical and biological concepts on consciousness
and brain structural organisation allowing to highlight some key topics of this thesis. The
problems and objectives as well as a protocol overview of this study are then enunciated,
emphasising on four main themes: learning, maintaining, consolidating and processing
memories; paving the way for the four chapters of this thesis.

In the first chapter, we start doing a state of the art of more technical concepts notably
the aspects of oscillations, synchronization and oscillator models. Then still in this same
chapter, we present and reproduce some state of art results with Kuramoto oscillators
giving some basis on coupled units subject to synaptic adaptation. These results and this
model are then further developed in order to adapt them to our problems and to obtain
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some preliminary results that will enable us to better define the approaches to be followed
and the challenges to be overcome, particularly with regard to the formation and learning
of structural clusters via external stimulation.

In the Chapter 2, which constitutes the first content chapter and largely takes up the
works of our first article [38], we apply the reflections of the previous chapter on oscillators
to θ-neurons. In addition to the formation of neuronal assemblies, we focus on the role
of inhibition in the maintenance process of these structures. The Chapter 3, linked to the
work in our second article [37], extends the previous results to spiking neurons. More
precisely, we evolve the model adding some realistic constraints in order to make it closer
to biology. Here, in addition to the initial problem of formation of memories, we place
more emphasis on the richness of neuronal dynamics and their roles, in particular with
spontaneous recalls, which favours the consolidation of memory items.

The Chapter 4 constitutes a multimodal application of the model established in the
previous chapter. We confirm the previous results on learning and memory maintenance
using real sensory stimuli. In addition, in this chapter we further develop the aspect of
modality integration previously described, by evaluating the model on tasks such as the
generation and recognition of audio-visual information.

Finally, in the discussion chapter, we summarize and develop the different notions
treated in this thesis, such as the impact of inhibition on network dynamics, the
sustainability of learned memory and the memory capacity of the network.
Lastly, we discuss the perspectives that we envisage for future work, and which may be
of interest in the fields of artificial intelligence and machine learning or neuroscience and
biology.
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State of the art: formation of
multi-clusters with oscillator models
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In this chapter, we revise the state of the art regarding the formation of multiple clus-
ters in networks of Kuramoto oscillators subject to adaptation. In particular, we review
concepts such as brain oscillations, synchronization and models of coupled oscillators. We
also present preliminary investigations conducted on the formation and learning of struc-
tural clusters via external stimulation, which will pave the way for the experiments in the
following chapters.

1.1 Background

1.1.1 Oscillations in the brain

The brain exhibits rhythmic and repetitive patterns of neuronal activity known as oscilla-
tions. These oscillations play a vital role in various cognitive processes. They facilitate the
encoding and processing of information [198, 215], integration and communication between
brain regions [71, 146], and coordination of cognitive and physiological functions [68, 342].
They are categorized into different frequency bands based on their characteristic frequen-
cies and functions [215]:
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• Delta rhythms (0.5-4 Hz) are associated with deep sleep and certain pathological con-
ditions. They are also thought to be crucial for their developmental and restorative
functions, such as memory consolidation, synaptic plasticity, and brain recovery [363].

• Theta rhythms (4-8 Hz) are involved in memory processes, attention, and spatial
navigation [327].

• Alpha rhythms (8-12 Hz) are often observed during wakefulness and eye closure.
They are also linked to attentional processes, sensory inhibition, and information
control [197].

• Beta rhythms (12-30 Hz) are associated with sensorimotor processing and planning,
as well as cognitive functions [128].

• Gamma rhythms (30-100 Hz) are involved in higher-order cognitive processes and
sensory integration [386].

Brain oscillations emerge from the interplay of neural excitability and inhibition [68,
406], intrinsic properties of neurons [192], network connectivity [148], and neuromodula-
tion [409]. The interaction between excitatory and inhibitory activity, combined with the
intrinsic properties of neurons, allows to generate rhythmic patterns [68, 110, 192, 406].
Network connectivity and feedback loops enable the synchronization and coordination of
oscillatory activity across brain regions [68, 148]. Neuromodulatory systems influence os-
cillations by regulating the balance between excitation and inhibition [409]. These factors
collectively contribute to the emergence of a wide variety of oscillatory patterns in the
brain.

The importance of this mechanism is underlined by the fact that disturbances in brain
oscillations have been associated with several neurological and psychiatric disorders. For
instance, abnormalities in alpha oscillations have been observed in pathologies such as
Alzheimer’s disease and attention deficit disorders [24]. Similarly, altered gamma oscilla-
tions have been implicated in schizophrenia [31]. These abnormalities have been also linked
to impaired sensory integration, disrupted information processing, and impaired cognitive
functions such as working memory [84, 386]

1.1.2 Models of coupled oscillators

The brain admits states of collective oscillation dynamics that play a central role in com-
munication and neuronal functions. Therefore, it may be interesting to consider models
that focus on this oscillation mechanism in order to investigate the complex dynamics aris-
ing from interactions between oscillatory systems. Several fundamental models describe
this phenomenon:

• The Kuramoto model is a basic model that demonstrates mutual synchronization
among coupled oscillators [224, 225, 227]. It involves a population of phase oscillators
that interact through a coupling term. This model has been extensively studied in the
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context of synchronization phenomena, including biological rhythms and collective
behaviours in complex networks.

• The Stuart-Landau model represents a class of coupled oscillators that exhibit limit
cycle oscillations [232, 367, 368, 301]. It describes the dynamics of complex systems,
such as chemical reactions or coupled lasers, through a set of differential equations.
The model captures the interaction between individual oscillators and the emergence
of collective behaviour.

• The Winfree model is used to study the dynamics of coupled oscillators on a two-
dimensional grid [129, 269, 411]. It considers the interaction between phase oscillators
with nearest-neighbour coupling. The model has been applied to understand the
synchronization patterns observed in biological systems, such as firefly flashing or
circadian rhythms.

• The Adler model describes the behaviour of coupled oscillators under the influence of
weak periodic forcing [5, 45, 292]. It incorporates a forcing term that interacts with
the intrinsic dynamics of the oscillators. This model has been instrumental in study-
ing phenomena like frequency entrainment and phase-locking in coupled systems.

• The Jansen-Ritt model is a neural mass model that is widely used for simulating
electroencephalogram (EEG) oscillatory signals and understanding the dynamics of
neural populations in the brain regions [196, 350, 379, 408]. This model is a three-
population model (i.e. excitatory pyramidal cells, inhibitory interneurons, and a
population of external inputs) that studies EEG phenomena like alpha, beta, and
gamma rhythms, as well as neurological disorders such as epileptic seizures.

All the models presented above describe the dynamics and interactions between coupled
oscillators. Consequently, the couplings that link them appear to be decisive parameters
in their behaviour. Some studies fix these couplings during simulations and eventually
adapt them a posteriori [4, 130]. However, similar to the plasticity mechanisms observed
in brain neurons, introducing a plasticity mechanism to adapt coupling connections over
time can be beneficial. Furthermore, to obtain complex states such as partial synchroniza-
tion, adaptation could be required in the coupling between oscillators [131, 346]. For this
purpose, the STDP rule can be employed to make appear multi-stability of synchronized
and desynchronized clusters [252]. More suited to phase models and oscillators, Phase-
difference-dependent plasticity (PDDP) establishes a relation between spikes timing and
phases [12, 13, 41, 310]. Thus, depending on the phase difference between two oscillators,
their connection can be strengthened or weakened depending on the nature of the plasticity
function. By employing such learning rules, the adaptation of coupling weights can lead to
a variety of collective behaviours in the phases of the oscillators [12, 13, 41]. Consequently,
the phase patterns and the weighted network structures mutually influence each other at
different time scales, to converge towards stable dynamics [13, 41, 310].

While fully connected networks associated with adaptation can admit complex dynam-
ics, investigating the impact of imposed network topologies provides additional insights. To
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begin with, random network topologies with different degrees of connectivity dilution have
been analysed [398]. The results reveal that random dilution of links leads to desynchroni-
sation of the originally present clusters in the network dynamics, emphasizing the influence
of network topology (learned or imposed) on the states of a system [398]. Similarly, in a
modular structure of coupled oscillators, a correlation between highly interconnected units
and communities of synchronized oscillators has been demonstrated [18, 17, 15]. Like-
wise, similar experiments have been carried out on the synchronization of oscillators in
scale-free topologies, highlighting the role of the hub neurons [275, 310, 418]. These par-
ticular nodes are more stable than weakly linked nodes and therefore synchronize more
easily with their neighbours without destroying the latter’s synchrony if these hubs are
removed [275]. Finally, as in more conventional AI systems, it is possible to implement
a reservoir computing architecture with coupled oscillators, enabling cost reduction and
efficient processing thanks in particular to the synchronization property of oscillators and
their ability to individually represent a large population of units [416].

1.1.3 Synchronization

Oscillations in the brain can facilitate synchronization between multiple neurons or dif-
ferent brain regions by coordinating the timing of neural activity [71, 146]. Synaptic
connections between neurons are one of the key factors contributing to the emergence of
these synchronised patterns. Indeed, these couplings enable the exchange of electrical and
chemical signals between neurons, promoting alignment of oscillatory phases or frequencies
between interconnected neurons [8, 406]. Another factor is that neurons with similar reso-
nant frequencies, determined by their intrinsic properties, may synchronize when coupled
together, as their oscillatory activity in interactions naturally tends to align [69, 194]. As
enunciated earlier, feedback and feed-forward loops in the brain influence synchronization
by modulating activity between neuronal populations through feedback or forward con-
nections [33, 108]. Finally, external factors, such as rhythmic sensory input or oscillatory
drive from other brain areas, can synchronize neuronal populations by entraining their ac-
tivity, resulting in coordinated oscillatory patterns [70, 178]. Ultimately, all these factors
are mainly linked to the coupling weights between neurons and therefore to the adaptation
mechanism that ensures this particular connectivity.

In the field of modelling, we identify the same factors that contribute to the emergence
of synchronized patterns in an oscillatory regime [43, 120]. Indeed, synchronization arises
as a collective behaviour through interactions and coupling between individual oscillators,
which align their phases or frequencies through the exchange of information and energy.
The specific mechanisms underlying synchronization vary depending on the model being
used and involve factors such as coupling strength, network topology, and oscillator dynam-
ics [50, 301, 366, 16, 269]. For instance, in certain models like the Kuramoto oscillators,
synchronisation can easily occur when the coupling strength is sufficiently large. However,
in other cases, it may be necessary to modulate the degree of synchronization.

Indeed, although synchronization plays an important role in brain function, global syn-
chronization is not necessarily desirable due to potential information loss [336], reduced
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flexibility [147], instability [56], limited functional specialization [353], and association with
pathological conditions [385]. Therefore, achieving partial synchronization is more appro-
priate, allowing for both coordinated activity and functional diversity, enabling the brain to
perform complex and adaptive information processing tasks. Various mechanisms can be
employed to prevent total synchronization. For example, we can play on the amplitudes of
the oscillations (large amplitudes tending to de-phase oscillators) [169], introducing phase
conduction delays [93, 321], adding random external noise [226], or having oscillators with
non-uniform natural frequencies [226, 321]. Nevertheless, the main factor influencing syn-
chronization in oscillators remains the coupling strength, with stronger coupling increasing
the likelihood of neurons to align their phases [226, 321, 413]. Positive couplings promote
in-phase relationships, while negative couplings favour anti-phase relationships with the
mean field, which can result in fully coherent, incoherent, or multi-stable states [413, 184].
Inhibition plays a crucial role in controlling the levels of synchronization in oscillator mod-
els, as it allows for flexible modulation of the balance between synchrony and asynchrony
in the collective dynamics of oscillators. By adjusting the strength and timing of inhibitory
connections, we can precisely control the emergence and stability of synchronized patterns.
Indeed, strong inhibitory interactions can disrupt synchronization by introducing desyn-
chronization or anti-phase relationships between oscillators, leading to more irregular or
asynchronous dynamics [407]. Conversely, inhibition can also enhance synchronization by
suppressing the activity of some oscillators, favouring the dominance of others, and align-
ing their phases. This leads to greater coherence and stability in oscillatory patterns while
avoiding destabilizing factors [133, 131, 242]. Achieving and maintaining synchronized pat-
terns in oscillator models heavily relies on finding the right balance between excitation and
inhibition. Consequently, if we consider stable proportions of excitatory and inhibitory
populations, it requires appropriate adjustment of the inhibitory strength relative to ex-
citatory coupling [120, 373]. In particular as enunciated previously, the adaptation of the
coupling between the oscillators may be require to obtain this balance [131, 346].

1.2 Emergence of complex dynamical patterns via adaptation

Through the state of the art, we have been able to highlight the importance of oscil-
lation and synchronisation mechanisms in the brain in order to ensure correct cognitive
processes. These phenomena can be described fairly accurately using coupled oscillator
models, which represent neurons or ensembles of neurons connected by coupling weights.
The adaptation mechanism of these connections is decisive for modulating the degree of
synchronization and, by extension, for creating complex dynamics. In this section, we
illustrate this idea by reproducing previous work using coupled oscillators associated with
an adaptation mechanism.

1.2.1 Kuramoto oscillators

The Kuramoto model for coupled phase oscillators has the advantage of being a relatively
simple model able to capture different types of dynamics ranging from asynchronous to
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partially synchronous states [224, 225, 227]. Some studies have shown the possibility
of adding an adaptation mechanism to the coupling leading to more complex dynamical
behaviours [12, 13, 40, 39]. For these reasons, we took the decision to start with this
model as baseline and reproduce the experiments from Aoki et al. [12, 13]. Therefore, the
evolution of the phase θi of an oscillator (i = 1, . . . , N) is described by:

dθi
dt

= ωi +
g

N

N∑
j=1

aijκij sin(θj − θi − α) (1.1)

The natural frequency of oscillator i is denoted by ωi, g represents the global coupling
strength, while κij ∈ [−1, 1] is the relative directed coupling weight from the oscillator j
towards the oscillator i. In this context, α ∈ [0, π2 [ represents a synaptic transmission delay
and aij ∈ {0, 1} is the connectivity of the adjacency matrix from the oscillator j towards
the oscillator i.

It should be noted that the Kuramoto model exhibits a synchronization threshold,
where the system transitions from a desynchronized state to synchronization when the
coupling strength exceeds a critical value [4]. This coupling threshold is influenced by fac-
tors such as the distribution of natural frequencies or the shape of the network connecting
the oscillators.

In our case, unless otherwise stated, we consider a fully connected network topology
without autapses and homogenous and constant natural frequencies ωi = 1. Thus, with a
coupling strength g = 1, the network tends to synchronize naturally and its state depends
only on α and κij .

Concerning the dynamics of the coupling weight κij from the pre-synaptic oscillator
j to the post-synaptic oscillator i, it is governed by the differential equation Eq. (1.2) of
Berner et al. in [41], originally used by Aoki et al. in [12, 13]:

dκij
dt

= ε(−κij − sin(θi − θj + β)) (1.2)

The learning rate is denoted by ε � 1 and β ∈ [−π, π[ is the plasticity function
parameter. The term κij introduced in the equation is a soft bound that keeps |κij |
smaller than one.

The synaptic weights κij are reinforced or depressed according the plasticity function
− sin(∆θ+ β) depending on the instantaneous phase difference between the post-synaptic
and pre-synaptic oscillators ∆θ = θi − θj . The parameter β determines the behaviour of
the PDDP rule during weight adaptation. As represented in Fig. 1.1, depending to this
value, we obtain three types of learning rules:

• For β = −π
2 , we have a Hebbian symmetric rule with a reinforcement of the weights

when the oscillators are in phase and a depression when they are in anti-phase.

• For β = 0, we obtain a Hebbian asymmetric or causal rule with a reinforcement of
the weights when oscillator j is in phase advance with respect to oscillator i and a
depression when oscillator i has a higher phase. This function can be compared to the
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typical STDP [46] rule found in biological neurons with a potentiation (depression)
of the weights when the spiking time of the pre-synaptic neuron j precedes (succeeds)
that of the post-synaptic neuron.

• For β = π
2 , we get a Anti-Hebbian symmetric rule with a reinforcement of the weights

when the oscillators are in anti-phase and a depression when they are in phase.

Figure 1.1: The plasticity function − sin(∆θ + β) as a function of ∆θ = θi − θj with: (a)
for β = −π

2 , (b) for β = 0 and (c) for β = π
2 . Figure reproduced from [41].

In order to quantify the degree of synchronization in the network, we introduce the
Kuramoto-Daido order parameters Zm(t) [95, 96, 227]. The mth order parameter is defined
as follows:

Zm(t) = Rm(t)eiΨm =
1

N

N∑
j=1

eimθj (1.3)

where Rm is the modulus of the complex order parameter Zm and Ψm the corresponding
phase. The modulus of Z1 is employed to characterize the level of phase synchronization
in the network: R1 > 0 (R1 = 1) for a partially (fully) synchronized network, while
R1 ' O(1/

√
N)) for an asynchronous dynamics. The other modulus Rk with k > 1 are

used to characterize the emergence of multi-clusters, in particular R2 is finite whenever
two clusters in anti-phase are present in the network.

Then, we can quantify the degree of relation between the phases θj of oscillators at
time t for a time interval τ by calculating their autocorrelation:

Corr(t) = | 1
N

N∑
j=1

eiθj(t)e−iθj(t−τ)| (1.4)

Finally, to calculate the mean change rate of weights at time t in a network or sub-
population of N oscillators, we proceed as follows:



16 Chapter 1. State of the art: oscillator models

K(t) =
1

N(N − 1)

N∑
i=1

N∑
j=1

κij(t+ ∆t)− κij(t) (1.5)

where κij(t) and κij(t+∆t) are the coupling weights from oscillator j to i at time t and t+δt
respectively, ∆t being a small time internal. Note that the normalization term takes the
form N(N − 1) since we consider an all-to-all connected network without autapses. Thus,
the parameter K(t) takes a positive value for an overall increase in weight connectivity
and a negative value for an overall decrease.

It is possible to consider a normalized form of this measure by taking the absolute value
of the weight difference as follows:

∆tK(t) =
1

N(N − 1)

N∑
i=1

N∑
j=1

|κij(t+ ∆t)− κij(t)|
∆t

(1.6)

In particular, this measurement shows whether the network has finished learning and
converging, or whether its weights are still being adapted.

1.2.2 3 plasticity rules, 3 states

Based on the model described above, the idea here is to study the dynamical and structural
states towards which the network converges according to the learning rule employed. To
do this, we integrate the differential equations Eqs. (1.1) and (1.2) with the 4th order
Runge-kutta method, and let the network evolve for 6000 iteration time steps, allowing
the coupling weights to converge (when this happens).

The networks are initialised with random weights uniformly distributed in the range
κij ∈ [−1, 1]. The initial phases of the oscillators are randomly and uniformly selected in
the interval θi ∈ [0, 2π]. Concerning the oscillators parameters, ωi = 1, g = 1, ε = 0.01

and N = 100 oscillators. The values of the synaptic transmission delay (or phase lag) α
and the plasticity parameter β are chosen according to the three cases.

As in Aoki et al. studies [12, 13], using the three learning rules presented in Fig. 1.1,
we obtain three different states:

• The Hebbian symmetric rule gives rise to a two-cluster state (antipodal type), see
Fig. 1.2.

• The Hebbian asymmetric rule gives rise to a coherent state (splay type), see Fig. 1.3.

• The Anti-Hebbian symmetric rule gives rise to a chaotic state, see Fig. 1.4.

Two-cluster state Using the Hebbian symmetric rule, we observe the formation of two
groups of oscillators in anti-phase as shown by the phase patterns in Fig. 1.2 (f), their
distribution in Fig. 1.2 (b) and especially in Fig. 1.2 (a) where the 2nd order parameter is
dominant and equal to one confirming the presence of two distinct dynamics in the network.
These two clusters are also found in the weighted connectivity matrix after convergence
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(see Fig. 1.2 (d) and (e)), where synchronized oscillators are connected by positive links and
desynchronized ones are connected by negative links. The emergence of these two groups
can be seen as a consequence of the two stable fixed points of the plasticity function with
oscillators in phase or in anti-phase. Also, the symmetrical nature of this same function can
be seen in the symmetry of the weighted connectivity matrix, with the same connections
to and from the post-synaptic and pre-synaptic units. We note that although each cluster
admits a similar number of oscillators, this size can vary and depends greatly on the phase
initialization. For instance, an in-phase initialization (all oscillators have the same initial
phase) will lead to one cluster state.

Figure 1.2: Two-cluster state obtained using the Hebbian symmetric rule with: (a) the
time development of the order parameters, (b) the distribution of phases, (c) the autocor-
relations of the phase pattern, (d) the weighted connectivity matrix (sorted by phases),
(e) the evolution of the mean change rate of weights and (f) the phase patterns (sorted).
Parameters: α = 0 and β = −0.5π.

Coherent state Using the Hebbian asymmetric rule, we observe the formation of a
"splay" state (see the phase patterns in Fig. 1.3 (f)) where each oscillator maintains a
fixed phase difference with its neighbouring oscillators. Although the network is not in a
fully synchronized state, as confirmed by the phase distribution in Fig. 1.3 (b) and the fact
that no order parameters really dominates (see Fig. 1.3 (a)), the patterns remain coherent
as shown by their autocorrelations equal to 1 (see Fig. 1.3 (c)). Concerning the weighted
connectivity, we converge towards a more complex structure (see Fig. 1.3 (d) and (e)).
In this case, the oscillators project negative links to oscillators with phase advance (by
up to π) and positive links to oscillators with phase delay (by up to π maximum). This
reflects the causal nature of the plasticity function and its a asymmetry, as evidenced by
the structure obtained where the links between two oscillators have opposite sign.
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Figure 1.3: Coherent state obtained using the Hebbian asymmetric rule with: (a) the
time development of the order parameters, (b) the distribution of phases, (c) the autocor-
relations of the phase pattern, (d) the weighted connectivity matrix (sorted by phases),
(e) the evolution of the mean change rate of weights and (f) the phase patterns (sorted).
Parameters: α = 0.3π and β = 0.

Chaotic state Finally, using the Anti-Hebbian symmetric rule, we observe the emergence
of chaotic dynamics. Indeed, no oscillators become synchronized as evidenced by the phase
patterns in Fig. 1.4 (f), their distribution in Fig. 1.4 (b) and the order parameters, which
admit small values in constant variation (see Fig. 1.4 (a)). Moreover, the almost null value
of the autocorrelations (see Fig. 1.4 (c)), confirms the non coherence of the patterns. This
inconsistency is also found in the weighted connectivity, with random connections and
no particular structure formed (see Fig. 1.4 (d)). However, we note that the symmetric
nature of the plasticity function is preserved with the same connections to and from post-
synaptic and pre-synaptic units in the same manner as with Hebbian symmetric rule. Yet,
this structure is not stable, as shown by the mean change rate of weights in Fig. 1.4 (e),
which is constantly changing. Intuitively, this can be explained by the fact that oscillators
with positive coupling tend to synchronize, but the plasticity function will in this case
depress the weights to make them negative. This consequently causes the oscillators to
desynchronise, which in turn causes the plasticity function to reinforce the weights, which
again leads to synchronisation. This "infinite loop" is at the origin of this chaotic regime
and explains the tendency of the weights to be close to 0.
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Figure 1.4: Chaotic state obtained using the Anti-Hebbian symmetric rule with: (a) the
time development of the order parameters, (b) the distribution of phases, (c) the autocor-
relations of the phase pattern, (d) the weighted connectivity matrix (sorted by phases),
(e) the evolution of the mean change rate of weights and (f) the phase patterns (sorted).
Parameters: α = 0 and β = 0.5π.

Without going into detail, we have studied the impact of different weight and phase
initialisations at the beginning of the simulation. Except in some specific cases (see the
paragraph on Two-cluster state), these parameters have a negligible impact. For this
reason, we will continue to consider a random distribution to initialize these variables in
order to guarantee a certain homogeneity in the results.

We also investigated the effect of the network topology (i.e., the connectivity between
neurons given by the adjacency matrix aij in Eq. (1.1)). Although we have implemented
different types of topology (see Fig. A.1 in appendix A.1), after convergence we always
obtain the same states and weight organizations associated with the three learning rules
as shown in Fig. A.2 appendix A.1. However, we logically observe that the sparser the
topology, the longer the system takes to converge to a particular state. We can conclude
that in such models, connectivity does not seem to have a significant impact if there is
no synaptic propagation delay associated with the particular topology of the network.
Therefore, the all-to-all topology seems acceptable at this stage of the study.

These experiments confirm that with this model coupled with an adaptation mecha-
nism, it is possible to obtain various collective behaviours and dynamics. Moreover, by
playing with the α and β parameters, it is possible to create more complex patterns such
as three cluster state, double antipodal and so on [41]. However, we have not developed
further in this direction. Indeed, in these cases, the clusters created are only present in the
dynamics; structurally, there are no decoupled modules in the connectivity. In addition,
the structures obtained are only the consequence of the specific rules applied and not the
effect of particular learned information. As a result, other approaches to the formation of
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structural clusters need to be investigated.

1.3 Formation of structural clusters via external stimulation

Since, the first goal of this thesis is to highlight the phenomenon of segregation through
the creation modular structures, the idea now is to form clusters in weight connectivity
of the network by learning some particular patterns. To do this, we modify Eq. (1.1) to
incorporate an external input representing the information to be learned.

dθi
dt

= ωi +
g

N
(

N∑
j=1

aijκij sin(θj − θi − α)) + Ii(t) (1.7)

As shown in Eq. (1.7), the input Ii (associated with the ith oscillator) can be a constant
value or a time-varying entry. The immediate effect of this positive external current is to
increase the frequency of the oscillator with which it is associated, since this term can be
seen as an increase in the natural frequency ωi. From a more biological point of view, this
makes sense if we consider this input as an external stimulus which excites the neuron (or
oscillator) and increases its action potential (in this case its phase) and therefore its firing
rate. In other words, this entry has a direct impact on the phase state of the oscillator and
therefore on the adaptation of the weights.

We note that in this section we will only consider the Hebbian symmetric rule as
plasticity function since the main purpose of this part is to develop the approach for
learning information rather than how to adapt the weights. As the Hebbian symmetric
rule satisfies the notion of "cells that fire together, wire together" [174], the results with
the asymmetric one are presented in Appendix A.2, whereas the Anti-Hebbian rule is not
developed as it is unstable (see Sec. 1.2.2). Furthermore, we will see later that the nature
of the plasticity function has no real impact at this stage of the experiment.

1.3.1 Frequency-based adaptation

In order to learn specific patterns and observe the possible emergence of certain dynamics
and structures, two approaches are possible. The first technique involves applying inputs
of different amplitudes to each oscillator. As a result, the oscillators are stimulated differ-
ently and therefore have different frequencies which should imply variability in the weight
connections. In other words, it is the frequency of the oscillators (modulated by the exter-
nal inputs) which create correlations or decorrelations between them and thus encode the
information. This approach is summarized in the Fig. 1.5.



1.3. Formation of structural clusters via external stimulation 21

Figure 1.5: Diagram of the frequency-based adaptation with the learning of an input vector
composed of 2 different values. Some oscillators receive an external input of 1 while the
other part receives an external input of 2.

Thus, several types of input distributions are possible in order to form more or less
complex dynamics. To quantify the effective frequency of an oscillator i for a period T at
time t, we calculate its mean frequency as follows:

νi(t) =
(θi(t)− θi(t− T )) + 2πnspi

T
(1.8)

where nspi is the spike count emitted by oscillator i in a time interval of duration T . We
consider that a spike is emitted each time the phase of an oscillator reaches the value 2π.

Two values input To begin with a simple case, we consider an external input vector Ii
composed of two different values (of amplitudes 1 and 2), each applied to a subset of the
network as represented in Fig. 1.5. As depicted in Fig. 1.6 with the Hebbian symmetric
rule and in Fig. A.3 Appendix A.2.0.1 with the Hebbian asymmetric rule, we obtain two
structural clusters in the weight connectivity matrix (c). These two groups are decoupled
while the oscillators constituting them are strongly connected. These clusters clearly cor-
respond to the two input values applied (see the natural frequency distribution in Fig. 1.6
(a)), which implies two populations of neurons with different mean frequencies in panel
(d). These different frequency bands are visible in the the phase patterns in panel (e),
with a group showing faster oscillations than the other. In addition, each cluster exhibits
internal dynamics equivalent to that obtained in Fig. 1.2 with a "two-cluster state" as
confirmed by the panels (b) and (e). Note that in this case, the external input remains
active throughout the simulation. In any case, this experiment confirms our expectations
on the possibility of creating modular structures using learning based on input intensity
correlation. As a result, this phenomenon can be extended to a larger number of input
values in order to obtain more clusters.
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Figure 1.6: Learning of a two values input using a Hebbian symmetric rule with: (a) the
distribution of natural frequencies/inputs, (b) the distribution of phases, (c) the weighted
connectivity matrix (sorted by mean frequencies and phases), (d) the mean frequency
of each oscillator and (e) the phase patterns (sorted by mean frequencies and phases).
Parameters: α = 0 and β = −0.5π.

Gaussian input To extend to more realistic input vectors, we distribute the values
using a Gaussian law centred in 2 with a standard deviation of 0.2. The results obtained
using the Hebbian symmetric rule are represented in Fig. 1.7 and those using the Hebbian
asymmetric rule in Fig. A.4 Appendix A.2.0.1. In both cases, we observe the formation
of several clusters of varying size in the weighted connectivity matrix (c). Each cluster
corresponds to a "plateau" in the mean frequency graph (b), induced by the Gaussian
distribution of the inputs (a), which explains the presence of larger modules in the centre
and smaller ones at the extremities. The interpretation that can be made is that the
adaptation of weights is very sensitive to the frequencies of oscillators. Therefore, when
neurons receive inputs that are significantly dissimilar, the connections between them tend
to approach zero, while conversely, similar stimuli lead to stronger weights near 1 or -
1, even if the standard deviation of input values is relatively small. However, there are
weights with intermediate values between close clusters, but they remain relatively low.
This sensitivity to the nature of the inputs can be seen as a disadvantage if we want to
have a good generalisation capability, but on the contrary, it can be seen as an advantage
for its ability to well discriminate inputs with a high degree of precision. In any case,
this experiment shows the possibility of creating modular structures using heterogeneous
inputs, while admitting connections with intermediate coupling between clusters of close
frequencies.
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Figure 1.7: Learning of a Gaussian input using a Hebbian symmetric rule with: (a) the
distribution of natural frequencies/inputs, (b) the mean frequency of each oscillator and
(c) the weighted connectivity matrix (sorted by mean frequencies and phases). Parameters:
α = 0 and β = −0.5π.

Other types of stimulation have been considered, such as the uniform distribution (see
Fig. A.5 Fig. A.6 Appendix A.2.0.1), without bringing further relevant findings. Yet, the
main limitation of the current approach is the need to keep applied the external input
in order to maintain the particular dynamics of each cluster and therefore the associated
structural connectivity.

1.3.2 Synchrony-based adaptation

Instead of relying on the frequency of the inputs, a second possibility is to consider the same
inputs applied at a particular moment and to a specific subset of oscillators as explained
in Fig. 1 in the Introduction. In other words, it is the timing and the area stimulated that
create correlations rather than the intensity (or frequency) of the input applied as in the
previous approach. While the disparity in oscillator frequencies remains the fundamental
distinguishing factor, the main focus here is to explore the notion of stimulated and un-
stimulated regions. In this way, we predict that oscillators that receive a common input at
a given time will reinforce each other, while oscillators that are active at different moments
will tend to decouple. Thus, this approach is based on the synchrony of the inputs applied.
This approach is summarized in Fig. 1.8.



24 Chapter 1. State of the art: oscillator models

Figure 1.8: Diagram of the synchrony-based adaptation with two different areas stimulated
separately. One part of the oscillators is stimulated (with a value of 1) for a duration T −1

while the other part is not. After time T , the second part is stimulated while the first one
is not.

Unlike the previous approach, here, the external inputs do not remain active all the
time. However, when the stimulation is stopped, the coupling weights continue to adapt
fairly rapidly, which has the effect of losing the organization of the weights created by the
inputs. To overcome this problem, we decided at this stage to freeze the adaptation of the
weights when no input is applied, as it is common practice in AI. In this way, we consider
that it is the presence of an external input in the pre-synaptic oscillator that initiates
learning. This could be justify by the fact that an input directly increase the frequency
(or firing rate) of an oscillator as in a biological neuron, which indirectly promotes faster
adaptation of the weights. Conversely, for a short time scale, adaptation can be considered
negligible in the absence of stimuli. Therefore, the weights dynamics of Eq. (1.2) is now
given by Eq. (1.9).

dκij
dt

= εH(Ij)(−κij − sin(θi − θj + β)) (1.9)

with Ij the input associated to the jth oscillator and the Heaviside function H(x) = 1

if |x| > 0.1, H(x) = 0 otherwise. The Heaviside function acts as a threshold, allowing
adaptation only if a sufficiently large input is presented (up to 0.1).

Four inputs To evaluate this approach, we reproduce the protocol described in Fig. 1.8
by considering four different stimulated areas. Thus, the input vectors are composed of
binary values localized on four different areas (group of oscillators) and applied alternatively
and randomly to the network. After this learning phase, the stimulation are stopped and
we observe the dynamics and connectivity of the network. The results obtained with the
Hebbian symmetric rule are shown in Fig. 1.9 and those with the Hebbian asymmetric
rule in Fig. A.7 Appendix A.2.0.2. As in Fig. 1.6, we can clearly distinguish structural
modules (in this case four) in the weighted connectivity matrix (e) corresponding to the



1.3. Formation of structural clusters via external stimulation 25

four different areas stimulated at distinct times as shown in graph (b), where the mean
frequencies of clusters of oscillators vary during the learning phase (until iteration 20000)
due to the change in stimulation. Within each cluster, we find again the structure found
in Fig. 1.2 associated with the Hebbian symmetric rule. Regarding the dynamics of the
network after learning (i.e. no external inputs applied), we observe the same dynamics as
those observed in the state of the art (see Fig. 1.2) with a two-cluster state (see panels (a),
(c) and (d)) brought by the Hebbian symmetric rule. Thus even if the structural clusters are
preserved (the weights being frozen), they are not visible in the network dynamics. Indeed,
in the absence of inputs, the network converges back to its initial state. Despite this, this
experiment confirms our expectations that it is possible to create modular structures using
only the spatio-temporal correlations of the inputs, which could pave the way for more
complex structures by adjusting the position and duration of activation of the inputs.
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Figure 1.9: Learning of four binary inputs randomly selected using a Hebbian symmetric
rule with: (a) the time development of the order parameters, (b) the mean frequencies of
each oscillator through the time, (c) the distribution of phases after learning phase, (d) the
autocorrelations of the phase pattern and (e) the weighted connectivity matrix (sorted by
phases in each cluster). Parameters: duration of learning = 20000 iteration steps, α = 0

and β = −0.5π.

Two overlapping inputs So far, we have only considered the case in which the stimuli
were independently applied, oscillators were only involved in one of the stimuli. Now, we
introduce overlapping stimuli, meaning that some oscillators are targeted by both inputs.
Except this small difference, the protocol is analogous to the previous one. The results ob-
tained with the Hebbian symmetric rule are shown in Fig. 1.10 and those with the Hebbian
asymmetric rule in Fig. A.8 Appendix A.2.0.2. As in Fig. 1.9, we observe the formation
of structural clusters (here two) in the weighted connectivity matrix (e) corresponding to
the two different stimulated areas. However, these two clusters are connected to hub oscil-
lators, an effect of the overlapping stimuli and the constant activation of these particular
oscillators during the learning (see mean frequencies in graph (b)). Consequently, these
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hubs receive and project connections to both clusters and, in this sense, belong to both
groups. We note that, although the weighted connectivity matrix has not been sorted in
this case, it seems that the same structure patterns as in Fig. 1.2 emerge within the clusters
and the hubs. This is confirmed by the dynamics of the network after learning, which is
the same as in the previous experiment, and by extension as in the original case of Fig. 1.2,
with a two-cluster state (see panels (a), (c) and (d)). Once again, the structure learned
does not seem to have any impact on the dynamics of the network at rest (i.e. without
external stimulation). Nevertheless, this experiment provides some insights on how hub
nodes could emerge in a network as the result of adaptation, as stated in the Introduction,
again using the spatio-temporal correlations of the applied inputs.

Figure 1.10: Learning of two overlapping binary inputs randomly selected using a Hebbian
symmetric rule with: (a) the time development of the order parameters, (b) the mean
frequencies of each oscillator through the time, (c) the distribution of phases after learning
phase, (d) the autocorrelations of the phase pattern and (e) the weighted connectivity
matrix. Parameters: duration of learning = 20000 iteration steps, α = 0 and β = −0.5π.

We can go even further and consider this approach for learning to recognize simple
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binary patterns associated with a label in the same way as in machine learning, as shown
in Fig. A.9 Appendix A.2.0.2. It is also possible to combine the two approaches described
above by using input vectors containing values of different amplitudes, as shown in Fig. A.11
Appendix A.2.0.2.

Through this synchrony-based adaptation, we were able to shape structural clusters
and other complex structures in networks made of Kuramoto oscillators thanks to the
spatio-temporal correlations of the applied inputs. Unlike the frequency-based adaptation,
the stimulation is not always present and can be interrupted after learning. However, these
learned clusters are not associated with a particular network dynamics at rest, which may
be a problem for the long-term maintenance of these structures if permanent adaptation
is considered after the learning phase is finalised.

1.4 Summary and conclusions

In this chapter, we have reviewed and identified the technical constraints we will face and
the approaches we will be using in the following chapters. Previous works have shown how
to model brain oscillations using oscillator models, emphasizing the role of adaptation and
the connectivity induced in these dynamics. These latter, combined with inhibition, are
key factors in the emergence and modulation of synchronization, an essential mechanism
for good cognitive functions in biological networks. In particular, by reproducing the
works of Aoki et al. [12, 13] in Sec. 1.2, we show the role of plasticity in the emergence of
collective behaviours in the dynamics of a network of coupled Kuramoto oscillators subject
to synaptic adaptation. We then extended these results to form structural clusters through
the action of external stimuli. Two adaptation approaches are considered: (1) a frequency-
based adaptation where the different amplitudes of the input shape the structures and (2)
a synchrony-based adaptation where the timing of the applied inputs forms the structures.

These two strategies can echo the rate-based and spike-based learning found in ANN
and biology. Rate-based learning, which relies on the average activity (i.e. firing rate) of
neurons, is suitable for time scales of 100ms or longer [211]. To detect input correlations
on a time scale of the order of milliseconds or less, learning is based on the temporal
coincidences between spikes (i.e. action potentials) of the neurons [211, 212]. Even if the
latter provides better stabilization of weights and neuronal information processing [211,
212], stimulation frequency keeps a significant impact, suggesting a link between time-
and frequency-dependent approaches [87]. Therefore, although both strategies have their
advantages and disadvantages, they are not incompatible as shown in the previous section.
Thus, as a first main objective, these two approaches allow us to highlight the aspect
of segregation by proving the emergence of modular and complex structures in
the weighted connectivity through external stimuli.

However, a number of challenges remain to be addressed for a more bio-realistic archi-
tecture. Indeed, reservations can be expressed about the realism of the dynamics of the
oscillators. When stimulation is stopped, whatever the approach used, the network re-
turns to its original state (i.e. two-cluster state or splay state according to the plasticity
rule). Thus, there is no particular dynamics associated with the structural clusters created
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and therefore no way of observing the learned items this dynamics. This gives rise to the
second problem of this model, which is the maintenance of these structures. Since the
dynamics of the network remain unchanged, the connections between the modules should
re-emerge under the effect of plasticity. To address this problem, we decided to freeze the
adaption of weights in the absence of external stimuli. However, from a biological point of
view, this may raise questions if we consider that adaption always performs in the brain.
In this sense, the current model does not display a real active maintenance of the learned
structure. Finally, one of the criticism that can be made on the model is that there is no
distinction made between inhibitory and excitatory units and that, consequently,
an oscillator can have positive and negative outgoing weights, which is not consistent with
biology [97]. The next chapter will attempt to address all these aspects.
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In the previous chapter, we saw how to form structural clusters with Kuramoto oscil-
lators subject to adaptation thanks to the action of external stimuli. In this chapter, we
extend these results to θ-neurons while providing additional biological insights in order to
overcome certain challenges encountered previously. In particular, the focus will be on the
maintenance of these modular structures and the role of inhibition in this process.

2.1 Introduction

Inhibition has an essential role for the dynamics and the adaptation ability of the brain [182,
103]. Inhibitory interactions are mediated by the GABAergic neurotransmitters whose
effect is to reduce the probability of their target neurons to emit spikes. This is usually
true in the adult brain operating in normal conditions [34]. Inhibition has been shown to
be fundamental for perceptual decision making [319] as well for the emergence of brain
rhythms [410]. It also plays a crucial role in adaptation processes of the brain, in order
to shape and preserve the structure of the network according to the correlations between
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inputs [212, 214, 7]. Indeed, it has been proposed that the interconnections between
excitatory and inhibitory cells play a relevant role balancing between fast adaptation and
long-term conservation of the memories in neural circuits [272, 162, 400].

Many models have been proposed in the literature to study the properties of plastic
neural networks that account for excitation and inhibition. For example, as studied in the
previous chapter, models that treat neurons as oscillators have been useful to explore the
synchronization phenomena of the networks as a function of the ratio between excitation
and inhibition [360, 242]. Synaptic plasticity is usually mimicked by introducing adaptive
coupling between the oscillators [12, 13, 40], this can promote the emergence of multi-
stable regimes (see Sec. 1.2) characterized by synchronized and desynchronized clusters of
oscillators [131, 346, 40, 39]; analogous to observations in the presence of spike-timing-
dependent plasticity (STDP) [252, 268].

While the simplicity of these models favours their analysis, they typically omit sev-
eral biological aspects. Two major omissions are shared with common models for ANN
employed in AI and machine learning. On the one hand, excitation and inhibition are con-
sidered at the level of individual links and thus no distinction is made between excitatory
and inhibitory neurons [185, 12, 13, 40]. Despite the fact that from a biological point of
view Dale’s principle [97] requires that the nature of the neurons should be uniquely defined
such that all post-synaptic connections of a neuron are either excitatory or inhibitory. On
the other hand, plasticity is only accounted for during the learning phase in which the net-
works are entrained. After the training, the resulting synaptic weights are generally frozen
as we did in Sec. 1.3.2. However, in biological neural networks adaptation is constantly
active raising the question of how could memories be consolidated in a network that is
susceptible to permanent change.

The aim of this chapter is to study the role of inhibitory neurons in the emergence
and consolidation of neural assemblies due to stimulus-driven plasticity. Therefore, we
model networks of excitatory and inhibitory neurons (represented as θ-neurons [132])
shaped by external stimuli applied to differentiated subsets of neurons (see Sec. 2.2). The
formation of assemblies is obtained thanks to a symmetric Hebbian-like PDDP rule allowing
the correlated neurons to reinforce their synaptic weights. Our results (see Sec. 2.3) show
that the presence of inhibitory neurons is crucial not only for the formation of
clusters of neurons triggered by the stimuli, but also for the consolidation and
the recall of memories. We find that violation of the biological constraints, either by
constructing networks of excitatory-only neurons or by omitting Dale’s principle,
leads to networks unable to maintain these memories. Furthermore, we show
that the memory capacity of the network is directly related to the number
of inhibitory neurons and that the conservation of the inhibitory synaptic weights is
sufficient for memory recalls even if the synaptic patterns associated to the excitatory
neurons are forgotten. The robustness of the results is tested against variations of the
entrainment protocol and replacing the θ-neuron model by other models of oscillators such
as the Kuramoto and the Stuart-Landau models.
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2.2 Methods

This section describes the model employed for the dynamics of the membrane potentials
of the neurons in the network, the learning rules governing the weight adaptation and
the protocols followed to induce structural patterns and their consolidation, as well as the
protocols used to analyse the stability of the emerged patterns.

2.2.1 Neuronal dynamics

To mimic the membrane potential evolution of a neuron we employ the θ-neuron model in-
troduced by Ermentrout and Kopell as the normal form for class I excitable cells [132]. This
model has the advantage of reproducing quite faithfully the behaviour of spiking neurons
through the description of the evolution of the corresponding "membrane potential" while
remaining a phase model [130]. Indeed, it can be put in an one to one correspondence with
the Quadratic Integrate and Fire (QIF) spiking neuronal model via a non-linear transfor-
mation linking the phase to the membrane potential [153]. Furthermore, the θ model can
describe bursting dynamics observable at the level of the membrane potential of specific
cells of the Aplysia mollusc [130, 132]. In addition, networks of coupled θ-neurons can
exhibit a variety of behaviours ranging from asynchronous regimes to multi-stability, from
partial synchronization to chaos [245, 347, 228, 47]. In a network of N = NE+NI neurons,
where NE (NI) is the number of excitatory (inhibitory) neurons, the dynamical evolution
of the phase θi of a neuron (i = 1, . . . , N) is governed by the following equation:

dθi
dt

= (1− cos θi) + (1 + cos θi)
[
ηi +

g

N

( N∑
j=1

κij sin(θj − θi)
)

+ Ii(t) + ξi(t)
]
, (2.1)

where ηi is the excitability or the bifurcation parameter controlling the intrinsic frequency
of the neuron, g represents a global synaptic strength modulating the overall level of
coupling among the neurons, and κij is a matrix term measuring the relative synaptic
weight from the pre-synaptic neuron j to the post-synaptic neuron i. The latter term is
subject to a temporal evolution, therefore we can speak of adaptive coupling, the evolution
rules for the terms κij will be introduced in the next sub-section. Furthermore, we consider
a diffusive sinusoidal coupling function based on the phase differences as in the Kuramoto
model [225] employed in Sec. 1.2.1. In other words, the couplings between neurons are
considered as electrical gap junctions. The phases θi are defined in the range [−π, π[ and
we assume that whenever the phase θi reaches the threshold π a spike is emitted by the
i-th neuron.

In the same manner as in Sec. 1.3 for the formation of structural clusters with oscillators,
external inputs are incorporated via the current terms Ii(t) representing time-dependent
stimuli. Positive external currents increase the frequency of the neurons, thus imitating
the typical biological response of sensory neurons exposed to stimuli of varying intensity.
Finally, an independent Gaussian noise ξi(t) term is applied to each neuron mimicking
background noise always present in real neural circuits.
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Simulations are performed by integrating Eq. (2.1) via an Euler scheme, where the
multiplicative stochastic term is treated in the Stratonovich sense [283], with an integration
time step dt = 0.01.

2.2.2 Learning and adaptation

Plasticity function The synaptic weights κij are modified according to a symmetric
Hebbian-like rule depending on the instantaneous phase differences between the neurons
instead of spike timings as observed in real neurons [256]. Since θ-neurons are phase
oscillators this choice allows to have a relatively precise temporal adaptation – as compared
to a frequency based rule – that can be numerically integrated simultaneously with the
neuronal dynamics. A symmetric plasticity facilitates the convergence of the weights and
highlights better the correlations with respect to the inputs as observed in Sec. 1.2.2.
Nevertheless it shall be noted that a symmetric plasticity is possible in this case because
the transmission delays are ignored [249, 250, 135].

We first consider the plasticity function introduced by Aoki et al. [12, 13] and recently
employed in Berner et al. [40, 39]. Given the phase difference ∆θ = (θj−θi), this plasticity
function is defined as:

Λ0(∆θ) = cos(∆θ), (2.2)

see Fig. 2.1, blue line. This function is analogous to the function − sin(∆θ−π2 ) employed
in Fig. 1.1 (a) in the previous chapter. This rule follows again the principle of Hebbian
learning with a reinforcement (depression) of the weights when the neurons are in phase
(in anti-phase). However although simple, the relevance in terms of realism of this function
can be questioned due to the symmetry of the positive and negative parts, corresponding
to long-term potentiation (LTP) and long-term depression (LTD), respectively. Indeed, in
biology LTP and LTD do not act on symmetric time windows [46, 106]. To remedy this,
we propose a plasticity function inspired by Lucken et al. [244] and Shamsi et al. [337]. We
define the new plasticity function as:

Λ1(∆θ) =

{
e

∆θ
0.1 − e−

∆θ+π
0.5 , if − π ≤ ∆θ < 0 ,

e−
∆θ
0.1 − e

∆θ−π
0.5 , if 0 ≤ ∆θ < π ;

(2.3)

where we assume that Λ1(∆θ) is 2π periodic as shown in Fig. 2.1, red curve. This rule
follows the same general principle of Hebbian learning as the one in Eq. (2.2) but the co-
sine is replaced by a combination of exponential functions making the potentiation (where
Λ1(∆θ) > 0) and the depression (where Λ1(∆θ) < 0) phase intervals asymmetric. Since
for phase oscillators, the phase evolution can be mapped into a time evolution, these asym-
metric phase intervals correspond to asymmetric time windows. Indeed, this asymmetry is
more consistent with the biological features: as a matter of fact, in the cortex depression
operates over a longer time window with respect to potentiation [136, 344]. Specifically
in [106], the authors have shown that for CA3 pyramidal cells in rat hippocampus, the
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STDP presents a depression time scale five times longer than the potentation one, analo-
gously to our choice in Eq. (2.3).

In the following, unless stated otherwise, we will employ the function Λ1 and for sim-
plicity we will refer to it as Λ(∆θ).

Figure 2.1: Hebbian phase difference-dependent plasticity functions Λ(∆θ) versus ∆θ. In
blue the function Λ0 reported in Eq. (2.2) and in red the function Λ1 defined Eq. (2.3).
Despite having different potentiation and depression phase windows, the two functions
attain the same maximum and minimum values.

Slow and fast adaptation We have seen that external stimulations have a direct impact
on the adaptation of the synaptic weights. In presence of stimulation the synaptic weights
should be modified quite fast to retain the information contained in the stimuli. However,
in the absence of further stimuli, a fast adaptation may allow for a rapid relaxation of
the weights towards their equilibrium values leading to a loss of the learned input-driven
memories. This problem is common to most learning neural network models. The solution
typically adopted and implemented in Sec. 1.3.2 consists in freezing the weights once the
stimuli have been delivered. There are indications that two learning processes may occur
simultaneously or sequentially in the brain. An example, is represented by the comple-
mentary mechanisms involved in short-term or long-term depression and potentiation of
the synapses [371, 122, 344, 118]. There are also evidences of different learning schemes
on proximal and distal dendrites of pyramidal neurons [150] or in the retina [25]. Finally,
it is also worth to mention that long-term potentiation may be modulated by homeostatic
plasticity [397, 151]. Two learning processes also occur when acquiring new skills: a fast
learning in a cortical structure is simultaneously slowly learned in a subcortical structure
(habit learning for instance) [89, 300, 278, 274]. Thus, according to previous experiences
and the nature of inputs, the rate of learning may need to evolve so that neurons adapt
more or less quickly to sensory inputs [25, 139, 89, 85]. More precisely, adaptation in the
brain is the result of multiple learning processes acting at distinct time scales allowing
more or less rapid learning or relearning of new information without forgetting older mem-
ories [423, 89]. To somehow mimic this phenomenon, we introduce two complementary
learning time scales:
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• a fast time-scale that activates in the presence of an external stimulus presented to
the pre-synaptic neuron;

• a slow steady time-scale that has a minimal short-term effect.

The fast and slow time scales have been introduced in this phase model, where adap-
tation depends on the phase differences and not on the spiking times, to reproduce a fast
learning period induced by the higher firing rate of the stimulated neurons and a slower
consolidation phase, where the neuronal firing becomes sparse.

From Eq. (1.2) of the previous model, given the plasticity function in Eq. (2.3) and the
constraints just mentioned, we define the evolution of the coupling weights |κij |≤ 1 from
pre-synaptic neuron j to post-synaptic neuron i to be governed by the following equation:

dκij
dt

=
[
ε1 + ε2H (|Ij(t)| − 0.1)

][
− κij + Λ(∆θ)

]
, (2.4)

where Ij(t) is an external input to neuron j, H(x) is the Heaviside function such that
H(x) = 1 if x > 0 and H(x) = 0 otherwise, and ε1 � ε2 � 1 are the learning rates for
the slow and the fast adaptations, respectively. The Heaviside function has a thresholding
effect allowing here fast adaptation only if a sufficiently strong stimulus |Ij(t)| > 0.1 is
presented.

Excitatory and inhibitory neurons In order to account for the excitatory and in-
hibitory nature of the neurons, we disentangle Eq. (2.4) into two different cases, where the
synaptic weights are bounded between [0, 1] ([−1, 0]) provided the pre-synaptic neuron is
excitatory (inhibitory). The dynamics of the weights are thus governed by the following
equations.
If both neurons i and j are excitatory, then:

dκij
dt

=
[
ε1 + ε2H(|Ij(t)| − 0.1)

]
κij (1− κij) Λ(∆θ) , (2.5)

if the pre- and/or post-synaptic neuron is inhibitory the weight evolution is given by:

dκij
dt

= ε1|κij |
(
1− |κij |

)
Λ(∆θ) , (2.6)

where 0 ≤ κij ≤ 1 (−1 ≤ κij ≤ 0) if the pre-synaptic neuron is excitatory (inhibitory).
The non-linear dependence on κij introduced in Eqs. (2.5) and (2.6) is intended to mimic
the soft bounds often employed in the implementation of the STDP in spiking neural
networks [345] and to maintain |κij | smaller than one.

Notice that the fast adaptation is only present for synapses connecting excitatory neu-
rons since external inputs are only applied to this type of neurons [30, 273, 207, 414].
Indeed, sensory inputs must be rapidly assimilated in the short-term while being volatile
in order to learn new information [272, 89, 241]. Therefore, synaptic weights involving in-
hibitory neurons will always only evolve on the long time scale. By default, we consider a
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ratio of 80% of excitatory neurons and 20% of inhibitory neurons as is commonly accepted
in the human cortex [214, 242, 272].

Lastly, we expect that for synapses connecting two excitatory or inhibitory neurons i
and j, the weights κij and κji will become equal in the long run as observed in Sec. 1.2.2
with the Hebbian symmetric rule, due to the symmetry of Eq. (2.5) in the absence of
stimulation and of Eq. (2.6). However, this should not be the case if one of the neurons is
inhibitory and the other excitatory.

2.2.3 Stimulation protocols

Figure 2.2: Diagram representing the stimulation protocol divided in three phases: a first
short phase of spontaneous activity, a learning phase during which two different groups
of excitatory neurons are stimulated alternatively over time (the red areas represent the
duration and the neurons that received external stimulation), and a final long period of
resting-state activity in which the plasticity remains active.

Parameters Values
N 100

NE 80

NI 20

η N (1.5, 0.01)

g 1

I(t) {0, 3}
ξ(t) N (0.0, 0.1)

ε1 0.00001

ε2 0.1

dt 0.01

Table 2.1: Parameters for the network of θ-neurons

Main experiments We now summarise the principal protocol followed in the chapter.
This one will be based mainly on the synchrony-based adaptation developed in Sec. 1.3.2
in the previous chapter and on the diagram of Fig. 1 in the Introduction. Indeed, this
approach allowed the easy formation of modular structures thanks to the spatio-temporal
correlations of the applied inputs.
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The networks are initialised with random weights uniformly distributed in the range
κij ∈ [0, 1] when the neuron j is excitatory and in the range κij ∈ [−1, 0] when the neuron
j is inhibitory. We consider heterogeneous neurons with excitabilities ηi randomly dis-
tributed according to a normal distribution N (1.5, 0.01). The initial phases of the neurons
are randomly selected in the interval [−π, π]. All network parameters are summarized in
Table 2.1.

The stimulation protocol is illustrated in Fig. 2.2. Initially, a period of spontaneous
activity is considered in order to allow the system to relax to its rest state. Afterwards,
a learning phase follows during which two external positive currents are applied randomly
and intermittently for constant periods of 20 time units. One current stimulates the first
half of the excitatory neurons (i = 1, 2, . . . , 40), and the other one the second half (i =

41, 42, . . . , 80). Inhibitory neurons are never directly stimulated. Finally, after the learning
phase the network is left to evolve spontaneously for a long time. During this post-learning
phase no neurons are stimulated and therefore only the slow adaptation rate ε1 remains
active, affecting the stabilization of the connectivity patterns formed during the stimulation
phase.

This principal experiment was repeated for different variations. In one case, we ignored
inhibition and considered networks of only excitatory neurons. In a second case, in order
to show the relevance of Dale’s principle for pattern consolidation, i.e. the need to preserve
the nature of the excitatory and inhibitory neurons during the simulation, we considered
unlabelled neurons. In this case neurons were allowed to display both excitatory and
inhibitory synapses in the same way as in Chapter 1. Specifically, for the experiment
with unlabelled neurons the synaptic adaptation was ruled by Eq. (2.4) with the Hebbian
function Λ0(∆θ) in Eq. (2.2).

Additional experiments Thereafter variations of the principal protocol are considered,
as follows:

1. three external stimuli during the learning phase instead of two;

2. an overlap of 8 neurons among two groups of excitatory neurons stimulated by two
external stimuli;

3. a recall experiment of previously stored items, where the trace of the memory storage
is maintained only in the connections involving inhibitory neurons.

Other variations of the main protocol are described in appendix A.3.
To understand the generality of the results obtained in the additional experiments (1)

and (2), we analyse the stability of different configurations. In particular, we perform a sta-
bility analysis where the objective is to determine the conditions under which the network
connectivity during the resting-state remains stable (i.e. the learned modular structure is
preserved) or unstable (i.e. at least one structural cluster is not maintained) over the long
term. This stability analysis corresponds in experiment (1) to the maintenance of all the
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stored clusters and in experiment (2) to the maintenance of the two stored clusters despite
their increasing overlap.

In order to perform this analysis, we start from already trained networks satisfying the
desired constraints (i.e. the number of structural clusters or the number of overlapping
neurons between clusters versus the number of inhibitory neurons), thus facilitating the
replication of experiments under different conditions. Moreover, this pre-training facilitates
the analysis of extreme cases where for instance a single inhibitory neuron is associated
with each cluster whose emergence is not necessary guaranteed via a random learning.
Then we leave the network in a state of spontaneous activity for a long time and compare
the final structural state to which it converges with the initially stored one to assess the
stability or instability of this latter configuration.

2.3 Results

The goal of this chapter is to study the emergence and consolidation of modular archi-
tectures induced via a learning process promoted by localised inputs which target distinct
subsets of neurons. We will first present results concerning the emergence and consolida-
tion of clustered architecture induced by learning of two external stimuli. This experiment
is repeated for networks composed of different types of neurons: namely, purely excitatory
neurons, excitatory and inhibitory neurons, and unlabelled neurons. Then, we will study
variations of the initial protocol and in particular the learning process promoted (i) by mul-
tiple stimuli and (ii) by overlapping stimuli, where neurons can encode for multiple items.
Lastly, we investigate the ability of the neural networks to recall the stored memories.

2.3.1 Learning and consolidation of modular assemblies

We start by investigating the emergence of two modules due to stimulations of non-
overlapping neural populations. We first study this phenomenon in networks containing
excitatory and inhibitory neurons and then we explore cases with only excitatory neurons
or with unlabelled neurons whose connections can be either excitatory or inhibitory as in
the first chapter.
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Figure 2.3: Entrainment of networks of θ-neurons defined by different combinations of
excitatory and inhibitory connections. (a) Experimental protocol consisting of the stim-
ulation of two non-overlapping neuronal populations of θ-neurons with plastic synapses.
Stimuli are presented in temporal alternation. (b) Results for a network with 80% exci-
tatory and 20% inhibitory neurons. (c) Results for a network of only excitatory neurons
and (d) for unlabelled neurons projecting both excitatory and inhibitory post-synaptic
connections. The results are reported at different moments of the stimulation. The time
T0 corresponds to the beginning of the simulation before the learning phase, after a tran-
sient period tt = 190 has been discarded. The time T1 corresponds to an early moment
during the learning phase. Time T2 corresponds to the end of the learning phase and the
beginning of the resting-state. The time T3 corresponds to the end of a long period of
spontaneous activity during which synaptic weights are consolidated. Panels labelled (1),
(1’), (1”) and (1” ’) represent the weight matrices at times T0, T1, T2 and T3: the color
denotes if the connection is excitatory (red) or inhibitory (blue) or absent (white). Panels
(2), (2’), (2”) and (2” ’) are raster plots at times T0, T1, T2 and T3, displaying the firing
times of excitatory (red dots) and inhibitory (blue dots) neurons. Note that the inhibitory
neurons are sorted by phases at time T3 in the weight matrices and raster plots reported
in (b) and (c); while the neurons are sorted by phase in the weight matrices and raster
plots within each cluster at times T1, T2 and T3 of the row (d). The cyan and magenta
brackets represent clusters 1 and 2 respectively when they are visible in weight matrices
and raster plots.

Networks of excitatory and inhibitory neurons We consider a network of N = 100

θ-neurons subdivided in NE = 80 excitatory and NI = 20 inhibitory ones, initially con-
nected via a random weighted matrix (uniform distribution between [0, 1] or [−1, 0] for
pre-synaptic excitatory or inhibitory neurons, respectively), see Methods in Sec. 2.2. The
network is entrained using two independent stimuli applied to separate subsets of neurons
following the protocol shown in Fig. 2.3(a). The phases of the neurons are randomly ini-
tialised (uniform distribution between [−π, π]). The results of this experiment are reported
in Fig. 2.3(b). During the initial rest phase the network is left to evolve spontaneously
and it converges into a state close to synchrony despite the fact that the weight matrices
at time T0 are randomly distributed, see raster plot (1). Both excitatory and inhibitory
neurons tend to synchronize, as shown in the raster plot (2) at T0. This is due to the
value of the chosen coupling strength g, which is sufficiently large to favour a synchronized
phase.

After the period of spontaneous activity the learning phase starts. The resulting con-
nectivity matrix and the network dynamics are shown at two intervals: during the learning
phase – time T1 – and at the end of this phase – time T2. As we see, the presence of
the two stimuli leads to the emergence of two modular structures (weight matrices (1’)
and (1”)) among the excitatory neurons while the weights involving inhibitory neurons do
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not evolve much due to the separation of fast and slow learning rates. The presence of an
input leads to an increase in the firing rate of the stimulated neurons, see raster plot (2’).
At the end of the learning phase, two disconnected clusters of excitatory neurons firing in
anti-phase emerge in the network, while the inhibitory neurons remains uncorrelated (see
raster plot (2”)).

Following the learning period the network is left to evolve driven by its spontaneous ac-
tivity. In this stage the adaptation is governed by the slow adaptation rate. The long-term
results are shown in the time column T3. As seen, the learned structure is consolidated.
The two excitatory clusters are maintained, see weighted connectivity matrix (1” ’), and
besides this the input/output inhibitory weights continue adapting such that the modular
structure is reinforced. Finally, also the inhibitory neurons split in two structural clusters.
The final consolidated connectivity structure is reported in Fig. 2.4(a). From this figure it
emerges that the neurons are organised in two clusters, each one involving a group of ex-
citatory neurons that projects in a feed-forward manner on a group of inhibitory neurons.
Therefore the inhibitory neurons within the first cluster synchronise with the excitatory
neurons driving them, as shown in panel (2” ’). Furthermore, the inhibitory neurons of one
cluster projects on the excitatory and inhibitory neurons of the other cluster. This induces
a repulsion of the dynamics of the two clusters that adjust in anti-phase one with respect
to the other, both clusters displaying exactly the same period of oscillation, see raster plot
in panel (2” ’) in Fig. 2.3(b).

In order to validate the robustness of the results, the experiment was repeated several
times (as all the following experiments) by randomly varying the presentation order of the
stimuli to the two populations. At the same time, the initial values of the phases of the
neurons and of the connection weights were also randomly assigned in each realization.
From these data we have estimated the evolution in time of the modulus of the 1st and 2nd

Kuramoto-Daido order parameters (as defined in Eq. 1.3 of Chapter 1). These indicators
are useful to analyse the level of synchronization in the network and to test for the emer-
gence of clusters at different stages during the experiment. The temporal evolution of the
average order parameters and their standard deviations are shown in Fig. 2.4(b) for the
previous experiment displayed in Fig. 2.3(b).

At time T0, we observe with a negligible variation that the network is almost totally
synchronized, as testified by the fact that R1 ' 1 and R2 ' 1. During the learning phase
(i.e. at time T1), the value of the two parameters drop and their standard deviations in-
crease, thus testifying for a larger variability and a desynchronization of the network. After
the learning at time T2, R2 (R1) increases (decreases) tending toward a large (small) value.
These results indicate the emergence of two main synchronized clusters in the network cor-
responding to the two learned modules. Finally, after the long term consolidation (i.e. at
time T3), the network converges towards two clusters in anti-phase where R2 ' 1 (R1 ' 0)
and the corresponding standard deviations are negligible, thus confirming the stability of
this final state, despite the different stimulation sequences employed in the performed ex-
periments. These observations put in evidence that the formation and consolidation of
input-driven modules are a robust outcome of the model, which depends mainly on the
characteristics of the stimulated populations and on the number of inhibitory neurons in
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the network, and is not significantly affected by the variability of the initial conditions nor
of the particular sequence of the presented stimuli.

(a) (b)

Figure 2.4: (a) Schematic diagram representing the connectivity matrix emerging after
the consolidation phase for the stimulation of two non-overlapping populations reported
in Fig. 2.3. Red (blue) circles represent excitatory (inhibitory) populations, dashed circles
identify clusters of synchronized neurons. (b) Evolution of the modulus of the 1st (in
blue) and 2nd (in orange) Kuramoto-Daido order parameters Eq. (1.3) averaged over 10
different realizations randomised initial conditions and stimulation sequences. The mean
and the corresponding standard deviation are shown versus time during the realization of
the experiment in Fig. 2.3. The time labels have the same meaning as in Fig. 2.3.

In addition, further experiments were performed to validate the robustness of these
results. In particular, we investigated the case where partially trained areas were not
completely formed due to partial random stimulations and the case where a sub-group of
neurons remains untrained (unstimulated), see Figs. A.13 and A.14 appendix A.3.

Networks of excitatory neurons Now we consider the case in which all neurons are
excitatory and no inhibition is present. As before, the neurons synchronise during the
initial stage of spontaneous activity and the training phase leads to the formation of two
structural clusters (see, Fig. 2.3(c)). However, from the dynamical perspective the neurons
in the two clusters are no longer firing in anti-phase, as in the previous case. Instead, at
the end of the learning phase they present a small phase-shift and they indeed tend to
synchronize as evidenced from the raster plot (2”) at time T2. As a consequence, during
the stabilization phase, all the synapses are reinforced leading to an all-to-all connectivity
matrix (see matrix (1” ’) at time T3). Therefore the two structural modules that emerged
during the learning are now completely forgotten.

Networks of unlabelled neurons As a last case, we consider the typical scenario
of artificial neural networks, where neurons are unlabelled, meaning that each neuron can
display both excitatory and inhibitory post-synaptic connections violating Dale’s principle.
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This case is very similar to the approach considered in Chapter 1 with Kuramoto oscillators,
only the model for the dynamics and the double time scales for the adaptation are different.
The results of this experiment are reported in Fig. 2.3(d). This time the initial stage of
spontaneous activity leads to an asynchronous neuronal state (raster plot (2)) since every
neuron randomly attracts and repulses its neighbours via excitatory and inhibitory links.
This initial state resembles the chaotic state found in Fig. 1.4 with a similar weighted
connectivity matrix. After the learning phase (time T2), two symmetric structural clusters
emerge in the weighted connectivity matrix (1”). More precisely, the Hebbian rule in
Eq. (2.2) leads to the creation within each structural module of two phase clusters in
anti-phase, depending on the initial phases as explained in Aoki et al. [12, 13] and in the
previous chapter. Once again, this result is analogous to the one described in Fig. 1.9 with
the formation of structural clusters thanks to the synchrony-based adaptation, but without
any proper dynamics associated with these clusters (i.e., only a two-cluster state provided
by the plasticity function).

In contrast with the previous cases, the structural modules are now not well defined.
Weak connections among the two clusters are still present as shown in (1”), allowing the
possibility for the two clusters to synchronize, see the spike trains in (2”). During the con-
solidation phase these weak cross-modular connections increase, leading to a fully coupled
matrix with no structural modules, see (1” ’). However, even in the absence of struc-
tural modules one can logically observe clustered phases in the temporal evolution of the
neurons as also reported in [40]. The neurons connected through excitatory (inhibitory)
pre-synaptic links tend to fire in phase (anti-phase). In the end, the network return to
its original stable state shown in Fig. 1.2. Nevertheless, it is important to bear in mind
that these phase clusters do not reflect the two structural modules previously stored in the
network.

In summary, we have shown that the presence of both excitatory and inhibitory neurons
is needed for the formation and the consolidation of structural modules driven by the
learning of independent stimuli. These results can be reproduced with oscillator models
(i.e. Kuramoto and Stuart-Landau model) as shown in Fig. A.17 appendix A.4. In the
following, we generalize these results to cases in which the number of stimuli – and therefore
of expected modules – is arbitrary and to the case where the stimuli act on overlapping
neuronal populations.

2.3.2 Learning multiple clusters

In this experiment, the previous learning protocol is repeated for networks with excitatory
and inhibitory neurons but considering now three inputs as illustrated in Fig. 2.5(a). The
results are analogous to the previous ones, apart that in this case three clusters emerge.
As before during the final consolidation stage each inhibitory neuron ends associated to
one of these clusters, connectivity matrix (1” ’) in Fig. 2.5(b). From the dynamical point
of view, the neurons of the different clusters no longer fire in anti-phase, but instead at
regular intervals corresponding to one-third of the firing period of the single cluster, see
the raster plot (2” ’) in Fig. 2.5(b).
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(a)

(b)

Figure 2.5: Entrainment of a networks of excitatory and inhibitory θ-neurons with three
stimuli. (a) Stimulation protocol of the excitatory neurons by three different and non-
overlapping stimuli. (b) Entrainment results at different instances of the simulation. The
time labels and the graphs have the same significance and content as in Fig. 2.3. Inhibitory
neurons are sorted by phases at time T3 for visualization purposes. The cyan, green and
magenta brackets represent clusters 1, 2 and 3 respectively when they are visible in weight
matrices and raster plots.

These results generalize by increasing the number of independent inputs. However,
when there are too many inputs, we observe that it is more difficult for the network to
sustain separate dynamics for each cluster and therefore the long-term consolidation is
compromised. The reason is that, as the number of inputs increases, the clusters are made
of fewer neurons and it becomes less likely that a sufficient number of inhibitory neurons
will associate with each cluster allowing for its consolidation. This opens up the question
about how many inhibitory neurons are necessary in the network in order to maintain
clusters that fire at distinct times.

To answer this question, we perform the following experiment: we artificially prepare
weight matrices made of M modules of excitatory neurons similar to those found at the
post-learning time T2. Then, we associate each available inhibitory neuron to a single
structural module such that it receives excitatory inputs from this cluster and inhibits the
excitatory neurons of all the other clusters. Thus generalizing the architecture reported in
Fig. 2.4(a) to many clusters, each containing a single inhibitory neuron. Starting from these
weight matrices, we let the network spontaneously evolve for a long period, similarly to
what was previously done during the post-training phase, and at the end of the simulation
we count the number of structural modules that survive. We consider N = 100 neurons in
the network and repeat the experiment for an increasing number M of modules (namely,
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from M = 2 to M = 100) controlled by varying the number of inhibitory neurons.
The results are shown in Fig. 2.6(a). We find that in order to maintain M independent

modules the network needs to contain at least M − 1 inhibitory neurons. An example of
the effect of this limitation is shown in Fig. A.15 appendix A.3, where the experiment of
Fig. 2.5 is repeated for a network containing a single inhibitory neuron. In this case even
if the original weight matrices contained three structural clusters only two independent
clusters could be maintained in the end.

In the same way as in Fig. 2.4(b), these experiments have been reproduced several
times with randomised initial conditions and stimulation sequences. Again thanks to the
Kuramoto-Daido order parameters, we were able to quantify over different realizations
the number of clusters in the network during each phase of the protocol according to the
number of inputs learned and inhibitory neurons. As before, these analyses gave negligible
variations confirming the robustness of the results.

(a) (b)

Figure 2.6: (a) Regions of stability (orange) and instability (purple) of the structural mod-
ules versus the number of clusters initially present in the weighted connectivity matrix and
the number of inhibitory neurons in the network. The line separating the two regions rep-
resents the upper limit to observe M independent clusters versus the number of inhibitory
neurons. This limit corresponds to M − 1 inhibitory neurons. (b) Regions of stability
(orange) and instability (purple) of the two clusters versus the number of excitatory neu-
rons encoding for the two stimuli (hub neurons) and the number of inhibitory neurons
in the network. The lines separating the two regions represent the minimal number of
inhibitory neurons NI required to observe two clusters with NH hubs. For NI ≤ 2

5N the
line is given by NI = 2NH + 1. For larger number of inhibitory neurons the limit is given
by NI = N − 3NH . Note that both graphs have been realized for a network made of
N = NE +NI = 100 neurons in total, of which NE are excitatory and NI inhibitory, this
constraint is at the origin of the non-accessible areas (white regions).

In practice, when the networks are randomly initialized, it is rather difficult to reach
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the optimal configuration representing the upper limit in which each inhibitory neuron
controls for one of theM clusters. However, we show that by preparing the weight matrices
as explained before and by considering a network with 50% of excitatory and inhibitory
neurons it is possible even to obtain a "splay state" [426] (similar to that found in Fig. 1.3),
characterized by N/2 clusters, each formed by a pair of excitatory and inhibitory neurons,
spiking one after the other (see Fig. A.12 in appendix A.3).

Another important aspect to consider is that the time interval (the phase shift) be-
tween the population bursts associated to each single cluster reduces with the number of
clusters present in the network. Therefore, since the time (phase) potentiation window
of the plasticity function Λ(∆θ), shown in Fig. 2.1, has a finite duration (width) this can
induce correlations among clusters characterized by time (phase) shifts smaller than the
duration (width) of such a window. These correlations then lead to a merging of initially
independent clusters into a single one on the long run. This phenomenon is clearly visible in
Fig. A.12, where the "splay state" merges into few clusters over the long term. Therefore,
the time (phase) potentiation window should be carefully selected to be sufficiently narrow
to reinforce neurons in phase, but also sufficiently broad to allow for some tolerance to the
exact phase matching due to noise and variability. To summarize, we can safely affirm that
there is a time difference (phase-shift) limit below which nearby clusters cannot remain
dynamically independent. At the same time, we should keep in mind that the tolerance of
the adaptation process is also a parameter affecting the stabilization of the clusters in the
long term.

2.3.3 Neurons encoding for multiple stimuli

So far we have only considered cases in which external inputs were spatially segregated,
meaning that each input targets a separate group of neurons. We now consider the possi-
bility that a sub-group of neurons can encode two stimuli at the same time, thus exhibiting
a simple form of "mixed selectivity" often observed in neurons in the prefrontal cortex of
primates during the performance of memory related tasks [316, 295]. In particular, we
study the case in which a sub-group of neurons responds to two distinct stimuli. For il-
lustration we start by considering two stimuli presenting an overlap over eight neurons,
see protocol in Fig. 2.7(a). To facilitate the formation of the connections we now strictly
alternate the areas stimulated and keep a short resting period between each stimulation.
This experiment is similar to the one carried out in the previous chapter in Fig. 1.10.

The results depicted in Fig. 2.7(b) are similar to the observations reported before with
the formation of two clusters due to the adaptation to the stimuli (see matrix (1”)). The
only difference is that in this case a few neurons – those who receive overlapping inputs
– become structural hubs. During the consolidation stage, these putative hub neurons
associate with one of the two clusters decoupling from the other one but tend to remain
connected with the other hubs as shown in matrix (1” ’). Regarding the spiking dynamics,
at the end of the training period, the hubs behave as a third independent cluster, by firing
at an intermediate time between the two clusters, see raster plot (2”). Although at the end
of the consolidation stage they finally become synchronized with one of the two clusters,
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see raster plot (2” ’). Therefore, this may question on the possibility of exhibiting persistent
mixed selectivity with such a model even if the hubs still present structural connections
among them. However when increasing the size of the overlap, the two clusters are more
likely to become synchronized with each other. This consequently raises the question of
what is the largest size of the overlap that allows the two clusters to remain distinct at the
end.

(a)

(b)

Figure 2.7: Entrainment of a networks of excitatory and inhibitory θ-neurons with two
overlapping stimuli. (a) Schema of the experiment protocol showing that the two presented
stimuli involve 8 shared neurons. (b) The results are given at different instants of the
simulation. The time labels and the graphs have the same significance and content as
in Fig. 2.3. Note that the inhibitory neurons and the putative hub neurons are sorted
by phases at time T3 for visualization purposes. The cyan, magenta and green brackets
represent clusters 1, 2 and the hubs respectively when they are visible in weight matrices
and raster plots.

To address this question, we generalize the protocol by increasing the number of hubs
NH (neurons that receive both inputs) and the number of inhibitory neurons NI in the
network. For each combination of overlap and number of inhibitory neurons, we observe
whether the final network still exhibits two spatially segregated clusters, or if they merge
into an all-to-all connected network. The results of this analysis are reported in Fig. 2.6(b):
the orange (purple) region refers to the stability (instability) region of the two clusters.
As a first constraint observed, the number of excitatory neurons in each cluster cannot be
smaller than the number of hubs, i.e. of the number of excitatory neurons shared with the
other cluster. Otherwise the hubs would become the dominant cluster leading to synchrony
between all excitatory neurons. Furthermore, the number of inhibitory neurons required
to maintain the two clusters segregated should be at least twice the number of hubs (NI ≥
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2NH). The reason is that to avoid global synchrony, each module needs to compensate
for the excitatory links shared with the other cluster via a similar amount of inhibitory
links. Therefore the minimal number of inhibitory neurons required to stabilize the two
clusters with NH overlapping neurons is NI = 2NH + 1, where an extra inhibitory neuron
is needed to maintain the repulsion between the two excitatory modules as previously
observed in Fig. 2.6(a). This argument can be generalized to M clusters, giving rise to
the following rule NI = (NH + 1) ∗ M − 1, where the NH hubs encode for all the M
stimuli. However, for sufficiently large NI , namely NI >

2
5N , due to the first constraint

discussed above, the minimal number of inhibitory neurons needed to observe the two
clusters becomes NI = N − 3NH . For an arbitrary number of clusters M , this rule
generalizes as NI = N − (M + 1) ∗ NH . This limit is further confirmed by the analysis
reported in Fig. A.16 appendix A.3, where we repeat the experiment shown Fig. 2.7 by
reducing the number of inhibitory neurons from NI = 20 to NI = 16. In this case, since
the minimal number of required inhibitory neurons should be 17, to maintain 2 clusters
with 8 hubs, the two clusters indeed merge into an unique one.

Similarly to Fig. 2.4(b), these experiments have been reproduced several times with
randomised initial conditions. Here the Kuramoto-Daido order parameters allow to quan-
tify over different realizations if the two clusters remain stable in the network during and
after the learning depending on the number of hubs and inhibitory neurons. Again, these
analyses gave negligible variations confirming the robustness of the results.

2.3.4 Memory storage and recall are controlled by the inhibitory neu-
rons

In this last experiment, we start from previous results showing that the connections be-
tween excitatory neurons are quite volatile in the absence of learning and that inhibitory
connections control for the long-term storage of memories in the cortex [272]. We consider
the scenario in which the excitatory clusters formed in the first experiment of Fig. 2.3 have
disappeared due to the volatility of the excitatory connections (e.g. due to new stimulation
patterns), while the connections involving inhibitory neurons are maintained since they are
more stable. Specifically, we select random connections between the excitatory neurons,
while the connectivity involving the inhibitory neurons conserves the values induced by the
original learning process. Then we examine the response of the network with this altered
connectivity matrix to a brief recall of the stored memory patterns. The schema summa-
rizing the stimulation protocol and the results of this experiment are shown in Figs. 2.8(a)
and 2.8(b).
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(a)

(b)

Figure 2.8: Memory recall experiment for a network of excitatory and inhibitory θ-neurons.
(a) Schema of the pattern recall experiment. (b) The results are given at different instants
of the simulation. The time T0 corresponds to the beginning of the simulation before the
stimulations, after a transient period tt = 100 has been discarded. Time T1 corresponds
to the stimulation of the first pattern (from time t = 200 to time t = 205) followed by
the recall of this one. Time T2 corresponds to the stimulation of the second pattern (from
time t = 400 to time t = 405) followed by the recall of this one. The graphs have the
same significance as in Fig. 2.3. The cyan and magenta brackets represent clusters 1 and
2 respectively when they are visible in weight matrices and raster plots.

First of all we observe that when no stimulation is applied to the system, the network
is in a relatively synchronized state as shown by the raster plot (2) at time T0. Therefore,
the information stored in the network, corresponding to two segregated memory patterns,
is not evident from the temporal evolution of the neurons. However, when one of two
patterns is presented at times T1 and T2 this induces an initial increase in the spiking
rate of the stimulated neurons and shortly after, the desynchronization of the inhibitory
neurons associated to the stimulus from the rest of the population for a brief time interval
(see raster plots (2’) and (2”)). This leads to a transient re-emergence of the stored memory
pattern, reflecting an activity that is almost in anti-phase with the activity of the excitatory
neurons associated to other patterns. These results show that for a specific pattern to be
recognized it is sufficient that memories are stored in the connections associated with the
inhibitory neurons.
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2.4 Summary and conclusions

The neural networks of animals, from the simple nervous system of the worm Caenorhab-
ditis elegans to the mammalian brain, display modular architectures at different scales
of organization [402, 179, 247, 277, 265, 395, 421, 216, 42, 44]. In this chapter we have
investigated the formation and the consolidation of neural assemblies as driven by the en-
trainment to different inputs in networks of oscillatory θ-neurons. Previous analyses, in
particular in Chapter 1, have shown that learning and adaptation could generate modular
networks [349, 100, 388, 39], but as it is common practice in artificial neural networks,
those studies overlooked some fundamental biological constraints. Here, we have shown
that satisfying Dale’s principle – i.e. the distinction between excitatory and inhibitory
neurons – is crucial for the consolidation of stimulus-driven neural assemblies. Further-
more, at variance with other popular models of learning where the synaptic weights and
the neural activity are frozen once the training phase is finalized, we allowed for a sponta-
neous activity of the adaptive network even after the training was finished, thus mimicking
a more biologically realistic scenario. We have found that during this post-training phase
the learned memories are consolidated, provided the network is made of both excitatory
and inhibitory neurons. Indeed, if the network contains only excitatory neurons, then the
learned memories are lost during to the post-learning phase. Moreover, if the network
contains excitatory and inhibitory synapses, but Dale’s principle is violated, the network
ends in a state in which the emerged synaptic connectivity does not correspond to the
encoded stimuli.

In conclusion, the formation of modular structures is induced by the spatio-temporal
correlations of the stimuli applied to the network and by the resulting adaptation mecha-
nism, thus maintaining a certain synchrony within them. By preserving a specific dynam-
ics to each cluster, the inhibitory neurons allow to maintain and consolidate the
learned structure over the long-term. Also in Fig. 2.8(b), we have proved that the
learned items are stored in the connections involving the inhibitory neurons and so these
links are sufficient to recall or recognize information as in AI systems.

Furthermore, we have shown that the number of inhibitory neurons controls
the memory capacity of the network. Indeed, Fig. 2.6(a) shows that the number of
inhibitory neurons is related to the number of different neural assemblies that can keep
independent dynamics and, therefore, be stored over the long-term. Similarly, we have
shown in Fig. 2.6(b) that the number of inhibitory neurons also controls the maximal
number of neurons which can code different items at the same time.

Despite the efforts performed in this chapter to fulfil several biologically plausible con-
strains, some aspects of the model could be further improved. For example, a more re-
alistic scenario could replace the θ-neuron model here employed by spiking neurons with
STDP plasticity. The learning rule considered here corresponds to the basic paradigm
of an Hebbian rule implying that "cells that fire together, wire together" [174] and de-
pends on the difference of the phases associated to each neuron in a continuous manner.
By employing this rule, since synaptic potentiation occurs only when two phases match
within a quite narrow window, we have shown that a lack of precision in the measure-
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ments of the phase difference can have a real impact. In particular, we have shown how
this lack of precision can limit the number of memory items that can be effectively stored
in the long term, in Fig. A.12 appendix A.3. Another crucial element of the model is
the presence of two time scales associated to the evolution of the synaptic weights, a
faster adaptation during the learning phase and a slower plasticity evolution during rest.
While this choice is justified by several indications that learning and consolidation pro-
cesses may occur simultaneously or sequentially in the brain characterized by different
time-scales [122, 344, 371, 89, 118, 300, 278, 274], it is still unclear how the brain itself
solves this problem and avoids the loss of learned memories given the fact that synapses
are permanently susceptible to adaptation. Better understanding of the biological mech-
anisms will allow to define more realistic adaptation rules in the models. The following
chapter will attempt to bring further biological constraints to the model while resolving
these issues.
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The previous chapter emphasized the role of inhibitory neurons to maintain neural
assemblies in networks of θ-neurons. In this chapter, we aim to reproduce these findings
with spiking neural networks admitting more realistic dynamics and closer to biological
networks. We will notably show how long-term memory consolidates thanks to spontaneous
recall provided by dual STDP inhibition, in other words two populations of inhibitors
subject to different plasticity functions.

3.1 Introduction

Long-term memory (LTM) refers to the ability of the brain to store and retrieve information
over an extended period of time, ranging from a few minutes to several decades [261, 356].
These memories are stored in various regions of the brain, including the hippocampus
which may be responsible for consolidating new memories [145, 221], and the cortex which
stores long-term memories for a lifetime [51]. The process of encoding LTM is complex
and involves various neural mechanisms such as synaptic plasticity and neurochemical
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changes [49, 253]. In particular, as demonstrated in previous chapters, inhibitory STDP
plays a crucial role in adaptation processes of the brain in order to shape and preserve the
structure of the network according to the correlations between inputs [7, 212, 214].

Specifically, the process of maintenance and consolidation of LTM involves a complex
set of neural and molecular mechanisms that allow new information to be retained over
extended periods of time. First of all, the new encoded information, initially fragile and
subject to interference, must be stabilized to be maintained over time [261]. To do this,
a reorganization of neuronal connections can occur, characterized by the synthesis of new
proteins and the modification of gene expression [206]. Thus, different stages of consolida-
tion occurring over different time frames (i.e. minutes to hours, days to weeks, and even
months to years) are carried out in different brain regions, notably in the hippocampus,
which plays a particularly important role in the early stages of consolidation [355, 124].
Finally, other factors influence memory consolidation, such as sleep, stress, emotions and
attention, by modulating the activity of neurotransmitters, hormones and other signaling
molecules [262, 364, 200].

In particular during sleep and rest (i.e., no task activity), short phases of partially
synchronous activation or series of sequence activation, which can be likened to spontaneous
recall or replay of learned information, occur promoting memory consolidation [166, 364,
372]. Spontaneous or internal recall refers to the retrieval of information without intentional
effort to remember or the action of external cues. It can occur in response to internal
triggers such as thoughts or emotions. These triggers can activate memory associations that
lead to the retrieval of relevant information [329, 28]. These internal recalls of long-term
memory can also be influenced by factors such as mood and attention [55, 91]. In contrast,
we define the conscious or external recall, which is generally associated with the intentional
retrieval of information from long-term memory, often facilitated by external retrieval cues
(e.g. sensory inputs) [383, 202]. This process may refer to explicit memory, also known
as declarative memory, involving the conscious recall of past events and facts [356]. In
particular, the capacity to express accurate external recalls is influenced by the specificity
of the retrieval cues, the level of prior knowledge and the strength of the memory trace [318,
260].

Although these short epochs of partially synchronous activity associated with memory
recall may occur, in contrast to the partially synchronous and regular dynamics observed
with the phase models in the previous chapters, neurons of the cortex generally admit
asynchronous irregular (A-I) dynamics during the resting-state of the brain [362]. This
state, often observed in the neocortex, is thought to facilitate flexible information process-
ing by allowing the simultaneous integration of multiple sensory streams and the formation
of new associations between pieces of information [2, 68, 146].

However, precisely how inhibition enables the creation, maintenance and consolidation
of LTM as well as how this relates to spontaneous recall, is still unclear. Although such
recall has been observed in several studies using spiking neural models [9, 62, 271], it is
generally associated with working memory and does not necessarily occur in a spontaneous
way. Moreover, it remains questionable how the A-I state, although also observed inde-
pendently in several computational studies [119, 60, 312, 394, 399], can coexist with these
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spontaneous recalls. The aim of this chapter is first to investigate how inputs can be
learned to shape modular structures through synaptic plasticity and inhibition
in a similar way to the previous chapters, but now with spiking neurons. Then, the
objective is to understand how to maintain these LTM in an A-I state dynamics
by adding a few biological constraints. In particular, we focus on the role of inhibition
on the emergence of spontaneous internal recall, promoting the consolidation of the
structures.

The chapter is organized as follows. After introducing the subject, a description of
the methods employed for the modelling of the neural network and its quantification is
given in Sec. 3.2. Then, we investigate the conditions necessary for learning modular
structures and admitting spontaneous recalls of them during resting-state, emphasizing
the role of inhibition in this process in Sec. 3.3.1.1 and 3.3.1.2. We also generalize these
results to different number of clusters. In a second part, we focus on the effective role of
these spontaneous recalls, especially for the maintenance and consolidation of the learned
structure in Sec. 3.3.2. It appears again that inhibitory links are decisive for the emergence
and re-emergence the memory items. Thereafter, we also study formation and consolidation
of overlapping memories in Sec. 3.3.3. The last results are devoted to the provocation of
induced external recalls in particular to better understand how recall appears in Sec. 3.3.4.

3.2 Methods

This section describes the spiking neuronal network model governing the dynamics of the
neurons, as well as the learning rules used for the adaptation of synaptic weights. Then,
a number of measurements are given to quantify the states of the network throughout the
different simulations.

3.2.1 Spiking neuronal network model

The action potentials of biological neurons, accurately described by the Hodgkin-Huxley
model [181], can also be represented by a wide range of Spiking neural network (SNN)
models. These models are described as the third generation of neural networks [248,
424], due to their increased efficiency in computational processing of spatial and temporal
information compared to the first two generations (i.e., the perceptron [322] and non-linear
neural networks [324]) commonly used in machine learning. Moreover, a major difference
in this type of network is that each neuron admits a potential which evolves as a function
of the sum of the spikes coming from the pre-synaptic neurons, and when it reaches a
threshold, the neuron fires [248]. In the previous chapters, we modelled this potential
as the phase of the neurons/oscillators. Finally, it should be noted that SNN with both
excitatory and inhibitory populations are more biologically realistic and can exhibit more
complex dynamics [248, 360].

Consequently, throughout this chapter, we consider an excitatory-inhibitory neural
network made of heterogeneous QIF neurons [61, 170, 235]. This model is a type I neuron,
characterized by a saddle-node bifurcation on a invariant circle (unlike the Hodgkin-Huxley
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model which is a type II neuron with a sub-critical Hopf bifurcation) and which only
produces action potential patterns and omits certain aspects such as gating variables [144].
Although it is less physiologically accurate, it is significantly less computationally expensive
and easier to compute and study. The θ-neuron model from Chapter 2 can be mapped to
each other, which facilitates comparisons.

Unless specified, the network is composed of 80% of excitatory neurons and 20% of
inhibitory neurons as is commonly accepted in the human cortex [214, 242, 272]. This
network is composed of three different populations of neurons:

• A population of excitatory neurons following a Hebbian learning as in Chapter 2.

• A population of inhibitory neurons following a Hebbian learning as in Chapter 2.

• A population of inhibitory neurons following an anti-Hebbian learning.

The fact of having two populations of inhibitory neurons can be supported first by
the large variety of subclasses of GABAergic cells present in the brain [1] and secondly
by the studies highlighting the predominant role of both feedback [231] and feed-forward
inhibitions [230] in learning. Therefore, the evolution of the membrane potential Vi of each
neuron (i = 1, ..., N) is described by the following equation:

τmV̇i = V 2
i (t) + ηi + geS

e
i (t) + ghiS

hi
i (t) + gaiS

ai
i (t) + Ii(t) + ξi(t) (3.1)

where the synaptic inputs Sei (t), S
hi
i (t) and Saii (t) (for excitatory, Hebbian inhibitory and

anti-Hebbian inhibitory inputs respectively) of the neuron i are given by:

τ ed Ṡ
e
i = −Sei +

τ ed
Ne

Ne∑
j

wijδ(t− tj) (3.2)

τ id
˙Shii = −Shii +

τ id
Nhi

Nhi∑
j

wijδ(t− tj) (3.3)

τ id
˙Saii = −Saii +

τ id
Nai

Nai∑
j

wijδ(t− tj) (3.4)

where τm = 0.02s is the membrane time constant, τ ed = 0.002s and τ id = 0.005s the
time decay for the excitatory and inhibitory neurons, ηi ∼ N (0.0, (πτm)2) (to maintain
an average neuron frequency at rest of around 1Hz) the excitability parameter, N =

Ne + Nhi + Nai = 100, Ne = 80, Nhi = 10 and Nai = 10 respectively the number of
excitatory and Hebbian and anti-Hebbian inhibitory neurons, ge = 100, ghi = 200 and
gai = 400 the global coupling strength for the excitatory neurons and Hebbian and anti-
Hebbian inhibitory neurons. The coupling weights from neuron j to i is depicted by wij , tj
is the time of spike of the j-th neuron, and δ(t) is the Dirac delta function (corresponding to
δ-spikes). Finally, Ii(t) = {0, (50πτm)2} (to obtain neurons with a frequency of 50Hz when
stimulated) is an external input current and ξi(t) ∼ N (0.0, (4πτm)2) (to have a neuron
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frequency variability around 4Hz) is a Gaussian noise. We note that these noise and
excitability values allow for relatively heterogeneous neurons admitting δ waves rhythms
(0.5–4 Hz) to θ waves rhythms (4–8 Hz) typically characteristic of sleep states [3, 104, 140].
On the contrary, when an external input current is applied to the neurons, they admit high
frequency oscillations of γ rhythm characterizing a high-order perceptual activity [177, 370].

As before, we consider a fully connected network without self-connections. We integrate
the Eqs. (3.1), (3.2), (3.3) and (3.4) using the Euler method. Whenever Vi(t) reaches the
peak value Vp = 10, the neuron i emits a spike (after a time of 1

Vi
τm seconds) and its

membrane voltage is reset to Vr = −10 after a certain refractory period 2
Vi
τm seconds to

compensate with the approximation Vp = −Vr = 10. These periods are equivalent to the
theoretical time intervals to reach Vi(t) =∞ from Vi(t) = 10 and to pass from Vi(t) = −∞
to Vi(t) = −10 [369].
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3.2.2 Plasticity functions

Figure 3.1: Plasticity and soft bound functions. (a) Plasticity function for Hebbian STDP
asymmetric (in dashed magenta), the forgetting function (in dashed cyan) and the combina-
tion of the two functions defined in Eq. (3.7) (in black). (b) Plasticity function for Hebbian
STDP symmetric (in dashed magenta), the forgetting function (in dashed cyan) and the
combination of the two functions defined in Eq. (3.8) (in black). (c) Plasticity function
for anti-Hebbian STDP symmetric (in dashed magenta), the forgetting function (in dashed
cyan) and the combination of the two functions defined in Eq. (3.9) (in black). (d) The soft
bound functions for excitatory neurons with potentiation function in red (tanh(λ(1−wij)))
and depression function in blue (tanh(λwij)). (e) The soft bound functions for inhibitory
neurons with potentiation function in red (tanh(λ(−wij))) and depression function in blue
(tanh(λ(wij + 1)).

Regarding the adaptation of the weights wij , we use STDP rules depending on the time
difference ∆t = ti−tj between the last spikes of the post-synaptic neuron i and pre-synaptic
neuron j neurons. The plasticity functions Λ+(∆t) and Λ−(∆t) from Eqs. (3.5) and (3.6)
for potentiation and depression respectively, depend on the nature of the pre-synaptic
neuron.

Λ+(∆t) =

{
Λ(∆t), if Λ(∆t) ≥ 0

0, if Λ(∆t) < 0
(3.5)

Λ−(∆t) =

{
0, if Λ(∆t) ≥ 0

Λ(∆t), if Λ(∆t) < 0
(3.6)
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For excitatory neurons we use a Hebbian STDP asymmetric function commonly used
in the literature [46, 160, 211, 214, 246, 328] described by Eq. (3.7) and by Fig. 3.1 (a).
This function potentiates the weights of the neurons spiking in a causal way. In other
words, when the pre-synaptic neuron emits a spike before (after) the post-synaptic neuron,
the synaptic weight increases (decreases) [76].

Λ(∆t) =

A+e
− ∆t
τ+ −A−e

− 4∆t
τ+ − f, for ∆t ≥ 0

A+e
4∆t
τ− −A−e

∆t
τ− − f, for ∆t < 0

(3.7)

with the time constants τ+ = 0.02s and τ− = 0.05s, the amplitudes A+ = 5.296 and
A− = 2.949. The forgetting term f = 0.1 allows to have a constant small depression of
the weights whatever the spike timing difference. It models the natural, constant and slow
forgetting of memories [172, 412].

For Hebbian inhibitory neurons we use a Hebbian STDP symmetric function [214, 230,
246, 297, 400] described by Eq. (3.8) and by Fig. 3.1 (b). This function takes the form of
a Ricker wavelet (or Mexican hat) function, potentiating (depressing) weights of neurons
spiking in a correlated (uncorrelated) way.

Λ(∆t) = A(1− (
∆t

τ
)2)e

−∆t2

2τ2 − f (3.8)

with the time constant τ = 0.1s, the amplitude A = 3 and the forgetting term f = 0.1.
For anti-Hebbian inhibitory neurons we use an anti-Hebbian STDP symmetric func-

tion [143, 219, 214, 231, 303] described by Eq. (3.9) and by Fig. 3.1 (c). This function takes
the form of a reverse Ricker wavelet (or Mexican hat) function, potentiating (depressing)
weights of neurons spiking in a uncorrelated (correlated) way.

Λ(∆t) = −A(1− (
∆t

τ
)2)e

−∆t2

2τ2 + f (3.9)

with the time constant τ = 0.1s and the amplitude A = 3. In this case, the forgetting term
f = 0.1 allows to have a constant small potentiation (the rule being anti-Hebbian) of the
weights whatever the spike timing difference.

3.2.3 Adaptation of synaptic weights

Now that we have defined the plasticity functions according to the nature of the neurons,
we describe the equations governing the evolution of synaptic weights. We update the
weights accordingly when one of the two neurons spike.
If the pre-synaptic neuron j is excitatory, the weights evolve according to:

τlẇij = [tanh(λ(1− wij)) ∗ Λ+
e (∆t) + tanh(λwij) ∗ Λ−

e (∆t)] (3.10)

If the pre-synaptic neuron j is Hebbian inhibitory, the weights evolve according to:

τlẇij = [tanh(λ(−wij)) ∗ Λ+
hi(∆t) + tanh(λ(wij + 1)) ∗ Λ−

hi(∆t)] (3.11)
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If the pre-synaptic neuron j is anti-Hebbian inhibitory, the weights evolve according to:

τlẇij = [tanh(λ(−wij)) ∗ Λ+
ai(∆t) + tanh(λ(wij + 1)) ∗ Λ−

ai(∆t)] (3.12)

with τl = 0.2s the learning time scale for the adaptation, Λ+
e and Λ−

e the plasticity functions
associated with the excitatory neurons for potentiation and depression respectively, Λ+

hi and
Λ−
hi the plasticity functions associated with the Hebbian inhibitory neurons for potentiation

and depression respectively and Λ+
ai and Λ−

ai the plasticity functions associated with the
Hebbian inhibitory neurons for potentiation and depression respectively.

The parameter λ = 100 controls the slope of the soft bound functions tanh. These two-
sided non-linear bounds represented in Fig. 3.1 (d) and (e) allow in a first place to maintain
weights |wij | between zero and one by having a synaptic depression dominating the po-
tentiation for large weights and reciprocally [345, 393]. In other words, these functions
work as a saturation of the weights depending on the current state of the weights [199].
In a second place, the steep slope of the function (controlled by λ) guarantee a sufficiently
important dynamics even for large weights [158]. In this sense, the functions used are at
the limit between a soft and a hard bound.

We note that in this case, contrary to the models in the previous chapters, the weight
adaption does not admit two learning timescales. Here, the firing rate of the neurons
indirectly impacts the adaption rate. Nevertheless, synaptic weights remain continuously
subject to adaptation, unlike in conventional AI systems.

We integrate the equations Eqs. (3.10), (3.11) and (3.12) with the Runge-Kutta fourth
order method. All network parameters are summarized in Table 3.1.

3.2.4 Quantification measurements

To quantify the degree of synchronisation of the network or parts of it, we use the
Kuramoto-Daido order parameters defined in Eq. 1.3. To calculate the phase θj of neuron
j at time t, we proceed in the following way:

θj(t) =
2π(t− tj(n))

(tj(n+ 1)− tj(n))
(3.13)

with tj(n) the last firing time of neuron j at time t and tj(n + 1) the next firing time of
neuron j at time t (i.e. tj(n) ≤ t ≤ tj(n+ 1)).

To study the metastability of the network we compute the free energy landscape as
follow:

F (R) = − logP (R) (3.14)

where P (R) is the probability density function (PDF) of the Kuramoto order parameter
R.

The frequency of a neuron j is calculated as its mean firing rate in the following manner:

νj =
nspj
T

(3.15)
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Table 3.1: Parameters for the network of QIF neurons.

Parameters Values
N 100

Ne 80

Nhi 10

Nai 10

ge 100

ghi 200

gai 400

η N (0.0, (πτm)2)

I(t) {0, (50πτm)2}
ξ(t) N (0.0, (4πτm)2)

Vp 10

Vr −10

τm 0.02s
τ ed 0.002s
τ id 0.005s
τl 0.2s
τ+ 0.02s
τ− 0.05s
τ 0.1s
dt 0.001s
A+ 5.296

A− 2.949

A 3

f 0.1

λ 100

with nspj the spike count in an time interval of duration T . For a population of Np neurons,
we can compute its average activity during the time interval T :

A =
1

Np

Np∑
j=1

νj (3.16)

Finally, to quantify the degree of variation of a neuron j, we calculate its coefficient of
variation in the following manner:

CVj = σj/µj (3.17)

with the mean (µj) and standard deviation (σj) of the interspike intervals (ISIs) of neuron
j. ISIs are the time intervals between successive spikes of this neuron.
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3.3 Results

The aim of this chapter was to investigate the formation and long-term consolidation of
modular architectures associated with memory items in spiking neural networks induced
by learning to selective external stimuli. We first study the conditions necessary for the
emergence and spontaneous recall of neural assemblies driven by the learning to selective
stimuli. Therefore, we compare the efficacy of Hebbian and anti-Hebbian learning rules for
the inhibitory neurons in an example of two-stimulus. These results are then generalized
to an arbitrary number of stimuli. Secondly, we investigate the properties of spontaneous
neural activity after the learning phase and the role of spontaneous recall in order to
consolidate and maintain the learned memories. These spontaneous recalls are also studied
in networks without structural modules and in networks admitting overlapping memories.
Lastly, we investigate the reactivation of memory by externally induced short recalls of the
learned memories.

3.3.1 How to learn and recall modular structures: the need for dual
STDP inhibition

We begin by studying the conditions in terms of the number of inhibitory neurons and
their plasticity rule (i.e. Hebbian and anti-Hebbian) to on the one hand, guarantee a
correct learning. In other words, the creation of well-formed and clearly decoupled modules.
On the other hand, these conditions must ensure the possibility in the resting-state (i.e.
spontaneous activity without external stimulation), to observe realistic activity with low
firing frequency, asynchronous irregular spikes and with spontaneous recalls of learned
patterns characterized by random epochs close to synchrony in clusters.

We consider networks made of 100 heterogeneous neurons with excitabilities ηi ran-
domly distributed according to a normal distribution N (0.0, (πτm)2). The initial mem-
brane potential of the neurons are randomly selected in the interval [−10, 10]. The weights
are randomly distributed in the range wij ∈ [0, 1] when the neuron j is excitatory and in
the range wij ∈ [−1, 0] when the neuron j is inhibitory according to a normal distribution
∼ N (0.0, 0.2). At this stage, the experiment consists in learning 2 distinct memory items
(modules).

3.3.1.1 Learning protocol

The typical stimulation protocol is illustrated in Fig. 3.2 (a). Initially, a period of spon-
taneous activity of 5s is considered in order to allow the system to relax to low frequency
resting-state. Then, a learning phase follows during which one of the two groups is ran-
domly chosen among 2 populations and stimulated by a constant external positive current
(to obtain neurons with a frequency of 50 Hz) during a fixed period of 0.8s while the rest
of the network remain unstimulated. The stimulation is stopped during a transient period
of 0.2s and the process restart for a duration of 35s. This transient period allows for more
qualitative learning by preventing temporal correlations when changing the stimulated
population. The first population correspond to the first half of the excitatory neurons (i
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= 1, 2, . . . , 40) and the first half of the inhibitory neurons (i = 81, 82, . . . , 90), and
the other one to the second half (i = 41, 42, . . . , 80) and (i = 91, 92, . . . , 100).
Unless otherwise specified, each population of inhibitory neuron is composed of an half of
Hebbian inhibitors and an half of anti-Hebbian inhibitors. The external stimulation of the
excitatory neurons can be seen as incoming sensory inputs, while the stimulation of the
inhibitory neurons as higher-level signals from the hippocampus promoting consolidation
of memories [355, 124].

Finally, after the learning phase the network is left to evolve spontaneously. During
this post-learning phase no neurons are stimulated but the adaptation remains active. In
addition to the variation of the previously described parameters subject to stocasticity, the
main experiment is repeated for six different variations:

• A network of only excitatory neurons

• A network made of excitatory neurons and inhibitory neurons (only Hebbian)

• A network made of excitatory neurons and inhibitory neurons (only anti-Hebbian)

• A network made of excitatory neurons and inhibitory neurons (Hebbian and anti-
Hebbian)

• A network made of excitatory neurons and inhibitory neurons (Hebbian and anti-
Hebbian) where only excitatory neurons are stimulated

• A network made of excitatory neurons and inhibitory neurons (Hebbian and anti-
Hebbian) where only inhibitory neurons are stimulated

During the initial period of spontaneous activity (see time column T0 in Fig. 3.2), we
observe asynchronous irregular states with low firing rates in raster plots (2) at time T0
in all cases except in panel (b) where there is no inhibition. Indeed, the random and weak
connectivity of matrices (1) at time T0 favours this random dynamics in addition to the
noise and heterogeneity present. However, without inhibition, the spikes of the excitatory
neurons induce the other neurons to discharge and so on, without the possibility of reducing
their action potential using the balancing effect of inhibition.

During the learning phase at time T1, without any inhibition (in Fig. 3.2 (b)), we
observe that when one group of excitatory neurons is stimulated, the neurons of the other
group continue to spike (see raster plot (2)). In addition, due to the weak synaptic links
present between the two populations at the beginning of the simulation, the stimulation
of one group causes the firing of the other one. This reinforces the links between these
populations leading to a fully coupled matrix without structural modules (see weighted
connectivity matrix (1) at times T1 and T2). Therefore the formation of modular structures
is impossible under these conditions.

Simulations of Fig. 3.2 (c) appear to show that adding inhibitory neurons subjected
to Hebbian plasticity overcome this issue. During the stimulation of the populations, this
inhibition allows to shut down the firing of the neurons of the opposite cluster while the
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firing rate of the stimulated neurons increase, and so not implying correlations between
different items (see raster plot (2)). This leads to the emergence of two modular structures
(see weight matrices (1) at times T1 and T2) among the excitatory neurons where each
group projects in a feed-forward manner on a group of inhibitory neurons. Thus, the in-
hibitory neurons split also in two groups and each projects on the excitatory and inhibitory
neurons of the opposite cluster. Therefore, these results show that each module need to
be associated to at least one inhibitory Hebbian neuron to be correctly learned.

We see during simulations of Fig. 3.2 (d) that with inhibitory anti-Hebbian neurons, we
can have somewhat similar results. During stimulation these inhibitors seems to perform
the same role by reducing the firing of the not targetted neurons (see raster plot (2)).
Nevertheless, this is only due to the weak connections present between the two populations
allowing these neurons to inhibit both populations. With the formation of the two modular
structures among the excitatory neurons as before (see weight matrices at times T1 and
T2), the inhibitory neurons are also divided in two modular structures where each one
projects on the excitatory neurons of its group contrary to the previous case. However,
there are still small connections between these modules and so this condition does not
guarantee complete decoupling between modules.

Using both types of inhibition in Fig. 3.2 (e), we achieve the emergence of two modular
structures as in panel (c). The main difference is the presence of two populations of
inhibitory neurons associated with each cluster (see weight matrices at times T1 and T2),
corresponding to the Hebbian inhibitory neurons as in panel (c) and the anti-Hebbian
inhibitory neurons as in panel (d). This confirms that at this stage of the experiment,
inhibitory Hebbian neurons seem to be the necessary ingredient to ensure a correct learning.

In order to test the necessity of stimulating both populations of neurons, the inhibitory
neurons are not stimulated in Fig. 3.2 (f). We observe similar results to those in Fig. 3.2
(b) when inhibitory neurons are not present. Indeed, although present, very few inhibitory
neurons fire and with a low firing rate. This is notably due to the inhibitory to inhibitory
(I-I) links that reduce their activity and the fact that the small excitatory to inhibitory
(E-I) links originality present rapidly disappear under the effect of plasticity. This lack of
inhibition leads to a high firing of the unstimulated groups for the reasons stated above (see
raster plot (2)). As a consequence, the network ends up with excitatory neurons all-to-all
coupled (see weighted connectivity matrix at times T1 and T2). This supports the choice
of applying stimuli on the inhibitors to balance the action of the external current on the
exciters and to facilitate the associations between the different populations in each cluster.

In the opposite case, when only inhibitory neurons are stimulated, in Fig. 3.2 (g), we
observe somewhat the inverse phenomenon. Indeed, when a group of inhibitory neurons
is stimulated during the learning phase, their firing shuts down all the other neurons in
the network as depicted in raster plot (2). This allows to create correlations between
stimulated inhibitors and thus the formation of structures between them (see weighted
connectivity matrix at times T1 and T2). However, the excitatory neurons do not split
into modules (i.e., in excitatory to excitatory (E-E) links) and E-I connections are non-
existent. Therefore, the learning of modular structures with this model seems impossible
without stimulating both types of neuron populations.
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Figure 3.2: Learning of 2 stimuli in networks of QIF neurons. (a) Experimental protocol
consisting of the stimulation of two non-overlapping neuronal populations of QIF neurons
with plastic synapses. Stimuli are presented in temporal alternation. (b) Results for a net-
work with 100% of excitatory neurons. (c) Results for a network with 80% of excitatory
and 20% of Hebbian inhibitory neurons. (d) Results for a network with 80% of excitatory
and 20% of anti-Hebbian inhibitory neurons. (e) Results for a network with 80% of excita-
tory and 20% of inhibitory neurons (including 10% of Hebbian and 10% of anti-Hebbian).
(f) Results for a network with 80% of excitatory and 20% of inhibitory neurons (including
10% of Hebbian and 10% of anti-Hebbian) where only excitatory neurons are stimulated.
(g) Results for a network with 80% of excitatory and 20% of inhibitory neurons (including
10% of Hebbian and 10% of anti-Hebbian) where only inhibitory neurons are stimulated.
The results are reported at different moments of the stimulation. The time T0 corresponds
to the beginning of the simulation before the learning phase. The time T1 corresponds
to an early moment during the learning phase. Time T2 corresponds to the end of the
learning phase and the beginning of the resting-state. Panels (1) represent the weight
matrices at times T0, T1 and T2: the color denotes if the connection is excitatory (red)
or inhibitory (blue) or absent (white). Panels (2) are raster plots during the simulation,
displaying the firing times of excitatory (red dots) and inhibitory (blue dots) neurons. The
cyan and magenta brackets represent clusters 1 and 2 respectively when they are visible in
weight matrices and raster plots.

3.3.1.2 Post-learning resting-state

During the post-learning resting-state (time column T2 in Fig. 3.2), the inhibitory anti-
Hebbian neurons play a major role. First, we observe that they significantly reduce the
firing rate of neurons in their cluster, thus preventing an explosion of network activity
(see raster plot (2) of panel (d)). On the contrary with Hebbian inhibitory neurons in
panel (c) or without inhibition in panel (b), we clearly observe an explosion of the firing
rate of the neurons in raster plots (2). Also, this "feedback inhibition" allows the neurons
of the module to admit a certain degree of synchronization between them (degree highly
depending on the associated global coupling).

Instead, in panels (f) and (g), it is the Hebbian inhibitory neurons that reduce excita-
tory firing. Indeed, since most excitatory neurons are not associated with inhibitors (i.e.
no E-I connections), they receive inhibition from all Hebbian ones through maintained
inhibitory to excitatory (I-E) connections. In this sense, in both cases, we can observe
states of A-I firing with some epoch of synchrony of all excitatory neurons (since no struc-
tural modules are formed) in raster plot (2). The synchrony is logically more global in
panel (f) than in panel (g) because the coupling weights are stronger. Finally, while in
panel (f) the structural modules were not present in any connections (neither in E-E, E-I,
I-E or I-I connections), the experiment of panel (g) shows that I-I connections are not
sufficient to induce spontaneous recalls of both clusters.
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Coming back to panel (c), the presence of Hebbian inhibitory neurons in each module
allows them not to spike at the same time by repulsing the others when a module spikes
and thus not to have synchronization between the modules at rest. However, alone this
inhibition tends to completely stop the firing of the other modules and causes a single mod-
ule to spike with a high firing in the manner of a "winner-takes-all" (see raster plot (2) of
panel (c)). Therefore, in addition to the points described above, the addition of inhibitory
anti-Hebbian neurons in each module allows a temporal alternation of activating clusters
through the application of a strong self-inhibition. Note that the presence of a certain
amount of noise in the dynamics of the neurons also facilitate this random alternation.

Thus, the combination of these two inhibitions compensates for their imperfections
while maintaining their strengths. The presence of these two types of inhibitory neurons
in each module (see Fig. 3.2 (e)) allows to display neurons firing in an asynchronous
irregular way with a low firing rate while admitting in a totally random way spontaneous
recalls of the learned items, characterized by relatively synchronous firing of only the
neurons belonging to the clusters. Moreover, this particular dynamics could favour a
certain maintenance of the learned structure in the long-term thanks to the alternating
recalls of the patterns in the dynamics. This notion of maintenance and consolidation will
be further developed in the next section.

3.3.1.3 Generalization

We have performed the experiment for different numbers of inhibitory neurons and we
have been able to conclude that to satisfy all the constraints during learning and resting
for two modules, we need at least 4 inhibitory neurons (1 inhibitory anti-Hebbian neuron
and 1 inhibitory Hebbian neuron per module) as summarised in Fig. 3.3 (a). Indeed, it
appears that the number of excitatory and inhibitory neurons present in a cluster is not
an important parameter, but the presence of one neuron of each type seems sufficient (i.e.,
one excitatory, one inhibitory Hebbian and one inhibitory anti-Hebbian). We note that
more inhibitory units are needed to stabilise M > 2 modular structures compared with
the oscillator models of the previous chapter (M − 1 inhibitory neurons previously versus
2M inhibitory neurons here).
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Figure 3.3: Minimal conditions to get stable modular structures. (a) Schematic diagram
representing the connectivity of 2 stable populations of neurons after learning. Each popu-
lation is composed at least of a population of excitatory neurons (in red), one anti-Hebbian
inhibitory neuron and one Hebbian inhibitory neuron (in blue). Dashed circles identify
groups of neurons admitting synchronization epochs. (b) Regions of stability (orange) and
instability (purple) of structural modules versus the number of initial structural clusters
in the weighted connectivity matrix and the number of inhibitory neurons present in the
network. The line separating the two regions represents the upper limit to observe M
independent clusters versus the number of inhibitory neurons. This limit corresponds to
2M inhibitory neurons. Note that the graph has been realized for a network made of
N = Ne +Nhi +Nai = 100 neurons in total, of which Ne are excitatory and Nhi and Nai

inhibitory, this constraint is at the origin of the non-accessible areas (white regions).

Subsequently, we can generalize this experiment to M modules. To do so, we studied
the stability of different configurations of amount of inhibition and structural clusters in the
network. Specifically, we perform a stability analysis where the objective is to determine
the conditions under which the network during the resting-state admits stable dynamics
(i.e. all the learned modular structures can be spontaneously recalled properly in an A-I
state) or unstable dynamics (i.e. at least one structural cluster is not recalled properly).

Thus, we found that to ensure satisfactory learning and recall of them, at least 2M

inhibitory neurons (M Hebbian and M anti-Hebbian, one per module) are required in the
network, as summarized in Fig. 3.3 (b). Furthermore, for a network of N neurons, in
theory a maximum number of M = N

3 modules (each one made of 1 excitatory neuron
and 2 inhibitory ones) can be learned and recalled. For a more realistic network of 80%
excitatory neurons and of 20% inhibitory neurons (i.e.,10% for each inhibitory neuron
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population), the theoretical limit is fixed to M = 0.1N modules.
Finally, it should be noted that up to now and in the remaining of this study, the

input current applied to the neurons is considered to be constant (to give neurons with
a frequency of 50 Hz). Nevertheless, tests have been set up considering: other frequency
values, time-varying input signal (sinusoidal), randomly stimulated neurons (see Fig. B.5
appendix B.1), and random input amplitudes (see Fig. B.6 appendix B.1). Most of these
alternative stimulation protocols produced somewhat more complex structures within the
modules, but the main results remain identical, showing that the most important aspect
is the averaged spatio-temporal correlations of the inputs applied and not so much their
amplitude.

3.3.2 Role of spontaneous recall: Maintain and consolidate the learned
structure

In the previous section we demonstrated that the need of two types of plasticity for in-
hibitory neurons (Hebbian and anti-Hebbian) results in coherent spontaneous recalls of
learn items at rest (see panel (e) of Fig. 3.2). However, in panels (c) and (d) of Fig. 3.2
with only one type of inhibition, we have seen that even if the recalls are not guaranteed,
the structure remains relatively learnable and maintainable for some time. Therefore, this
may raise questions about the real interest of these spontaneous recalls in the long-term.
Therefore, the objective is now to understand the function and impact of these spontaneous
recalls observed during post-learning resting-state.

3.3.2.1 Spontaneous recalls after learning

To further investigate the possible function of these recalls, we start from an already
learned structure of two modules obtained in the same way as explained in the previous
part. The network is allowed to evolve spontaneously for a certain time without applying
any stimulation (resting-state). We consider that the weights of the connectivity matrix
at the beginning of the simulation (see Fig. 3.4 (a)), have not yet reached their maximum
value (0.7 for excitatory links and -0.7 for inhibitory links) to observe any reinforcement in
weight connectivity. Apart from this aspect, the two modules largely satisfy the minimal
conditions of inhibition previously described.

The first thing we observe at the end of the simulation is that the structure is maintained
as it was originally (two well-formed and completely decoupled modules) and that it also
seems consolidated. Indeed, if we observe the weights matrix at the end of simulation
(Fig. 3.4 (a)) and its distribution (Fig. 3.4 (b)), the network admits stronger links than
before (both inhibitory and excitatory) with weights close to their maxima. Despite this,
the modules remain decoupled, showing that it is only the connections already present that
are reinforced.

Concerning the dynamics of the network (see Fig. 3.4 (c)), we observe that the sponta-
neous recalls, characterized by neurons from the same cluster spiking at a similar instant,
lead to an increase in the mean firing rate and of the order parameter (i.e. synchrony) of
the corresponding cluster. More importantly, these recalls are correlated with an increase
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in the mean change rate of weights of that module. In other words, a spontaneous recall
of a cluster in the dynamics is directly related to a consolidation from a structural point
of view of this same cluster. We also notice that during a recall, the more important the
firing rate and the order parameter of a cluster are, the less important those of the other
module are, and consequently the same goes for the change rate of weights. In particular,
this allows the modules not to consolidate with each other, which is explained by the ac-
tion of the Hebbian inhibitory neurons. The rest of the time, when no recalls are observed
(e.g. from times 2768s to 2770s), the network is in A-I state characterized notably by a
low and irregular firing rate, a low degree of synchrony and coefficient of variation close to
1 as a theoretical poisson process (see Fig. 3.4 (d)). Thus, in the absence of recalls, the
connectivity of the modules appears to decrease slowly (i.e. characterized by a negative
change rate) due to the forgetting term in the weight adaptation (see Sec. 3.2.2).

In addition to appearing randomly, spontaneous recalls can be partial when only a
part of the pattern emerges, which consequently has less impact on the consolidation
process. Furthermore, despite the randomness appearance of these synchronized patterns,
it appears that spontaneous recalls, whether partial or complete, occur with a very similar
probability for both clusters, as evidenced by the probability density functions of the order
parameters in Fig. 3.4 (e). This results in a similar and consistent consolidation of the
different learn items. The PDF of the order parameter also confirms that the network
never reaches a fully synchronous regime and is on average in a fairly asynchronous regime
(see green curve Fig. 3.4 (e) with a maxima at R = 0.2). On the same idea, the free energy
associated with the Kuramoto order parameter in Fig. 3.4 (f), reveals relatively high values
for high R indicating a less stable state or uncertainty in synchronisation for the network
and the clusters even if no metastability is clearly observed at this stage. In fact, the
network exhibit transient episodes of synchronous activity, then transit to asynchronous
states [107, 110, 111, 149]. As a result, the system is never fully synchronized, and can
explore different states characterized by a continuous level of different synchronization
values. In particular, this allows the network to maintain a certain level of flexibility and
adaptability in its representations and responses [374], as evidenced by the richness of
recall dynamics observed.

It is quite complicated to quantify the amplitude of the change rate of weights in a
cluster during a recall and a forgetting. Indeed, this rate depends on the current value
of the weights wij and the number of neurons spiking at the time t. Thus, for maximum
weight capacity, a potentiation (and so a recall) has almost no impact, whereas a depression
due to forgetting is more impactful (see soft bound functions in Fig. 3.1 (d) and (e)). Also,
the neurons spiking in a A-I manner, the weights don’t adapt in a regular way. Therefore,
in this state, we observe small random epochs of decrease in very few weights in the cluster.
On the contrary, in recalls, a larger number of neurons spike in a similar instant, implying
the adaptation of a large number of weights in the cluster. Moreover, the potentiation
logically depends on the precise timing between neurons’ spikes (STDP), so the more
synchronized the neurons are in the recall, the more impactful the recall will be. In spite
of this, we can get a general idea of the impact of a recall on a synaptic weight compared
to a forgetting thanks to the plasticity function (see Fig. 3.1 (a)). Indeed, for uncorrelated
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spikes in the A-I state (i.e. for |∆t| > 0.5), the weight depress with an amplitude of
Λ(∆t) ≈ −0.1 (due to the forgetting term), if they are fully synchronized (i.e. ∆t = 0),
Λ(∆t) = 2.347. Thus, Eq. 3.10 becomes:

τlẇij =

{
2.347 tanh(λ(1− wij)), for synchronized spikes during recall
−0.1 tanh(λwij), for uncorrelated spikes during A-I state

(3.18)

If we consider an average weight wij = 0.5, the soft bound functions become tanh(λ(1 −
wij)) = tanh(λwij) ≈ 1, and we obtain:

τlẇij =

{
2.347, for synchronized spikes during recall
−0.1, for uncorrelated spikes during A-I state

(3.19)

Dividing these two constant quantities of potentiation and depression, we can conclude
that to compensate for such recall, 2.347/0.1 = 23.47 uncorrelated spikes inducing for-
getting would be required. If we consider relatively regular firing of 2 Hz over a given
time window, 23.47/2 = 11.735 seconds of forgetting are required to compensate for the
potentiation of a recall in a weight. This shows that the formation of recalls from time to
time is sufficient for the maintenance of the structure.

This consolidation experiment was repeated for longer simulations (10000 seconds) and
observed similar results when reaching the maximum values of the weights, confirming that
no long-term forgetting is observable in this resting-state (i.e. memory not deteriorated over
time) and that this state makes it possible to complete the learning previously initiated.
These findings on spontaneous recall and consolidation were also obtained with different
structure configurations such as multi-clusters (see Figs. B.1 and B.2 appendix B.1) and
partially learned modules (see Figs. B.5 and B.6 appendix B.1). We conclude that these
alternating recalls of the patterns in the dynamics have the role to sustain the learned
memory items over the long-term and if necessary to consolidate them in the face of the
natural tendency of the network to forget.
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Figure 3.4: Spontaneous activity of a network made of 2 structural modules during resting-
state. (a) Weights matrices at the different instant of the simulation (t=0s, T=40s,
T=4000s). (b) Distributions (in log scale) of the weights in the network at the differ-
ent instant of the simulation (t=0s (in blue), T=40s (in green), T=4000s (in red)). (c)
Network dynamics during resting-state with respectively: the spike raster plot with excita-
tory neurons in red, inhibitory in blue, cluster 1 with neurons 0-39 and 80-89 and cluster 2
with neurons 40-79 and 90-99, the Kuramoto order parameter of the clusters, with cluster
1 in blue, cluster 2 in orange and the network in green, the mean firing rate over time
of the clusters, with cluster 1 in blue, cluster 2 in orange and the mean change rate of
weights of the clusters (positive: increase in the weights, negative: decrease in the weights;
highlighted by the loupe), with cluster 1 in blue, cluster 2 in orange. (d) Distributions of
the coefficient of variation of individual neurons interspike intervals during the simulation
(in green) and of the theoretical poisson process (in grey). (e) The probability density
function during the simulation as a function of the Kuramoto order parameter R for clus-
ter 1 (in blue), cluster 2 (in orange) and the network (in green). (f) The free energy F (R)

during the simulation as a function of the Kuramoto order parameter R for cluster 1 (in
blue), cluster 2 (in orange) and the network (in green). The cyan and magenta brackets
represent clusters 1 and 2 respectively in the raster plot and the weight matrices.
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3.3.2.2 Spontaneous recalls without structural modules

In order to better understand how memories are encoded, we replicated the previous ex-
periment with the initial weights matrix of Fig. 3.4 (a) but this time considering random
weights between excitatory neurons as represented in Fig. 3.5 (a). In other words, the
structural modules are no longer present in the connectivity, only connections involving
inhibitory neurons remain unchanged. This experiment resembles the one carried out in
the previous chapter in Fig. 2.8.

Surprisingly, in the resting-state, unlike with oscillator models, we can still observe the
previously described spontaneous recalls associated to reinforcement of the connectivity
(see Fig. 3.5 (c)). Indeed, although the excitatory neurons all stimulate each other with
different degrees of connectivity, when a large enough number of neurons belonging to a
previously learned cluster spike, they reactivate the associated inhibitors allowing partial
recall of the learned items. More precisely, once activated, inhibitory neurons associated
with a cluster, prevent the firing of the other clusters (with feed-forward inhibition) and
promote synchronization within the cluster (with feedback inhibition.

Moreover, the connections already present to and from the inhibitors seem to reinforce,
while the modules (i.e. the links between excitatory neurons) seem to partially reappear
and so reconstruct themselves in the long-term as shown in Fig. 3.5 (b). We can therefore
predict that, over a sufficiently long period of time, the original learned structure of Fig. 3.4
(a) will somewhat reform, or at least partially. We thus observe results similar to those
with oscillator models in the previous chapter with the possibility of recalling information
only through links associated to inhibitory neurons [38].

Recall of an item is even possible with the reactivation of the associated inhibitory
neurons when the pattern is presented as shown in Fig. 3.5 (c) at time t = 40s. However,
external recall of the modules by partial stimulation of some excitatory neurons seems
impossible since connections between these entities are no longer fully present. More
details on external recall will be given in the next section.

These results confirm that long-term memories are stored in connections involv-
ing inhibitory neurons. Thus, the modular structures can admit weaker connectivities
(or completely deconstructed). As long as the modules or the memory items are sufficiently
learned and encoded in weights involving inhibitory neurons (i.e. E-I and I-E connections),
the recovery and consolidation of the learned memories is possible.
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Figure 3.5: Resting-state of a modular network of 100 QIF neurons with only links as-
sociated with inhibitory neurons. (a) Weighted connectivity matrix at the beginning of
the resting stage. (b) Weighted connectivity matrix after a period of rest of 4000s. (c)
Raster plot of spikes train (excitatory neurons in red and inhibitory neurons in blue) dur-
ing resting-state with an external recall at time 40s (i.e. stimulation of one excitatory
module). The cyan and magenta brackets represent clusters 1 and 2 respectively when
they are visible in weight matrices and raster plots.

3.3.3 Formation and consolidation of overlapping memories

To complete this study, we consider the case where there is an overlap between the two
applied stimuli (i.e. the 2 modules share some neurons in common). The idea is to
reproduce the experiment of Sec. 2.3.3 of the previous chapter including neurons showing
a certain "mixed selectivity" by encoding two stimuli at the same time. For this purpose,
we follow the same protocol as in Fig. 3.2 (a), but this time, during the learning phase,
eight neurons are always stimulated, regardless of the selected area, as illustrated in the
protocol in Fig. 3.6 (a). In this case, to facilitate the formation of the connections, we
strictly alternate the areas stimulated.
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The results depicted in Fig. 3.6 (b) are similar to previously reported observations in
Sec. 3.3.1 with the formation of two clusters due to the adaptation to the stimuli (see
matrices (1) at times T1 and T2). The difference and direct effect of this overlap at the
end of the learning is the creation of structural "hub" neurons in the connectivity (see
matrices (1) at times T1 and T2). These hubs are strongly connected to both modules
(input and output excitatory links). They are weakly affected by the Hebbian inhibition
since they are considered to belong to both populations but consequently, but they are
affected by the two anti-Hebbian inhibitions as represented in the diagram in Fig. 3.6 (c).

Regarding the spiking dynamics during post-learning, we observe richer patterns, see
raster plot (2). Indeed in addition to the omnipresence of the A-I state as before, the
spontaneous recalls are more varied with:

• Synchronous spiking of one cluster together with the hub neurons

• Synchronous spiking of one cluster without the hub neurons

• Synchronous spiking of the hub neurons alone

We also sometimes encounter combinations of these basic patterns with: synchronous
spiking of one cluster and the hub neurons directly followed by the synchronous spiking
of the other cluster, synchronous spiking of one cluster without the hub neurons directly
followed by the synchronous spiking of the hub neurons, synchronous spiking of the hub
neurons alone followed by the synchronous spiking of one cluster and synchronous spiking
of the hub neurons alone followed by the synchronous spiking of both clusters.

We can conclude that despite the wide variety of behaviours that the network can
display, they seem to respect a certain coherence thanks again to the inhibition allowing
the uncorrelated items not to synchronize. Therefore, we can say that these recall patterns
promote the long-term maintenance of the modules and the hubs present in the structure as
in the previous experiment. Thus, this model can exhibit neurons admitting persistent
mixed selectivity and so is able of encoding multiple stimuli in contrast to our study
with oscillators [38] in the previous chapter.
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Figure 3.6: Learning of 2 overlapping stimuli in a network 100 QIF neurons. (a) Schema of
the experiment protocol showing that the two presented stimuli involve 8 shared neurons.
(b) The results are given at different instants of the simulation. The time labels and the
graphs have the same significance and content as in Fig. 3.2. The three typical spontaneous
recalls observed are indicated during rest state. (c) Schematic diagrams representing the
formation after learning of the connectivity of 2 stable populations of neurons and hub
neurons. Each population is composed at least of a population of excitatory neurons and a
population of hub neurons (in red), one population of anti-Hebbian inhibitory neurons and
one population of Hebbian inhibitory neurons (in blue). Dashed circles identify groups
of neurons admitting synchronization epochs. The cyan, magenta and green brackets
represent clusters 1, 2 and the hubs respectively when they are visible in weight matrices
and raster plots.

As in the previous experiment, we also considered different amounts of inhibition and
overlapping neurons in order to quantify the conditions under which the two modules admit
stable dynamics. Surprisingly, unlike the study with oscillators in Sec. 2.3.3, we found no
correlation between these two quantities and the stability of the dynamics. We conclude
that despite the connections between the modules, the strong inhibition compensates and
makes it very unlikely that the two modules will discharge simultaneously. Nevertheless,
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one rule holds true in this part: the size of the overlap must be smaller than the size of the
individual cluster. If the overlap becomes larger than the clusters, it becomes dominant
over the others.

3.3.4 Provoke external induced recall

To complete this study, we focus on the elements that provoke recall in addition to the
inhibition. More precisely, we focus on the number of neurons firing at the same instant
necessary to cause a total recall of a memory item. To do so, the idea is to induce recall
through the action of an external input applied to some excitatory neurons. Thus, we ex-
pect that, very shortly after stimulating some neurons, the other neurons of the associated
cluster will spike.
We identify three main parameters influencing the impact of the stimulation on the net-
work:

• The duration of the stimulation (in s)

• The intensity of the stimulation (to control the frequency of neurons in Hz or spikes/s)

• The number of neurons stimulated

In addition to these values quantifying the external input, other parameters such as the
global couplings (for excitation and inhibition inputs), the local couplings (i.e. weights),
the amount of noise and the excitability parameters, impact the reaction of a neuron to
a stimulus. Thus, for the sake of simplicity, we will first consider homogenous neurons
not subjected to noise in order to quantify only the impact of the stimuli; we will return
to normal conditions afterwards. Also the frequency and the duration of the stimulation
being directly linked, we decide to fix them in order to have 1 spike per stimulation per
neuron. Thus, the protocol consists, in a resting-state with the same initial connectivity
of Fig. 3.4 (a), to apply an external input which gives a neuron firing rate of 100 Hz for
0.01s (inducing 1 spike for each stimulated neuron) to a variable number of neurons at the
time 17s of the simulation.

In a first step, we experiment in the condition of a totally silent network (i.e. without
noise and with excitability parameters of 0). In this case, the stimulation of a single
neuron is sufficient to provoke a total recall of the associated module. When using constant
negative excitability parameters, one additional neuron to be stimulated was needed per
Hz (e.g. for η involving a firing rate of -1 Hz: 2 neurons needed, for η = involving a firing
rate of -2 Hz: 3 neurons needed). When the excitability parameters are distributed and
noise is present, it becomes much more complicated to quantify a precise rule in such a
complex network. Indeed, the stochasticity and heterogeneity of the neurons make them
react very differently to a stimulus, and the randomly spiking of inhibitory neurons make
the recalls even more unpredictable.

Returning in the normal conditions of the previous experiments (i.e. with heterogeneity
and noise), we found a fairly satisfactory value with 8 stimulated neurons (as shown in
Fig. 3.7 (a)). This one is obtained using the lower bounds of the excitability and noise
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distributions (i.e. involving firing rates of -2 Hz and -5 Hz) and by relying on observations
with constant values. However, it should be bear in mind that this value remains purely
heuristic and does not guarantee a recall in all circumstances, for the reasons mentioned
above.

Figure 3.7: Partial stimulation of a cluster in a network of 100 QIF neurons during resting-
state. (a) Case where an external recall of cluster 1 is provoked after stimulation. (b) Case
where a spontaneous recall of cluster 2 occurs during stimulation and no external recall is
observed. (c) Case where a spontaneous recall of cluster 1 occurs before stimulation and
no external recall is observed. In each case, a stimulation which gives neuron firing rate
of 100 Hz is applied to 8 neurons (index 0-7) of cluster 1 for 0.01s at time 17.0s under the
same condition as in Fig. 3.4. The cyan and magenta brackets represent clusters 1 and 2
respectively in raster plots.

Thus, we observe in this case that the external recall is characterized by the spiking
of the excitatory and inhibitory neurons of the target cluster at a similar time (almost
in synchrony) shortly after the spiking of the stimulated neurons. This phenomenon is
very similar to the spontaneous recall observed in the previous section with the complete
reactivation of a memory item accompanied by the extinction of the activity of the neurons
not belonging to this item. The difference lies in the voluntary and controlled aspect of this
reactivation and the small temporal lag between the trigger and the action. We observe
in all experiments that there is a clear correlation between the number of stimulated
neurons and the shortness of this decay of few milliseconds between stimulation and recall
(i.e. more spikes induce less delay). Also, it is logically confirmed that the higher the
number of stimulated neurons, the higher the chances of provoking a recall. Finally, this
experiment shows the potential of the network to perform tasks found in AI systems such
as recognition, generation or reconstruction of a memory item (i.e. module) thanks to
incomplete information provided. Indeed, here the recall is not spontaneously induced but
is a fast response to a particular request.

It should be noted that the directly stimulated neurons admit only one spike after
the stimulation, despite the cascade of spikes from neurons of the same cluster. This is
explained firstly by the refractory period of the neurons, which makes them insensitive for
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a certain time to other sensory inputs after their discharge. Secondly, the self-inhibition
produced by the anti-Hebbian inhibitory neurons greatly discharges their potential, making
it impossible to spike immediately after the recall. The only way to provoke further recalls
and so spikes would be to present the external stimuli for a longer duration. For similar
reasons, we observe cases where the external recall does not occur in Fig. 3.7 (b) and
(c). In panel (b), a spontaneous recall of the other cluster occurs at a similar time of
the stimulation. As a result, the Hebbian inhibitory neurons associated with this other
cluster inhibit the other one and make the action of the external stimuli inefficient. In
panel (c), it is a spontaneous recall of the targeted cluster that occurs just before the
stimulation. This induces a strong self-inhibition to the cluster’s neurons (action of the
anti-Hebbian inhibitory neurons) making the external input not effective. After the induced
external recall, the network returns to its initial state of spontaneous activity. Nevertheless,
these behaviours remain coherent according to our architecture by avoiding the spiking of
different clusters at a similar instant and the explosion of the network activity.

3.4 Summary and conclusions

Spontaneous recall of memories during sleep, allowing their consolidation, is a phenomenon
extensively studied [217, 290, 364, 365, 392], although rarely implemented in modelling.
In this chapter, we have investigated how inputs can be learned to shape modular struc-
tures and how to maintain these structures in the long-term in an excitatory-inhibitory
neural network made of QIF neurons subject to STDP. Analyses of chapters 1 and 2
with phase models, provided insight into how temporal alternating external stimuli form
structural clusters and on how inhibition modulates the degree of synchrony of the network
to maintain these assemblies. The present chapter has extended these findings to spiking
neurons admitting A-I dynamics. In particular, we focused on the role of inhibition in the
emergence of spontaneous internal recall promoting the consolidation of long-term memory.

In summary, we have shown that inhibition in general first enables to regulate network
activity by establishing an excitatory-inhibitory balance that prevents runaway excitation
and promotes input selectivity. Secondly, feedback inhibition, provided by anti-Hebbian-
STDP, promotes synchronized dynamics within the structural modules. Finally, feed-
forward inhibition, brought by Hebbian-STDP, leads to desynchronization between neurons
of different clusters. As a result, we have shown that the presence of these two groups of
inhibitory neurons is necessary to guarantee the emergence of the modular structures and
their spontaneous recall at rest.

In a second part, we have proven that these spontaneous recalls in the resting net-
work are correlated with strengthening of synaptic connectivity of the associated
structural clusters, which can be compared to an autonomous memory consolidation pro-
cess. Thus, for a long period of spontaneous activity, the network maintains its structure
despite the constant adaptation and decay of its weights, and therefore prevents long-term
forgetting. These internal replays can take various forms to support the memorization of
complex information, such as those with mixed selectivity, which enables several sources
of information to be represented and processed simultaneously. Moreover, these recalls of
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information can also be induced by the action of an external stimulus.
As a final conclusion, we again proved the relationship between the number of

inhibitory neurons in the network and the number of neural assemblies that
can sustain independent spontaneous recall and so be maintained. Thus, for
a network composed of 20% inhibitory neurons, the storage capacity of a network of N
neurons is 0.1N memory items. Moreover, this relationship is further highlighted in the
experiment in Fig. 3.5, which shows that information is stored in the links associated with
the inhibitory units (E-I and I-E links) and that these links are sufficient for spontaneous
recall and recognition tasks.

The impact of parameters on network dynamics, particularly on spontaneous recalls,
was not extensively discussed in this study. Reproducing experiments under various con-
ditions revealed that as soon as the three populations of neurons are present in a cluster
with a dominance of global inhibition couplings, spontaneous recalls can occur in the net-
work dynamics. Increasing the excitability and noise amplitude of neurons subsequently
increases the frequency of recalls, while introducing more parameter heterogeneity leads to
a more asynchronous and irregular network, necessitating increased anti-Hebbian coupling
to enhance recall synchrony. Ultimately, the network remains quite flexible on its dynamics
and this tuning is more a matter of a balance between the A-I states and the frequency of
the spontaneous recalls while keeping relatively low firing rates, which justifies the chosen
parameters. Similarly, the forgetting term in the plasticity functions strikes a trade-off
between recalls frequency discussed above and potentiation amplitude. While one may
question the choice of such a forgetting parameter favouring or not the consolidation of
clusters by recalls, the study of Fig. 3.4 revealed that a recall largely compensate for the
forgetting generated during the A-I state.

In these experiments, we focused on using simple stimuli to be learned through con-
stant external inputs. The amplitude of this external input being directly linked to the
adaptation rate (like the amplitudes of the plasticity functions and the learning time scale),
we set it to a relatively large value in order to ensure a rather rapid convergence of the
weights (learning lasting 35s in Fig. 3.2). Indeed, the primary purpose of this study was
not to show how to encode complex inputs but rather to explore their storage mechanisms.
However, these results can generalized to more complex inputs. Thus, in Figs. B.1 and B.2
appendix B.1, we show the possibility to apply our paradigm to larger number of clus-
ters. In Fig. B.3 appendix B.1, we show the possibility of sharing hubs between 4 different
clusters and thus exhibit even more complex dynamics at rest. The results of Fig. B.4
appendix B.1 highlight the effect of a group of untrained neurons in the network. Finally,
Figs. B.5 and B.6 appendix B.1 show the impact of a learning where (1) neurons in clus-
ters are randomly stimulated and (2) neurons in clusters receive inputs of random values.
All of these alternative stimulation protocols provide insight into how to encode complex
inputs. Nevertheless, in the following chapter we will apply this model to real sensory
inputs in order to study the benefits of such learning and resting dynamics in recognition
and generation tasks.
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In the previous chapters, we modelled a spiking neural network with the ability to
efficiently learn and retain long-term memories. In this chapter, we apply this architecture
to encode real sensory information. The idea is to learn audio-visual features for recognition
and generation tasks that can be found both in the field of AI and cognitive sciences. In
particular, the focus will be on the integration of these two modalities to achieve an efficient
multimodal process.

4.1 Introduction

The human brain processes and interprets sensory information from the environment using
specific sensory receptors associated with a particular sense, which detect stimuli and
transmit signals to the brain for processing. These senses include vision and audition,
on which we will focus on in this part. The sense of vision is mediated by the eyes
and the visual cortex in the brain. Specialized cells in the eyes, called photoreceptors,
detect light and convert it into electrical signals [258]. More precisely, these photoreceptor
cells are of two main types: (1) rods that are responsible for low-light vision and (2)
cones that are responsible for color vision and visual acuity [220]. The signals are then
transmitted through the optic nerve to the visual cortex, primarily located in the brain’s
occipital lobe [190, 155]. The visual cortex processes the signals and interprets them into
the perception of colors, shapes, depth, and motion [165, 404]. On the side of audition,
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it involves detecting sound waves in the environment using the three main parts of the
ear: the outer ear, middle ear, and inner ear [299, 306]. Sound waves enter the outer ear,
pass through the auditory canal and reach the eardrum in the middle ear [168, 306]. The
eardrum vibrates and transmits these vibrations via tiny bones in the middle ear to the
cochlea [168, 306], a spiral-shaped structure in the inner ear lined with hair cells [98, 59].
The hair cells convert mechanical vibrations into electrical signals, responding to specific
sound frequencies [98, 59]. These electrical signals are transmitted by the auditory nerve
to the auditory cortex in the brain’s temporal lobe [311]. The auditory cortex processes
the signals, allowing us to perceive and interpret different aspects of sound, such as pitch,
volume, and timbre [205, 422].

As a result, the pathways from sensory receptors to sensory cortices appear to be fairly
separated from each other, which could explain the modular architecture of the brain [418].
Yet, within theses modules (i.e. primary sensory cortices), sensory information can shape
neural connections through synaptic plasticity, in order to learn and form memories [156,
263]. This learning is facilitated by the repetition of sensory stimuli, which leads to the
strengthening of neural connections in the relevant sensory cortices [125, 187]. This leads
to enhanced perception and recognition of specific sensory inputs. Thus, after extracting
relevant features and patterns from the input, the networks are able to identify or interpret
learned sensory stimuli, such as objects, faces, sounds, speech, etc [27, 387]. Conversely,
the brain has the ability to "generate" sensory information internally by creating a mental
representation of it, through spontaneous activation of sensory brain areas, without direct
external input [296, 222].

Thus, separately, these sensory cortices can process more or less complex features
through the multiple hierarchical layers of brain regions. However, for more complex cog-
nitive processes and sensory experiences, sensory informations need to be processed and
integrated in higher-order brain regions [138, 264]. Higher-order brain regions, including
association cortices and multimodal integration areas, are essential for integrating informa-
tion from different sensory modalities to form associations between memories, emotions,
and cognitive functions, resulting in a coherent perception of the world [19, 138, 264, 340].
Finally, feedback loops are involved, where higher-order brain regions also send signals
back to sensory cortices, refining sensory perception, enabling the brain to process sen-
sory information in both bottom-up and top-down manners, and contributing to cognitive
functions such as attention, expectation, and memory retrieval [14, 138, 229, 191, 343].

However, how exactly the brain merges these modalities to integrate multisensory
information in a coherent way is still open to debate [293, 381]. Several studies attempt
to model this integration mechanism emphasizing the role of memory association [73, 163,
233], the way modalities fuse and accumulate effectively [35, 154], or the interest of this
multimodality for machine learning tasks [54, 82, 281, 282, 417]. In our case, we have
demonstrated the capacity of our spiking neural model to form and maintain over the
long-term complex structures composed of modules and hub neurons, thanks in particular
to the different inhibition mechanisms. We foresee that these hubs and inhibitions will
play a key role in the coherent integration between the different learned items. Thus, a
first objective is to prove the emergence of modular structures as before but this
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time through localized cognitive stimuli where one part of the network learns visual
features in the manner of the visual cortex and another part learns auditory features in the
manner of the auditory cortex to show the aspect of modality segregation. At the same
time, the aspect of integration should be highlighted by the formation of hubs between
these two modalities. Then, the final objective is to demonstrate the effectiveness of
this approach and architecture for cognitive tasks of recognition and generation, in both
unimodal (i.e. the segregation aspect) and multimodal way (i.e. the integration aspect).

This last chapter is organized as follows. After this brief introduction to the process
of sensory information, from its pathways to its integration passing through its learning
for recognition and generation, the methods employed are presented in Sec. 4.2. We first
describe the audio-visual dataset used, then explain the experimental protocol set up.
Then, in the results in Sec. 4.3, we explore the operation and implications of the learning
process and apply the trained network to recognition and generation tasks. Despite the
simplicity of the data learned, the network appears to perform the different cognitive tasks
efficiently, paving the way for more complex experiments.

4.2 Methods

This section presents the audio-visual dataset used and the pre-processing applied to ex-
tract the features to be learned by the neural network. Then, the architecture of the
network is explained in order to understand the experimental protocol set up to learn
the sensory informations and test them on recognition and generation tasks. Throughout
this chapter, we consider the same model of QIF neurons subject to STDP described in
Sec. 3.2 of the previous chapter. Unless otherwise stated, the characteristics and parame-
ters of these neurons are analogous.

4.2.1 Extraction of audio-visual features

Although the main focus of this thesis is not to study the way to code informations but
rather how to store and integrate them efficiently, in this chapter we have to question on
the way to represent the sensory information we want to learn and how to interpret them.
We saw in the introduction that some neurons respond selectively to specific features of
stimuli and therefore emit spikes to their detection [105, 189]. Instead of relying only
on individual neurons, the brain often uses populations of neurons to represent sensory
information [304, 307]. This directly echoes to the concept of synergy, according to which
the efficiency of the neural code depends both on the independent activity of individual cells
in response to stimuli, and on synchronized redundancy among nearby neurons, leading
to synergistic interactions that create efficient symbol encoding [57, 234, 259, 330, 331].
Then, neurons can encode information using two main strategies: rate coding and temporal
coding. In rate coding, the intensity or strength of a stimulus is represented by the firing
rate (frequency) of action potentials [66, 57, 116, 234, 315, 348]. In temporal coding, the
timing and patterns of action potentials (spikes train) carry additional information about
the stimulus [53, 57, 66, 79, 234, 248, 315, 424].
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Thus, in this experiment, we consider a dataset of ten digits (i.e. 0, 1, 2, 3, 4, 5, 6,
7, 8, 9). For the visual modality, we use the handwritten digits images from the well-
known machine learning database Mixed National Institute of Standards and Technology
(MNIST) [117, 239]. Concerning the auditory modality, we use spoken digits from the Free
Spoken Digit Dataset (FSDD) [195] database. In this experiment, we will only consider one
digit of each for each database (i.e. a total of 20 data items with 10 different images and 10
different sounds). At this stage, the aim is to prove the learning and processing capacity
of our architecture for a limited set of data, not to learn and test the entire database
and compete with other machine learning algorithms. In order to learn these data in our
network, it is necessary to pre-process them in order to extract the relevant features.

Figure 4.1: Pre-processing of audio-visual data. (a) Pre-processing applied to MNIST
images to obtain neural network input vectors. (b) Pre-processing applied to FSDD sounds
to obtain neural network input vectors.

For the images, we decide to use only pixels intensity as features. From a machine
learning point of view, using such features can be questioned in terms of robustness (instead
of using characteristic points or edge detections), but given that the aim of this study is
not to obtain the "best" recognition accuracy, but simply to trivially characterize the data
and create associations between neurons, these simple informations should be sufficient.
The biological aspect of these inputs can also be criticised for shape recognition tasks, but
can nevertheless make sense if we consider each pixel as a degree of luminance associated to
a specific area of the visual space. In this way, we can imagine associations between these
simple low-level features and a higher-level label. Therefore, using the original images,
we resize them (i.e. from 28x28 images to 8x8 images for 64 input pixels) to reduce
the dimension of the network inputs for computational reasons, and then we perform a
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thresholding operation (i.e., pixels below a threshold are set to 0, those above are set to
255) to keep the most relevant information from the resulting image vector (see Fig. 4.1
(a)).

For the sounds, we emulate the cochlea by extracting the frequency bands of the au-
dio signal using the cochleagram. This provides a fairly bio-realistic representation of the
auditory sensory inputs by mimicking the capture of the sound by the cochlea itself con-
nected to the primary areas of the auditory cortex as stated in the introduction. Moreover,
these features should be quite robust considering the simplicity of the sounds treated (i.e.
small words) and more precise than a simple spectrogram since the cochleagram takes into
account the non-linear sensitivity of our ears to different frequencies (i.e. high frequency
components tend to be represented with less precision than middle and low frequencies).
Therefore, we consider cochleagrams of 66 filters as inputs. We then average over time the
cochleagram and threshold it to retain relevant information characterizing the sound (see
Fig. 4.1 (b)). Although averaging loses the temporal information of the data, it simplifies
the process and the association with visual data that are not time-dependent (i.e. images).
The complete audio-visual database is represented in Fig. B.7 appendix B.2.

It should be noted that during the thresholding operations in both modalities, given
that the vectors are normalized between 0 and 255, we use a relatively high threshold
of 192 in order to correctly discriminate the different data. Then, the remaining active
features are binarised (at 255), stimulating neurons with the same amplitude, favouring
associations. Preliminary tests with analog values were performed without significantly
improving performances. As a result, during the learning process and therefore the encod-
ing of information, we will rely on a strictly temporal coding of the information, as
enunciated earlier, where only the timing of the applied input will create the association
between neurons. This directly echoes to the "synchrony-based" adaptation considered
throughout this thesis, where the spatio-temporal correlations of inputs shape the struc-
tures. Nevertheless, rate coding is employed during information decoding processes, where
the activity of neurons (i.e. firing rate) is used to make decisions or reconstruct the signal
over a given time window.

4.2.2 Experimental protocols

Architecture The experiment consists of a learning phase and a testing phase (where
adaptation is still present as before) in a network of 200 neurons. In this network, we
have 64 excitatory neurons dedicated to the visual modality (i.e. image inputs) and 66

excitatory neurons dedicated to the auditory modality (i.e. sound inputs). These excitatory
neurons allow to receive sensory inputs from the receptors in the same manner as primary
sensory cortices and thus represent the particular features to be encoded. Then, we have
30 excitatory neurons representing global labels of the digits (3 neurons for each 10 digits).
These neurons aim to represent higher-order brain regions and a higher level of abstraction
allowing to integrate and bridge between the two modality areas. This group of neurons
admits a certain selectivity and redundancy (3 specific neurons associated to one digit),
allowing synergistic integration of signals from sensory neurons and inhibitions for a more
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robust decision making capability. Finally, the network contains 40 inhibitory neurons
enabling to satisfy the minimal conditions to learn and retain 20 memory items with
a pair of Hebbian and anti-Hebbian inhibitory neurons for each data (see Sec. 3.3.1.3).
These pairs of inhibitory neurons can also be considered as local labels, each representing
a memory concept to be encoded and stored at the local level of the modality. This
architecture is summarised in the diagram in Fig. 4.2. The only purpose of this architecture
representation is to provide a better overview of where the different signals are applied in
the network. Indeed, as throughout this thesis, the network is considered to have an all-
to-all connectivity with initially random weights and this structure is more expected to
emerge naturally through plasticity.

Figure 4.2: Network architecture for learning of audio-visual data. The network is di-
vided into two areas, one for the visual modality and the other for the auditory modality.
Each zone contains: excitatory neurons (red circles) receiving sensory inputs (images or
sounds), pairs of Hebbian and anti-Hebbian inhibitory neurons (blue circles) representing
local memory labels (for the 10 digits). At the intersection of these two areas, 10 groups
of 3 excitatory neurons represent the global labels for the 10 digits. The size of the inputs
are given in the brackets.

The network parameters are summarized in Table 3.1 in the previous chapter. Those
which admit new values, such as the learning time scale (set to τl = 1s to allow a slower
learning rate and avoid overlearning the data), are represented in Table 4.1.

Learning phase During the learning phase (which lasts 100 seconds), we randomly
alternate every second the modality and the digit selected to stimulate the corresponding
area with the associated input vector for 0.8 seconds followed by 0.2 seconds of rest. In this
way, the fact that each modality acts in distinct area of the network with the stimulation of
specific neurons (as represented in Fig. 4.2), should lead to the creation of pseudo-modular
structures induced by the spatio-temporal correlations of the inputs in the same manner
as in Fig. B.5 appendix B.1.
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Table 4.1: Parameters for the network of QIF neurons during multimodal experiments.

Parameters Values
N 200

Ne 160

Nhi 20

Nai 20

I(t) {0, (255πτm)2}
τl 1.0s

In addition to the sensory input, a supervision signal (external inputs of the same am-
plitude as sensory inputs) is added at the local level by stimulating a pair of inhibitory
neurons associated with the label and modality of the data in order to maintain the mem-
ory item (see Sec. 3.3.1). In addition to the justifications given in the previous chapter
emphasizing the role of higher-level signals from the hippocampus to the inhibitory neu-
rons promoting memory consolidation [355, 124], it has been shown that sensory inputs
also target inhibitory inter-neurons [83, 208].

Finally, another supervision signal (of the same amplitude as sensory inputs) is applied
at the global level to the corresponding excitatory label neurons associated with the selected
digit. This should form some hub neurons as in the previous chapter, allowing connections
between the two modalities. More specifically, characteristic features of each digit from
both modalities should connect to the corresponding hubs. Thus, during recognition task,
we could read the activity of these hub neurons as we did in the preliminary experiment of
Fig. A.10 appendix A.2.0.2. Although this process makes learning rather supervised, this
mechanism is used in almost all current machine learning algorithms and this experiment
remains a first step towards less supervised learning in the future.

We note that the two modalities are learned separately, although a scenario in which
sensory inputs from both modalities are given at the same time could be of real interest.
Some experiments have been conducted in this direction in Sec. B.2.2 appendix B.2. Nev-
ertheless, the separation of the modalities during learning should facilitate the structural
segregation of each modality and therefore their individual performances.

Testing phase During the testing phase, we evaluate the recognition capacity of the
network. Firstly, we experiment with each modality alone by giving the sensory input of
each digit and modality to the network without stimulating the local and global labels. In
this way, we expect the neurons of the corresponding labels (local and global) to respond
accordingly to the given input. Thus, we can quantify the ability of each sub-network to
individually recognize the previously learned patterns. Then, we move on to the bimodal
scenario in which we present both visual and auditory inputs to the network. Thereby, we
can expect bimodality to bring some benefits to the recognition capability of the system
by integrating these different informations. Finally, we test a bimodal mismatch scenario
where the two digits given to the two modalities are not in congruence. In this case, the
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network should not be able to correctly make a decision about which digit it recognizes.
In the second testing experiment, we evaluate the capacity of the network to generate

learned information. It corresponds to the reverse process of the recognition task, since we
only stimulate the global label neurons with the aim of regenerating the associated sensory
inputs (auditory and visual). Thus, the fact that these higher-order label neurons connect
both modalities, should make it possible to generate all the sensory outputs at the same
time. This experiment highlights the advantages of this architecture and model, which
enable both bottom-up (recognition) and top-down (generation) processing.

4.3 Results

The aim of this final chapter is to apply the model and paradigms described in the previous
chapters to a more cognitive relevant scenario. Firstly, we describe the learning process
of audio-visual data leading to the formation of a complex structure made up of sparse
modular structures and hubs connecting them. We also study in this part the mainte-
nance of this structure in the long-term thanks to the inhibition mechanisms described in
the last chapter. Then, we probe the efficiency of this learning with the unimodal and
bimodal recognition of sensory inputs. Finally, we investigate the reverse process with the
generation the two sensory informations from their labels.

4.3.1 Learning leading to complex structure

As explained in the experimental protocol in Sec. 4.2.2, during the learning phase rep-
resented in Fig. 4.3, we observe that each digit learned is encoded by the stimulation of
certain excitatory neurons in the corresponding modality area (see panel (a)). At the same
time, groups of neurons at (1) the local level (inhibitory neurons) and at (2) the global level
(excitatory neurons) also increase their firing according to the nature of the digit. These
coordinated activations of different zones of the network are even more visible in the graphs
in panel (b) where the spiking patterns of the neurons are translated into mean firing rates
in the different regions. This highlights the associations between the supervisory signals
applied in the local areas to retain memory items and in the global area for integration,
and the inputs applied in the sensory areas.

This learning process allows us to move from the random and weakly connected weights
matrix in (c) to the structurally connected matrix in (d). Thus, we can observe the
formation of sparse connections between excitatory neurons belonging to the same sensory
modality (visual or auditory), emphasizing the phenomenon of segregation of the modalities
into distinct modular structures (green and magenta areas in the weighted matrices). These
two excitatory structural modules are themselves composed of small memory patterns
associated with groups of inhibitory neurons maintaining these learned items over time,
as explained in Sec. 3.3.1. In other words, in each modality area, a pair of Hebbian and
anti-Hebbian inhibitory neurons stores and represents a digit at the local level and the
connections to/from them encode the information (i.e., E-I and I-E connections). These
connections therefore establish a link between sensory features and labels.
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However, some feature neurons may encode for different digit memories (e.g., neuron
50), again highlighting the notion of mixed selectivity. This makes the patterns of E-I
and I-E connections even more complex with overlapping memories and multiple feedback
inhibitions in the same manner as in Fig. 3.6. On contrast, some excitatory neurons may
encode no information at all, characterized by the absence of reinforcement of their weights
and their slow disappearance. Indeed, most of these neurons are associated with unused
frequency bands in sounds or with borders of images, and are therefore neurons that never
receive sensory stimulation.

A similar process is performed at the global level, with groups of excitatory neurons
each representing a digit label and receiving (projecting) connections from (to) both modal-
ities. Thus, a label is associated (and therefore connected) to some degree with certain
features of the two modalities. These global label neurons are also connected with in-
hibitory neurons from both modalities (e.g., neuron 150), which ensures their long-term
structural maintenance. As a result, these neurons are densely connected to all areas of
the network, forming hubs. In this way, we foresee for the rest of the results that these
high-level hubs will form a module for multisensory integration [420].

Finally, the results of the previous chapter seem to be confirmed with the long-term
maintenance of the learned complex structure after 4000 seconds of spontaneous activity at
rest (see weights matrix (e)). Indeed, by satisfying the constraints described in Sec. 3.3.1
with the double inhibition associate with each memory item, modules, hubs or mixed
selective neurons are conserved. This consolidation is highlighted by the distribution of
weights in panel (f), where strong (weak) links > |0.5| (< |0.5|) appear to be more (less)
numerous between the end of the learning (in green at time T = 100s) and the end of
the simulation (in red at time T= 4000s). Nevertheless, the number of null connections
continue to increase, showing the decoupling of modules and of non-coding neurons.
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Figure 4.3: Simulation of a neural network of 200 QIF neurons learning bimodal digits.
Neurons 0-63 code visual information, neurons 64-129 code auditory information, neurons
130-159 code global labels (3 consecutive neurons per label), neurons 160-179 code local
labels for visual modality (2 consecutive neurons per label) and neurons 180-199 code
local labels for auditory modality (2 consecutive neurons per label). The green dashed
rectangles highlight the visual areas, the magenta dashed rectangles highlight the auditory
areas and the cyan dashed rectangles highlight the global label area. (a) The spike raster
plot during the learning phase with excitatory neurons in red, inhibitory in blue. (b)
Mean firing rates of the different areas of the network during the learning phase. The
colours in the label areas represent the groups of neurons associated to each digit label.
(c) Weights matrix at the beginning of the simulation, before learning. (d) Weights matrix
after learning (T=100s). (e) Weights matrix at the end of the simulation (T=4000s). (f)
Distributions (in log scale) of the weights in the network at the different instant of the
simulation (before learning t=0s (in blue), after learning T=100s (in green), at the end of
the simulation T=4000s (in red)).

Without going into details, in Fig. B.8 appendix B.2, we reproduced the same learn-
ing protocol but this time learning the visual and auditory modalities at the same time.
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The results appear to be similar, except that the structural segregation of modalities is
compromised.

4.3.2 Unimodal and bimodal recognition task

Now that the consequences of the learning phase on the formation of a complex multimodal
structure have been described, we can quantify the effectiveness of this same learned struc-
ture in recognition tasks. This recognition tests evaluate the ability of the network to
activate the right group of global label neurons in response to the sensory stimuli pre-
sented. The Fig. 4.4 recapitulates this recognition phase with, in particular, in panel (a)
the activity (in terms of mean firing rate) of the different regions of the network and so
the reaction of label neurons to: visual inputs alone (from times 102 to 111), auditory
inputs alone (times 112 to 121) and audio-visual inputs (times 122 to 131). In each cases
(unimodals and bimodal), the ten digits are presented in order (i.e. 0, 1, 2, 3, 4, 5, 6, 7,
8, 9) for 0.1 seconds and separated by a rest period of 0.9 seconds. It is within this 0.1
seconds window that the mean firing rates of global labels is taken for each input presented
and reported in confusion matrices (b), (c) and (d). Thus, these matrices highlight the net-
work’s reactions to stimuli and assess classification accuracy. We consider that the global
label with the highest activity makes the decision (i.e., to decide which digit is recognized).
For equal activities, the decision cannot be made. The activities of local labels (visual and
auditory) are given for information but will not be taken into account here.

Thus, we observe that with vision alone (in panel (b)) and sound alone (in panel (c)),
the network has an average recognition success of the different digits with rates of 70% and
40% respectively. The recognition errors are quite diverse, with for example, sometimes the
detection of completely different digits (high activity on the wrong label), sometimes the
detection of no digits at all (no label activity), or sometimes the same activity on different
labels and therefore the impossibility of differentiating. Indeed, as previously enunciated,
some digits share common features with mixed selective input neurons, making the de-
cision sometimes uncertain. To this must be added the natural noise and heterogeneity
of the network, making its reactions variable over time from one stimulation to another.
However, these errors are not necessarily the same in both modalities. In fact, they can be
complementary: when one modality fails to recognize a digit, the other succeeds and vice
versa. Yet, some digits are correctly recognized by both modalities, and other by neither.
In this sense, we can say that these hub labels also exhibit a form of mixed selectivity,
since they react to different sensory modalities.

This complementary aspect seems somehow confirmed by the bimodality (in panel (d))
where the network recognises 100% of the digits. Thus the two modalities seem to com-
plement each other, although it is interesting to note that in some cases the individual
modalities are unable to recognize a digit, but together they can. This bimodality is there-
fore not just a mater of adding recognition capacities, but a real cooperation between
modalities for coherent decision making. Thus, the hub neurons allow the correct integra-
tion of these sensory inputs by retaining relevant features and filtering out irrelevant ones.
This is due in particular to the competition between the different inhibition processes,
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which makes the correct memory item to arise. Consequently, as expected, the use of bi-
modal information brings a real gain in the recognition capacity of the network compared
with unimodal one.
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Figure 4.4: Unimodal and bimodal recognition of digits. (a) Mean firing rates of the
different areas of the network during the recognition phase. Colours in the label areas
represent the groups of neurons associated to each digit label. (b) Confusion matrix for
recognition of the visual modality alone. The input stimuli for images 0, 1, 2, 3, 4, 5,
6, 8, 9 are applied at times 102, 103, 104, 105, 106, 107, 108, 109, 110, 111 respectively.
(c) Confusion matrix for recognition of the auditory modality alone. The input stimuli for
sounds 0, 1, 2, 3, 4, 5, 6, 8, 9 are applied at times 112, 113, 114, 115, 116, 117, 118, 119, 120,
121 respectively. (d) Confusion matrix for recognition of the visual and auditory modality
together. The input stimuli for images and sounds 0, 1, 2, 3, 4, 5, 6, 8, 9 are applied
at times 122, 123, 124, 125, 126, 127, 128, 129, 130, 131 respectively. In all confusion
matrices, the mean firing rates of global label neurons is taken into account at the moment
of the stimulation (represented by the dotted grey areas).

From a machine learning point of view, this could make sense as we increased the
dimensionality of the inputs by considering two sensory information. However, as said pre-
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viously, these information must be complementary and relevant in order to be beneficial
and, on the contrary, not to penalise the process. For instance, in the mismatch modality
recognition experiments in Fig. B.9 appendix B.2, giving inputs not in congruence (i.e.
not the same digit in both modalities) makes the recognition very complicated with the
stimulation of features promoting the activation of two different global labels which are
themselves inhibited by the local inhibition of each modality. These two contradictory
information go against the associations created during learning and logically makes the
network confused and most of the time unable to make a decision. This particular experi-
ment tend to show some limitations of this kind of architecture, which is subject only to all
external cues without any real internal motivation, such as an attention mechanism that
filters relevant information according to a specific task, as in [36].

4.3.3 Audio-visual information generation task

In this last experiment, we perform the reverse process by stimulating the global labels
in order to obtain the associated sensory inputs; all this after the same learning phase of
Sec. 4.3.1. So, as represented in Fig. 4.5 (a), we activate the ten global labels in order (0
to 9), each during 1 second followed by 1 second of rest. This has the effect of increasing
the activity (in terms of mean firing rates) of the different regions of the network. More
precisely, activation of a specific global label triggers the corresponding inhibitory local
labels of both modalities as well as the feature neurons (visual and auditory) associated
with the selected digit. These sensory reactivations allow to generate the original input
signals by taking the average activity of the feature neurons during this one-second time
window, as represented in panels (c) and (e).

Thus, by comparing panel (b) (i.e. the images effectively learned) and panel (c) (i.e.
the generated images), we can conclude that the network is able of recreating the images
fairly faithfully according to the label activated. The same applies to the auditory modality
by comparing panel (d) (i.e. the sounds effectively learned) and panel (e) (i.e. the gener-
ated sounds). In this way, from a chosen label, the network can generate the associated
information in the visual and auditory domains at the same time.

However, one criticism that can be made at the current stage of the experiment is that
the input data learned are highly simplified (thresholded, binarized and averaged) and
therefore logically also those generated. This explains why we only partially reconstruct the
original data, which sometimes makes their interpretation complicated. This is particularly
the case for the auditory modality, where we average the cochleagram over time, so a lot
of information is lost (loss of the temporal dimension, which is not present for images).
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Figure 4.5: Generation of audio-visual digits. (a) Mean firing rates of the different areas of
the network during the generation phase. Colours in the label areas represent the groups
of neurons associated to each digit label. (b) Input images (0, 1, 2, 3, 4, 5, 6, 8, 9)
learned during the learning phase. (c) Output images generated by stimulating global
labels 0, 1, 2, 3, 4, 5, 6, 8, 9 at times 102-103, 104-105, 106-107, 108-109, 110-111, 112-
113, 114-115, 116-117, 118-119, 120-121 respectively. (d) Input sounds/cochleagrams (0,
1, 2, 3, 4, 5, 6, 8, 9) learned during the learning phase. (e) Output sounds/cochleagrams
generated by stimulating global labels 0, 1, 2, 3, 4, 5, 6, 8, 9 at times 102-103, 104-105,
106-107, 108-109, 110-111, 112-113, 114-115, 116-117, 118-119, 120-121 respectively. In all
generation outputs, the mean firing rates of each sensory neuron during the one-second
time windows (represented by the dotted grey areas) are used to reconstruct the data
(images and instantaneous cochleagrams).

Similarly, as with the recognition task, the heterogeneity and the noise present in the
network lead to a certain variability in the output generated. In other words, the network
will never respond and generate exactly the same data, while keeping the main features
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of them. This can be a disadvantage from a strict accuracy point of view, with the risk
of losing some information. But it can be advantage if we consider it as a capacity for
generalization or even "creativity". Moreover, during spontaneous activity in the resting-
state, we seem to observe some epochs of reactivation of learned items (images, sounds or
both) like the spontaneous recalls observed in Sec. 3.3.2, which, in the same way, certainly
allow the maintenance and consolidation of learned items over the long-term.

In fact, this generation procedure can also be considered as an external recall as in
Sec. 3.3.4, where here the global label neurons serve as parts of the memory items initiating
the recall of the rest of the information. In other words, this process can be seen as data
reconstruction where incomplete information (i.e. the global label) is given in order to
obtain the complete data (i.e. the sensory digit). The same analogy can be made in the
recognition task, but in the reverse process.

Anyway, the results show that the generation remains very accurate with respect to the
information learned, so in the future we can envisage experimenting with more numerous
and complex data, and therefore expect more complex generation.

4.4 Summary and conclusions

Learning systems generally behave like black boxes trained on a certain amount of data
whose parameters are then frozen, in order to mechanically process the inputs to give fixed
answers. In this chapter, we applied classical machine learning tasks of digits recognition
and generation to a more biologically realistic model with the spiking neural network of
Chapter 3. In addition to confirming the possibility to form and maintain over the long-
term complex structures made of modules and hubs, but this time with real sensory stimuli,
we demonstrate the efficiency of such an architecture for the cognitive tasks described above
emphasising the aspect of segregation and integration of modalities.

Indeed, we have shown that learning each modality independently allows to
form two stable segregated structures representing the areas of each modality. Within
these modules, memory items are encoded and maintained by inhibitory neurons in the
E-I and I-E links as in the previous chapter. As a result, each area can recognize in a
unimodal way sensory inputs with a acceptable success rate.

We have also demonstrated how to structurally merge these modalities employing a
similar approach as in Sec. 3.3.3, notably with mixed selectivity neurons. These particular
hub neurons respond to both modalities and can process their information simultaneously
to integrate them. Thus, in the recognition task, bimodality admits largely better per-
formances than the modalities alone, confirming the coherent integration of multisensory
information. Similarly, in the generation task, the activation of hubs triggers the sensory
information related to that item, making an analogy with the concept of associative mem-
ory. This integration, in addition to being performed at the level of the hubs,
is balanced by the different inhibitory links which inhibit non-congruent informa-
tion in order to keep synergistic ones. This once again highlights the predominant role of
inhibition, from the storage of memories to their processing.
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The main point subject to debate in this chapter is the simplicity of the inputs learned.
However, it should be borne in mind that these experiments remain preliminary results,
constituting a proof of concept for more ambitious works. Thus, the previous tests have
demonstrated the reliability of the architecture and the learning process, while retaining
a degree of flexibility in the dynamics induced either intentionally or spontaneously. In
particular, with very few resources (only 200 neurons) and a short learning time (100
seconds), the network can achieve competitive performances. This way, these foundations
pave the way for more complex experiments and perspectives.

The first thing to experiment with would be to increase the dimension of the features
learned and therefore their complexity. In particular, it would be interesting to explore
further the temporal aspect in the data (as with sounds) and thus try to learn sequences.
Similarly, the network should be able to learn several data associated with the same digit,
in order to prove its generalisation capacity and, why not, to compete with other machine
learning algorithms. From another perspective, we would like to explore the possibility
of obtaining a similar architecture and performance without supervision (i.e. without
direct stimulation of the labels). In addition to the basic recognition and generation tasks,
more complex experiments could be carried out. For example, we can imagine a more
complex generation task by activating different labels at the same time in order to obtain
a mixture of learned information and thus create new data. Another idea might be to
investigate the capacity of the network to minimise the surprise of sensory inputs, as in
predictive coding [32, 213, 354], by sequentially presenting two identical or similar inputs
and determining whether the network predicts its future state based on its expectations in
relation to its past experiences.
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The initial objective of this thesis was to understand the emergence of modular struc-
tures in ANN through local adaptation. Then, the second problem addressed was to
unravel the mechanisms that sustain these structures over time, shedding light on long-
term memory functioning. The final purpose was to validate the proposed architecture
and mechanisms using real sensory data and to evaluate their integration in multimodal
processing.

Throughout the different chapters of this thesis, various biological constraints have been
implemented in our models in order to meet these objectives. Among these constraints,
we note:

• the presence of distinct excitatory and inhibitory populations, admitting dif-
ferent synaptic plasticities (i.e., asymmetric Hebbian for excitation, symmetric Heb-
bian and anti-Hebbian for inhibition)

• the fact to have a persistent spontaneous neuronal activity in the network,
unlike conventional AI and machine learning systems

• the constant adaptation of synaptic weights, whereas most learning systems
freeze the process at a given moment

Based on these constraint, we found that the common denominator of these objectives
was the predominant role of inhibition in their proper functioning. In particular, in addition
to the impact of this inhibition on network dynamics, we have shown that:
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1. sustainable memory learning is supported by inhibition, which promotes the re-
call of learned items in the network dynamics at rest for their long-term maintenance
and consolidation

2. the number of inhibitory neurons present in the network is correlated with the number
of structural clusters that can be formed and stabilized over time, and thus with the
memory storage capacity of the network

3. inhibition enhances memory processing, notably by facilitating integration of
learned information

This discussion chapter will develop and analyse these findings, while extending the
implications and perspectives they provide.

The impact of inhibition on network dynamics

Before going into detail of the main findings of this thesis about the direct consequences of
inhibition from a purely functional point of view, it is interesting to understand the mech-
anisms by which inhibition impacts the network dynamics. The diagrams in Fig. 4.6 give
an overview of the architectures found for two stable populations in the case of electrical
coupling (phase models) and chemical coupling (spiking neuron models).
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Figure 4.6: Diagrams of the architectures selected for units with electrical coupling (phase
models) and chemical coupling (spike neuron models).

Inhibition regulates network activity

In SNN and biological neurons in general, inhibitory neurons are known as regulator cells,
allowing to reduce the action potential of target neurons. Thus in Chapter 3, we have seen
that excitatory neurons not receiving inhibition admit high firing rates, especially when
these neurons are strongly connected (see Fig. 3.2 (b) and (c)). Indeed, several studies
have shown that an excitatory-inhibitory balance is crucial in order to regulate network
activity [20, 284]. In particular, disruption of this balance can bring an abnormal network
activity leading to disorders such as seizures [167], altered visual processing [415], autism
or schizophrenia [384].

Moreover, during the learning phase and the stimulation of subgroups of neurons by
an external input, we have seen in Fig. 3.2 (d) and especially in Fig. 3.2 (f) of Chapter 3
that this regulation brought by inhibition on excitatory neurons is required to distinguish
activities of uncorrelated neurons. This idea is supported by studies in the visual cortex
demonstrating that selective activation of inhibitory neurons decreasing the activity
of some excitatory neurons and so reducing their sensitivity to sensory stimuli, improves
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feature selectivity and perception [210, 240]. This reinforces our choice in Chapter 4 to
model excitatory stimulation as sensory inputs [67, 188] and inhibitory stimulation as
consolidation signals from the hippocampus [355, 124].

With regard to phase models in Chapters. 1 and 2, inhibition does not necessarily reduce
the action potential (i.e. the phase) of target neurons. Indeed, the electrical couplings of
these particular neurons, tend to push them in anti-phase with respect to the pre-synaptic
neuron, which refers more to a mechanism for modulating synchronisation.

Inhibition modulates the degree of synchronisation

In our spiking neural model developed in Chapter 3, we observed in Fig. 3.2 (b) and (c) that
without inhibition, excitatory neurons have difficulties to exhibit synchronized dynamics.
On the contrary, in Fig. 3.2 (d) and (e) when anti-Hebbian inhibitory neurons are present
in the network, the structural modules can present synchronized epochs. Indeed, this
particular plasticity allows the formation of a feedback loop between the excitatory and
inhibitory populations of a cluster, where the discharge of the first population activates the
feedback inhibition of the second (see Fig. 3.3). Thus, this feedback inhibition, in addition
to regulate the activity of the cluster as we previously discussed, favours synchronisation
within the cluster. This feedback inhibition phenomenon is observed in the brain, where
activation of certain inhibitory interneurons can lead to synchronized oscillations of a
particular group of excitatory and inhibitory neurons [284, 382, 341, 409]. Specifically, in
a balanced network, in addition to regulating the flow of information [382], this feedback
reduces the variability of the excitatory neurons responses [284] (variability characteristic
of the A-I state), and it prevents runaway excitation [341, 167] (problem observed in
Fig. 3.2 (b) and (c)). Also, this feedback promoting synchronization between excitatory
and inhibitory neurons resembles the PING (Pyramidal-Interneuron Network Gamma)
rhythm [52, 69, 409]. However, in our case, the synchronization epochs appear at rather
low frequencies relative to the gamma frequency range (30-80 Hz) for PING rhythm in the
brain [69, 75].

Nevertheless, we observed in Fig. 3.2 (c) and (e) that though Hebbian-STDP inhibi-
tion, we can have the opposite effect and promote desynchronization between neurons of
different clusters. Indeed, this plasticity leads to the formation of a feed-forward inhibi-
tion targetting all neurons not belonging to its population as shown in Fig. 3.3. In this
sense, these inhibitors can be considered as an output layer sending signals only outside
the cluster. As a result, when excitatory neurons in one population spike, they trigger
the Hebbian inhibitory neurons in that same population and they inhibit all other popula-
tions. We have seen previously that this effect is decisive to regulate the activity of other
populations and to promote a correct learning. At this stage of learning, we can interpret
that this feed-forward inhibition prevents the others neurons to synchronize with the stim-
ulated neurons. This is all the more visible at rest in Fig. 3.2 (e) where the clusters spike
at distinct instants. Thus, in the brain, it is demonstrated that feed-forward inhibition
plays a critical role in desynchronization of excitatory neurons [81, 193, 167, 302]. Above
all, this desynchronization allows to encode and recall multiple stimuli promoting separate
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dynamics for each [302].
We can conclude that feedback inhibition (brought by anti-Hebbian-STDP)

promotes synchronization for correlated information from the same cluster and that
feed-forward inhibition (brought by Hebbian-STDP) promotes desynchroniza-
tion for uncorrelated information from different clusters. The inhibition found in this kind
of model (using chemical couplings) behaves differently from the inhibition used in phase
models. Indeed, using electrical couplings, positive couplings associated with excitatory
synapses tend to favour synchronicity and so have an attractive effect [171, 242, 360, 406].
On the contrary, negative couplings associated with inhibitory synapses promote desyn-
chronization by repulsing units [171, 242, 406]. In SNN, the synaptic inputs between
neurons can be considered more as pulse coupling where excitatory units increase the fir-
ing rate of target neurons and inhibitors decrease it. Despite this, as for phase models, we
have demonstrated the impact of inhibition to modulate the degree of synchronization in a
SNN and so to exhibit partially synchronized dynamics. More precisely, while the impact
of E-E and I-I connections appears negligible (see Fig. 3.5 and Fig. 3.2 (g)), E-I and I-E
connections emerge as decisive for the formation of spontaneous recalls.

Sustainable memory learning

The problem of maintaining over the long-term the memories a network has learned, while
keeping an on-going adaptation process that avoids forgetting past memories by new ones,
is a relevant issue encountered in models from various fields, from biology to machine
learning and AI. As the main purpose of this thesis, we investigate how the different
synchronized and desynchronized regimes brought by inhibitions described in the previous
section, allow the creation, maintenance and consolidation of these memories from phase
models to more realistic SNN.

The creation of memory

Throughout the different chapters of this thesis, we have seen that the creation of mod-
ular structures is driven by the adaptation mechanism in which excitatory neurons
receiving the same input at the same time reinforce their connections while con-
nections between uncorrelated neurons are essentially suppressed. This echoes the prin-
ciple of Hebbian learning: "cells that fire together, wire together" [174], developed with
the "Synchrony-based" adaptation in Chapter 1. This approach was preferred to the
"Frequency-based" adaptation for simplicity of implementation. Moreover, it appeared
that with sensory stimuli, it was the most natural and efficient way to create associations
between neurons.

Indeed, in Chapter 4, we demonstrated the possibility of forming thesemodular struc-
tures with the application of localised audio-visual sensory stimuli. The struc-
ture emerging in the network following the learning phase resembles the modular and
hierarchical organisation of the brain where each module represents a sensory modal-
ity [402, 179, 277, 420, 421]. In addition to representing high-level cognitive functions
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with the segregation of sensory areas, neural assemblies can be associated with memory
items encoded by plasticity at a lower level [100]. Since these modular structures are the
result of encoding learned stimuli, they can be perceived as memory items [127, 361].

By using θ-neurons in Chapter 2, the learning process allows these connected neurons
to maintain a certain degree of synchrony among them thanks to electrical couplings, as
explained, while exhibiting some variability in their dynamics due to the external noise and
the heterogeneity in their parameters. Differently, by using spiking neurons in Chapters 3
and 4, neurons present in the modules admit a A-I behaviour punctuated by sporadic
epochs of transient synchrony. These modules interact via inhibitory connections which
play a decisive role in their long-term maintenance.

The maintenance and consolidation of memory

In the case of the maintenance of structural modules in networks composed of θ-neurons
(see Chapter 2), we observed that the inhibitory neurons play a fundamental role in pre-
venting a global resynchronization of the whole network after the learning phase. There-
fore, each cluster exhibits an independent dynamics, preventing a long-term
forgetting of the structural neural assemblies, each coding for a different memory item
(stimulus). In contrast to what has been reported in studies with chemical synapses where
sufficiently strong inhibitory connections and strong E-I coupling favour the synchroniza-
tion in the network [52, 314], in this model the inhibitory neurons are also synchronized by
the excitatory ones, but their activity tends to maintain the excitatory clusters desynchro-
nized. As shown in Sec. 4.4, this difference is explained by noticing that in this model, the
couplings among the neurons are essentially electrical gap junctions, which for moderate
strength and in absence of delay are known to promote in-phase (anti-phase) dynamics
among excitatory (inhibitory) neurons [26] similarly to what is observable for phase oscil-
lators.

On the other hand, we have shown the possibility of consolidating structures despite
the learning did not involve all excitatory neurons. In particular, we have studied the case
in which partially trained areas were not completely formed due to partial random stimula-
tions and we have analysed the case where a sub-group of neurons remains untrained (un-
stimulated), see Figs. A.13 and A.14 appendix A.3. From these analyses, we can conclude
that even if the system partially learns (but at a sufficient degree) the given stimulation
patterns, then the connections will be anyway reinforced during the post-learning phase.
Here, an analogy could be drawn with memory consolidation during sleep [364, 241], when
the memories of the daytime experiences are recalled for their reinforcement. Finally, we
have shown that the reported results are general by replicating the experiments with two
other oscillator models (i.e. Kuramoto and Stuart-Landau model) as shown in Fig. A.17.

In the case of spiking neurons in Chapters 3 and 4, the maintenance process is some-
what more complicated given the non-deterministic nature of their dynamics at rest. Yet,
we have shown in Fig. 3.4 that spontaneous recalls of learned items are directly corre-
lated with a strengthening of the synaptic connectivity of the associated structural clus-
ter. Indeed, each memory seems to consolidate autonomously thanks to the particular
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dynamics obtained at rest. More precisely, in the absence of recall, the A-I state sup-
ports small forgetting, particularly due to the slow and uncorrelated firing of the neurons.
When neurons synchronize, this natural forgetting is largely compensated, preventing the
learned structure to be lost in the long-term. These elements confirm our idea that the
spontaneous recall allows the maintenance of long-term memory in a process of
structure-dynamics positive feedback. Furthermore, this idea is confirmed in the Chapter 4
with the learning and retention of sensory stimuli.

Our spiking neural network admits relatively low mean firing rate with δ (0.5-4 Hz)
to θ (4–8 Hz) waves rhythms oscillations at rest in the A-I state. In contrast, during full
spontaneous recalls, it admits a higher frequency of the range of α (8–12 Hz) to β (12–35
Hz), rhythms that may occur in certain stages of sleep and process of memory [141, 215,
332]. This phenomenon may refer to the different stages of sleep, with low wave activities in
the NREM stages and rather high activities in the REM stages (i.e. synchronisation epochs
in our case). In particular, an analogy can be made with dreams, which are characterized
by a large variety of frequencies from theta and alpha waves, but also by occasional bursts
of faster activity from beta to gamma waves [126, 257]. This process can also refer to the
up and down state in sleep [134, 378, 405] for memory consolidation. It should be noted
that in our model, there is no frequency adaptation or manual modulation of the neuron’s
excitability to switch from one state to another. These state changes, generally induced
by gene expression in the brain [86, 152, 313], are in our case only due to: the reception of
external inputs or to the natural fluctuation of the network (i.e. noise) which can lead to
a cascade effect characterized by recalls and increase in network frequency.

In addition to these complete recalls, experiments from Fig. 3.6 and especially from
Fig. 4.3 with multimodal data, highlight the fact that internal replays can take various
forms and so sustain the memorization of more complex information. Indeed, this experi-
ment determined the possibility for the network to learn and retain items admitting mixed
selectivity (i.e. neurons responding to multiple inputs). The notion of mixed selectivity ap-
pears to be decisive in complex cognitive tasks [58, 173]. Specifically, it enables the brain
to represent or process multiple sources of information simultaneously and to integrate
them [289, 317]. These neurons could be seen also as hub neurons allowing for connections
between the stored clusters and facilitating the ability to potentially transmit and inte-
grate information [339, 389, 421, 420]. In Fig. B.3 appendix B.1, we go further considering
hubs shared between 4 different clusters. This allows even more complex dynamics, even
if the general idea remains the same. In Fig. 4.3, hub labels only connect to particular
clusters (or memory items), creating particular places on the information path where the
information are integrated in a different way and, in other words, causing different reac-
tions to external stimuli. As well, we observed that even partial recalls (i.e. when only
a few neurons of a cluster spike), characterised by lower activity, also promote struc-
ture consolidation. In the end, a multitude of states participate in this maintenance.
However, whatever their characteristics and frequency of occurrence, the network seems to
remain stable in its asynchronous state and does not converge in one of these (partially)
synchronized states. By comparison, previously with θ-neurons, the network was able to
maintain memory through strictly alternating epochs of synchronization of each cluster,
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which can be linked to a limit cycle. On the contrary, with our spiking neural model,
the network fluctuates and remains in a A-I state while stored items naturally pop-up as
multiple attractors (balanced fixed points) induced by noise. These dynamic transitions
clearly echo the noise-driven state switching found in neural activity [65, 109, 279, 320].

The memory capacity of the network

In addition to be directly related to the formation and maintenance of long-term memories,
here we discuss how inhibition correlates with the memory capacity of the network. We
find relations between this inhibition and the number of memories stored and the way in
which they are organized and processed.

The storage of memory

In our study with θ-neurons in Chapter 2, we have shown that the number of inhibitory
neurons is linked to the number of different neural assemblies that may keep
an independent (not synchronised) dynamics and consequently be consolidated
(see Fig. 2.6(a)). As each cluster is considered as a stored memory item, we can easily
link the number of inhibitory neurons to the capacity of a network to learn and store
information. We can safely affirm that the number of inhibitory neurons is clearly related
to the memory capacity of the network [162]. In particular, we have shown that for non-
overlapping memories the maximal capacity is proportional to the number of inhibitory
neurons, thus we expect that the maximal storage capacity will grow as ' 0.20N by
assuming that 20% of the neurons are inhibitory as observed in the cortex. This capacity
is definitely larger than that of the Hopfield model in which the nature of excitatory
and inhibitory neurons is not preserved and whose memory capacity can grow at most as
' 0.14N [185]. Furthermore, we have shown in Fig. 2.6(b) that the number of inhibitory
neurons controls also the maximal number of neurons which can code for different items
at the same time, i.e. exhibiting a simple form of "mixed selectivity" [316]. These neurons
could be seen also as hub neurons allowing for connections between the stored clusters and
facilitating the ability to potentially transmit and integrate information [339, 420, 421, 390].
Once again we have shown that the amount of inhibition can be related with the cognitive
capability of the network.

These relations were confirmed for spiking neurons in Chapter 3. Since memory is
linked to recall, by extension it is directly correlated to inhibition. Indeed, in addition to
being at the origin of the formation of these memories through the creation of modular
structures during the learning, inhibition controls the memory storage capacity of a net-
work. This claim is highlighted in Fig. 3.3 (b) where the number of inhibitory neurons
and more precisely the number of pairs of Hebbian and anti-Hebbian inhibitory
neurons is related to the number of different neural assemblies that may admit
independent spontaneous recalls (not synchronised with the rest) and conse-
quently be maintained. Several studies have also revealed the role of inhibition in the
storage capacity of the brain and the retention of these memories [145, 254, 335]. In par-
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ticular, in our experiment, we quantified this maximal capacity for a network of N neurons
as N

3 memory items for an "optimal" network composed of 2N
3 inhibitory neurons. In that

case, this capacity is higher than that of the Hopfield model (' 0.14N) [186] but is similar
for a more realistic network with 20% of inhibitory neurons as observed in the cortex,
giving a theoretical limit fixed at 0.1N items. This can question on the reasons why using
such E/I ratio as in biology rather than a ratio favouring a better storage capacity. We
can argue that this storage capacity is more than sufficient for such a system and that it
allows encoding more complex information by dedicating more excitatory neurons in each
memory.

For comparison, considering an excitatory-inhibitory ratio of 80 − 20, we have a ca-
pacity of M = 0.2N + 1 memory items for N θ-neurons and M = 0.1N memory
items for N QIF neurons. This difference can be explained by the difference of coupling
(electrical versus chemical) between the two models, making more complicated to obtain
synchronous regimes in the latter case. Basically, for phase models, only one type of inhi-
bition is required, versus the need of both Hebbian and anti-Hebbian for spiking neurons.
Nevertheless, as we have shown previously, in the spiking neural model, we obtain a better
capacity for learning and retaining more complex information (e.g., mixed selectivity) with-
out any direct dependency between inhibition and neurons coding different items (unlike
θ-neurons). This was confirmed in Chapter 4 with sensory information, where although
memory items admit several mixed-selectivity neurons, they are correctly recalled and re-
tained thanks to the pair of inhibitory neurons associated to each of them. Ultimately, this
recall process (random or deterministic with oscillators) of memories can be perceived as
an active storage of information, where once the information has been sufficiently learned
during stimulation, the network autonomously consolidates stored memories.

The organisation of memory

In the first part of this thesis using phase models notably in Chapter 2, we have carried out
several additional experiments to validate the robustness of the results and to better under-
stand the mechanisms at the basis of memory storage and consolidation. On the one hand,
we have shown that stored memories can be retrieved with a brief stimulation recall even
if the excitatory assemblies associated to the applied stimuli are no longer present in the
connectivity, but are preserved only in the connections involving the inhibitory neurons, as
shown in Fig. 2.8(b). In the light of these results, one could speculate that the main purpose
of the connections between excitatory neurons is to store short-term memories while the
links associated with the inhibitory neurons – which have been reinforced during the
consolidation post-training phase – correspond to long-term memory storage. The
functional connectivity initially induced by the excitatory plasticity through the input in-
formation is then maintained in the long-term by the inhibitory plasticity [78, 87, 272, 423].
Therefore, as long as inhibitory neurons preserve their connections, short-term memories
could be erased to process and learn new information. This result resembles the one found
in [401] for excitatory-inhibitory networks with inhibitory plasticity.

These ideas about inhibitory links and memory encoding are reaffirmed in experiments
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of Fig. 3.5 in Chapter 3, where informations appear to be stored in the links associated
with inhibitory units (E-I and I-E links). Indeed, in addition to being sufficient to provoke
spontaneous recalls for the reasons discussed in Sec. 4.4, these links are sufficient to perform
recognition tasks with the activation of the inhibitory units after the presentation of a
learned pattern in same manner as with θ-neurons. However, for more complex tasks such
as external recall (or reconstruction of memory) as in Fig. 3.7, it appears that memories
must be encoded or reloaded into the E-E links. We could again speculate that the main
purpose of these E-E connections is to store short-term memories that will be directly used
for working memory tasks or encoded in links associated with inhibitory neurons in
order to store long-term memories. Thus, as long as inhibitory neurons preserve their
connections, short-term memories could be erased to process and learn new information,
but they could be also reloaded as shown in Fig. 3.5.

An analogy can be made with the functional and structural connectivity of the brain.
Indeed, reorganization of the structural connectivity between neurons occurs in response
to plasticity, new sensory information and during memory consolidation [63, 175, 251].
Logically, this structural connectivity plays an important role in shaping the functional
organization of the brain [183, 201, 294]. However, studies found that regions with strong
structural connections do not necessarily have strong functional connections [102] and
reciprocally regions with weak structural connections may admit strong functional con-
nections [201]. This suggest that although structural connectivity provides a foundation
for functional connectivity, the relationship between the two is not always straightforward
and is region and task specific [183, 389]. In our case, we have seen that the structural
modules of E-E connections can disappear and reappear without significantly affecting the
dynamics at rest. In fact, as soon as some particular structural connections (E-I and I-E
links) are sufficiently learned, they form the basis of the cognitive functions and can be
used to reconstruct the initial information as in Fig. 3.5 (b). For example, in the multi-
modal application of Chapter 4, features of memory items are also encoded in E-I and I-E
connections of each sensory areas (see Fig. 4.3 (d)). However, in this case, these informa-
tion are also encoded in E-E connections with the hub label neurons, allowing higher-level
processing across modalities.

The processing of memory

As seen, inhibitory neurons, and their connections, allow the coherent storage and encod-
ing of learned memory for processing in different tasks. During the external recall experi-
ments of Sec. 3.3.4 and particularly in the recognition and generation tasks of Chapter 4,
we demonstrated the possibility to effectively triggering one part of memory by
stimulating an associated part. In the case of recognition, this process corresponded
to the presentation of a sensory pattern (auditory or visual) to activate the corresponding
hub label neurons. In the case of generation, the reverse process consisted of stimulat-
ing the hub label neurons to obtain the associated bimodal information. This highlights
the concept of associative memory, where there are functional correlations between in-
formation from the same structures [361]. A phenomenon linked to this idea is that of
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latching dynamics, which can be expressed as the transitions between associated memo-
ries [325, 349, 419]. More precisely, the dynamics in the network can be seen as jumps
from one attractor to another according to their physical connection and so their semantic
relations [11, 325, 349, 419]. In our model, it corresponds to the external activation of a
part of the network followed by the induced recall of the memory item. This mechanism
can remind that present in the Hopfield’s recurrent neural network, where the initial ac-
tivation of particular units leads to the activation of another state and so on [185]. In
general, in these models, the system converges towards a final attractor or to an infinite
recursion whose the duration depends on the strength of the attractors and the size of the
network [325, 380]. In our case, regardless of whether the activation of a memory attractor
is obtained spontaneously or by external stimulation of associate information, the network
does not remain in this state, thanks in particular to anti-Hebbian inhibition, and returns
to a A-I state as already discussed in Sec. 4.4.

Thus, in line with discussions of Sec. 4.4, feedback inhibition provided by anti-Hebbian
inhibitory neurons allows for temporally coherent reactivation of memory items during
processing while avoiding abnormal and excessive activity blocked in a specific location
in the brain (see Fig. 3.2 (c)) as in epileptic seizures [90, 142, 357]. In addition, during
the integration of multimodal information at the level of hubs in the Chapter 4, feed-
forward inhibition, provided by Hebbian inhibitory neurons, allows better decision-
making capacity. In a first place, each sensory area processes inputs in a unimodal way,
highlighting the aspect of segregation [377], where local Hebbian inhibitory neurons enable
a better features selectivity by inhibiting non-congruent ones before transmitting them to
the global hub neurons. Then, during the integration of features from both modalities,
the hubs compete with each other, mutually inhibiting each other thanks to Hebbian
inhibitors in order to remove uncertainties (notably due to mixed selective information
and fluctuation of neurons) and thus make a decision. The effectiveness of our architecture
in bimodal recognition and generation tasks confirms the role of inhibition in coherent
multimodal integration.

Perspectives

This thesis covered a wide range of fields, from AI and machine learning to neuroscience
and biology, passing by dynamical systems and physics. Consequently, in addition to
the perspectives of improvements or additional experiments addressed individually in the
themes of each chapter, more general questions arise in the different fields treated.

The impact of physical topology

The physical topology of the network is an aspect that has not really been addressed in this
study. Indeed, throughout this thesis, we have considered an all-to-all connectivity where
all neurons can potentially target all the other neurons and where only synaptic plasticity
shapes the structures. We can justify this choice by: (1) the desire to show the role of adap-
tation in the formation of modular structures emphasizing the emergence of the different
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sensory areas in immature brain and, (2) the fact of considering relatively small networks
(a few hundred of neurons) in order to perform phenomenological studies attempting to
explain general concepts of memory maintenance. However, sensory systems such as
vision and somatosensory organize information spatially through neurons with
similar response properties, forming topographic maps that represent neighbouring regions
in sensory space, preserving the spatial relationships of sensory stimuli [203, 204, 276].
In addition, the brain admits sparse connectivity [123, 351] with in particular long-range
connections mainly provided by excitatory pyramidal neurons [298, 425] although some
GABAergic cells also project to different brain areas [74]. In our architecture (see Fig. 3.3
(a)), Hebbian inhibitory neurons play this role to some extent. To explain this phenomenon,
we could imagine that the Hebbian inhibitory neurons associated with a cluster are physi-
cally deported to distant locations in the network to locally inhibit other clusters, so that
long-range connections are only ensured by excitators. This would highlight again the
difference between physical and functional connectivity, which are not necessary directly
correlated.

One idea for taking this physical topology into account would be to represent the
network as a 2D lattice where the physical distance would impact the probability of a
neuron targeting another. More precisely, the nature of the pre-synaptic neuron would
determine the possibility of admitting connections of varying lengths. Thus, such rules
would make it possible to admit a relatively sparse adjacency matrix with local inhibition
and short- and long-range excitation. These local inhibitions would also raise the question
of the distribution of inhibitory neurons in the network (randomly polluted, localized pools,
etc.). This topology would also provide an opportunity to consider a parameter that has
been omitted until now, namely the impact of synaptic propagation as a function of the
distance between neurons. Finally, based on this particular topological map, the idea would
be to reproduce our original experiment of Chapter 4 by applying the sensory inputs this
time to real localized areas in order to obtain physically segregated modalities.

Perspectives in artificial intelligence and machine learning

In addition to the perspectives enunciated in Sec. 4.4 of Chapter 4, our spiking neural
model could be used in other applications in the field of pure machine learning or bio-
inspired AI in general. Indeed, as well as providing certain biological constraints, our
architecture solves issues often encountered in classical ANNs, in particular the capacity
to keep a constant adaptation of its weights without catastrophic forgetting of the
information learned, while allowing the network to admit spontaneous dynamics. Thus,
this adaptability could be of real interest for real-time applications, especially given the
relative simplicity of the model employed (i.e. QIF neurons), the small number of resources
required to perform sensory tasks (hundreds neurons in our case), the rapid convergence
of weights (tens of seconds) and the reactivity and precision of spike events (of the order
of milliseconds).

Also, the multimodal application of Chapter 4 has shown the possibility to effectively
integrate two different modalities (auditory and visual). Therefore, we can extend to a
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larger number of modalities, enabling more complex integrations. For example, we
could integrate several information from the visual modality, such as movement and colour
detections. Similarly, in the auditory modality, the confrontation of the two captation
sources (i.e. the two hears) could be of interest in the case of spatial localisation by hearing.
These integration of sensory information can also be connected to motor control system by
creating association between sensory features such as a sound to a movement such as that of
the vocal cords for potential robotic applications. Associations could even be done between
different motor controls, as in the gesture-speech synchrony [243, 305]. To all this could
also be added attention mechanisms [36, 323] or other control signals making it possible
to simulate more complex cognitive tasks. From a more machine learning perspective, our
neural model could be used in a reservoir computing architecture [180, 391] where spiking
neurons in the reservoir disentangle information and encode memories, and then a linear
regression is performed to read out the activity of the neurons. Such an experiment would
highlight the most beneficial integration approach (hubs or linear regression).

Applications in neuroscience and biology

Despite the multidisciplinary aspect of this thesis, the main focus has remained on com-
putational neuroscience, with particular emphasis on the long-term memory mechanisms.
This link with neuroscience could be strengthened by replicating our main experiment
on the formation of modular structures via adaptation to selective stimuli by replacing
digit input data with data on the activations of brain areas over time, such as functional
magnetic resonance imaging (fMRI) data. Still in this idea of better matching the exper-
imental data, we could implement the architecture of a complete cortical column with
the different layers of the visual or auditory cortex. Based on our established model, the
spiking neurons subjected to constant STDP would be distributed between the different
layers, with in particular input neurons in layer 4 and inhibitory neurons in layer 5 [48].
Thus, we could reproduce our experiment on the formation and maintenance of memories
on a larger scale. To go even further, this experiment can also be considered at the whole
brain level using a real connectome as in [99, 164]. In this case, modelling individual cells
may have its limitations given the size of the network, and an approach such as the mean-
field theory may be of real interest [72, 77, 121]. Note that in our case, we would need
to estimate three different transfer functions to approximate the three types of neuron
population considered in our model [72, 77, 121].

From a different perspective, we anticipate that our model could simulate certain bio-
logical phenomena and in particular neural disorders by tuning or removing certain key
parameters of our model. For instance, as we have already discussed in Sec. 4.4, the absence
of feedback inhibition in the network gives rise to abnormal activity that can be compared
to epilepsy [90, 142, 357]. Conversely, the lack of feed-forward inhibition has been at the
origin of problems with decision-making and integration of information that can refer to
autism spectrum disorder and attention deficit hyperactivity disorder [115, 396]. In this
way, these experiments will provide a better understanding of the key role of these mech-
anisms in these disorders. Finally, we foresee that some of the computational experiments
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performed in this thesis could be conducted in vitro, for example, by considering neuronal
cultures with or without inhibitory neurons and by applying different patterns of localised
electrical or opto-genetical stimulations to sub-groups of neurons.
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Appendix A

Supplementary results with phase
models

In this appendix chapter, we describe supplementary results obtained with phase models
such as Kuramoto oscillators and Theta neurons.

A.1 Impact of topologies in Kuramoto networks

This appendix is devoted to reproducing the Sec. 1.2.2 experiments with different topolo-
gies instead of an "all-to-all" connectivity. The aim is therefore to study the impact of
the network topology (i.e., presence or absence of connections between oscillators) on cou-
pled Kuramoto oscillators subjected to adaptation. To do this, we set up several types of
adjacency matrix (parameter aij in Eq. (1.1)) in order to observe the possible effects on
the organization of the weights as well as on the phase dynamics. Indeed, until now, we
have been dealing with a "fully connected" topology where all oscillators are bidirection-
ally connected to each other. In Fig. A.1, we display the adjacency matrices of some of
topologies tested.
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Figure A.1: Adjacency matrices of some network topologies tested. (a) Randomly con-
nected in uniform way. (b) Randomly connected in regular way (i.e., same degree of
connection for each neuron, here N

4 ). (c) Randomly connected with a probability of 1
20 .

(d) Scale free topology (Barabási-Albert model [29]). (e) Small world topology [280]. (f)
Modular topology with hubs [420]. (g) Line topology (with bidirectional links). (h) Mul-
tilayer topology (with 4 layers and unidirectional links). (i) "All to one" topology (with
bidirectional links).

The first observation is that whatever the type of topology, the states associated with
the different learning rules described above are always found after convergence. The second
observation is that the sparser the topology (as in Fig. A.1 (c), (d), (g) and (i)), the longer
the system takes to converge towards a particular state. This can be explained by the
fact that each neuron has fewer contributions from its neighbours to synchronize with each
other and that information can take longer time to arrive in some configurations. Finally,
in some particular organizations (as in Fig. A.1 (g) and (h)), we observe that the absence
of bidirectional links (or feedback) leads to a relatively lower capacity for synchronization
of the network. This can be understood from Eq. (1.1) since with unidirectional links, only
the oscillators of the incoming links will try to synchronize with their neighbours while
those in the outgoing links will only follow their own dynamics.

Concerning synaptic connectivity, Fig. A.2 shows that apart from the links imposed by
the topologies, we find the same organization of weights in each case as in Sec. 1.2.2. In
fact, we find two alternating zones of positive and negative links for the Hebbian symmetric
rule, alternative diagonal stripes of positive and negative links for the Hebbian asymmetric
rule and a random organisation for the Anti-Hebbian symmetric rule. Note that we do not
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display all weights matrices since they are all extremely similar.

Figure A.2: Weight matrices (sorted by phases) obtained with (a) a randomly connected
topology with a probability of 1

20 (see Fig. A.1 (c)), (b) a small world topology (see Fig. A.1
(e)) and (c) a line topology with bidirectional links (see Fig. A.1 (g)). Each topology is
evaluated with the Hebbian symmetric rule, the Hebbian asymmetric rule and the Anti-
Hebbian symmetric rule.

We can conclude from this part that, although the original topology of the network has
no real impact on the final results, we have seen that sparse and unidirectional connectivity
is not conducive to effective network development. For these reasons, we will continue to
consider a "fully connected" topology in the following.
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A.2 Alternative input stimulation with Kuramoto oscillators

In this appendix, additional results are presented on the impact of different types of inputs
applied to coupled Kuramoto oscillators.

A.2.0.1 Frequency-based adaptation

This subsection focuses on alternative input vectors to be learned with different plasticity
rules as part of the frequency-based adaptation with coupled Kuramoto oscillators.

Two values input In Fig. A.3, we reproduce exactly the same experiment as in Fig. 1.6
of the main text with an input made of two values, but this time considering the Hebbian
asymmetric plasticity rule. No major differences are observed here, apart from different
dynamics within each cluster (i.e. a splay state, see Sec. 1.2.2).

Figure A.3: Learning of a two values input using a Hebbian asymmetric rule with: (a) the
distribution of natural frequencies/inputs, (b) the distribution of phases, (c) the weighted
connectivity matrix (sorted by mean frequencies and phases), (d) the mean frequency
of each oscillator and (e) the phase patterns (sorted by mean frequencies and phases).
Parameters: α = 0.3π and β = 0.

Gaussian input In Fig. A.4, we reproduce exactly the same experiment as in Fig. 1.7
of the main text with an input made of values distributed with a Gaussian, but this time
considering the Hebbian asymmetric plasticity rule. From a structural point of view, no
major differences are observed apart from the organization of positive and negative weights
within each cluster, which is typical of the structure obtained with the splay state (see
Sec. 1.2.2). Concerning the dynamics of these clusters, the "plateau" observed in the mean
frequencies in the previous case are less clear here. Indeed, it seems that even oscillators
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in a same cluster do not admit exactly the same mean frequency (see panel (b)) compared
with the Hebbian symmetric where they had exactly the same frequency. We can explain
this firstly by the fact that, thanks to the Gaussian distribution, no oscillators have exactly
the same natural frequency. In the case of the symmetric function, the rule favours strict
synchronization (or anti-phase desynchronization) of the oscillators, while the asymmetric
rule does not, which may explain why the oscillators are able to keep their own frequency
regime. Except this small aspect, the main results seem consistent from one plasticity rule
to the other.

Figure A.4: Learning of a Gaussian input using a Hebbian asymmetric rule with: (a) the
distribution of natural frequencies/inputs, (b) the mean frequency of each oscillator and
(c) the weighted connectivity matrix (sorted by mean frequencies and phases). Parameters:
α = 0.3π and β = 0.

Uniform input As a final input vector, we consider values uniformly distributed between
0, 75 and 1, 25. The results obtained with the two plasticity rules are represented in Fig. A.5
and Fig. A.6. On the side of the Hebbian symmetric rule, we observe the formation of
five modular structures in the weight connectivity (c). Although the natural frequencies
in panel (a) are uniform, the oscillators associate into five clusters, each with its own
mean frequency (see panel Fig. A.5 (b)). This confirms the intuition of the previous
experiments showing firstly that oscillators with close natural frequencies can associate to
form a cluster and decouple from the others. Secondly, once formed, these clusters maintain
a unique mean frequency thanks to the characteristics of the Hebbian symmetric rule. In
contrast, with the Hebbian asymmetric rule, clusters are a little harder to distinguish in the
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weight connectivity (c). Although small modular structures seem to appear, the boundaries
between them are not always clear. In addition, as with the Gaussian distribution, the
oscillators all admit a different mean frequency (see panel Fig. A.6 (b)) in accordance with
the natural frequency distribution in panel (a).

Figure A.5: Learning of a uniform input using a Hebbian symmetric rule with: (a) the
distribution of natural frequencies/inputs, (b) the mean frequency of each oscillator and
(c) the weighted connectivity matrix (sorted by mean frequencies and phases). Parameters:
α = 0 and β = −0.5π.
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Figure A.6: Learning of a uniform input using a Hebbian asymmetric rule with: (a) the
distribution of natural frequencies/inputs, (b) the mean frequency of each oscillator and
(c) the weighted connectivity matrix (sorted by mean frequencies and phases). Parameters:
α = 0.3π and β = 0.

A.2.0.2 Synchrony-based adaptation

This subsection focuses on alternative input vectors to be learned with different plasticity
rules as part of the synchrony-based adaptation with coupled Kuramoto oscillators.

Four inputs In Fig. A.7, we reproduce exactly the same experiment as in Fig. 1.9 of the
main text with four different input vectors made of binary values, but this time considering
the Hebbian asymmetric plasticity rule. No major differences are observed here, apart
from the different dynamics within each cluster (i.e. a splay state, see Sec. 1.2.2) and the
associated structural organization.
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Figure A.7: Learning of four binary inputs randomly selected using a Hebbian asymmetric
rule with: (a) the time development of the order parameters, (b) the mean frequencies of
each oscillator through the time, (c) the distribution of phases after learning phase, (d) the
autocorrelations of the phase pattern and (e) the weighted connectivity matrix (sorted by
phases in each cluster). Parameters: duration of learning = 20000 iteration steps, α = 0.3π

and β = 0.

Two overlapping inputs In Fig. A.8, we reproduce exactly the same experiment as in
Fig. 1.10 of the main text with two overlapping input vectors made of binary values, but
this time considering the Hebbian asymmetric plasticity rule. No major differences are
observed here, apart from the different dynamics within each cluster and the hubs (i.e. a
splay state, see Sec. 1.2.2) and the associated structural organization.
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Figure A.8: Learning of two overlapping binary inputs randomly selected using a Hebbian
asymmetric rule with: (a) the time development of the order parameters, (b) the mean
frequencies of each oscillator through the time, (c) the distribution of phases after learning
phase, (d) the autocorrelations of the phase pattern and (e) the weighted connectivity
matrix. Parameters: duration of learning = 20000 iteration steps, α = 0.3π and β = 0.

Recognition patterns This alternative experiment aims to give some premises for learn-
ing and recognition of simple patterns. To do this, we present three input vectors to a
network composed of 10 Kuramoto oscillators in the same manner as in Sec. 1.3.2 of the
main text. These vectors are made up of 7 binary values encoding the information and 3
binary values encoding the item label. Thus, as represented in the protocol in Fig. A.9,
the aim of the learning phase is to associate a binary pattern with a label, using the tem-
poral correlation of these inputs. In this way, during the testing phase, where only the
patterns are presented, the activation of certain oscillators should imply the reactivation
of a particular label oscillator and therefore the recognition of the pattern.
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Figure A.9: Diagram showing the protocol for learning and recognising three patterns in a
network of ten Kuramoto oscillators. During the learning phase, input vectors are applied
alternately to the oscillators in a random manner during 200 iteration steps. In these
vectors, 7 values are devoted to information and 3 values to the label associated with the
pattern. During the learning phase, the labels are active playing a supervisory role, unlike
during the testing phase. During the testing phase, each pattern is presented alone one
after the other (with a short rest in between) in order to observe which label reacts most
to a given pattern. The red circles highlight the active oscillators in the input vectors.

The results obtained with this protocol are represented in Fig. A.10. Firstly, as ex-
pected, when a pattern is presented during the testing phase, the associated oscillator label
admits a mean frequency of higher amplitude, whatever the pattern and the plasticity rule
employed (see panel (b)). We also observe that the labels of patterns that share oscillators
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in their code show an increase in frequency. For example, the first pattern sharing one
oscillator in common with the second pattern, the presentation of the first pattern implies
a frequency increase of both labels. However, the frequency amplitude of the corresponding
label remains higher, which confirms the possibility of the network to correctly recognize
simple binary patterns. Apart from the learning phase and the presentation of a pattern,
the network remains as before in the state associated with its plasticity function, as evi-
denced by the order parameters in panel (a). Concerning the connectivity obtained after
the learning phase in panel (c), the associations between the information oscillators and
labels are clearly visible with the oscillators coding for the same motif strongly connected
(i.e. weights close to 1 or −1) and those uncorrelated with weak connections. Similarly,
the overlaps brought by oscillators coding for different items are characterized by medium-
value connections, highlighting the ambiguity of the information. This experiment is a first
step in linking our results to AI applications and will subsequently be useful for learning
to recognize sensory modalities. Although not developed here, we can also imagine the
reverse process where we stimulate a given label to generate the associated pattern. This
aspect will be developed further in chapter 4.
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Figure A.10: Results obtained for the learning and recognition three patterns in a network
of ten Kuramoto oscillators using the Hebbian symmetric rule and Hebbian asymmetric
rule. (a) The time development of the order parameters during the learning phase (time
0 to 10000) and the testing phase (time 10000 to 20000). (b) The mean frequencies of
the 3 label oscillators through the time (neuron 7 for pattern 1, neuron 8 for pattern 2,
neuron 9 for pattern 3), the dashed lines represent the ranges where an input is presented
(i.e. pattern 1, pattern 2 and then pattern 3). (c) the weighted connectivity matrix after
the learning phase. Parameters: number of iteration = 20000, α = 0, β = −0.5π for the
Hebbian symmetric rule and α = 0.3π, β = 0 for the Hebbian asymmetric rule.

Frequency and synchrony based adaptation In this last alternative experiment, we
mix the two approaches of Sec. 1.3.1 and Sec. 1.3.2 by considering input vectors containing
values of different amplitudes, as represented in Fig. A.11 (a). Specifically, we consider
four input vectors with values taking the form of Gaussian of amplitude 2 and standard
deviation of 12.5, centred in oscillators 12, 37, 62 and 87 respectively. This consequently
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implies overlaps in the stimulated oscillators as in Fig. 1.10. Except these differences in
the inputs content, the learning protocol remains the same as in Sec. 1.3.2. The weight
matrices obtained after learning with the two plasticity rules are represented in Fig. A.11
(b) and (c). First of all, we do not observe any significant difference between the rules.
In both cases, small modular structures seem to appear at the centre and extremities
of each Gaussian input where the oscillators receive inputs of similar frequencies. On
the slopes of the Gaussian, where the frequency differences are larger, connections only
form between oscillators that are physically close in the vector or at the opposite end
(according to the centre of the Gaussian). Similarly, the overlaps induced by the inputs
create connections between the different areas stimulated. These particular forms of input
explain the complex structures obtained with coupling weights of intermediate values.
The dynamics of the network are not described here, since they are similar to those of the
previous experiments, with a dependency linked solely to the plasticity rule used.

Figure A.11: Learning of four overlapping Gaussian inputs randomly selected with: (a)
the four input vectors learned (amplitude = 2, standard deviation = 12.5, means = 12,
37, 62, 87), (b) the weighted connectivity matrix using the Hebbian symmetric rule and
(c) the weighted connectivity matrix using the Hebbian asymmetric rule. Parameters:
α = 0, β = −0.5π for the Hebbian symmetric rule and α = 0.3π, β = 0 for the Hebbian
asymmetric rule.

A.3 Alternative stimulation protocols with θ-neurons

In this appendix, we present results relative to additional stimulation protocols which
consist of variations of the initial protocols depicted in the Sec. 2.2. The dynamics are
simulated using the θ-model as in Chapter 2.

Emergence of splay states The idea of this experiment is to start from the connectivity
matrix shown in panel (1) of Fig. A.12 where all the excitatory neurons are decoupled
one from another, but where each of them has a single post-synaptic connection to an
inhibitory neuron. The latter consequently inhibits all neurons except the one with which
it is associated. As evident from the raster plot (2) displayed at time T0 of Fig. A.12, all
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pairs of excitatory-inhibitory neurons form pseudo-clusters that are desynchronized from
the other pairs forming a splay state. Certainly, this represents an ideal limiting case since
we artificially create the structure without recurring to any learning process. Nevertheless,
it represents the extremal case in which a maximum number of possible clusters can be
generated, confirming that one inhibitory neuron per cluster is theoretically sufficient to
maintain each pair of neurons desynchronized from the others.

Figure A.12: Splay states in the θ-model. Results of the experiment where the connectivity
matrix is initialized to exhibit N/2 clusters corresponding to a splay state. The time T0
corresponds to the beginning of a resting phase in absence of any stimulations, after a
short transient period tt = 750 has been discarded. The time T1 corresponds to the end
of a long period of spontaneous activity during which synaptic weights are consolidated.
Panels labeled (1) and (1’) represent the weight matrices at times T0 and T1, respectively:
the color denotes if the connection is excitatory (red), inhibitory (blue) or absent (white).
Panels (2) and (2’) are raster plots at times T0 and T1, displaying the firing times of exci-
tatory (red dots) and inhibitory (blue dots) neurons. Note that in both figures, for clarity
the neurons are sorted by phases. Also to better visualize the splay state, a homogeneous
system without noise is considered in this experiment. The cyan, green, magenta, orange,
yellow and dark blue brackets represent clusters 1, 2, 3, 4, 5 and 6 respectively in weight
matrices and raster plots after the consolidation phase.

However, after a long period of spontaneous activity and consolidation, this structure
and this particular dynamics are not maintained. Indeed as explained in Sec. 2.3.2 of the
main text, the phase (time) potentiation window of the plasticity function determines the
interval within which the neurons are considered to be correlated. The clusters forming
the splay state spike at very close (though strictly different) times, however the plasticity
forces the temporally close clusters to merge over the long term, as evident in the weighted
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connectivity matrix (1’) obtained at long time after consolidation (T1). Thus, the network
reaches a stable state with about 5 clusters spiking at distinct times (see raster plot (2’)).

Two memory patterns with randomly stimulated neurons In the previous exper-
iments, when a group of neurons was stimulated, all the neurons of the group received
the same stimulation input. In this experiment, only a certain percentage of the neurons
within the group receive the stimuli. The neurons are randomly selected with a probabil-
ity of 50%. The protocol and the results corresponding to this experiment are depicted in
Figs. A.13(a) and A.13(b).

(a)

(b)

Figure A.13: Entrainment of a networks of excitatory and inhibitory θ-neurons with two
stimuli applied to random subsets of neurons within each group. (a) Schema of the exper-
iment consisting of the stimulation of randomly chosen excitatory neurons of each of the
two groups every stimulation period. (b) The results are given at different instants of the
simulation. The time labels and the graphs have the same significance and content as in
Fig. 2.3. Note that the inhibitory neurons are sorted by phases at time T3 for visualization
purposes. The cyan and magenta brackets represent clusters 1 and 2 respectively when
they are visible in weight matrices and raster plots.

The first difference observed here is that in the connectivity matrix (1”) obtained after
the learning (time T2), the clusters are less pronounced due to the random nature of the
activation of the neurons that constitute each of them. Despite this, the two groups can be
still distinguished, firing almost together at different times (raster plots (2”)). Afterwards,
the reinforcement phase (time T3) allows to obtain the same connectivity and dynamical
evolution as in the original protocol. The interest of this protocol is to demonstrate the
possibility of creating memory patterns with more realistic input signals. Indeed in the
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brain, not all the neurons in an area are stimulated at the same time.

Three groups of excitatory neurons, with only two subject to learning The idea
of this experiment is to reproduce the same original protocol but this time keeping a group
of excitatory neurons unstimulated and therefore not subject to a strong adaptation. See
the protocol of this experiment and its results in Figs. A.14(a) and A.14(b).

(a)

(b)

Figure A.14: Entrainment of a network of excitatory and inhibitory θ-neurons with two
non-overlapping stimuli and a group of free excitatory neurons. (a) Stimulation protocol
with two stimulated groups of excitatory neurons and another group of unstimulated neu-
rons. (b) The results are given at different instants of the simulation. The time labels and
the graphs have the same significance and content as in Fig. 2.3. Note that the inhibitory
neurons and the initially untrained excitatory neurons are sorted by phases at time T3 for
visualization purposes. The cyan and green brackets represent clusters 1 and 2 respectively
when they are visible in weight matrices and raster plots.

The first observation after the learning phase (time T2) is that the two structural
clusters created, connectivity matrix (1”), are also visible in the raster plots as two groups
of neurons firing in anti-phase (2”). However, the group of unstimulated excitatory neurons
fires quite irregularly at this time as the inhibitory neurons. This similarity with the
inhibitory group is also observable after the consolidation process (time T3) where the
unstimulated excitatory neurons associate with one of the two excitatory clusters and its
associated inhibitory neurons. Thus, we can clearly see in matrix (1” ’) that both the
untrained excitatory neurons and the inhibitory population are splitted into two structural
clusters, each of them associated to one of the two memory patterns making them grow.
Depending on the initial conditions it can happen that the two groups are not equally
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populated and in extreme cases the unstimulated excitatory neurons can associate also to
only one of the two memory patterns.

Note that this phenomenon is only possible when the original memory patterns involve
a sufficient number of neurons with respect to the unstimulated group. When the number
of the latter prevails, the two stimulated groups tend to synchronize and only one pattern
emerges in the end. As discussed in the multi-cluster learning, the number of inhibitory
neurons associated to each excitatory cluster has also a role in determining which is the
minimal number of excitatory neurons in each memory pattern that can remain separated
on the long run.

Three memory patterns learned, two maintained This experiment is analogous
to the experiment reported in Fig. 2.5 in Sec. 2.3.2. In particular, three different stimuli
are presented to the excitatory neurons as in the main text, but now only one inhibitory
neuron is present in the network. The results are reported in Fig. A.15.

At the steps T0 and T1, we logically obtain similar results as in the main text. However
at time T2 after the learning phase, although the three clusters are well formed as before
(see connectivity matrix (1”) in Fig. A.15(b)), two of them share a close dynamics, i.e.
almost synchronized (as shown in in raster plot (2”) in Fig. A.15(b)). The direct conse-
quence of this is that in the long term (time T3), these two structural modules merge in
only one (panel (1” ’)) and they are now completely synchronized (panel (2” ’)). In other
words, one of the three learned items is forgotten and finally only two are memorized.
This experiment confirms the previously established limit by showing that one inhibitory
neuron is not sufficient to maintain three memories (Ninhibitory = 1 6≥ M − 1 = 2 with
M = 3 clusters). However, it also shows that a single inhibitory neuron is sufficient for
maintaining two memories (Ninhibitory = 1 ≥M − 1 = 1 with M = 2 clusters).
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(a)

(b)

Figure A.15: Entrainment of a network of excitatory and inhibitory θ-neurons with three
stimuli in presence of only one inhibitory neuron. (a) Stimulation protocol of the excitatory
neurons via three different non-overlapping stimuli. (b) Entrainment results at different
instants of the simulation. The time labels and the graphs have the same significance and
content as in Fig. 2.3. The cyan, green and magenta brackets represent clusters 1, 2 and
3 respectively when they are visible in weight matrices and raster plots.

Unstable hub neurons In this last alternative stimulation protocol, we reproduce the
same experiment shown in Fig. 2.7 in Sec. 2.3.3. As in the original case, we allow the two
stimuli to share eight neurons among them but this time there are only sixteen inhibitory
neurons in the network. The results of the experiment are reported in Fig. A.16.

During the steps T0 and T1, as expected we obtain similar results to the one reported
in the main text. However at time T2 after the learning phase, although the two clusters
and the "hub neurons" are well formed as in the main text (see connectivity matrix (1”) in
Fig. A.16(b)), now the two clusters almost synchronize (see raster plot (2”) in Fig. A.16(b)).
Consequently over the long post-training period (time T3), the clusters merge into one
(panel (1” ’)) and they become completely synchronized (panel (2” ’)). Therefore, in addition
to being unstable over the long term, these hub neurons make the modules unmaintainable.
As speculated in the main text, the excitatory connections between modules that are
mediated by the hubs must be compensated by an equivalent amount of inhibition. This
corroborates the previously established limit by showing that sixteen inhibitory neurons
are not sufficient to maintain eight hubs (Ninhibitory = 16 6≥ 2 ∗M + 1 = 17 with M = 8

hubs).
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(a)

(b)

Figure A.16: Entrainment of a network of excitatory and inhibitory θ-neurons with two
overlapping stimuli and 16 inhibitory neurons. (a) Schema of the experimental protocol
showing that the two presented stimuli involve 8 shared neurons. (b) The results are given
at different instants of the simulation. The time labels and the graphs have the same
significance and content as in Fig. 2.3. The cyan, magenta and green brackets represent
clusters 1, 2 and the hubs respectively when they are visible in weight matrices and raster
plots.

A.4 Maintenance of neural assemblies with oscillators models

Throughout the chapter 2, single units have been simulated considering the θ-neuron model.
We now reproduce the results of Fig. 2.3 of this chapter considering networks of phase
oscillators (the Kuramoto model as in chapter 1) and of oscillators characterized by their
phase and amplitude (the Stuart-Landau model). The adaptation of the synaptic weights
will be governed by the same rule employed for the θ model and reported in Sec.2.2.

The Kuramoto model So we consider the Kuramoto model [224, 225, 227] for coupled
phase oscillators with adaptation defined in chapter 1. Therefore, it is important to com-
pare our findings for a classical neuronal model with the paradigmatic Kuramoto model,
where the evolution of the phase θi of an oscillator is now described by:

dθi
dt

= ωi +
g

N

( N∑
j=1

κij sin(θj − θi)
)

+ Ii(t) + ξi(t) . (A.1)

The natural frequency of oscillator i is denoted by ωi, g represents the global coupling
strength, while κij is the relative directed coupling from the oscillator j towards the oscil-



134 Appendix A. Supplementary results with phase models

lator i. In this context, Ii(t) represents an external driving term and ξi(t) represents an
additive Gaussian noise.

The Stuart-Landau network model One of the limitations of the Kuramoto model
is the unrealistic nature of its dynamics compared to biological oscillators, in particular
the fact that the evolution of the amplitudes is neglected. The normal form for a non-
linear oscillator in the proximity of a Hopf bifurcation is represented by the Stuart-Landau
model which describes not only the phase variations but also the amplitude variations of
the oscillator as enunciated in chapter 1. The dynamics of this oscillator is given in terms
of a complex variable zi = ρie

ı̂θi = xi + ı̂yi where ρi represents the amplitude of the ith
unit, θi ∈ [−π, π[ its phase and ı̂2 = −1. The evolution of the i-th oscillator in a network
is described by Deco et al. [110]:

dzi
dt

= zi

[
αi + ı̂(ωi + Ii(t))− |z2

i |
]

+
g

N

( N∑
j=1

κijzj

)
+ ξi(t) (A.2)

Most of the quantities appearing in Eq. (A.2) have been already defined in Eq. (A.1).
The only new element is the real parameter αi which governs the type of dynamics of
the system: αi < 0 leads to a stable fixed point and αi > 0 to a stable limit cycle
oscillation [110]. The Gaussian noise ξi(t) is here considered to be complex.

In order to guarantee a similar firing rate at rest (where the spike is defined like in
the θ-neuron model) and a stimulation of the same order, we have adapted the specific
parameters of these two models as indicated in table A.1. Parameters not indicated in the
table are considered identical to the ones employed for the θ-neuron model.

Parameters Values
ωi N (2.45, 0.02)

α N (0.0, 0.2)

g 2

I(t) {0, 3.46}
ξ(t) N (0.0, 0.2)

Table A.1: Parameters for the Kuramoto and Stuart-Landau oscillator networks

Experiment Following the same stimulation protocol as in Fig. 2.2 of the main text (see
Fig. A.17(a)), the corresponding results for the θ-model, the Kuramoto and the Stuart-
Landau models are reported in Figs. A.17(b) – A.17(d). Essentially, the same results are
obtained for the three models as seen in the emerging weight matrices after learning (1”)
and reinforcement (1” ’), and in the corresponding spiking behaviour (raster plot (2” ’)). The
Kuramoto and the Stuart-Landau oscillators seem just a little noisier than the θ-neurons.
We have obtained with the Kuramoto and Stuart-Landau network models quite similar
results also for all the other protocols and numerical experiments performed in chapter 2



A.4. Maintenance of neural assemblies with oscillators models 135

for the θ-neuron. These results prove our findings to be quite general and not limited to a
specific model of oscillator.

(a)

(b)

(c)

(d)
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Figure A.17: Entrainment of networks of 80% excitatory and 20% inhibitory neurons for
three different oscillatory models. (a) Schema of the experiment leading to the emergence of
two clusters due to the stimulation of two non-overlapping excitatory neuronal populations.
(b) Results for a network of θ-neurons, (c) for a network of Kuramoto phase oscillators and
(d) for a network of Stuart-Landau oscillators at different instants of the simulation. The
time labels and the graphs have the same significance and content as in Fig. 2.3. Note that
the inhibitory neurons are sorted by phases at time T3 for visualization purposes. The
cyan and magenta brackets represent clusters 1 and 2 respectively when they are visible in
weight matrices and raster plots.



Appendix B

Supplementary results with spiking
neurons

In this appendix chapter, we describe supplementary materials with network made of
spiking neurons.

B.1 Alternative stimulation protocols with QIF neurons

In this appendix, we present results relative to additional stimulation protocols which
consist of variations of the initial protocols depicted in Fig. 3.2. The simulations use QIF
neurons subject to STDP as in Chapter 3.

B.1.1 Learn 3 clusters

In this alternative protocol, we reproduce the experiment of Fig. 3.2 (e) of the main text
but this time considering three stimuli to be learned instead of two. The results obtained
are described in Fig. B.1. We obtain similar results with this time the formation of three
modular structures in the weighted connectivity (1) at time T2 involving spontaneous
recalls of the three different memories in the dynamics of raster plot (2).
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Figure B.1: Learning of 3 stimuli in a network of QIF neurons. (a) Experimental protocol
consisting of the stimulation of three non-overlapping neuronal populations of QIF neurons
with plastic synapses. Stimuli are presented in temporal alternation. (b) The results are
given at different instants of the simulation. The time labels and the graphs have the
same significance and content as in the main text. The cyan, green and magenta brackets
represent clusters 1, 2 and 3 respectively when they are visible in weight matrices and
raster plots.

B.1.2 Learn 4 clusters

In this alternative protocol, we reproduce the experiment of Fig. 3.2 (e) of the main text
but this time considering four stimuli to be learned instead of two. The results obtained
are described in Fig. B.2. We obtain similar results with this time the formation of four
modular structures in the weighted connectivity (1) at time T2 involving spontaneous
recalls of the four different memories in the dynamics of raster plot (2).
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Figure B.2: Learning of 4 stimuli in a network of QIF neurons. (a) Experimental protocol
consisting of the stimulation of four non-overlapping neuronal populations of QIF neurons
with plastic synapses. Stimuli are presented in temporal alternation. (b) The results are
given at different instants of the simulation. The time labels and the graphs have the same
significance and content as in the main text. The cyan, green, magenta and orange brackets
represent clusters 1, 2, 3 and 4 respectively when they are visible in weight matrices and
raster plots.

B.1.3 Learn 4 clusters sharing hubs

In this alternative protocol, we reproduce the experiment of Fig. 3.6 of the main text but
this time considering four stimuli sharing 8 neurons to be learned instead of two stimuli.
The results obtained are described in Fig. B.3. We obtain similar results as in Fig. B.2
with the formation of four modular structures in the weighted connectivity (1) at time
T2, accompanied by the formation of hubs, as in the main experience, which are here
connected (incoming and outgoing connections) with the four clusters. Regarding the
dynamics in raster plot (2), in analogy with the main experiment, we obtain different
types of spontaneous recalls with recalls of one of the four clusters alone, the recalls of
one of them accompanied by the hubs or the recall of hubs alone. This experiment again
highlights the richness of the different dynamics that the network can display and maintain
for a certain period of time.
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Figure B.3: Learning of 4 overlapping stimuli in a network of QIF neurons. (a) Schema of
the experiment protocol showing that the four presented stimuli involve 8 shared neurons.
(b) The results are given at different instants of the simulation. The time labels and
the graphs have the same significance and content as in the main text. The cyan, green,
magenta, orange and yellow brackets represent clusters 1, 2, 3, 4 and the hubs respectively
when they are visible in weight matrices and raster plots.

B.1.4 Untrained group of neurons

This alternative protocol is analogous to that of experiment of Fig. 3.2 (e) of the main text.
The only difference lies in the fact that a group of excitatory neurons is never stimulated
and so untrained. The results obtained are described in Fig. B.4. On the one hand, we
obtain analogous results with the formation of two modular structures in the weighted
connectivity (1) at time T2 involving spontaneous recalls of the two different memories
in the dynamics of raster plot (2). On the other hand, neurons of the untrained group
are weakly connected to each other in accordance with the absence of stimulation and
are decoupled from the other clusters while receiving Hebbian inhibition connections from
them. As a result, these neurons spike in a totally asynchronous and irregular way, without
impacting the dynamics of the rest of the network.
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Figure B.4: Three groups of excitatory neurons, with only two subject to learning in
a network of QIF neurons. (a) Experimental protocol consisting of the stimulation of
two non-overlapping neuronal populations and a group of free excitatory neurons of QIF
neurons with plastic synapses. Stimuli are presented in temporal alternation. (b) The
results are given at different instants of the simulation. The time labels and the graphs
have the same significance and content as in the main text. The cyan and magenta brackets
represent clusters 1 and 2 respectively when they are visible in weight matrices and raster
plots.

B.1.5 Randomly stimulated neurons

This alternative protocol is analogous to that of experiment of Fig. 3.2 (e) of the main
text. The only difference lies in the fact that when a cluster is selected during learning, a
random number of neurons (with a probability of 0.5) is stimulated. The results obtained
are described in Fig. B.5. The direct consequence is that the two modular structures in
the weighted connectivity (1) at time T2 are less well formed compared to the original
experiment. Nevertheless, the clusters remain decoupled with the same feed-forward and
feedback inhibition described in the main text. Only the weights within the clusters ap-
pear to be more random. Therefore, although the spontaneous recalls of the two memory
items are present in the dynamics of raster plot (2), they appears to be somewhat sparser
and less synchronized. We assume that this is largely due to the fact that the connections
to and from the inhibitory neurons are incomplete. Indeed, in Fig. 3.5 of the main text,
the randomness of the E-E connections does not impact the spontaneous recalls. This
highlights the need to reach a convergence of the weights linked to inhibition to correctly
memorize the items. Nevertheless, this experiment also shows that even by partially learn-
ing memory items, averaged over time, the entire original item is somehow retrieved and
learned.



142 Appendix B. Supplementary results with spiking neurons

Figure B.5: Learning of 2 memory patterns with randomly stimulated QIF neurons. (a) Ex-
perimental protocol consisting of the random stimulation of neurons of two non-overlapping
neuronal populations with plastic synapses. Stimuli are presented in temporal alternation.
(b) The results are given at different instants of the simulation. The time labels and the
graphs have the same significance and content as in the main text. The cyan and magenta
brackets represent clusters 1 and 2 respectively when they are visible in weight matrices
and raster plots.

B.1.6 Random stimulation values

This last alternative protocol is again analogous to that of experiment of Fig. 3.2 (e)
of the main text. The only difference lies in the fact that when a cluster is stimulated
(excitatory and inhibitory neurons), the neurons within it receive inputs of random values
(i.e. involving frequencies between 50 and 100 Hz). The results obtained are described in
Fig. B.6. We observe very similar results to those in Fig. B.5. However in this case, the
weights connections of (1) at time T2 seem stronger than in the previous experiment. As
a result, the spontaneous recalls appear to be more visible in the dynamics of raster plot
(2). In addition to the conclusions made in the previous study, this experience allows us
to say that the spatio-temporal correlations of the applied inputs are more impactful on
the formation of the modular structures than the intensities of these same inputs. Indeed,
while the frequency of the inputs applied to the neurons necessarily has an impact on the
encoding of information and the construction of memory, as can be seen here, compared
with the previous experiment where the neurons received the same inputs but at times
that were not necessarily correlated, the structure is much better learned in this case.
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Figure B.6: Learning of 2 memory patterns with random stimulation values in a net-
work of QIF neurons. (a) Experimental protocol consisting of the stimulation of two
non-overlapping neuronal populations of QIF neurons with plastic synapses with inputs
of random frequencies. Stimuli are presented in temporal alternation. (b) The results are
given at different instants of the simulation. The time labels and the graphs have the same
significance and content as in the main text. The cyan and magenta brackets represent
clusters 1 and 2 respectively when they are visible in weight matrices and raster plots.

B.2 Supplementary materials multimodal application

In this appendix, we present supplementary materials from the multimodal application of
Chapter 4.

B.2.1 Audio-visual database

The database learned during the multimodal application is represented in Fig. B.7 with the
original data in (a) and (d), the extracted features in (b) and (e), and the actual learned
information in (c) and (f).
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Figure B.7: The audio-visual database composed of ten digits (0, 1, 2, 3, 4, 5, 6, 7, 8, 9)
for visual and auditory modalities. (a) The original 28x28 images from the database. (b)
The compressed 8x8 images. (c) The thresholded and binarized images. (d) The audio
waveforms of the original sounds from the database. (e) The cochleagrams of the sounds
using 66 filters. (f) The cochleagrams averaged over time, thresholded and binarized.
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B.2.2 Bimodal learning

This appendix reproduces the learning experiment of Sec. 4.3.1 but this time consider-
ing bimodal learning. Indeed, unlike previously, during the learning phase, the sensory
inputs from the visual and auditory modalities are presented simultaneously, as depicted
in Fig. B.8 (a) and (b). In the same way, the corresponding local inhibitory labels are
stimulated at the same time for both modalities.

Despite this difference, we obtained very similar results to those obtained previously, on
the structure obtained after learning (panel (d)) and on its long-term maintenance (panels
(e) and (f)). The major difference lies in the presence of connections between sensory areas.
In fact, since features neurons and inhibitory neurons of the two modalities coding the same
digit are stimulated at the same moment, their connections are strengthened, creating this
direct "bridge" between modalities. This consequently compromises the segregation of
modalities stated notably in the IIT and respected in previous learning approach.

For this reason, we will not present other results concerning this architecture in de-
tail here. However, some preliminary experiments have been carried out to quantify the
recognition and generation capacity of such an architecture. The performances appeared
not to be better (or sometimes slightly worse). Furthermore, unimodal recognition is this
case indirectly impossible since the presentation of sensory input of one modality directly
activates the sensory input of the other modality (due to the direct connections between
them) and makes the global labels reacting to both modalities. This might be an advantage
given the direct generation from one modality to the other, but again it can question on the
efficiency of these direct relations in comparison with a clear segregation and integration
at a higher level via hubs.
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Figure B.8: Simulation of a neural network of 200 QIF neurons simultaneously learning
bimodal digits. Neurons 0-63 code visual information, neurons 64-129 code auditory in-
formation, neurons 130-159 code global labels (3 consecutive neurons per label), neurons
160-179 code local labels for visual modality (2 consecutive neurons per label) and neurons
180-199 code local labels for auditory modality (2 consecutive neurons per label). The
green dashed rectangles highlight the visual areas, the magenta dashed rectangles high-
light the auditory areas and the cyan dashed rectangles highlight the global label area. (a)
The spike raster plot during the learning phase with excitatory neurons in red, inhibitory
in blue. (b) Mean firing rates of the different areas of the network during the learning
phase. The colours in the label areas represent the groups of neurons associated to each
digit label. (c) Weights matrix at the beginning of the simulation, before learning. (d)
Weights matrix after learning (T=100s). (e) Weights matrix at the end of the simulation
(T=4000s). (f) Distributions (in log scale) of the weights in the network at the different
instant of the simulation (before learning t=0s (in blue), after learning T=100s (in green),
at the end of the simulation T=4000s (in red)).
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B.2.3 Mismatch modality recognition

This last appendix presents the results obtained in the mismatch modality recognition
experiment. It corresponds to the case where the input stimuli of the two given modalities
(visual and auditory) are not congruent. Each confusion matrix displays the activities
of the global labels neurons in reaction to the varying auditory stimuli, while the visual
stimuli are fixed to a particular value in each matrix, as shown in Fig. B.9. In this way,
all combinations of bimodal stimuli are represented. The first thing we observe is that
when the two modalities are congruent, as in Fig. 4.4 of the main text, we logically obtain
correct recognition again (the associated global labels respond to the stimuli). In the case
of non-congruent information, the decision is much more complex.

Indeed, in some cases, the visual modality seems to take precedence over the auditory
modality (higher activity for the global label associated with the visual stimuli) and re-
versely in some cases. This is characterised visually by greater activity in general on the
diagonals of the matrices (for auditory modality) and on the lines of the corresponding
visual stimuli in the matrices (for visual modality). We speculate that this depends on the
recognition degree of the individual modalities on each digit and on the contributions of
each feature in this process. There is therefore a kind of competition between them, where
too much uncertainty in both modalities leads to no response from the labels neurons or
to completely wrong decisions. On the contrary, too much certainty in both modalities
leads to the incapacity to make a decision with the same activation of two global labels.
Ultimately, this mismatch recognition task makes the system generally inefficient, as hu-
mans are in face of incoherent information, creating a kind of cognitive dissonance. Thus,
without another top-down mechanism such as attention, allowing to inhibit parasite in-
formation, such an architecture remains only subject to external cues with no sustainable
decision making capacity.
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Figure B.9: Mismatch modality recognition. Each confusion matrix displays the activities
of the global labels neurons in response to different auditory stimuli (1, 2, 3, 4, 5, 6, 7 ,
8, 9). The visual stimulus is fixed to a particular digit in each matrix (digit 0 for the first
matrix, digit 1 for the second matrix...).
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