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ABSTRACT

During the last few years, AI development in deep learning has been going so fast that
even important researchers, politicians, and entrepreneurs are signing petitions to try to
slow it down. The newest methods for natural language processing and image generation

are achieving results so unbelievable that people are seriously starting to think they can be
dangerous for society. In reality, they are not dangerous (at the moment) even if we have to
admit we reached a point where we have no more control over the flux of data inside the deep
networks. It is impossible to open a modern deep neural network and interpret how it processes
the information and, in many cases, explain how or why it gives back that particular result. One
of the goals of this doctoral work has been to study the behavior of weights in convolutional
neural networks and in transformers. We hereby present a work that demonstrates how to invert
3×3 convolutions after training a neural network able to learn how to classify images, with the
future aim of having precisely invertible convolutional neural networks. We demonstrate that a
simple network can learn to classify images on an open-source dataset without loss in accuracy,
with respect to a non-invertible one. All that with the ability to reconstruct the original image
without detectable error (on 8-bit images) in up to 20 convolutions stacked in a row. We present
a thorough comparison between our method and the standard. We tested the performances of
the five most used transformers for image classification on an open-source dataset. Studying the
embedded matrices, we have been able to provide two criteria that can help transformers learn
with a training time reduction of up to 30% and with no impact on classification accuracy.

The evolution of deep learning techniques is also touching the field of digital health. With tens
of thousands of new start-ups and more than 1B$ of investments only in the last year, this field
is growing rapidly and promising to revolutionize healthcare. In this thesis, we present several
neural networks for the segmentation of lungs, lung nodules, and areas affected by pneumonia
induced by COVID-19, in chest CT scans. The architectures we used are all residual convolutional
neural networks inspired by UNet and Inception. We customized them with novel loss functions
and layers studied to achieve high performances on these particular applications. The errors
on the surface of nodule segmentation masks are not over 1mm in more than 99% of the cases.
Our algorithm for COVID-19 lesion detection has a specificity of 100% and overall accuracy of
97.1±1.0%. In general, it surpasses the state-of-the-art in all the considered statistics, using
UNet as a benchmark. Combining these with other algorithms able to detect and predict lung
cancer, the whole work was presented in a European innovation program and judged of high
interest by worldwide experts.

With this work, we set the basis for the future development of better AI tools in healthcare
and scientific investigation into the fundamentals of deep learning.
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About the author

My interest in mathematics and informatics started when I was a teenage student, among
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by classifying for the national mathematics olympiad and it was very clear in my mind

which path to follow afterward. I enrolled at the University of Pisa and, some years after, I got

my Bachelor’s degree in physics. My passion for informatics and the whole world of programming,

including digital technologies and hardware, started there, in the same years when artificial

intelligence was undergoing its most profound revolution.

It was during my master’s in physics, while I was attending lectures about pattern recognition

in Heidelberg - Germany, that I came across machine learning. It was introduced to me as a very

simple kind of software that can learn by examples and can be applied to any kind of problem,

only changing the data samples. I have been thunderstruck.

While I was doing my traineeship at the German cancer research center (DKFZ) making

computer simulations on hadron therapy for cancer treatment, I dived into the world of computer

science and I understood my career was likely going to pivot in that direction. After getting my

master’s degree in physics, I studied as a self-taught computer scientist with the only focus of

mastering, one day, machine learning. Later, I started my Ph.D. at the University of Barcelona,

employed at the Eurecat technological center. My background in mathematics and statistics,

joined with my extremely positive attitude towards all the new technologies in computer science,

helped me to successfully reach the end of my Ph.D. The pandemic of COVID-19 took away from

me important opportunities for spending some time abroad or presenting at conferences, for

enriching my experience, although I sincerely feel lucky it is only that.

Looking back now at my work in the past four years, I feel satisfied with what I achieved,

with four articles, a startup project, and important responsibilities inside the department of

Digital health at Eurecat. But, I could not obtain these results without the support and trust I

received from my supervisors, Prof. Petia Radeva and Dr. Vicent Ribas, and my unit director Dr.

Felip Miralles. They first demanded me from Germany and then guided me, with commitment

and (a lot of) patience, on the doctoral path. For that, they will forever have my undying gratitude

and respect.
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1
INTRODUCTION

The works and customs of mankind
do not seem to be very suitable
material to which to apply
scientific induction

ALAN TURING

I t was 1959 when Arthur Samuel first coined the term Machine Learning. This happened

on the wave of the experiments of Frank Rosenblatt who, just a year before, developed the

very first neural network, the “Frankenstein Monster Designed by the Navy that thinks” as

it has been described by the American newspapers. He called it Perceptron.

FIGURE 1.1. Thousands of computer units shipped per

year in logarithmic scale. Source: The Economist.

At the time, the idea of a computer

that can think was not novel. The con-

cept of Artificial Intelligence was spread-

ing rapidly after Alan Turing provided us

with the modern definition of an intelli-

gent machine in 1950, i.e. one that could

pass his test, the famous Imitation Game.

Although the technology of the time was

insufficient for supporting this branch of

research, machine learning was all but

dead, but just waiting for its time to come.

That period is called AI winter. The 1970s

witnessed the launch on the market of

the personal computer, which relentlessly

changed the history of humanity. Never-

theless, we had to wait until the 1980s,

when computers started to be sold on a

massive scale at affordable prices (Figure

1.1), for the world of the scientific commu-

nity to rediscover their interest in artificial intelligence. Expert Systems was the first successful

form of a machine emulating the decision-making ability of a human being. They are based on

3
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CHAPTER 1 INTRODUCTION

FIGURE 1.2. Usage in time of the wordings: Artificial Intelligence, Machine Learning, Deep
Learning, Expert System. Source: Google Books Ngram Viewer.

if-then rules, which is their selling point but also their main limitation. Indeed, they are very

consuming in terms of programming time and cannot be applied to another problem without being

largely re-programmed. Their success has been enormous but they have been largely forgotten

with equal rapidity (Figure 1.2).

One of the sparks that re-ignited the motor of machine learning can be conferred to the

Harmonium. First designed by Paul Smolensky in 1986, it became very notorious in the 2000s

from the work of Geoffrey Hinton and colleagues. This kind of networks are mostly known today

under the name of Restricted Boltzmann machines. The introduction of Convolutional Neural

Networks (CNN) played a leading role in the transformation of machine learning because it

allows to process larger images and to go deeper, using fewer computational resources. But,

the world scientific community was not frowned upon by this technology or neural networks

in general. Yann LeCun himself declared that he removed the word “neural” from his greatest

invention because this could give him more chances of publishing in journals and international

conferences.

In the first 2000s, the table turned and new machine learning methods started to substitute

the expert systems, but the real turning point arrived in 2012. At the annual Conference on

Neural Information Processing Systems (NeurIPS), Geoffrey Hinton, together with two of his

students, presented their new CNN, called AlexNet. Ironically, NeurIPS was the same conference

that some years before rejected Hinton’s work because they accepted another article on neural

networks and they thought it would be unseemly to accept two in the same year. At this same

conference, Hinton’s team also sold to Google a company consisting only of a social capital of a few

dollars and a very minimal website, offering nothing, but the name “DNN-research”. The whole

for 44 million dollars! Actually, they were selling much more than that. The buyers wanted to be

the first ones to implement and use Hinton’s newest AI technology, Deep Learning, at a large scale.

4
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FIGURE 1.3. Adversarial example on EfficientNet. Source: Gradient Science.

1.1 Context

Forbes magazine recently stated that the global Machine Learning (ML) market, valued at 1.58

Billion $ in 2017, is expected to reach 20.8 Billion $ in 2024 [77], and the increment of job proposals

seeking Artificial Intelligence (AI) experts is around 74% every year, on average [60]. Those are,

in numbers, the equivalent of trust that the world is giving to this innovative technology. In fact,

in these times, we interact with AI software on a daily basis, whether they are the dictation

algorithms installed on the keyboard of our smartphones, the face recognition tools of social

networks, or the algorithm helping us decide which movie to watch tonight, or the driver assistant

facilitating us to drive our brand-new car. The vast majority of those algorithms are Neural

Networks (NNs). However, we do not comprehend everything about the way NNs indeed work. Too

many times we read they are black boxes and that the user does not have control over their data

embedding. This is ironic, given the fact that machine learning algorithms are mathematically

rigorous and we know at each instant the exact state of the system1. In reality, machine learning

algorithms are far from perfect. They run with a series of unproven approximations to be

globally allowed, especially in large models. They approximate the loss function to the first

order, linearly, neglecting all the higher-order terms determining loss curvature. Moreover, they

calculate the gradients with partial derivatives, evaluating the contribution of each feature in

isolation and ignoring their inter-dependencies [102]. These are also the reasons why neural

networks severely suffer adversarial examples [40] and can be induced into mistakes with robust

precision2 [85], as in the example in Figure 1.3. These approximations generate further issues

also into the core process of Deep Learning algorithms: back-propagation. As this algorithm

advances backward, from the output layer towards the input layer, the gradients could often

get smaller and smaller and approach zero which eventually leaves the weights of the initial

1Schrödinger explained to us this is not possible with quantum states. What will happen when we will implement
machine learning on quantum computers?

2Pytorch deep learning library offers an automatic method for analytical adversarial examples generation.

5
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or lower layers nearly unchanged. As a result, the gradient descent never converges to the

optimum, causing the network to stop learning. This is recognized as the vanishing gradients

problem, it affects mostly the neural networks with many layers and the recurrent neural

networks. On the contrary, in some cases, the gradients keep on getting larger and larger as

the back-propagation algorithm progresses. This, in turn, causes very large weight updates and

induces the gradient descent to diverge. This is known as the exploding gradients problem [45].

FIGURE 1.4. Marble statue using a computer.

Generated with Stable Diffusion.

Both problems are caused by the fact that, in

an n-layers neural network, the updates on

the weights are computed from the gradients

and all the changes are propagated exponen-

tially. Many works claimed to have been able

to overcome those problems, when in fact, they

only mitigate them [92]. Our troubles in de-

ciphering neural networks also pass through

our limits in abstraction, and in working in

high-dimensional spaces, such as the embed-

ding spaces of the majority of neural networks,

where the loss functions lay. All the attempts

to create smaller latent spaces containing com-

pletely the information of the datasets have

not collected adequate results whatsoever and

are still largely under development, an exam-

ple is Variational Auto-Encoders (VAE) [122].

All these pitfalls cause the results to be some-

times below expectation, and it is particularly

evident in generative models. The technology in image generation is improving constantly. How-

ever, we still do not manage to identify a solution regarding the problems of perspective and

structure. As people noticed in the most recent creations of diffusion models, watching carefully

at the images, some parts of them appear totally unnatural. Those are usually the extremities

and the eyes of the characters appearing in the images, but also regular-shaped objects sketched

in a cubist perspective. The lack of a three-dimensional vision of the neural network is one of

the causes, but not the only one. Indeed, generative models are capable to reconstruct precisely

an object or a figure that they already saw but are unable to link two objects. Let us consider

for example the sculpture in Figure 1.4. The details are impressive, but the hand that is typing

on the keyboard is deformed, as is the keyboard itself. While the eyes of the statue are staring

into space instead of watching the computer. Or in the figure at the beginning of Part I, the feet

and the hand of the jockey are not displayed and the saddle is fused around his/her waist. The

reason is conceptually very simple. Generative models are extremely good at detecting patterns
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(or objects) and guessing what could appear around them until they have already seen something

similar. But when there are two objects belonging to different worlds (like a marble statue and a

computer, or the example in Figure 1.5), the neural networks do not have experience with their

interaction and, at this point, what they do is like guessing.

1.2 Goals and Objectives

Despite the excellent results obtained so far by machine learning, there are many things to grasp

and significant problems still need to be fixed. One of the core issues to solve is the one related

to learning time and efficiency. The lack of control over gradient-related problems and over the

generalization of the datasets (never big enough! [49]) leads to the need of finding alternative

ways for increasing the efficiency of learning, without increasing exponentially the size of the

dataset. This is wired to the concept of explainability, i.e. the capacity of a black-box model to be

explained using external resources [43] (Figure 1.6).

FIGURE 1.5. Spiderman presenting his poster at

data science conference.

Generated with Stable Diffusion.

This is one of the crucial steps that could

allow the further spread of AI into our society.

In fact, one of the limits of current methods is

that sometimes we hardly explain why a neu-

ral network has made a certain decision. This

generates ethical and legal problems when it

comes to algorithms adopting decisions that

can influence people’s lives [7], for example, a

neural network that defines if a person repre-

sents a good payer and can or cannot receive a

loan, or one that forecasts which is the level of

risk for an individual of suffering from cancer.

Suppose those, influenced by past experiences,

start to discriminate against people based on

gender, race, culture, or other features unre-

lated to the problem. In that case, we must

avoid it, or alternatively, recognize it and cor-

rect it. As a matter of principle, if we were

able to understand which part of the NN con-

tributes the most to the misbehavior, we could

isolate it and inhibit it. In the same way, we

could detect which part of the NN contributes the most to learning and optimize the results. Our

first goal is to develop a method to rate the contribution to the learning of each layer, in the most

common Transformers. Studying the embedded matrices, we aim at identifying a method for

optimizing transformer learning, by reducing training time while increasing accuracy. This does
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not mean we will be eventually capable of explaining all the results. But being able to positively

influence learning, constitutes a step forward to the solution of the problem.

FIGURE 1.6. Example of a non-explicable process.

Then a miracle occurs (Harris, 2010).

Opening a deep neural network is incredi-

bly difficult or sometimes impossible. More-

over, understanding and explaining how it

elaborates every possible type of input repre-

sents an extremely complex task. Especially

in computer vision, the space of inputs is gi-

gantic and when we process such images with

a non-linear network of several million para-

meters, the real comprehension of its workflow

is definitely out of our reach. Keeping in mind

that is not required to explain the whole logic

behind the black box but only the reasons for

the choice of a particular instance [43], our

second objective is to explain the way neural

networks learn (or think) by working on the in-

verse problem. We believe that, by being able

to reconstruct the original space of inputs gen-

erating a certain precise output, the dimension

of the problem can be reduced, allowing its,

even partial, solution. In order to do so, invert-

ible networks are required. So far, invertible

convolutional neural networks have given only

approximate results, because convolution is a

generally non-invertible operation and because of the limits imposed by the machines when

it comes to calculating the inverse of very large matrices. The goal is to find a mathematical

formulation of precisely invertible convolutional kernels that can still learn during training,

avoiding the reduction of the number of free parameters inside the convolutional kernel as much

as possible.
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1.3 Contributions

This work contributes to research in the field of fundamental machine learning and digital health

with four articles. Two of these have already been published and belong to the applications, and

two are related to the part of fundamental research and are under revision.

[Published - 34 citations] CoLe-CNN: Context-learning convolutional neural network with

adaptive loss function for lung nodule segmentation

[Published - 10 citations] CoLe-CNN+: Context learning - Convolutional neural network for

COVID-19-Ground-Glass-Opacities detection and segmentation

[In review] A CNN with rigorously invertible convolutions

[Sent] Framework to analyze the learning process of visual transformers

In our work on invertible convolutional neural networks, We employ a novel formal method for

inverting convolution kernels and training them for classification purposes on the most successful

type of neural network: CNNs. This has been tested on an open dataset with encouraging results.

This work is presented in chapter 3. Our following work belongs to the same field and aims at

optimizing transformer learning for image recognition. Our method has been tested on five of

the most commonly used architectures with state-of-the-art results in testing and performances

reasonably increased. This work is presented in chapter 4.

The other two works belong to machine learning in healthcare and both approach the problem

of image segmentation in Computed Tomography (CT) scans. The first one aims to the devel-

opment of a neural network for lung nodules (cancerous and not) segmentation. Our proposal

achieves state-of-the-art estimation of the volume of a nodule, with errors on the surface that

are not over 1mm in more than 99% of the cases. A complete summary is presented in chapter 6.

Due to the high impact of the topic, we also worked on a solution to detect and segment the area

of the lungs attacked by COVID-19-induced pneumonia. Also in this case the results have been

commendable. The work has been published and is entirely included in this thesis in chapter 7.

As a demonstration of their goodness, these two works [89] [90] received a total of 44 citations3

in less than two years.

1.4 Memory Organization

This thesis collects the scientific work on deep learning during this doctoral study and it is divided

into two parts: (i) fundamental research in machine learning and (ii) deep learning in digital

health. This first part gathers a work on transformers optimization and one on convolutional

neural networks, presenting a novel method for the analytical inversion of convolutions for

3Number of citations taken from Google Scholar on date 24/04/23.
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deep learning purposes. The second part gives a summary of AI in healthcare (so-called digital

health) and contains two works on the segmentation of clinical objects and areas of interest in

three-dimensional chest CT scans. Finally, we report our experience in a field related to digital

health, but from a different perspective, the one of the market.

10



C
H

A
P

T
E

R

2
BACKGROUND

I think the way we’re doing computer vision is just wrong.
It works better than anything else at present
but that doesn’t mean it’s right.

GEOFFREY HINTON

F inding a way to understand and imitate the behavior of the brain has always been

the Holy Grail of the scientific community and the source of inspiration for computer

scientists working on artificial intelligence. In fact, Artificial Neural Networks (ANN)

were conceived to be the computational counterpart of biological neural networks and, to those,

they owe their name. This does not imply that ANNs work in the same way as our brain does.

But one may see the analogy between, for example, the activation function and a synapse or a

hidden layer and a biological neuron. From this perspective, Convolutional Neural Networks

(CNN) are not an exception. In this section, we will introduce the concepts that influenced this

work the most.

2.1 Convolutional Neural Networks

In the 1960s was demonstrated that a cat’s brain contains neurons that react individually to

small regions of the visual field [55] (the receptive field). Those neurons are responsible to process

the images, shifting the location, inside the cortex. The pieces of information are then passed to

other neurons that join them and form a complete map of visual space. This is roughly the idea

on which convolutional neural networks are based. The first CNN was developed by Fukushima

and was called the Neocognitron [35]. It already included the concepts of convolutional layers and

downsampling but it had issues due to the learning method because backpropagation, the modern

standard, did not exist yet. In 1989, appeared one of the pioneers in this field, it is LeNet-5 [66].

It is a 7-layer convolutional neural network designed to classify hand-written numbers in images

of size 32×32. It already included most of the modern features of modern CNNs and, even though

it had limited applications, the research achieved great success. This time the limit was set by

computational resources and we have to wait until 2012 to see the very first successful CNN on a

large scale.
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2.1.1 AlexNet

FIGURE 2.1. AlexNet layers details.

Source: Wikipedia.

AlexNet [64] is a Convolutional Neural Network de-

signed by Alex Krizhevsky, under the supervision

of Geoffrey Hinton. Composed of five convolutional

layers and three fully-connected layers, it has been

developed with the direct purpose of minimizing over-

fitting. The main innovations introduced by this work

are the combination of the Rectified Linear Unit ac-

tivation function (ReLU) and the dropout regulariza-

tion method, in fully connected layers (Figure 2.1).

ReLU is a positive function that sends to zero all the

negative values namely:

f (x)=max(0, x)

The authors demonstrated that deep CNNs with Re-

LUs train several times faster than their equiva-

lents with other activation units, because of their

non-saturating properties, without requiring normal-

ization. Dropout is a technique consisting of setting

to zero the output of every hidden neuron with a vari-

able probability, usually of 50%. Those neurons which

are “dropped out” do not contribute to the forward

pass and do not participate in backpropagation. In practice, the neural network assumes a

different architecture every time an input is presented, but it always shares the same weights.

As we said before, AlexNet is not the first CNN and neither the first neural network running

on a Graphics Processing Unit (GPU), but it became famous for two main reasons: it won four

machine learning competitions between 2011 and 2012, and it was the first prototype of the

modern deep learning algorithm. It represented a revolution in the whole machine learning field

and it has been cited over 100000 times.

2.1.2 ResNet

How could we increase the level of abstraction of a convolutional neural network to make it

more precise? Everyone’s first guess to this question would be to add more layers so we can

extract more information. This answer is not wrong, but it was not applicable in the case of

AlexNet because, as we said in Chapter 1, deep neural networks with many layers suffer from

gradient-related problems. So, when a deep neural network starts converging, it is exposed to a

degradation problem. Consequently to the increase in the depth of the network, accuracy gets
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FIGURE 2.2. On the left, two plain networks (not using residuals) of 18 and 34 layers. On the
right, ResNets of 18 and 34 layers, with the same exact architecture as the left ones. For each of
them, the training curve (in bold) and the validation (in thin) are displayed. All the networks

have been trained on ImageNet. [48]

saturated and degrades rapidly. Surprisingly, that degradation is not induced by overfitting, and

the more layers are added, the higher the error (Figure 2.2, left).

In 2015, researchers at Microsoft found a partial solution to this problem and developed a

Residual neural Network (ResNet) (He et al., [48]), with a paper cited more than 150000 times.

The authors explicitly reformulate some of the layers to be learning residual functions, collecting

information both from the previous layer and from three layers before. Intuitively, this helps the

network to “keep the focus” on the important patterns, instead of learning unreferenced functions.

This reformulation mitigates the phenomena of degradation, as can be seen in (Figure 2.2, right).

There are several versions of ResNet, usually coupled with the number of layers of the

network. The first ones published were ResNet-18, 34, 50, 101, and 152, with a number of

parameters that ranges between 11M to 58M, roughly. And their applications encompass all the

fields of computer vision.

2.1.3 Inception

In a series of publications, from 2015 to 2017, researchers at Google proposed a new backbone for

residual connections in convolutional neural networks [107] [108] [109] They called this method

Inception, as a tribute to the concept of Network In Network [71] and to the famous movie directed

by Christopher Nolan. Inception layers are based on the idea of processing in parallel the same

input through a series (usually four) of convolutions of different sizes, and then to concatenate the

result before feeding it to the next layer (examples in Figure 2.3). The benefit of this architecture

is that allows to increase the number of units1 at each level, without a significant increase of

1A unit, in this case, refers to a branch of the inception layer. In other words, the number of units measures the
width of the layer.
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FIGURE 2.3. Five examples of Inception layers used as backbone of Inception-v4, and
Inception-ResNet-v1 and v2. [108]
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the computational complexity. Because the results of each unit are concatenated, the number of

filters should grow up geometrically, but it can be kept under control using 1×1 convolutions.

FIGURE 2.4. Top-1 accuracy on ImageNet vs. number

of operations per cycle, for several CNNs. The size of

the blobs indicates the number of parameters. [12]

They have the function of reducing the

dimension of the filters and apply a

weight, before feeding more computation-

ally expensive operations. The most in-

teresting aspect is that these particular

kind of layers use an approach concep-

tually similar to the one explained at

the beginning of Section 2.1. They work

on the intuition that visual information

should be processed at various levels,

allowing to extract distinct patterns at

different scales simultaneously. During

third-party experiments [12], it came out

that Inception networks were able to ob-

tain better results than ResNets, on Ima-

geNet dataset, with a significantly lower

number of parameters and operations

per cycle (Figure 2.4).

2.1.4 U-Net

Another kind of residual convolutional neural network that gained vast success in the field

of computer vision is U-Net [67]. It is a technology developed in 2014, but is still largely in

use. Based on an encoder-decoder structure, U-Net is composed of a series of 3×3 convolutions

organized in four levels of depth (Figure 2.5). The height and width of the input are scaled by

a factor of 2, at each level of depth. The encoder is the first half of the network, which goes

from the first layer to the deepest level of embedding, called the bridge. The bridge contains

the same number of parameters of the input, because the size reduction in width and height

is compensated by a corresponding increase in the third dimension, the so-called channel. The

decoder is the counterpart of the encoder, it takes the information produced by the encoder and

builds an output of the same size as the input. The main difference with previous neural networks

is that the decoder does not have one single input. The first input of the decoder is the bridge.

Then, at every level of depth, the network takes the outputs of the layers of equal dimension

in the encoder and the decoder, stacks them, and processes them simultaneously. This is its

main innovation and it is called residual connection. As it is easy to comprehend, the amount of

information is drastically reduced at each step of pooling. Therefore, these connections are helpful

in delivering to the decoder the information that has been lost. But this is not the only reason. In
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FIGURE 2.5. Example of U-Net architecture. [67]

fact, residual connections help to keep under control the phenomena of gradient explosion and

vanishing gradients. U-Net is a precursor of a long list of residual neural networks that have

been, and still are used in all the fields of image processing. This architecture has been widely

used in medical imaging analysis because, thanks to its lightweight and robustness, it can be

applied also to 3D images, without requiring excessive resources. U-Net architecture is also used

as the backbone of new models, like diffusion.

2.2 Transformers

Another trend that attracted our attention, which we decided to investigate more on, is Trans-

formers. They are based on the mechanism of attention or self-attention, differentially attributing

a weight to all the distinct parts of the input, explained in detail in Section 4.3.1 and 4.3.2. It is

frequently employed in natural language processing, but it has also demonstrated its value in

image object detection. Similarly to recurrent neural networks (RNNs), transformers have been

developed to elaborate sequential input data, such as videos or strings of text, but process the

whole input at the same time. The particular feature of these neural networks is that, unlike

CNNs, they preserve information about the position of the objects in the input data. Transformers

can possess diverse architectures depending on the purpose and the typology of data they work

on. A very well-known paper called “Attention is All You Need” [114], explains the basic structure

of a vision transformer. As shown in Figure 2.6, the input is divided into windows that are then

given to the network in form of a sequence. Thanks to the attention layers, the transformer

can estimate the correlation between each element of the sequence, being able to understand

which parts of the image are influential or not in the classification. The eventual classification

is performed by a Multi-Layer Perceptron (MLP) or can be carried out with any series of fully

connected layers. Transformers are currently used for interpreting and generating text as well.

The most successful model has been GPT-4 thus far, an open-source model by Open AI2.

2Here there are some examples of what GPT-4 is capable of doing.
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2.3 Vision Transformers

FIGURE 2.6. Vision Transformer example.

Source: Wikipedia.

The gold standard in image-related

tasks has been set by Convolutional

Neural Networks for a long time un-

til vision transformers appeared.

2.3.1 Vision Transformer

This transformer was presented by

Dosovitskiy et al. [24] in 2020. Vi-

sion Transformer (ViT) splits the im-

age into patches and applies a linear

embedding to each patch to obtain

a vector (Figure 2.6), simulating the

input of the original transformer. Dif-

ferently from previous works, ViT does not have image-specific inductive biases introduced man-

ually. Instead, they are all learned during training. In addition, ViT has only the encoder part

and implements a class token, which is also a learnable embedding, whose final state is used to

classify each image. Its reported accuracy is 90.45% on ImageNet.

2.3.2 Data-efficient image Transformer

Data-efficient image Transformer (DeiT) was presented in December 2020 [112] and tries to

improve ViT performance by reducing learning time. To achieve this, it implements a teacher-

student strategy. The student, using a distillation token, aims to reproduce the label indicated by

the teacher, which is typically a CNN. Except for this new strategy, the rest of the architecture is

equivalent to the ViT, with only an encoder and a class token, an example in Figure 2.7a. DeiT is

able to obtain better results than its teacher network achieving an accuracy of 85.2% versus the

82.9% accuracy of RegNetY-16GF (teacher) on ImageNet.

2.3.3 Bidirectional Encoder representation from image Transformers

Presented in June 2021, Bidirectional Encoder representation from image Transformers (BEiT)

imitates the Natural Language Processing (NLP) dedicated transformer BERT (Bao et al. [5]).

In this transformer (Figure 2.7b), each image is represented as a tensor of visual tokens, split

into patches, as in ViT. From each image, it extracts a matrix of 14×14 visual tokens where each

one corresponds to a specific part of the image. During training, some patches are masked and

the transformer gives back the visual tokens of the masked patches. BEiT is pre-trained in a

self-supervised manner and only at a second time, the task layers of the encoder are activated

for fine-tuning the model parameters and adapting them to the specific task. Thanks to this
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approach, BEiT is a general-purpose visual transformer, which has obtained great results in

semantic segmentation and image classification achieving an 88.6% accuracy on ImageNet.

2.3.4 Shifted Windows Transformer

Shifted Windows Transformer (SWin) [75] Presented in March 2021, it implements a hierarchical

system with a shifted windows mechanism, similar to the Temporal Shifted Module (TSM) [70].

This transformer uses smaller non-overlapping windows that allow the transformer to obtain

information about smaller details. Afterward, the windows get larger to obtain a more general

vision of the image. The aim of the shifted windows mechanism is to improve connections across

the windows to enhance the transformer modeling power. The architecture is shown in Figure

2.7c. This is a hierarchical transformer and its computational cost is linear with image resolution

compared to ViT which has a quadratic cost. It achieves a 90.17% accuracy on ImageNet.

2.3.5 Cross-Shaped Windows Transformer

It was released in July 2021 [23] and implements a hierarchical system with horizontal and

vertical stripes instead of squared windows. The vertical stripes and the horizontal stripes are

non-overlapping between themselves. These stripes get wider within each layer. Cross-Shaped

Windows Transformer (CSWin) also implements a new method called Locally-enhanced Positional

Encoding (LePE) carrying the positional information inside every block. Simultaneously, it

stands on the hypothesis that the most important positional information comes from the close

surroundings of each element, appending an additional term of depth-wise convolution to the

attention formula (Figure 2.7d). It reaches results similar to the SWin on ImageNet.
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(A) Data-efficient image
Transformer example [112]. (B) Bidirectional Encoder from image Transformer example [5].

(C) Shifted Windows Transformer example [75].

(D) Cross-Shaped Window Transformer example [23].

FIGURE 2.7. Pipelines of the transformers used in this work.
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INVERTIBLE CNN

A picture may be worth a thousand words,
a formula is worth a thousand pictures

EDSGER W. DIJKSTRA

3.1 Introduction to CNNs

Convolutional filters have been largely used in the history of signal and image processing. For

image processing, and depending on their element values, they can be used for a large variety of

operations on images, such as filtering, blurring, sharping, or enhancing. Convolutional Neural

Networks (CNN) (LeCun et al., [66]) use the strength of these operations and have become one

of the most powerful Deep Learning (DL) methods in image processing. The basic idea is very

simple: stack several convolutions in a row and make the network learn by itself the values of

the kernel to approach a certain label as accurately as possible. The evolution of parameters of

the network is clearly established with mathematical precision by the processes of gradient calcu-

lation, optimization, and back-propagation. However, we have little control over the properties of

those kernels.

Many works tried to understand how we can extract information from the mathematical prop-

erties of the convolutional kernels and how we can use these properties to positively influence

training and improve efficiency. As we noticed during our research, after the learning process,

most of the resulting convolution kernels are mathematically non-invertible. This appears to be a

recurrent behavior of CNNs in our experiments and may imply that, after each layer, the amount

of information embedded in the hidden layers can decrease at each layer. Even though this

seems to be a key point to compress useful information disregarding redundant data and noise

and understanding CNNs behavior, the scientific literature does not shed much light on this issue.

3.1.1 State of the Art on invertible CNNs

One of the oldest articles regarding invertible convolutions for neural networks, and one of those

which inspired our work, has been by Gilbert et al., [36]. Using special convolution operators
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associated with orthonormal matrices, they are able to rigorously invert those convolutions and

reconstruct the original input with an error that is equal to the rounding error of the machine.

They use three-dimensional tensors to represent a series of bi-dimensional kernels. This implies

the use of a large number of parameters and memory. Furthermore, the constraint of orthonormal

kernels is very strict and reduces the number of free parameters in the kernel, being only 3 for a

3×3 kernel, for example.

Another interesting early work is by Gomez et al., [37]. They developed an invertible residual

network that by construction needs to run at least twice the number of operations compared

to its non-invertible counterpart to obtain the same level of abstraction. Upon that, there is a

slight increase in the number of parameters because of residuals. The reconstruction error is

equal to the rounding error of the machine and its impact is described as “minimum”, negligible

in most of the cases. Similar research has been conducted by Jacobsen et al., [56], it is called

i-RevNet and has the same backbone as the previous one. The main difference is that they use a

larger number of parameters, up to 7 times more than the relative ResNet version, and achieves

good classification results. The mean reconstruction error has been measured to be 3 ·10−6 on

ImageNet, for a single layer. Similar considerations can be done for Behrmann et al., [6]. It uses

the approach of Gomez et al., [37] on the architecture of Jacobsen et al., [56]. The differences stand

in the formalism and the computation of the log-determinant of the Jacobian matrix associated

with the filters, done using power series on the trace.

Karami et al., [59] proposes another kind of residual CNN that allows the inversion of the

convolutions through the use of circulant matrices. Those are particular cases of Toeplitz matrices

and have very similar properties to Toeplitz matrices, but have a lower number of free parameters.

This method has a high computational cost too. The invertible convolutional network of Finzi et

al., [33] uses a method very similar to ours, but with stricter conditions. The condition imposed

during training is that the kernel must be Gaussian. This reduces the number of free parameters

of the kernel from 9 to 2, amplitude and variance1. They use Fourier transform for formal

inversion of the operation. The computation complexity at each training step is O (n3).

3.1.2 Aim of invertible convolution

Definition 3.1.3. Invertibility
Let A be an n×n matrix. It is called invertible or nonsingular, if there exists B an n×n matrix

such that:

AB = BA = In
where In denotes the identity matrix of size n. If B exists, then it is uniquely determined by A,

and it is called the inverse of A, denoted by A−1. A square matrix that is not invertible is called

singular or degenerate. A square matrix is singular if and only if its determinant is zero.

1Amplitude and variance are the only free variables of those kinds of Gaussian kernel because, in order to be
invertible, the mean value must be fixed to zero and the variance must be equal on both axes.
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Definition 3.1.4. Invertibility conditions
Let us suppose we have an n×n matrix κ :Rn →Rn, and we define the linear map f by f (x)= κx,

with x ∈Rn. Then κ is invertible if and only if κ has rank n, i.e. κ has full rank. In addition, κ is

invertible if and only if its determinant is finite and different from zero.

If an operator is not invertible, it means that the information contained in the original input

may not be reconstructed entirely. In the field of deep learning, this means that some of the

features of the input image will not be processed by the network in the latest layers, which may

negatively influence the learning process. In addition, if the convolution operator has full rank, it

can also be inverted and we can reconstruct the input exactly as it was.

In this work, we propose to explicitly describe and visualize what happens to the parameters

of convolution during training, and use this information to infer where a loss of information

can occur and how to avoid it. We use a reformulation of the convolution to define the backbone

of a rigorously invertible CNN, test it on a very common dataset, and prove its invertibility

performance on real data.

The aim of this work is to propose a new 3×3 convolution that can be inverted without resorting

to its Fourier transform but directly addressing the inversion of its associated matrix. Fourier

transform is commonly used to treat convolutional problems because a convolution becomes

a simple multiplication in the frequency domain and it simplifies the process the inversion.

Although, when the size of the matrix is large, the calculation of the inverse comes at the cost

of an approximation, which generally gets worse with the increase in size, because of tolerance

in numerical approximations. In chapter 3.2, we propose the mathematical formulation of an

invertible convolutional kernel, its theoretical application and an architecture that can be used

as a test. In chapter 3.3, we present an analysis of the data extracted during training and their

evolution, followed by our results on image classification, reconstruction, and generation.

3.2 Methods for invertible CNN

Definition 3.2.1. Diagonalization
Let A ∈ Fn×n(K) a squared matrix with value in a field K is diagonalizable if ∃ an n×n invertible

matrix (i.e. an element of the general linear group GLn(F)) P such that P−1 AP is a diagonal

matrix.

A ∈ Fn×n diagonalizable ⇐⇒ ∃P ∈GLn(F): P−1 AP is diagonal.

Definition 3.2.2. Vectorization
Let A ∈Rn×n a generic matrix of elements ai j and Let A′ ∈Rn2

a column vector of elements a′
m. If

the elements of A′ are such that:

a′
j+n(i−1) = ai j

then, we call A′ the vectorization of A, or A vectorized.
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Lemma 3.2.1. Vectorization is always invertible, knowing the original size of the matrix, because

it is an ordered change of indices.

3.2.3 Reformulation of the convolution

Definition 3.2.4. Convolution
Let κ ∈ R3×3 a kernel of elements ki j and X ∈ Rn×n a generic matrix. Then, the operation X

convoluted κ, namely X ∗κ=Y can be written as:

yi j =
1∑

m=−1

1∑
l=−1

k2+m,2+l · xi+m, j+l

All the elements with indices zero or higher than the maximum size are treated as zero2.

In a more visual format, a convolution can be written as:

(3.1)



x11 x12 x13 x14 · · ·
x21 x22 x23 x24 · · ·
x31 x32 x33 x34 · · ·
x41 x42 x43 x44 · · ·
...

...
...

...
. . .


∗


k11 k12 k13

k21 k22 k23

k31 k32 k33

=



y11 y12 y13 y14 · · ·
y21 y22 y23 y24 · · ·
y31 y32 y33 y34 · · ·
y41 y42 y43 y44 · · ·
...

...
...

...
. . .


Or alternatively, it can be expressed as a matrix product of a Toeplitz matrix with the vectorized

input (Gray et al., [42]), in the form of K X ′ =Y ′, such as:

(3.2)



k22 k23 0 0 0 . . . k32 k33 0 . . .

k21 k22 k23 0 0 . . . k31 k32 k33 . . .

0 k21 k22 k23 0 . . . 0 k31 k32 . . .

0 0 k21 k22 k23 . . . 0 0 k31 . . .

0 0 0 k21 k22 . . . 0 0 0 . . .
...

...
...

...
... . . .

...
...

... . . .

k12 k13 0 0 0 . . . k22 k23 0 . . .

k11 k12 k13 0 0 . . . k21 k22 k23 . . .

0 k11 k12 k13 0 . . . 0 k21 k22 . . .
...

...
...

...
... . . .

...
...

...
. . .



·



x11

x12

x13

x14

x15
...

x21

x22

x23
...



=



y11

y12

y13

y14

y15
...

y21

y22

y23
...


where X ′, Y ′ are the vectorization of the matrices X , Y and K is the matrix associated with

convolution.

If the determinant of K is different from zero (∆(K) ̸= 0), it means that the vectors of K are

linearly independent and, then, K will be invertible.

2In image processing, this is known as zero padding. The convolution operation, from here until the end of this
document, is intended with zero padding and with output matrix dimensions equal to the input.
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By construction, K is a n×n tri-diagonal Toeplitz block matrix with each block being another

n×n matrix. The total dimension of K is n2 ×n2 with blocks different from zero only in the three

main diagonals.

(3.3) K =



W2 W3 O O . . .

W1 W2 W3 O . . .

O W1 W2 W3 . . .

O O W1 W2 . . .
...

...
...

...
. . .


Wr =



kr2 kr3 0 0 . . .

kr1 kr2 kr3 0 . . .

0 kr1 kr2 kr3 . . .

0 0 kr1 kr2 . . .
...

...
...

...
. . .



where Wr with r = 1,2,3 are again tri-diagonal Toeplitz matrices and O is the null matrix.

The eigenvalues of a tri-diagonal n×n Toeplitz matrix are [8] given by:

λi = kr2 +2
√

kr1kr3 cos
( iπ

n+1

)
, i = {1, . . . ,n}.

By definition, the determinant of a matrix equals the product of its eigenvalues. In the case of

Wr, the determinant is:

∆(Wr)=
n∏

i=1
λi =

n∏
i=1

[
kr2 +2

√
kr1kr3 cos

( iπ
n+1

)]

As we can deduce, under the condition kr1kr3 < 0, all the eigenvalues may have a complex part.

Supposing n to be even, the support of the cosine function is contained in the segment [0,π].

In this interval, the cosine function is anti-symmetric with respect to π/2. Therefore, the terms

containing the square root will disappear.

This leads to the following simplification steps:

1. Define ϕ= 2
√

kr1kr3 and k = kr2;

2. Split the product into two parts, one for the first n/2 elements and the second for the

remaining n/2;

3. Change the indices in the second product;

4. Re-writing the second product using the cosine properties, we obtain:
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∆(Wr)=
n∏
i
λi =

n∏
i

[
kr2 +2

√
kr1kr3 cos

( iπ
n+1

)]
=

n/2∏
s=1

[
kr2 +ϕ cos

( sπ
n+1

)]
·

n∏
t=n/2+1

[
kr2 +ϕ cos

( tπ
n+1

)]
with s = 1. . .

n
2

, t = n
2
+1. . .n ⇒ t = n+1− s

=
n/2∏
s=1

[
kr2 +ϕ cos

( sπ
n+1

)]
·

n/2∏
s=1

[
kr2 +ϕ cos

( (n+1− s)π
n+1

)]
Taking into account that: cos

(n+1
n+1

π− sπ
n+1

)
= cos

(
π− sπ

n+1

)
=−cos

( sπ
n+1

)
∆(Wr)=

n/2∏
s=1

[[
kr2 +ϕ cos

( sπ
n+1

)]
·
[
kr2 −ϕ cos

( sπ
n+1

)]]
=

n/2∏
s=1

[
k2

r2 −ϕ2 cos2
( sπ

n+1

)]
=

n/2∏
s=1

[
k2

r2 −4kr1kr3 cos2
( sπ

n+1

)]
(3.4)

We have now gotten rid of all the eventual complex terms and removed the square roots in the

equation. Thus, ∆(W) ∈R for all kernel values k ∈R. This closed-form stands only for n even.

3.2.5 Proof of Invertibility

Let us suppose κ is defined by the convolution between two other kernels τ and ϱ of shape 1×3

and 3×1 respectively, in the following way:

(3.5) τ∗ϱ= κ ,
(
a b c

)
∗


α

β

γ

=


αa αb αc

βa βb βc

γa γb γc

=


k11 k12 k13

k21 k22 k23

k31 k32 k33


It may be noticed that the number of independent parameters is only six instead of nine as in a

generic 3×3 kernel. Nonetheless, the size of the receptive field3 remains the same (Szegedy et

al., [108]). Reformalizing the convolution has been a requirement due to the extreme difficulty

encountered in extracting a relatively simple determinant formula for a generic kernel. Using

associativity of the convolutional operation and the property described in Equation 3.1 and

Equation 3.2 , we reformulate the convolution of X with τ and ϱ. Let us consider the following

operation:

X ∗κ= X ∗τ∗ϱ= (X ∗τ)∗ϱ= P(X ∗τ)= P(TX )= PT X

3The receptive field in a convolution is the portion of the matrix on which we apply the convolutional kernel.
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where T and P are matrices associated with τ and ϱ. By construction, T and P are defined as

follows:

T =



D 0 0 0 . . .

0 D 0 0 . . .

0 0 D 0 . . .

0 0 0 D . . .
...

...
...

...
. . .


, D =



b c 0 0 . . .

a b c 0 . . .

0 a b c . . .

0 0 a b . . .
...

...
...

...
. . .


(3.6)

P =



B C 0 0 . . .

A B C 0 . . .

0 A B C . . .

0 0 A B . . .
...

...
...

...
. . .


,


A =α · I
B =β · I
C = γ · I

(3.7)

where I is the Identity matrix. This means that:

PT =



BD CD 0 0 . . .

AD BD CD 0 . . .

0 AD BD CD . . .

0 0 AD BD . . .
...

...
...

...
. . .


=



βb βc 0 0 0 . . . γb γc 0 . . .

βa βb βc 0 0 . . . γa γb γc . . .

0 βa βb βc 0 . . . 0 γa γb . . .

0 0 βa βb βc . . . 0 0 γa . . .

0 0 0 βa βb . . . 0 0 0 . . .
...

...
...

...
... . . .

...
...

... . . .

αb αc 0 0 0 . . . βb βc 0 . . .

αa αb αc 0 0 . . . βa βb βc . . .

0 αa αb αc 0 . . . 0 βa βb . . .
...

...
...

...
...

...
...

...
...

. . .



(3.8)

It can be shown that PT is equal to the matrix associated with the τ∗ϱ convolution kernel. From

that, we can naturally derive that τ∗ϱ= κ ⇐⇒ PT = K .

From Equation 3.4, we know that:

∆(D)=
n/2∏
s=1

[
b2 −4ac cos2

( sπ
n+1

)]
and knowing that the determinant of a diagonal block matrix, like T, is the product of the

determinants of the blocks on the diagonal, we obtain:

∆(T)= [
∆(D)

]n =
[ n/2∏

s=1

[
b2 −4ac cos2

( sπ
n+1

)]]n

.

If the previous equation is non-zero, we guarantee the invertibility of T.

Similarly, the determinant of a diagonal matrix is simply the product of the elements on the
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diagonal, so ∆(A)=αn, ∆(B)=βn, and ∆(C)= γn. With all simultaneously α,β,γ ̸= 0, the matrices

A, B, and C will always be invertible.

By induction, it can be demonstrated (see Appendix) that the determinant of P is the same as the

one of a tri-diagonal Toeplitz, for the n-th power.

Adding up and knowing that the determinant is a multiplicative map, we obtain:

∆(PT)=∆(P)∆(T)=
[ n/2∏

s=1

[
b2 −4ac cos2

( sπ
n+1

)]]n

·
[ n/2∏

s=1

[
β2 −4αγ cos2

( sπ
n+1

)]]n

=
[ n/2∏

s=1

[
b2 −4ac cos2

( sπ
n+1

)]
·
[
β2 −4αγ cos2

( sπ
n+1

)]]n

=
[ n/2∏

s=1

[
b2 −acΓs,n

]
·
[
β2 −αγΓs,n

]]n

.(3.9)

Now we have a formula that establishes a relationship between the kernel and the determi-

nant of the matrix associated with the kernel. If the determinant of Equation 3.9 is different

from zero, then the convolution will be invertible.

Note that Γs,n = 4cos2
(

sπ
n+1

)
could be pre-calculated and stored in a look-up table.

3.2.6 Applications

The natural application of the method explained before is on CNNs. We can impose the condition

of invertibility of the convolutional kernels (see Equation 3.9) directly inside the loss function, and

train a network that is invertible from its first steps of training. This method has two significant

implications on the neural network:

• The number of free parameters of each kernel passes from 9 to 6 and this may influence

the level of abstraction of the network.

• The increase of computational complexity of the loss function makes the training more time

consuming for an equal space in memory occupation.

The time spent in feed-forward and back-propagation remains equal as before because the actual

conversion of the convolution into matrix multiplication and its inversion are executed only when

inverting the model and not in the learning phase.
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3.2.6.1 Single channel case

Let us assume an input X of shape n× n, a kernel κ of size 3×3 that respects the aforesaid

conditions, its associated matrix K , an invertible activation function σ, and a bias Φ of dimension

1 or n×n, indifferently. Then, we can formalize a basic convolutional layer of the network as

follows:

Y =σ(X ∗κ+Φ)=σ(K X +Φ).

From this, the inversion of the layer can be written as:

(3.10) X = K−1(σ−1Y −Φ).

3.2.7 Test Architectures

The practical key principle of this work is substituting a generic 3×3 convolution with a sequence

of two convolutions: one 3×1 followed by one 1×3. This allows us to control the determinant of

the operator and makes the layer invertible. In figure 3.1, we present the two versions of what

we will call convolutional layers, from now on. In all this work, we refer as standard networks to

the architectures containing the single 3×3 convolution, versus our method represented by an

architecture containing double convolutions. We use hyperbolic-tangent (tanh) as the activation

function because it is invertible. In general, any invertible activation function can be used, but

it could introduce higher error in reconstruction, especially, asymptotic limited functions such

as softsign function. Only in one experiment, because of the use of a large number of layers, we

use a linear activation function to focus only on the convolution. Another source of information

loss is the pooling layer. In a normal pool with stride 2, the size of the input is halved for each

dimension, so 3/4 of the information is discarded. In substitution to those, we use a pooling layer

where the input is divided into four outputs following the rule of figure 3.2, i.e. each of the outputs

takes the elements of the input, skipping one row and one column for each two, in a way that

each single pixel of the input is saved in one of the outputs.

All the architectures used in this work have been tested using both configurations of convolu-

tional kernels. These architectures have been chosen as examples with the aim of showing the

possibilities of this method. Our purpose here is to demonstrate there is an alternative method

for convolution inversion without significant accuracy loss.

The first architecture is a simple sequence of five convolutional layers, followed by a single fully

connected layer. This configuration aims to give an estimation of the error propagation during

image reconstruction.

The second one is organized into two levels: the first one is just a single convolutional layer

followed by a pooling layer. The four outputs of the pooling go to another four convolutional layers,

whose results are then concatenated and sent to a fully connected layer. Graphic examples are

given in figure 3.3.
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input

3×3 conv

bias

act

input

3×1 conv

1×3 conv

bias

act

FIGURE 3.1. Flowcharts of the two versions of
our convolutional layers. On the right side, is

our invertible version. The abbreviations
conv and act stand for convolution and

activation.

input =

FIGURE 3.2. Example of the pooling layer.

input

conv ×5

...

FCL

input

conv

pool

conv conv conv conv

FCL

concat

FIGURE 3.3. Flowcharts of the test architectures. In the rest of this work, we refer to these as
architecture number 1, and 2, reading from left to right. The conv layer can be alternately one of
the two versions in Figure 3.1. The abbreviations conv, concat and FCL stand for convolution,

concatenation, and Fully Connected Layer.

3.2.8 Metrics

The metrics used in this work for image classification is accuracy in its most common formulation.

In order to calculate the inversion error for a generic square matrix A, we propose the following

set:

(3.11) εinv = |AA−1 − I| , E inv = max{|AA−1 − I|} , ε̄inv = mean{|AA−1 − I|}
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where max gives back the maximum value inside the matrix, mean is the average of the matrix

values, and I is the identity matrix of the appropriate dimension.

The error of reconstruction is similarly defined as:

(3.12) εrec = |X −Y |

where X is the original input, and Y is the reconstructed image.

We also decided to contextualize the aforesaid formula for an 8-bit image, defining the bit-

reconstruction error. This gives the maximum difference between two matrices (as in Equation

3.12) in bits with the following equation:

εbit =
⌊ |X −Y |

1/255

⌋
.

In this case, ⌊x⌋ represents the integer part or (floor operation) of a number x, instead the factor

1/255 is the distance between two colours in an 8-bit image, normalized from 0 to 1. In the rest of

the work, we will refer to this quantity as 1-bit distance or 1-bit error. As in Equation 3.11, we

always use E for indicating the maximum error, and ε̄ for the average error.

3.3 Results for invertible CNN

All experiments have been written in Python, using the TensorFlow module, and run on a virtual

machine with 32 Intel Xeon CPUs and an NVidia Tesla V100 GPU. The categorical cross-entropy

function has been used with Adagrad or Adam optimizer. All experiments in this work have been

done using MNIST dataset.

3.3.1 Classification Results

An important characteristic of this new method is that the network with invertible convolutions

must have similar test accuracy results, compared to its non-invertible counterpart. We took our

test architectures and, for each of them, we ran five training with different learning rates. We

used the test set itself as validation, with the objective of demonstrating the invertibility qualities

of the proposed method. In addition to the accuracy on the test set, we provide the maximum and

mean reconstruction errors averaged on all the samples inside the test set.

All the aforesaid data are presented in Table 3.1. The reconstruction error has not been com-

puted for the non-invertible architectures (reconstruction was not possible for these architectures).

3.3.2 Kernel properties evolution

In order to be able to use Equation 3.10 for inverting the layer, we need the associated matrix K

to have a finite determinant different from zero (Definition 3.1.4). This is a necessary condition,
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architecture method LR accuracy E inv ε̄inv

1

non-invertible

0.0005 95.43% - -
0.001 95.77% - -
0.002 95.53% - -
0.003 95.53% - -
0.005 95.66% - -

invertible

0.0005 91.94% 8.15±8.40 ·10−4 5.18±3.59 ·10−5

0.001 94.54% 5.21±3.13 ·10−4 7.09±3.91 ·10−5

0.002 94.11% 1.51±1.19 ·10−3 7.82±9.92 ·10−5

0.003 94.48% 7.21±5.07 ·10−4 5.64±3.45 ·10−5

0.005 95.02% 1.96±1.87 ·10−3 1.49±1.24 ·10−4

2

non-invertible

0.01 97.33% - -
0.03 95.86% - -
0.05 94.31% - -
0.1 91.95% - -
0.3 - - -

invertible

0.01 94.19% 3.79±6.46 ·10−3 1.48±2.27 ·10−4

0.03 95.28% 5.57±5.11 ·10−5 2.71±2.70 ·10−5

0.05 95.57% 1.22±1.64 ·10−3 5.81±7.86 ·10−5

0.1 95.89% 1.56±1.34 ·10−5 1.88±1.10 ·10−6

0.3 96.81% 2.12±3.11 ·10−3 7.97±11.20 ·10−5

TABLE 3.1. Classification accuracy results and reconstruction errors (maximum and average), for
the two versions of architecture 1 and 2. We used Adam optimizer, for the first architecture and

Adagrad for the second one. LR is the learning rate.

FIGURE 3.4. Evolution of the determinant of the associated matrix at each training step (batch
size 128) for the five layers of architecture 1 (left) and 2 (right), with learning rate 0.03. Each
epoch has been indicated with a grey dashed line. The classification accuracy of these model is

94.54% and 95.28%.
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FIGURE 3.5. Example of image reconstruction. In the upper part, in order from right to left, the
original image and the outputs of the five convolutional layers. In the bottom, in the inverse

order, the reconstructed images. In the bottom left corner, there is a colormap. Images have been
normalized in the interval [0,1].

but it is not yet sufficient to ensure invertibility, with an error low enough, in an environment

subjected by a limited machine precision, due to rounding in floating point arithmetic.

One possible way of inverting a matrix A is through the calculation of its cofactor matrix C, as

A−1 = CT /∆(A). It is known [28] that the elements of the cofactor matrix of a tri-diagonal Toeplitz

(as W in Equation 3.3, without the r index) are:

ci j =
∆(Wi−1)k j−i

1 ∆(Wn− j) with i ≤ j

∆(Wj−1)ki− j
3 ∆(Wn−i) with i ≥ j

where, in this case, the index under W is the dimension of the Toeplitz matrix, and ∆(W0)= 1, for

convention. Therefore, it is essential to keep under control the determinant and the values of

the elements outside the main diagonal (k1 and k3), during training. Because for i ≪ j and for

i ≫ j, the values of ci j can rapidly diverge to both very large and very small values, introducing

an unpredictable error in the matrix inversion. As we can see in the example of Figure 3.4, using

a proper loss function, we can force the determinants of the associated matrices to converge to

values very near to one, in the first few epochs of the training.

3.3.3 Reconstruction Results

The objective of this work is to create a CNN capable of reconstructing the original image. We

have presented our results in Table 3.1, but it is also interesting to assess the images produced

inside the network. In Figure 3.5 we present an example of a reconstruction done by a network

with 94.5% accuracy in the classification. Going deeper inside the network, the convolution

transforms the original image into another image, unrecognizable by a human, but containing

the same amount of information.

As a supplementary test, for addressing the error propagation in subsequent layer recon-

structions, we trained a network, similar to the first one in Figure 3.3, but with linear activation
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FIGURE 3.6. Example of the maximum image reconstruction error (E inv) propagation as function
of the number of reconstructed layers, in logarithmic scale. The starting point of the

reconstruction has been marked. 1-bit error has been plotted in red.

functions and with 35 stacked convolutions. Then, starting from the output of a precise layer, we

reconstruct the previous outputs until the original image, using only the weights (i.e. the 6 values

of the two convolutions and the bias) of the previous layers. The error propagates exponentially,

independently of the layer chosen as starting point. Figure 3.6 shows how the maximum error

grows with each step of the reconstruction, which can be compared with the 1-bit distance. The

error in the first reconstructed layer tends to be lower as we decrease the level of depth.

In general, architecture 2 has shown a wider range of error in reconstruction than architecture

1. Figure 3.7 shows the histograms of the maximum reconstruction error for all the 50.000 images

in the dataset, for both architectures. The curve of the cumulative counts provides an estimation

of the total counts at each bit error. In this way, we can see that, for architecture 1, 84.9% of the

cases have an error lower than the minimum detectable one. Instead, this value is 77.1% for

architecture 2. The percentage of the cases over 3-bit error is 0.6% and 1.3% for the first and

second case, respectively.

3.4 Discussions on invertible CNN

Our results show that invertibility comes at small cost in classification accuracy, but the control

of weights is guaranteed throughout the whole training process. The two versions of the networks,

in some cases with different learning rate or after a different number of epochs, tend to reach

a very similar level of accuracy on the test set. This could be interpreted that regardless of the

lower number of free parameters of the kernel (in our case, 6 against 9 for a standard 3×3 kernel),
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FIGURE 3.7. Histograms of the maximum image reconstruction error (E inv) for all the images in
the test set (blue), for architecture 1 (left) and 2 (right). The error is shown in bits of the

reconstructed image. Curve of the ordered cumulative counts (orange).

the level of abstraction seems to be preserved. As we can see from table 3.1, the reconstruction

error of the full network is always behind the limit of the 1-bit error. This means that in the vast

majority of those cases the differences between the originals and the reconstructed images is

undetectable. The reasons why architecture 2 has a larger standard deviation on reconstruction

errors may come from the pooling layer. Separating the input in four different smaller images,

and then processing them separately, can introduce more uncertainty but, at the same time, gives

better classification results.

In Figure 3.6, we have seen the error propagation depending from the depth of the network.

It is remarkable that, even if there is the presence of a rounding machine-error, it is possible to

reconstruct the original image even after it has been processed by 20 convolutional layers, with

an error that is lower than the detectable numerical tolerances. All these reconstructions have

been done using a 64 bit floating-point precision. Using special libraries with higher precision (e.g.

float 128) or with fixed-point precision, it is possible to further reduce this error. The convergence

of the determinants of the associated matrices (Figure 3.4) is smooth and very quick. Happening

in the first epochs, it allows the network to learn under a regime of invertibility from the very first

epochs of the training. We have to point out that the learning process is unpredictably influenced

by the initialization values of the kernels. This will surely be a matter of focus for future work.

From this initial work, we can hypothesize that the invertible networks may suffer less from the

phenomenon of over-fitting. This hypothesis shall be addressed in future work.
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3.5 Conclusions on invertible CNN

In this work, we presented a method for training, under specified conditions, an invertible

convolutional neural network. Our experimental results show that it is possible to achieve very

similar classification accuracy to standard CNNs but with the capability of reconstructing the

input images starting from the output of the last convolutional layer with a reconstruction error

in the range of numerical tolerances. We have seen that, with both our test architecture, around

80% of the images have been reconstructed with a total maximum error lower than 1-bit distance

and around 99% of the images of the test set have been reconstructed with a total maximum

error lower than 3-bit distance.

This work provides new insights into CNNs, opening the possibility to use them in new ways

for image generation. For example, Variational Auto-Encoders (VAEs) and Generative Adversarial

Networks (GANs) are the models that could receive the largest profit from applying our method.
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4
THE LEARNING PROCESS OF VISUAL TRANSFORMERS

4.1 Introduction to Transformers

The second work presented in this thesis regards the optimization of transformer learning. Based

on the concept of attention, introduced in 2014 by Bahdanau et al. [4], transformers have been

able quickly to impose themselves on all-natural language processing tasks. It is only since 2020

that transformers [24] started to take the stage on image-related tasks as well. In less than two

years, they managed to improve the results of previous neural network models and architectures.

The problem of image classification still stands out, as it has historically been used to describe

the evolution of Deep Learning and a thermometer of the progress made.

Despite the improvement in accuracy that they achieve, transformers, and especially image

transformers, are still black boxes. It is not possible to determine exactly why and how they learn

or which represents the exact hidden feature that makes one transformer better than another.

We are interested to figure out how the learning procedure depends on the position of the blocks

to learn and the epoch of the training process. We hypothesize that the key to understanding

their properties is hidden in exploring the changes occurring within their attention layers. One

possibility to ascertain this is through estimating the evolution and convergence e.g. focusing

on the norm of differences between weight matrices during the training process. An alternative

would be to use a Singular Value Decomposition (SVD) on the weight matrices of the attention

layers with the objective of observing the behavior of the singular values during training. Their

distribution, apparently independent of the type of transformer, can provide an inside view on

what is their actual focus and what they are actually paying attention to. By doing so, we can

determine which layers are crucial for learning and freeze those mostly affected by noise and do

not contribute to learning.

Here we introduce a generic framework to explore how transformers learn and explore five of the
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Rank Model Accuracy Transformer

1 CoAtNet-7 [29] 90.88% Hybrid
2 ViT-G/14 [124] 90.45% ViT
3 CoAtNet-6/14 [29] 90.45% Hybrid
4 ViT-MoE-15B [98] 90.35% ViT
5 Meta Pseudo Labelsa [91] 90.20% No
6 SWinV2-G [76] 90.17% SWin
7 Florence-CoSwin-H [127] 90.05% SWin
8 Meta Pseudo Labelsb [91] 90% No
awith EfficientNet-L2.
bwith EfficientNet-B6-Wide.

TABLE 4.1. Best results achieved on ImageNet [22] in Image Classification: chart. Hybrid means
that it is a model that combines transformers with CNN

most commonly employed visual transformers to illustrate the utility of the framework. Without

loss of generality, we provide a basis for understanding how they learn in image classification

tasks. We also propose a method that significantly reduces the training time with a slight increase

in accuracy.

4.2 State of the art on Transformer Optimization

If we consider the evolution of the results the best models got on ImageNet [22], a huge dataset

with more than 14 million images, we will see that in 2011 AlexNet [64] had a 63.3% accuracy.

8 years later, CoAtNet-7 [29] achieved an accuracy of 90.88% and recently 7 more models have

achieved an accuracy larger than 90%. Remarkably, of these top 8 models on ImageNet, more

than half are transformers and only two of them do not implement attention (Table 4.1).

4.2.1 Works on Transformers Optimization

Because of the novelty of this field of research, the literature on frameworks to explore trans-

formers’ learning processes is limited. Shu et al. [104] developed a method that, working on the

singular values of the weight matrices, is able to reduce more than 50% of the energy consumption

of training, without losing accuracy. This was applied on Deit transformer, trained and tested on

CIFAR and ImageNet datasets.

An alternative approach is given by Xie et al. [121] who proposed a Second order Transformer

(SoT) that couples simultaneously word tokens and classification tokens. In order to implement

that, they also use singular value Power Normalization (svPN) for cross-covariance matrices.

This method can be applied to most of the latest transformers and proved to be able to increase
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their accuracy by more than 2% on average1, but with an increase of about 10% in the number

of parameters and FLOPs. Although these works focus on improving or transforming weight

matrices to achieve a final performance improvement, no one provides a deeper insight into the

convergence of weight matrices during the learning process.

The paper of Chavan et al., [15] tries to find an optimal sub-model from a vision transformer

and presents the vision transformer slimming (ViT-Slim) framework. This method is based on a

learnable l1 constraint that allows searching for more efficient architectures of the network, in

different dimensions and with a single-shot training scheme. They set a threshold according to

the requirements of accuracy-FLOPs trade-off of the user or the device. Their experiments show

that ViT-Slim can reduce up to 40% the number of parameters and FLOPs on common vision

transformers while slightly increasing the accuracy on ImageNet.

The same authors of DeiT propose also an optimize deeper transformer networks for image

classification. Touvron et al., [113] make two architecture changes on DeiT and this significantly

improve the accuracy of this transformer, even with a deeper architecture. They called Layer-

Scale their main introduction and it consists in a residual connection where the output of every

attention layer is multiplied by a diagonal matrix of learning weights and then multiplied with

the input of the previous layer. This leads to a model that does not saturate in the early stages of

training and obtains high accuracy results on ImageNet, with a lower number of operations and

parameters.

4.3 Methods for Transformer Optimization

4.3.1 Attention

Attention is the key concept of transformers. Given two inputs: X ∈ Rnx×dx and Y ∈ Rny×dy , we

can define the Query, Key, and Value matrices as follows:

Q = XWQ , K =Y WK , V =Y WV

where WQ ∈Rdx×dk , WK ∈Rdy×dk and WV ∈Rdy×dv are weight matrices with dk,dv ∈R, as in [74].

The attention operator is defined as

Attention(Q,K ,V )=Softmax
(QKT√

dk

)
V

The standard (unit) Softmax function :RN → (0,1)N , for a vector x ∈RN of elements xi and with

N ≥ 1, is defined by the formula:

Softmax(x)i = exi∑N
j=1 ex j

1Calculated from the results of the most accurate models, called "heavyweight models", presented in the article.
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4.3.2 Self-attention

Transformers use self-attention, which means that the inputs X and Y are equal. This concept

is implemented in a Multi-Head Self Attention (MHSA) block, which joins multiple attention

blocks.

Given h > 0 attentional blocks, each block with its query matrices Q i, key K i and value Vi,

obtained from the respective WQ i , WK i and WVi with i ∈ {1,2, ...h}, and given a projection matrix

W0 ∈Rhdv×dx , then

MHSA(Q,K ,V )=Concat(Z1, ..., Zh)W0

where Zi = Attention(Q i,K i,Vi) and Q,K ,V are the matrices obtained by respectively concate-

nating matrices Q i, K i, Vi.

4.4 Criteria for transformers evolution analysis

To explore the learning process of visual transformers, we propose analyzing how each weight

block of the Visual transformer evolves and how the position of each block affects the learning

process, measured at the end of each epoch. Let us consider the n-th block referring to the n-th

attention layer, in order from input to output. Firstly, we want to know whether every single

block is needed during the learning process or, in contrast, some blocks could be frozen to reduce

training time without reducing accuracy. Secondly, we want to know if the variations of the blocks

during fine-tuning produce a tangible impact on the accuracy of the transformer. To evaluate this,

we propose two different criteria:

1. The first criterion is based on the sum of all the changes in the weights between two

consecutive epochs, as follows:

(4.1) Ck
1 = 1

n2

n∑
i, j=0

∣∣wk+1
i, j −wk

i, j
∣∣

where wk
i, j is the element in row i and column j in epoch k, of the weight matrix W .

2. The second criterion is based on the evolution of the sum of all the elements in the matrix

and the standard deviation of all the changes in the matrix elements:

Ck
2 = max

(
1
n2

∣∣∣ n∑
i, j=0

(wk+1
i, j −wk

i, j)
∣∣∣,

c
n2

√√√√ n∑
i, j=0

(
(wk+1

i, j −wk
i, j

)−W̄)2
)

(4.2)

where wk
i, j is the element at row i and column j in the epoch k and W̄ is the mean of the

values wk+1
i, j −wk

i, j ∀i, j, and c is a constant to determine the weight between both terms (in

our case, we used c = 0.05).
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We use these two criteria to decide when a weight matrix of a transformer stops learning and,

thus, can be frozen. We compute the respective criterion for each matrix at the end of each epoch

and if the value of the criterion is under a predetermined threshold (defined in Section 4.5.2),

then the correspondent weight matrix is frozen.

4.5 Validation of Transformer Optimization

4.5.1 Dataset

To test our hypothesis and analyze the learning process, we will fine-tune each transformer with

the Food-101 dataset [10]. This dataset consists of 101 different food categories and contains

1000 images for each category. Then, we will employ 750 images for training and 250 for testing.

We choose this dataset as it represents a complex domain where transformers can illustrate their

potential to achieve excellent recognition results.

4.5.2 Implementation setting

In our experiments, we fine-tuned the transformers during 50 epochs, we used a batch size of

32 and a learning rate of 10−3 with Stochastic Gradient Descent (SGD) as optimizer. Models

pre-trained with images of size 224×224 have been employed as well. Finally, for criterion C1

(Equation (4.1)) we set the threshold at 5 ·10−4 and for the criterion C2 (Equation (4.2)) we set

the thresholds at 5 ·10−3.

4.5.3 Results and analysis

Accuracy Training time
Model No C1 C2 No C1 C2
ViT 88.58 88.78 89.70 71 632 44 932 (37%) 49 545 (31%)
BEiT 90.57 90.17 90.13 96 995 60 843 (37%) 66 267 (32%)
DeiT 87.59 86.35 86.54 74 730 48 873 (35%) 43 617 (42%)
SWin 91.10 91.62 90.56 114 172 74 059 (35%) 84 121 (26%)
CSWin 89.51 89.60 89.41 126 716 114 998 (9%) 81 982 (25%)

TABLE 4.2. Results obtained on dataset Food-101 for transformers: without weight blocks freezing
(No), and with C1 and C2 criteria. Accuracy is given in percentage and training time in seconds.

Best results are given in bold.

We run the experiments on five of the most popular and recent transformers (ViT, DeiT, BEiT,

SWin, and CSWin) and applied both criteria to freeze their weight blocks. The results are given in

Table 4.2. As one can see, freezing the blocks, in 3 out of 5 cases, noticeably reduces training time

up to 42% compared to the standard transformer training process. We also see an improvement
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FIGURE 4.1. Accuracy evolution of ViT, CSWin, Deit and SWin during fine-tuning on Food-101
with standard training and applying C1 and C2.

in accuracy only on three of the transformers, namely ViT, SWin, and CSWin. As can be seen in

(Figure 4.1) and Table 4.2, SWin remains the most accurate on the Food101 dataset, while ViT

is still the less accurate, but with our criteria having a strongly positive effect on the training

process improving its performance and results continuity (Figure 4.1 left). C1 turns out to be

especially useful for the SWin and CSWin achieving better performance (up to 0.52%), results

continuity, and time reduction up to 35%. In the BEiT, the C1 criterion reduced by 37% the time

spent sacrificing the performance just by 0.4. For ViT, both criteria led to increased performance

with up to 1.12 (Figure 4.1 left) and reduced time up to 37%. For DeiT, we achieved the highest

time reduction (42%) although the performance was reduced by 1. Another benefit of applying

our freezing criteria is that transformers learn in a more stable way as we can observe in Fig.4.1,

according to the shape of the learning curves for standard training and with the application of

our two criteria. Following, we illustrate the performance of the transformer showing plots for

DeiT and SWin, achieving the best and the worst of our results on the Food101.

Both criteria (C1 and C2) are very useful because they give valuable insight into how the

transformers learn over time and what is the behavior of the different blocks, in particular,

how the position of the block influences the training process. The criteria indicate for all trans-

formers clearly decrease toward zero during the training phase which shows good weight block

convergence (Figure 4.2 and Figure 4.3). We can see that the behavior is not the same for all

the blocks since their position in the pipeline matters. In most of the transformers (e.g. DeiT),

the first blocks are less prone to change than the latter blocks. The only transformer where the

first blocks change more than the last ones was the SWin (Figure 4.2 and Figure 4.3, right),

with an exception for block 0. We can make some consideration also on the smoothness of these

curves corresponding to the different blocks. SWin presents the largest fluctuations and DeiT the

smallest ones during the optimization process. This fact can explain why the SWin transformer

better adapts to the data and achieves the highest performance. For the other transformers, we

observed that the matrices presented a very similar behavior to the DeiT during epochs showing

moderate and continuous convergence and data adaptation capacity.

The next question is if our criteria are optimal with respect to possible alternatives. We

considered alternatives: the Frobenius matrix norm, the matrix rank, and the Singular Value

Decomposition (SVD). On all 5 transformers, we observed that the rank did not change during
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FIGURE 4.2. C1 criterion on Wv matrices for Deit and layer 2 of SWin transformer during
fine-tuning on the Food-101 dataset.

FIGURE 4.3. Maximum value of the C2 criterion on Wq matrices for Deit and layer 2 of SWin
transformer during fine-tuning on the Food-101 dataset

the learning process. Moreover, there is a very slight change in the Frobenius norm of the weight

matrices (Figure 4.5), so they cannot be used as a criterion to monitor the learning process.

We applied the SVD, to study the properties of the weight matrices. We noticed that the

singular values almost remain constant during the training process for the different matrices

(Figure 4.4 left). The biggest change on the singular values was observed in SWIN on layer 0

where the biggest first 50 singular values slightly increased during the training. For this reason,

we believe the evolution of the singular values is not a good measure if there is a need to freeze

the blocks. On the other hand, we see that the last third of the less important singular values

have a really small magnitude that makes us think that they could be disregarded. This matrix

transformation could have a good effect on improving the overfitting of the transformer but add

additional cost to apply the SVD on the weight matrices.
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FIGURE 4.4. Evolution of the singular values of Wv matrices of DeiT and layer 0 of SWin
transformer on the Food-101 dataset. On the x-axis, the index of the singular values, and on the

y-axis its corresponding value.

FIGURE 4.5. Frobenius norm of the weight matrices as a function of the epoch for the MLP of
DeiT (left) and W0 of VIT (right).

4.6 Conclusions on Transformer Optimization

In this work, we have shown it is worth exploring if a single layer is still learning by studying the

convergence of its weight matrices, in transformers. This can be used to reduce time execution

and even improve final performance by using stopping criteria. We have proposed two different

criteria and we noticed that freezing non-learning layers, in all five transformers, has reduced

over-fitting and noise, and has saved time during training. The proposed approach has been able

to reduce training time by up to 42%, on average, for all the five transformers under analysis. The

position of the blocks also matters where in most transformers the first blocks learn less. There

was no substantial difference in the behavior of different types of weight matrices (WQ , WK , WV ,

MLP, and W0). Also, our criteria allow to illustrate the convergence of the learning process as

well as give insight into its continuity and speed.
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DIGITAL HEALTH

This idea that we’re going to just scale up [...]
and eventually human-level AI will emerge...
I don’t believe this at all, not for one second.

YANN LECUN

In the current millennium, Artificial Intelligence (AI) is helping humans automatize and

optimize complex tasks. We have seen it employed in industry, as well as transport and

information. However, AI closely regards the field of health as well, nowadays commonly

known as Digital Health (DH) (Figure 5.1). In the last decade, we have seen machine learning

applications popping up all around the medical processes, sometimes even outperforming humans

[26], applied in an extensive range of healthcare domains, such as cardiology and general internal

medicine, mental health, general surgery (especially oncology), but also prevention1.

FIGURE 5.1. Healthcare transformation, according to the

University of Sydney. Source: Youtube.

Machine learning finds fertile

ground in cardiology [18] because it

is one of the branches of medicine

that produces the largest amounts of

data. In fact, many different kinds

of diagnosis machines are used for

studying the heart. We can see

applications for visualizing conges-

tive heart failure in chest radio-

graphs, discriminating hypertrophic

cardiomyopathy from physiological

hypertrophy in echocardiography of

athletes, or detecting and classi-

fying myocardial delayed enhance-

ment patterns in Magnetic Resonance Images (MRI). Researchers and psychiatrists are success-

1Source: Forbes.
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fully identifying mental health issues, using the power of AI2. For example, they apply neural

networks to electroencephalograms, MRIs, voice registrations, etc. for detecting brain syndromes,

and identifying the best treatment for the patient [106]. There are tools for automatically diag-

nosing dementia, Alzheimer, and other psychiatric illnesses. But also neural networks that can

help treat psychological problems like depression and help prevent suicide and violent behavior.

These new technologies become extremely impressive when they are applied to surgery [87].

Machine learning is able to optimize preoperative planning and intraoperative performance

in various surgical specialties. Leading hospitals are already installing AI tools in their daily

practice, showing improvements in surgical outcomes and patient safety. There is a technology in

the course of development that, coupling AI with Virtual Reality (VR), allows a surgeon to view

in real-time a 3D hologram of a solid part (such as a bone) of the patient’s body from a CT and

superimposed the hologram on the real body of the patient, in order to fully visualize relevant

anatomy during surgery 3.

In the last years, AI in cancer detection and treatment captured the attention of health

institutions and governments. The range of potential applications seems endless and, at this

moment, a lot of that investigation is focusing on tools for cancer imaging. Machine learning

algorithms are spotting early cases of cancer and, in various fields, are reaching human-like

levels [14]. From three-dimensional images of the whole body to microscopical pictures of cancer

cells, doctors apply neural networks in many ways. The main goals are finding cancer at its

earliest stages and determining the stage of the tumor. But the same tools can be used to check if

treatment is working, or to monitor whether the area affected by cancer has reduced or increased

after treatment. In radiology, these recent advantages are having a strong impact on early

diagnosis as much as on the reduction of misdiagnosis and therapy-related complications. There

are benefits both in the short and long term, including saving the patients from overtreatment

and extending their life expectancy. Apart from the detection of nodules and lesions from medical

images, there are also machine learning algorithms able to detect cancer from biomarkers [128].

Their usage in fields like liquid biopsy is rapidly increasing [72]. Pharma companies are already

using these technologies in drug discovery [21]. The aim is to accelerate the research process and

reduce the risks to patients during clinical trials. Compared with other fields, digital health is

the slowest one in installing new technologies in clinical practice. The first thing slowing down

digital health is related to certifications. This is (and must be) a very thorough evaluation process

because the safety of the patients may depend on this, but it is overly slow. In Europe, there

are only 32 notified bodies under Medical Device Regulation (MDR), overflowed by work, and

they need from about eight to eighteen months to release a CE mark for medical devices. This

comes at an overall cost of the order of a hundred thousand euros, for a single certification of

a device. Another reason is the difficulty to access medical data, which are crucial for training

neural networks. Hospitals have the duty of protecting personal patient data and keeping them

2Source: IEEE innovation at work.
3Source: Frontiers.
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FIGURE 5.2. Illustration outlining the areas of intervention for action in Cancer Mission by
Horizon Europe.

secured, in respect of the ISO4 norms and the GDPR5. Therefore, being able to access these

data, even for research use only, is very difficult and time-consuming. Hospitals and clinics give

much value to patients’ personal data. In fact, they sell them for very large amounts of money6.

Nevertheless, these are not complete stoppers. European Union is now implementing a central

database of medical records called European Health Data Space that will, among other things,

provide universities and research centers with the data they need for developing new and better

technologies in the medical field. Furthermore, European Union is supporting an initiative called

Cancer Mission7 that aims at saving lives and improving the wellness of 3 million people, by

2030 (Figure 5.2). Among the recommendations given by the board’s draft, a good part of them

are related to cancer prevention, screening, and early detection. Topics on which we tried to give

our contribution, and explained in this part of the thesis.

At the present time, we are seeing, not only in the youngest ranks of doctors and clinicians, a

strong willingness to bring new technologies to the standard of care. It is a common belief that

AI technologies in healthcare can reduce mortality. Some guess it could reach a level sufficient

to reduce early deaths by a percentage from 10 to 30%8. A 20% reduction in the 8 million total

annual deaths in Europe in 2019, would have meant saving 1.6 million people. In other words,

the population of the city of Barcelona.

4International Organization for Standardization
5General Data Protection Regulation
6An insight from Scientific American.
7Cancer Mission is part of Horizon Europe
8Sources: Forbes, Towards Data Science.
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FIGURE 5.3. Plot of the number of diagnoses at stage IV in relation to its occurrence percentage.
The size of the circles shows the relative weight of each cancer type in terms of its contribution to

the total number of cancers detected at an advanced stage. Update of the original figure
produced by the United Kingdom Lung Cancer Coalition (UKLCC). Data from Public Health

England, 2018. From Health Policy Partnership

5.1 AI for Lung Diseases

In 2020, more than 2.2 million people were diagnosed with lung cancer, and nearly half a million

were in Europe. It is the second most commonly diagnosed form of cancer, after breast cancer,

and the most lethal one, in absolute numbers (Figure 5.3). Lung cancer is the leading cause of

cancer deaths worldwide and approximately one in five cancer deaths globally are due to that.

In the United States, the average of people still alive after five years after the diagnosis of lung

cancer is just 22.6%9. The toll of this plague on the human side is huge but it is worth noticing

also its economic cost. In the European Union in the year 2009, the cost of lung cancer, including

care and productivity loss, was 18.8 billion euros. Equivalent to 15% of the sum of all the costs

due to every other form of cancer10. The main reason is that the largest majority (around 75%) of

the cases of lung cancer are detected in the late stages, when the possibilities of treatment or

intervention are sensibly reduced.

Reading a lung CT is a tedious and very time expensive task. In assessing the nature of

an eventual suspicious mass, radiologists follow special guidelines [41] [80] that suggest using

9Source: Lung.com.
10Source: Health Policy Partnership.
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measure the volume of the nodule for a more precise diagnosis. However, the precise three-

dimensional segmentation11 of all the eventual lung nodules present in a CT is a task that

requires around one hour in average [115]. Consequently, radiologists rely very often only on the

diameter of the nodules, measured on the axial plane. This is a kind of approximation that carries

an error up to 50%. Artificial Intelligence can help radiologists reduce the reading time of a CT

from 20 to 33% [51], and add value with volumetric segmentation and automatic characterization

with no other time loss. This would allow the clinicians to report more images or dedicate to

critical tasks.

Our goal in this field is to apply the knowledge we collected in fundamental research and

develop new architectures especially designed for lung image applications. We aim at releasing

new tools for detecting and characterizing lung cancer, focusing in particular on early detection.

When COVID-19 struck globally, given its impact on the world’s society, we decided to use our

knowledge to contribute to the research also on other kinds of lung lesions.

In chapter 6, we present our works on lung nodule segmentation, explaining how crucial this

task is in chest CT reading and giving a perspective about the applications of our tool.

In chapter 7, we show the evolution of the previous work, namely a series of tools for lung

segmentation, and COVID-19 lesion detection and segmentation, all organized in a workflow

from the raw CT to the resulting images. This work has been on COVID-19 but has been designed

to be applied to other common pulmonary diseases if needed.

11Segmentation means the exact definition of the area (or volume) of interest.
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LUNG NODULE SEGMENTATION

What I cannot create,
I do not understand

RICHARD FEYNMAN

6.1 Introduction to Lung Nodule Segmentation

Recent researches about cancer prevalence and incidence of mortality show that lung

tumors represent so far the leading cause of cancer death. According to the data of

GLOBOCAN that have been collected in 185 countries of the world, there were an

estimated 18.1 million cancer cases and 9.6 million cancer deaths in 2018 and the 18.4% of these

have been caused by lung tumors [11]. With an early diagnosis, faster treatment planning, and

cleaner air in our cities, most of these deaths could be avoided. Nowadays, the most effective

analysis that allows for spotting pulmonary nodules is Computed Tomography (CT). A 3D CT

scan may contain up to 1000 slices and, therefore, identifying the nodules manually is often time-

consuming and tedious. However, precise nodule segmentation is compulsory for the assessment

of the characteristics that determine the malignancy of the tumor, such as shape, volume, and

change rate. In addition, a fast segmentation will deliver a strong speed up to the procedures

between diagnosis and radiotherapy, opening a scenario where the patients can go from diagnosis

to irradiation on the same day.

Starting from these premises, we can infer that seeking a fast, fully automatized, and reliable

nodule segmentation algorithm is of utmost importance. Because of their ability to learn complex

patterns, Neural Networks (NNs) such as Convolutional Neural Networks (CNNs) appear to be

highly promising instruments to achieve these goals. In the past years, many researchers handled

this problem by using a CNN with several methods and gained different levels of accuracy, but

there is still room for improvement. The modern approaches are based on networks such as

AlexNet [64], VGG [101], and GoogleNet [107] that have demonstrated remarkable success not

only in many different computer vision fields but also in medical image analysis tasks. The

models most frequently used are inspired by UNet [99] and VNet [84].
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FIGURE 6.1. Proton therapy estimated dose deposition for lung tumor treatment. The red contour
area is the segmentation of the tumor currently made by radiologists (Source: Samsung Medical

Center).

6.1.1 Aim of Lung Nodule Segmentation

The final purpose of this research is to provide medical personnel with a reliable tool for automatic

segmentation that can be applied to all possible cases and manage the task without the supervi-

sion of the final user. Our eventual goal is to build a full routine that can be used by specialists

and clinicians for lung cancer detection and characterization. In this project, segmentation is a

vitally important tool for the rapid extraction of all the physical properties of the nodule that

can be used to estimate the malignancy of the tumor. An accurate segmentation can prevent a

healthy patient from undergoing a useless biopsy and can detect nodule growth, even in cases

where this is difficult to be detected by eye. Non-invasive therapies such as radiotherapy and

hadrontherapy (Figure 6.1) need a millimetric accurate three-dimensional segmentation, in order

to be implemented. With the current methods, this process can take up to several hours [115].

Instead, with the help of Convolutional Neural Networks, this could be done just in seconds.

This chapter is organized as follows. In chapter 6.1.2, we start with showing the actual

state of the art concerning the most relevant methods of image segmentation in the case of

lung tumor, categorized into automatic and semiautomatic nodule segmentation. In chapter

6.2, we present the new method of nodule segmentation developed in this work, showing the

model architecture in chapter 6.2.1. In chapters 6.2.2 and 6.2.3, we describe the loss function

and the fit to the segmentation mask used, respectively. In chapters 6.2.4 and 6.2.6, we show

the dataset and the experimental methods used. Then, we present and discuss the results in

chapters 6.3 and 6.4, respectively. In particular, we show the overall performance of the method

in the bi-dimensional case in chapter 6.4.1, the evaluation of the database consistency in chapter

6.4.3, and the comparison of the method with the state of the art in chapter 6.4.4. Conclusions
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and outlook are shown in chapter 6.5 and chapter ??, respectively.

6.1.2 Relevant works in Lung Nodule Segmentation

Research in the field of lung nodule segmentation started long before the introduction of artificial

intelligence and deep learning. During the previous generation, the existing methods were sev-

eral, and they can be divided into two main classes: region-based segmentation and edge detection.

The first ones are achieved by studying the homogeneity and similarity between pixels, instead

edge segmentation is obtained by enhancing the edges with the use of differential operations or

kernel convolutions. These methods are still used in current medical softwares and in research, in

order to reinforce the results of deep learning algorithms. A deeper description of these methods

is presented in Zheng et Lei [131].

With the introduction of deep learning, and in particular the structure encoder-decoder, the

research flow in segmentation divided into three main branches: the methods based on Genera-

tive Adversarial Networks (GANs), resumed accurately in Kazeminia et al. [61]; the ones using

reinforcement learning, of which Tian et al. [111] gives a modern overview; and the convolutional

neural networks using residual connections, whose milestone is UNet [99]. In this chapter, we

will briefly present some of the best current methods, mostly belonging to this last branch.

Nowadays, UNet is the benchmark for basic image segmentation. In most of the cases, it has

shown both good properties of reliability and coherence. UNet is a CNN composed of an encoder

and a decoder with four levels of depth. The strength of the UNet model lies in the connection

between the respective layers of the encoder and decoder. In other words, the outcomes of every

upsampling layer on the decryption side and every convolutional layer on the encryption side are

concatenated and processed together. This allows to reduce the loss of resolution that one can

encounter in a deep learning architecture due to the repeated convolution and the pooling layers,

responsible for the generalization of the output.

6.1.2.1 Automatic Nodule Segmentation

In recent years, the amount of literature on automatic nodule segmentation in CT had an

appreciable increase. Wu et al. [120] presented one of the simplest structures that we can find

for automatic nodule segmentation. They proposed a segmentation algorithm and a malignancy

predictor utilizing an UNet structure with just half of the convolutional layers normally used. It

has multiple window widths and window centers enriching the nodule information. They show

an improvement over the standards of UNet of more than 2% in Dice Score Coefficient (DSC).

Aresta et al. [2] developed a model named iW-Net consisting of a concatenation of two UNet

networks. It can be utilized with and without user interaction. In the first case, the user draws

the nodule’s diameter and the respective end-point extraction in order to generate a weight map,
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which is then used for altering the prediction of the network. The algorithm has been designed

by taking into account the expected spherical shape of the nodules. The weight map is then

incorporated as a feature of the model and as a component of the loss function.

A lightly modified version of UNet is the one presented by Keetha et al. art:keetha. Their

method consists in a UNet structure where the residuals are filtered by more hidden layers

situated on the connections between the encoder and the decoder. These hidden layers are further

connected with one another. They provide only results regarding Dice score and sensitivity with a

good average. They apply the Mish activation function, demonstrating its value with an ablation

study.

Zhou et al. [133] use another modified version of UNet, similar to the one proposed in the

previously discussed article. Here the authors propose many arrangements of the hidden layers,

using different shapes of the residual connections and levels of depth. They use a loss function

that is a mixture between cross-entropy and soft dice coefficient and do an extensive analysis on

six different datasets, including LIDC-IDRI. Due to our interest in this work, we replicated it

and compared it with ours in section 6.4.4.

Tang et al. [110] proposed an end-to-end 3D Deep-CNN called NoduleNet for solving pul-

monary nodule detection, false positive reduction, and segmentation jointly. They employed an

UNet-like model that firstly calculates the bounding box of the nodule and then runs a segmenta-

tion refinement only on the Volume of Interest (VoI) surrounding the bounding box, progressively

up-sampling the cropped volumes and concatenating them with low-level semantic features. This

method attempts to solve the loss of resolution inside the VoI due to repeated convolutions and

the pooling layers of the image.

Hancock and Magnan [46] proposed a method based on the vanilla level set image segmenta-

tion method but, instead of designing the velocity function manually, they use machine learning

regression methods in order to learn these parameters. The Central focused Convolutional Neural

Network proposed by Wang et al. [117] is a network formed by two different parallel branches

receiving the input image in 2D and 2.5D1, respectively. After the elaboration, they concatenate

the resulting images for the last layer, where the features are mixed and the nodule mask is

provided as a probability map. Their idea of using a central pooling layer is appreciable because

it pools the image without reducing the resolution around the VoI, thus mitigating one of the

most relevant problems of deep learning with CNNs.

In a similar work, Cao et al. [13] obtained almost the same results as Wang et al.. The main

differences in Cao et al. are the use of residuals, which assume more importance, the use of two

slightly different pooling layers, and the ResNet convolutional blocks that make this network a

deep learning network for all the intents. Another added value consists of a strong post-processing

that makes the algorithm able to gain another 0.2% in dice score accuracy.

Huang et al. [54] provide a fully automatic routine for lung nodule detection and segmentation.

1In this case, it receives an input of only three slides on the third axis and not all the CT or a cubic tensor.
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Their architecture for segmentation is a composition of a Faster Regional-CNN (for encoding)

and a Fully Connected CNN (for decoding) with a VGG16 ([101]) backbone, that generally proved

to be a reliable method for reconstruction. Especially, if used in fine-tuning, as done in this work.

The loss function is a composition between cross-entropy and L1 distance. The input image size

is 64×64. Similarly, Qian et al. [93] use the VGG16 structure for encoding but introduce a new

kind of decoder, called pyramid deconvolutional neural network. This takes the outputs of each

level of depth of the encoder and composes them, with the use of deconvolution, in order to obtain

the nodule mask. In this way, they reduce the resolution loss coming from a series of stacked

convolutions. The stride used for deconvolution has an impact on the balance between sensitivity

and precision, allowing the user to tune it as required. They work exclusively on lung nodule

segmentation.

Finally, we found remarkable the work done by Jiang et al. [57], who developed a Multiple

Resolution Residual Network as an extension of the ResNet [48] likewise based on a model

similar to UNet.

6.1.2.2 Semi-Automatic Nodule Segmentation

Part of the literature is dedicated also to hybrid systems combining image segmentation and the

supervision of the user in order to optimize the results. Messay et al. [83] presented a hybrid

system, based on a regression Neural Network requiring the user to input eight precise points in

order to create the mask.

We also want to highlight the research of Liu et al. [73], who developed a network for Juxta-

Pleural Lung Nodules but only tested it on 50 manually chosen images, making any comparison

unfeasible.

Roy et al. [100] developed a shape-driven lung nodule segmentation. During the pre-processing,

they applied a mask2 erasing all the non-soft tissues around the lungs. This makes the Juxta-

Pleura nodules way easier to be segmented, but difficult to be applied in real clinical conditions

due to the unavailability of these masks during the analysis of the patient’s data. Furthermore,

they chose a subset of the test set, making the comparison with their results impaired.

6.2 Methods for Lung Nodule Segmentation

6.2.1 Model Architecture

The method we are proposing is inspired by the UNet model, but with some substantial modifica-

tions. It has one encoder and two decoders with only two levels of depth. In this new structure,

2Lung masks computed by using an automatic segmentation algorithm and provided by LUNA16 challenge.
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(1)
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(640)
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(10) (1)
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FIGURE 6.2. Structure of our NN, with one encoder and two decoders. The name on each sample
corresponds to the operation applied in order to obtain that sample. The last step is always a
convolution. In parentheses, the number of filters appears. Input and output, re-scaling and

convolutional layers are indicated in green, blue and red, respectively.

the first two layers on the encryption side are substituted by two Multiple Convolutional Layers

(MCL), inspired by the Inception-v4 architecture. Inside those, the input tensor is given to the

four different branches and convoluted a different number of times with 3×3 kernels. Only in

one case over four, the tensor is not convoluted but just replicated and average pooled.

size input dim filters

CT image 64×64 - 1
1st MCL 64×64 1 40
1st pool 32×32 40 40
2nd MCL 32×32 40 320
2nd pool 16×16 320 320
bridge 16×16 320 640
1st conv 16×16 640 320
1st upsample 32×32 320 320
2nd conv 32×32 640 40
2nd upsample 64×64 40 40
3rd conv (1) 64×64 80 10
3rd conv (2) 64×64 10 1

TABLE 6.1. Scheme of the layers and the respective

input and output number of filters.

Thereafter, all the results are concate-

nated such that every branch of the MCL

contributes to 1/4 of the total number of

filters. The structure of the multiple con-

volutional layer is shown in Figure 6.3.

Moreover, the depth of the network has

been chosen to be made by just two levels

because of the limited dimensions of the

input images. As shown in Figure 6.2 and

with the details in Table 6.1, the network

possesses a first encryption part (also re-

ferred to as encoder), where the CT image

scaled to the interval [0,1] is convoluted

inside the MCLs and pooled. This oper-

ation is repeated twice with a decrease

in the size and an increase in the filters’

dimensionality. The bridge operation is

essentially a convolution. All the convolu-
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tions are carried out with a 3×3 kernel and followed by batch normalization and an activation

function.

Input

Average
Pooling

Conv
3×3

Conv
3×3

Conv
3×3

Conv
3×3

Conv
3×3

Conv
3×3

Concatenation

FIGURE 6.3. Structure of the MCL inspired by

Inception-v4.

The second part of the network consists in

the decryption part (or decoder). It receives the

output of the encoder coming from the bridge

and produces an image with the same dimen-

sion as the input.

As we will explain in paragraph 6.2.3, it can be

useful to obtain two or more different outputs.

In our case, inside the network, we employ two

decoders, each one with different activation

functions. One decoder has ReLU rectifiers,

while the other one uses softsign3 functions.

The last convolution of every decoder has been

rectified with a ReLU layer, in order to ensure

a positive result.

The two masks obtained are the α and the δ of

Equation 6.2, respectively. In the last step, the

network output is converted into a binary mask with a fixed threshold of T = 0.5. The gradient of

this operation is not calculated and then not included in back-propagation because the derivative

of the step function is always zero and singular in one point.

6.2.2 Loss function

In the nodule segmentation literature, we can frequently find custom loss functions created so

as to take into account the characteristics of the nodule, focusing on special features considered

the most interesting, such as the borders, the volume, and the shape. A widespread problem of

segmentation networks is the lack of precision at the borders. This is caused not only by the

loss function itself but also by the ground truth masks provided by the training datasets that, in

many cases, are not very precise. Forcing the network to strictly learn from an imprecise ground

truth often brings to over-fitting or over-learning. Therefore, we propose using a loss function

inspired by the Mean Square Error (MSE) function with tolerance on the pixels near the borders

of the nodule. Our function does not simply calculate the loss element-wise between the produced

image and the ground truth. It measures the loss between one pixel of our image and all the

pixels around the corresponding one in the ground truth, inside a specific area. Then, it takes the

minimum of those values. The radius of that area is ∆≤ f (dnod), where dnod is the diameter of

3Very similar to tanh(x), it proved to be more effective for our purposes.
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the nodule and f is a function chosen by the user. We adopted a function

f (dnod)=


0 if dnod/n < 64

1 if dnod/n < 16

2 elsewhere

where n is the total number of elements of the image and the unit of distance is in pixels.

Moreover, it is coupled with an exponential preventing under-segmentation. Namely, our loss

function is:

L(z, ẑ)= 1
n

n∑
i

(ẑi − zi)2β(ẑi−zi)

where zi and ẑi are the values of the i-th pixel of the mask and the ground truth, β is a hyper-

parameter decided by the user and (ẑi − zi)2 is the term that ensures the convergence. The values

of zi and ẑi are always in the interval [0,1]. Thus, if f (dnod)= 1, the calculated loss on pixel zi, j is

L(zi, j, ẑi, j)= min{L(zi, j, ẑi, j+1),L(zi, j, ẑi+1, j),

L(zi, j, ẑi, j−1),L(zi, j, ẑi−1, j),

L(zi, j, ẑi, j)}

Because of the fact that our loss function has compact support on N and it is continuous and

derivable, we can conclude that it is also Lipschitz continuous. From Goodfellow et al. [38]: In

the context of deep learning, we sometimes gain guarantees by restricting to functions that are

either Lipschitz continuous or have Lipschitz continuous derivatives. Considering that we must

take into account the sign of the exponent and taking β> 1, the result of the exponent for the

single pixel will be larger than 1 in the case of under-segmentation and smaller in the case of

over-segmentation. In this way, over-segmentation is encouraged during the convergence to zero.

Without this idea, there would be the risk of not segmenting the small nodules or losing some

details.

6.2.3 Fit to the Segmentation Mask

The new loss function helps to improve the results, but it still does not reach the necessary

accuracy. Until now, most of the CNNs for nodule segmentation try to reconstruct the mask

directly, some of them with good results but still with some limitations. Our purpose is to

reconstruct the exact shape of the cancer nodule and visualize it as a binary mask. Instead

of letting the network do it end-to-end, we decided to use the image itself as a starting point

of the segmentation algorithm and the network only for creating a mask of all the elements

that we want to exclude, namely a way to fit the mask image. To formalize, our mask M (before

thresholding) is of the form:

(6.1) M = I −α · I
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where α is the output of the CNN (with the same shape of I), I is the input image, and ’·’ is the

element-wise product. By implementing this procedure, we do not need to consider the precision

at the borders, because the morphology of the mask comes directly from the image. Ideally, the

network should solely identify the matter that is not part of the nodule. Since air and very soft

tissues are already under the threshold limit, we expect significantly good results, especially

on isolated nodules. In addition, we have to deal with nodules laying on the pleura or that are

partially enclosed in other objects. We propose to use the following mask:

(6.2) M = I −δ−α · I

where α and δ represent two different outputs of the same network. We obtained very high

indices of F1 score and IoU with this type of mask, more than 2% on average with respect to the

ones obtained with the mask in Equation 6.1. The parameters α and δ can be calculated with the

decoder using ReLU and softsign activation functions, respectively.

Our interpretation is that δ gives a larger contribution in the detection of the nodule in the image,

deleting all the eventual other masses that have been segmented.

6.2.4 Dataset

For this work, we used a public dataset to show the performance of our proposal. We chose

the LIDC-IDRI4 dataset, described in Armato et al. [3]. It consists of 1018 CTs done on 1010

patients from seven distinct institutions. Each of these tomographies has been reviewed by four

radiologists who independently detected and manually segmented all the nodules with a diameter

larger than three millimeters. This makes a total number of 2669 segmentations (or masks) but,

following Jiang et al. [57], we consider just the nodules which have been confirmed and delineated

by all of the radiologists and that present an average malignancy index greater than 3. According

to the aforesaid article, the total number of these nodules should be 529. Looking closer at the

dataset, we discovered that there were totally different interpretations on some nodules and that

the mean of these masks was producing unrealistic results. We settled a threshold regarding

the overlapping at IoU = 40% and another one on the diameter. In this way, if one mask has a

diameter at least 40% larger than another one or if their overlap is smaller than 40% of their

total area, they cannot be considered as the same nodule.

The diameter threshold has been applied exclusively on the nodules with a diameter larger

than 20mm. This last correction regards also nodules with more than four masks. There have been

some ambiguous cases5 of large masses that led to an erroneous result, where some radiologists

diagnosed the presence of a single big nodule and others recognized multiple separated nodules

apparently attached to healthy tissue. This causes ambiguity and casts reasonable doubts on the

nature of the mass. These are just a few cases that could jeopardize the attempts of the network

4Website of the public LIDC-IDRI dataset.
5These are six cases in particular.
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to learn the right pattern. This is the reason why our database consists of only 493 nodules whose

mask is decided with a 75% consensus over the four different segmentations. This means that

a pixel is included in the ground-truth image only if three or more radiologists have selected

it. This will be discussed further in paragraph 6.4.3. This constraint ensures also a reduction

of over-segmentation because we noticed that a consistent part of the mask had been drawn to

enclose the whole nodule in a way that includes more than the actual shape of the nodule. An

example of a misleading segmentation is in Figure 6.4. As you can notice, the four radiologists

segment the nodule with different criteria. All the 3D tensors representing the CTs have been

pre-elaborated by operating methods such as clipping, normalization, and tri-linear interpolation.

As a result, we obtained a homogeneous resolution on every axis and a clearer definition of the

objects. The validity of the results has been verified visually for every single nodule in three

dimensions.

6.2.5 Evaluation Statistics

The output of the Neural Network is a tensor with values between zero and one. After post-

processing, using a threshold set to 0.5, this is transformed into a binary mask where 1 represents

the nodule and 0 is the background. At that point, it should be compared with the ground-truth

pixel by pixel. The most used criterion in this type of problems is the Sensitivity (S). It measures

the percentage of pixels where the ground truth is 1 and it is correctly predicted (or true positive

divided by the relevant elements). High sensitivity is one of the goals, but it also means over-

segmentation. That is why it is usually counteracted by its counterpart counting the percentage

of the true positives over the total predicted positives and, therefore, it estimates the under-

segmentation, namely the Precision (P). Their reduced mass is proportional to the F1 (or Dice

similarity coefficient - DSC). In general, in order to evaluate the goodness of these algorithms, we

can use the triple:

S = G+∩M+
G+

P = G+∩M+
M+

F1= 2
S ·P
S+P

,

where G is the ground truth, M is our mask and + is the index indicating only the pixels where

the values of the tensors are one. Another widespread evaluation criterion is the Intersection over

Union. It is described by:

IoU = G+∩M+
G+∪M+

.

It does not provide more information than F1, but it is extensively used. The good quality

of Intersection-over-Union (IoU) is that it is invariant if we swap the entries: IoU(G, M) =
IoU(M,G). We applied this criterion also during the pre-processing in order to exclude all the

masks with a low agreement between the four radiologists. The last evaluation criterion that we

propose is called γ-index test by Low et al. [78]. It is very commonly used in medical fields like
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radiotherapy. We utilized a simplified version consisting in a comparison of our result with the

ground-truth mask with one-pixel tolerance. The data are binary images where 1 indicates the

nodule and 0 the background. Since we impose a one-pixel tolerance, the procedure is repeated

for all the adjacent pixels of the corresponding one. At this point, the γ-index pass rate is:

γ= #passed
#pixels

,

or, in words, the number of pixels that passed the test divided by the total number of pixels.

This test provides a quantitative estimation of how many pixels have an error larger than the

resolution. The aforesaid methods do not supply this information. For example, in one of our

cases with a γ-index pass rate of 99.5%, we clearly derive that 20 pixels have an error larger than

R = 0.5÷1mm.

As last, we used the Kolmogorov-Smirnov test in order to check the correlation between the

data produced by the network and the ones produced by the radiologists and used for creating

the ground-truth. Practically, this test is conducted to check if two sets of discrete data come

from the same distribution. The two sets are plotted in a Cumulative Fraction Plot and then the

maximum vertical deviation is measured between the two curves as statistics, D. Based on the

number, N of data points of each set, we establish a critical value. According to the tables:

D∗ = 1.36p
N

,

with significance level αks = 0.05. If the statistics D < D∗, the test is passed and the two datasets

are indistinguishable. Our idea is to reproduce a sort of Turing’s test for seeing if one could

discern the human-made and the software-made masks, looking only at the results. That limit

could be considered the gold standard in this field.

6.2.6 Implementation Details

At the beginning of every single run, we randomly partitioned the dataset into training and

test sets with a ratio of one to eight. Because of the limited number of data, we operated a

data augmentation. At the beginning of each epoch, all the CT slices of the training test have

been randomly rotated by an angle in the interval ]−180◦,180◦] and randomly zoomed with a

magnification included in [×0.95,×1.05]. The eventual padding has been made with black pixels

(equivalent to zero).

In our experiment, the total number of learnable weights is 13109472 for a total of ∼ 50MB.

We trained our CNN 10 times for 300 epochs each. In order to support our expensive calculations,

we used a machine owing an Intel Xeon E7-4830 v3 (i7) processor with 64GB of RAM. The

GPUs are two Nvidia GeForce GTX 1080 Ti with 12GB of CUDA memory each. Everything was

implemented in Python 3.7 with the usage of the Pytorch module. We decided to use a batch

size of 1 so that we can give a more significant impact on the loss function at the expense of the
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run # IoU (%) Sensitivity (%) Precision (%) F1 (%) γ-index (%)

1 74.2±16.7 80.4±17.8 90.8±16 83.8±14.7 99.20±1.03
2 67.4±21.3 78.9±20.1 81.8±24 78±19.9 98.87±1.13
3 76.6±12.3 90±9.46 85.2±14.8 86.1±8.59 99.07±1.00
4 72.6±15.9 85±12.3 84.8±17.8 83±12.3 99.14±0.84
5 74.9±12.4 82.3±11.9 90.3±13.2 85±9.26 99.07±1.07
6 68.2±19.7 77.8±20.6 84.1±21.4 79±18.4 99.0±1.32
7 72.3±19.9 78±21 90.7±15.9 81.8±18 99.08±0.89
8 74.3±17 84.8±16 86.3±16.7 83.9±14.4 99.31±0.66
9 72.8±18 81.5±17.8 88.2±12.7 82.7±15.6 98.97±1.24
10 72.9±19.5 84.1±20.3 83.9±21.1 82.3±18.7 99.34±0.69

Average 72.6±2.7 82.3±3.6 86.6±3.0 82.5±2.4 99.11±0.14

TABLE 6.2. Results of the evaluation criteria for the ten runs of CoLe-CNN, calculated for each
case of the test set and then averaged. In bold, we indicate the best results in the column. The
row “Average” indicates the total mean of the criteria resulting from the runs, whose STD has

been calculated on the average of each run.

computation time. The learning rate has been fixed at 0.0001. The average time consumption

for a single computation was 200 minutes. We settled the input images at a fixed dimension of

64×64 pixels. We maintained all the images with nodule diameter smaller than 32 pixels at the

original resolution6 and interpolated the CTs with a bigger nodule at a pixel density:

R∗ = R
dnod

32
if dnod > 32,

where R is the original pixel density and dnod is the diameter of the nodule. Considering that

the pixel length of the elaborated images is PL = 0.5÷1mm, we encountered a slight loss of

resolution only in the nodules having a diameter larger than 20mm on average. In these few

cases, the loss is anyway negligible. We used the Adam optimizer for back propagation, since it

ensures stability in non-stationary problems even in the presence of sparse gradients.

6.3 Results for Lung Nodule Segmentation

The overall CT slice number used for testing is 61 and it is insufficient to cover all the possible

species of nodules in the dataset. In order to verify the accuracy of the method with a larger

number of configurations, we trained and tested the network ten times. The results of all ten

runs are displayed in Table 6.2. Before each of the runs, we shuffled the dataset and randomly

partitioned it in training and testing sets with a ratio of 1/8. We also reported the mean value for

intersection over union, sensitivity, precision, F1 score, and γ-index pass-rate, with the respective

errors calculated as the standard deviation on each produced mask.

6By original resolution we refer to the resolution of the CT after the interpolation that sets the pixel length on
every axis equal to the minimum pixel length of the CT.
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FIGURE 6.4. Example of high

expert inter-variability of nodule

labeling. In the upper part, the

original CT image is shown.

Down, we can observe the

segmentations made by the four

radiologists.

Four interesting cases are shown in Figure 6.7. Excluding

the simplest situations, we want to demonstrate the good

behavior of our method in the most complex cases. Generally,

these cases correspond to situations where the nodule is

surrounded by filaments or other non-tumor masses, in the

extremely noisy CTs7, in presence of low contrast or when

the nodule is not so clearly visible, when the nodule is nestled

on the pleural surface, and when the shape of the tumor is

unusual or irregular. For all the aforementioned cases, we

show some results produced by our network in Figure B.1,

B.2, B.3 and B.4 in appendix B.2.

6.4 Discussions
on Lung Nodule Segmentation

In this chapter, we present an extensive analysis of our re-

sults compared with the most recent articles in this field that

used the same database.

6.4.1 Overall Performance

The first result we can notice is that the deviation from the

average is quite significant for all the criteria. The reason

for that can be undoubtedly addressed to the combined effect

of the broad variety of cases in the dataset and the presence

of labels that are incorrect or absent. In Figure 6.6, there

are four excellent segmentations with low accuracy, since

they are compared to wrong labels. For example, on a test

set composed of 61 cases, the absence of the label and a

consequent zero in the validation criteria can influence the

average of a quantity up to 1.6%. Therefore, it is difficult to

discuss the reliability and reproducibility of the results.

In terms of sensitivity and precision, the results show to be unbalanced. In run number 7, an

F1 score of 81.8% corresponds to a precision = 90.7% and a sensitivity = 78%. At a first glance, it

could appear as an encouraging result but, in practice, it means that we are under-segmenting

the nodule with the risk of losing fundamental parts of it. In order to reach this balance, we

should fine-tune the parameter β in Equation 6.2.2. It may not afflict significantly the values of

7The strong noise does not belong only to old CT scanners, but it can be determined by several reasons also in new
machinery.
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(A)
γ-index = N/A

IoU = 0%
Sensitivity = 0%
Precision = 0%

F1 = 0%

(B)
γ-index = 98.19%

IoU = 34.84%
Sensitivity = 43.2%
Precision = 64.29%

F1 = 51.67%

(C)
γ-index = 98.71%

IoU = 55.41%
Sensitivity = 72.5%
Precision = 70.16%

F1 = 71.31%

(D)
γ-index = N/A

IoU = 0%
Sensitivity = 0%
Precision = 0%

F1 = 0%

FIGURE 6.6. Examples of detected and segmented nodules in cases of wrong labeling. The output
of our method is in green, the ground truth in red, and their superposition in yellow.

IoU and F1, but it will produce more accurate masks, especially in nodules with peculiar shapes.

The γ-index test shows that, on average, the produced masks differ from the ground-truth only of

∼ 36 pixels with a 1-pixel tolerance. In this exact case and considering the resolution of the CT

scans, we can infer that every result over 99% can be defined as good.

FIGURE 6.5. In green, the histogram of the F1

score results for all the 10 runs. The Cumulative

plot of the same data is shown in blue.

Mean = 82.56±15.62.

At this point, it is important to observe

that, because of the fact that our binary mask

is actually the image itself filtered and thresh-

olded, noisy CT scans produce irregular masks,

especially in conditions of low contrast. This

problem could be fixed with dilation in post-

processing.

As last, we show a graph (Figure 6.5) con-

taining the distribution of the F1 score of each

test image for all ten runs. The first notable

thing is that the histogram has a peak around

90% and that almost the 80% of the cases

stand over the 80% of the F1 score. Instead,

the mean = 82.56±15.62 has been conditioned

sensibly from the presence of cases of a very

low score.
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(A)
γ-index = 98.95%

IoU = 79.27%
Sensitivity = 89.86%
Precision = 87.05%

F1 = 88.44%

(B)
γ-index = 99.17%

IoU = 89.61%
Sensitivity = 93.45%
Precision = 95.61%

F1 = 94.52%

(C)
γ-index = 97.46%

IoU = 90.99%
Sensitivity = 92.6%
Precision = 98.13%

F1 = 95.28%

(D)
γ-index = 98.51%

IoU = 80.57%
Sensitivity = 80.57%

Precision = 100%
F1 = 89.24%

FIGURE 6.7. Examples of detected and segmented nodules in other interesting cases. The output
of our method is in green, the ground truth in red, and their superposition in yellow.

depth # runs IoU Sens Prec F1

3 3 72.3 83.4 85.4 82.0
2 (ours) 10 72.6 82.3 86.6 82.5

TABLE 6.3. Test of different depths for our NN. All the results have been averaged on the
respective number of runs

6.4.2 Ablation studies

In order to numerically demonstrate the impact of our introductions on the network, we run

three main ablation studies over: the depth8 of the network, the loss function and the Multiple

Convolutional Layers. In all these studies, the hyperparameters and the main structure of the

network have not been modified if it was not strictly necessary.

In section 6.2.1, we said that we consider as sufficient a network with depth 2. We pragmati-

cally justified it from the fact that an input image of size 64×64, at depth 3, is reduced to an 8×8

matrix (with our fixed pooling kernel size equal to 2) whose amount of transmitted information

is negligible for our purpose, even with a very large number of filters. The results in Table 6.3

compare the score of a depth-3-version of our network with our original one of depth 2. As one

can notice, the two architectures are almost equivalent in performance but with a significant

difference in memory consumption and training time, which are more than doubled in the case of

depth 3. Therefore, there is no advantage in using a deeper network.

8in our case, depth k means that the input tensor is pooled k times inside the network.
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(A) Structure of the MCL from Inception 3 (B) Structure of the MCL from Inception 4
block A

FIGURE 6.8. Representation of the Multiple Convolutional Layers used for this study.

MCL # runs IoU Sens Prec F1

no 4 67.9 77.6 83.8 77.8
Inc 3 8 67.3 79.5 82.8 78.0
Inc 4 8 69.0 83.3 81.3 79.3
ours 10 72.6 82.3 86.6 82.5

TABLE 6.4. Test of different MCLs for our NN.
All the results have been averaged on the

respective number of runs

loss func # runs IoU Sens Prec F1

dice 2 0 0 0 0
KLDiv 2 21.3 95.8 21.9 32.2

L1 2 46.3 48.4 83.2 56.1
MSE 3 67.0 79.7 82.8 73.3
BCE 3 66.9 77.6 84.7 77.6
ours 10 72.6 82.3 86.6 82.5

TABLE 6.5. Test of different loss functions on
our NN, compared with ours. All the results

have been averaged on the respective number
of runs

For the Multiple Convolutional Layers, we took inspiration from the Inception modules of

Szegedy et al. [108] and [109]. In Table 6.4, we compare the results of our MCL with the ones

obtained from implementing the Inception modules in Figure 6.8 and the one obtained without

MCL, where a standard 3×3 convolution has been used as a replacement.

Our method proved to be the best one for this configuration, with a margin of more than three

percentage points in IoU and F1. The solution without MCL pays mostly in terms of sensitivity.

Clearly, there is also a difference in terms of memory consumption. The weights of our MCL need

more GPU memory but this is affordable because of the depth of our network. Instead, a very

deep network such as Inception-ResNet ([109]), should look for different solutions in order to be

lighter.
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R1 R2 R3 R4 Average

R1 - 82.9 84.0 83.8
R2 82.9 - 83.9 83.5
R3 84.0 83.9 - 83.9
R4 83.8 83.6 83.9 - 83.7
ours 79.5 80.5 80.3 80.2 80.1

TABLE 6.6. Average F1 score in percentage,
calculated for each radiologist with respect to
the others. All the uncertainty values for the

radiologists go from ±13.0 to ±14.0, while from
±14.8 to ±15.6 for ours.

R1 R2 R3 R4 Average

R1 - 83.3 84.9 86.6
R2 83.3 - 86.6 85.1
R3 84.9 86.6 - 84.6
R4 86.6 85.1 84.6 - 85.2
ours 87.5 87.3 87.7 86.4 87.2

TABLE 6.7. Average Precision in percentage
calculated for each radiologist. All the

uncertainty values for the radiologists range
from ±15.1 to ±17.3. From ±17.5 to ±17.8, for

ours.

The last of our ablation studies regards the loss function. In order to have a scale of compari-

son, we tested five of the most commonly used loss functions in segmentation. All these ones are

already implemented in PyTorch “nn” module. KLDiv-loss and Dice are producing unstable losses,

with a relatively fast divergence of the results. This might also be related to the batch size equal

to 1. For memory reasons, we did not deepen the subject. L1-loss tends to under-segmentation,

maybe due to the absolute value in the loss function. Mean Square Error and Binary Cross

Entropy (BCE) are producing appreciable results but are still less accurate than our loss function,

on average. These results, shown in Table 6.5, also demonstrate that our loss function provides a

significant improvement in sensitivity without losing precision.

For all the aforesaid reasons, we still consider our configuration as the best among the tested

ones.

6.4.3 Database Consistency

Before comparing our results with the other published data, we check the internal consistency of

the database and observe where our results are positioned with respect to it. We performed a

pairwise comparison between the radiologist masks. As we can see in Table 6.6, the disparity

between the score of the radiologists within themselves and our network is on average of 3.6

points, in favor of the radiologists. This means that there is a stronger correlation between the

manual segmentations than when compared with our method. We can better understand by

looking at Table 6.7. The results of the precision are higher for our Neural Network in comparison

with the manual masks. This means that our masks are, in general, smaller than the manual ones

and are more often contained inside the radiologist masks’ borders. This is in perfect matching

with the expectations. As a matter of fact, we took as ground-truth the superposition of the single

masks at 75%, usually obtaining a segmentation that is often slightly smaller than what the

radiologists have suggested and, consequently, a Neural Network in accordance with it. More
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data can be seen in the appendix B.1.

FIGURE 6.9. Cumulative Fraction Plot for IoU

between two datasets of the radiologists (R1-R2)

and a set of data radiologist-network (R2-NN).

With reference at Table 6.10.

The following step was the Kolmogorov-

Smirnov test. It helped us to understand if

the masks produced from the Neural Network

could be distinguished or not from the ground-

truth. Thus, we took the masks of the radiolo-

gists and the one of the network, we calculated

their intersection-over-union and then we run

the test on them in pairs. We refer to each

of these pairs as a set. As it appears from the

data in Table 6.10, there is more accordance be-

tween the sets of the radiologists and a more

significant discrepancy with the data of the

network. According to Kolmogorov-Smirnov’s

tables (with a significance level αks = 0.05) the

critical value is D∗ = 0.061. Therefore, almost

all of the sets are distinguishable by a software,

radiologist-radiologist sets included. However,

if the distance between the statistics D and

D∗ is small, it may be impossible to find this pattern by eye. In many cases, it would be impos-

sible to distinguish between the labels and the hand-made segmentations, even for an expert

radiologist. In Figure 6.9, we can observe an example of a cumulative fraction plot, where the

average difference between the curves is 0.032 in IoU(%). We then can state that we are very

near to human performance.

6.4.4 Comparison to the State of The Art

In paragraph 6.1.2.1, we exposed the latest fully automated nodule segmentation methods. The

purpose of this is to compare them with our results. We have listed the values of Intersection-

over-Union and F1 score (whenever possible) both for the aforesaid methods and for our best and

average results. Regarding Unet++ [133], we replicated their results for comparison using the

code from the GitHub page provided in the article and run it using our images. The summary of

the results after the twenty runs is in Table 6.9.

As one can notice, on average, our method gets 2.5% more in IoU, 12.8% more in Precision, and

3.9% more in F1-score (or Dice). This addresses the higher reliability of our method, together with

the results of the standard deviation. On average, UNet++ obtains larger results in sensitivity

that, without a balanced counterpart in precision, determines a general tendency towards over-

segmentation.

From Table 6.8, we can see that our best result overcomes the best results obtained so far in
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Author year IoU F1

Aresta et al. [2] 2019 55% -
Cao et al. [13] 2019 - 82.74%
Hancock et al. [46] 2019 71.85% -
Huang et al. [54] 2019 70.24% -
Jiang et al. [57] 2019 - 68%
Keetha et al. [62] 2020 - 82.82%
Qian et al. [93] 2019 62.8% 71.93%9

Tang et al. [110]10 2019 69.98% 81.80%
Wang et al. [117] 2017 71.16% 82.15%
Wu et al. [120] 2018 58%11 74.05%
Our Average 2020 72.6% 82.5%
Our Best 2020 76.6% 86.1%

TABLE 6.8. Comparison of our method to the fully automatic nodule segmentation state-of-the-art
methods on the LIDC-IDRI database.

literature by 3.3% in F1 and 4.7% in IoU. The method used by Wang et al. still stands among

the best methods. As in the case of our network, their results have just two pooling layers, but

their decoder is simpler and it is constituted by a single layer. This feature, together with the

loss function, could really make a difference. The second place in the chart of F1 score is owned

by Cao et al.. Being the only one using real deep learning, it is heretofore the most expensive in

terms of computing time and memory.

Method run IoU Sens Prec F1

UNet++ best 77.8 93.7 83.0 85.4
ours best 76.6 90.0 85.2 86.1

UNet++ aver 70.1 94.2 73.8 78.6
ours aver 72.6 82.3 86.6 82.5

UNet++ std 4.22 1.76 4.49 3.97
ours std 2.7 3.6 3.0 2.4

TABLE 6.9. Comparison between the results of Unet++ [133] and our method, both applied to the
LIDC-IDRI dataset. All statistics in percentage. The result published by Zhou et al. [133] for

UNET++ was IoU = 77.0%, which is in line with the best results that we obtained in our
experiments with this network.
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R1-R2 R1-R3 R1-R4 R2-R3 R2-R4 R3-R4 R1-NN R2-NN R3-NN R4-NN

R1-R2 - 0.077 0.067 0.085 0.046 0.083 0.13 0.1 0.096 0.1
R1-R3 0.077 - 0.073 0.032 0.079 0.067 0.19 0.15 0.16 0.17
R1-R4 0.067 0.073 - 0.071 0.036 0.038 0.19 0.16 0.15 0.13
R2-R3 0.085 0.032 0.071 - 0.075 0.073 0.19 0.14 0.15 0.17
R2-R4 0.046 0.079 0.036 0.075 - 0.042 0.16 0.13 0.13 0.11
R3-R4 0.083 0.067 0.038 0.073 0.042 - 0.18 0.16 0.16 0.13
R1-NN 0.13 0.19 0.19 0.19 0.16 0.18 - 0.079 0.059 0.076
R2-NN 0.1 0.15 0.16 0.14 0.13 0.16 0.079 - 0.041 0.068
R3-NN 0.096 0.16 0.15 0.15 0.13 0.16 0.059 0.041 - 0.047
R4-NN 0.1 0.17 0.13 0.17 0.11 0.13 0.076 0.068 0.047 -

TABLE 6.10. Statistics D of the Kolmogorov-Smirnov test on the relative intersection over union
of the four radiologists and the Neural Network. With a significance level αks = 0.05, the critical

value is D∗ = 0.061.

6.5 Conclusions on Lung Nodule Segmentation

In this study, we proposed a new method for pulmonary nodule segmentation that introduces

several novel features, from the network architecture to the loss function. The main structure of

the network ensures all the properties of the UNet architecture, while the Multi Convolutional

Layers give a more accurate pattern recognition. The new solutions adopted in order to reduce

the resolution loss also increase the details on the border of the nodule. Compared to the state of

the art, this method proved to be the most accurate. Indeed, our maximum average F1 score and

IoU are 3.3% and 4.7%, respectively, larger than the best results obtained so far in the literature.

The Kolmogorov-Smirnov test and the database consistency show that this method is very near to

human precision and that, in most of the cases, it could be impossible to discern by eye between

the mask made by our software and a hand-made one.
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COVID-19 LESION SEGMENTATION

You must stay at home.

BORIS JOHNSON

7.1 Introduction to COVID-19 Lesion Segmentation

At the end of 2019, we observed the first signs of the worldwide spread of the Severe Acute

Respiratory Syndrome Coronavirus 2 (SARS-CoV-2), which continued throughout 2020 and has

been protracted to 2021 with more than 170 million confirmed cases and more than 3.5 million

deaths1 (updated on May 28th 2021). Initially, the World Health Organization (WHO) declared

the Coronavirus Disease 2019 (COVID-19) as a public health emergency and recognized it as a

pandemic only on March 11th, 2020.

The current most widespread technique for COVID-19 identification is the Reverse Transcription-

Polymerase Chain Reaction (RT-PCR) test, which detects the presence of the virus through the

throat (or sputum) in swab samples. The PCR test does not provide exact information about

the severity of the disease, e.g. the spread of the pulmonary lesion caused by COVID-19 [65].

Moreover, once the virus is eliminated by the immune system, the PCR will likely be negative

even if the patient is still affected by pneumonia induced by the original COVID-19 infection.

It has been shown that this condition can last for weeks [34] [69]. At this point, it has become

necessary to develop robust tools based on medical imaging techniques that can provide clinicians

with the clinical information they need for properly assessing the progression of the COVID-19

disease.

Two-dimensional (2D) chest X-ray and three-dimensional (3D) thoracic computed tomography

(CT) demonstrated to be able to provide a clear picture of the presence, the spread, and the

severity of COVID-19 disease [19]. For example, Zheng et al., [125] accurately described how to

detect the most common manifestations of this disease, as depicted in Figure 7.1. Ai et al., [1]

1Data from the World Health Organization.
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FIGURE 7.1. a) A 34-year-old female COVID-19 patient presenting a fever with a dry cough for 2
days. CT scan shows a slight reticular pattern in the left lower lobe and subpleural area (red

frame). b) An 81-year-old female COVID-19 patient presenting fever with cough for 7 days. CT
scan shows a reticular pattern superimposed on the background of GGO, resembling the sign of

crazy paving stones in the right middle lobe (red frame). Extracted from Zheng et al., [125].

observed that, on more than 1,000 suspected cases, only 59% of the patients resulted positive to

the RT-PCR test, whereas 88% of them have shown visible COVID-19 traces through the use of

CT images. This study has found that the sensitivity of the diagnosis via CT is 97% on the cases

predicted with the swab test and that only 3.5% of the patients showed progression on follow-up

chest CT scans after RT-PCR test results turned negative. This demonstrates the importance

of CT scans, not only in COVID-19 detection but also in the follow-up of the disease and for

assessing the damages after the treatment.

Similarly, Fang et al., [32] stated that 98% of the 51 patients studied showed compatible symp-

toms with COVID-19 during the CT scan reading, but only 36 of them (71%) resulted positive to

the RT-PCR test.

7.1.1 Aim of COVID-19 Lesion Segmentation

Lesion segmentation is not useful to diagnose COVID-19, but it is fundamental for assessing

the current status of the illness, its severity, and for future treatment planning. In fact, the area

covered by the lesion approximately corresponds to the area where the pulmonary alveoli are

not working as normal (Liang et al.,[69]). Despite the increase in COVID-19’s detection accuracy

through the use of CT images, the reading time necessary to interpret 3D CT volumes and to

extract the morphological properties of the lesion can greatly increase the workload of radiologists.

However, the use of Artificial Intelligence (AI) tools can help to sensibly reduce the interpretation

time, as attested by Hosny et al., [50]. Indeed, manual segmentation represents an extremely

time-consuming task. Based on a study involving 10 radiologists, Ma et al., [79] found that, on

average, one radiologist needs about 400±45 minutes to accurately delineate the lesion in a CT

scan with 250 slices. However, deep learning strategies can reduce this time to less than one

minute.
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The work presented here proposes an automated method for COVID-19 detection using chest

CT images, together with the segmentation of the Ground-Glass-Opacities (GGO) (Figure 7.1)

and other solidifications/fibrosis present inside the lungs. Thus, a unique Convolutional Neural

Network (CNN)-based workflow is built, where the following distinct steps are included:

• Lung segmentation,

• COVID-19 detection, and

• COVID-19 lesion segmentation.

The lungs are first segmented from the input CT image to reduce the searching area. Afterward,

the detection algorithm is used to analyze the lungs’ area in order to detect the presence of

COVID-19. In the case of a positive finding, the CT image is processed by the last network

(COVID-19 lesion segmentation) to identify the areas affected by the disease.

This chapter is arranged as follows: Section 7.1.2 shows the current state-of-the-art concerning

the most relevant methods of COVID-19 detection and lesion segmentation using CT scans. In

the following Section (7.2), the methods of COVID-19 detection and segmentation developed

in this work, including the model architecture (7.2.1), are presented. Then, Section 7.2.2 and

7.2.4 describe the experimental methods and the dataset used. Next, we present and discuss the

results in Section 7.3 and 7.4, respectively. In particular, we present the overall performance of

the method in Section 7.4.1 and the comparison of the proposed method with the state-of-the-

art in Section 7.4.2. Conclusions and future work are finally presented in Section 7.5 and ??,

respectively.

7.1.2 Relevant Work on COVID-19 Detection and Segmentation

COVID-19 has hit the world with such an unbridled force that completely transformed our lives

and directed most of the scientific research to counteract its effect. Therefore, the literature on

this topic is rapidly increasing, especially in the field of AI, where automated tools can support

healthcare professionals in their diagnosis.

We hereby investigated and included the most relevant works about COVID-19 detection and

lesion segmentation algorithms using AI using chest CT images. First, we briefly introduce the

work of Harrison et al., [47], who tested the expertise of 7 radiologists in discerning between

cases of COVID-19 and pneumonia. They did a blinded test using more than 400 CT images, in

which the ground-truth was set by RT-PCR test results. The authors gave also an accurate list of

differences between COVID-19 and non-COVID-19 viral pneumonia appearance in chest CTs.

The results are presented in Section 7.3.
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7.1.2.1 COVID-19 detection

With the term COVID-19 classifier, we refer to one software that classifies the patients in two

main classes: positive or negative to COVID-19, depending on the presence or the absence

of the disease. Shi et al., [103] carried out one of the first review articles which suggests the

use of neural networks for COVID-19 classification purposes. Among all analyzed works, we

highlight the work of Zheng et al., [130] that developed a two-stage neural network. The first

stage for lung segmentation, using UNet architecture [99], and the second one for COVID-19

classification, where only the lung area was considered as the input to the system. For this final

step, they provided a mixture between residual blocks and standard convolutions with adaptive

max-pooling layers. They trained and tested their algorithm by using a private dataset with

remarkable results in terms of accuracy and sensitivity, but low specificity.

Wang et al., [116] adopted a modified Inception network [109] [108] to classify the patients

into COVID-19 or pneumonia classes. They also made use of a private CT image dataset of nearly

100 patients, in order to fine-tune and then test the network. They compared the predictions of

their neural network with those provided by two radiologists, on a total of 745 images. Moreover,

they reported a study according to which 75% of patients with negative RT-PCR results were

positive to COVID-19 from findings in their CT images.

Wu et al., [119] provided an explicable neural network, based on VGG-16 [105] that classifies

the patients into COVID-19 and non-COVID-19, and returns a heat map to highlight the areas,

where the lesion is present. With the introduction of a large dataset (810 images) and under

deep supervision, they registered a maximum of 96% for sensitivity, but specificity was below

94% for all the cases. They additionally provided a COVID-19 segmentation algorithm that will

be presented in Section 7.1.2.2. Hu et al., [52] used a 5-layer convolutional neural network for

infection detection and classification. The encoded information was extracted from the last layer

of the three last levels of depth, then this was concatenated and used to predict the patient status.

With the aid of a well-constructed data augmentation strategy, they presented their results for

classification between COVID-19, no-COVID-19, and pneumonia cases. They also included a

weight that is dependent on the class frequency of occurrence, as well as on the loss function.

7.1.2.2 COVID-19 segmentation

In this work, COVID-19 segmentation refers to the delineation of the lesion induced by the

presence of coronavirus into the lungs. As described by Kong and Agarwalhey [63], the lesion

appears in two different shapes: (1) as a GGO and (2) as a solidification of the tissue. Although

they are classified independently one from the other, we do not distinguish between them in this

work because they both are COVID-19 manifestations.

Compared to our proposed pipeline, the most similar work we found in the literature is from

Fan et al., [31]. They used the same open-access image databases and, in the same way, they

employed a lung segmentation algorithm as a first step. The Inf-Net that they proposed is a
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combination of Reverse Attention modules for edge learning and parallel decoders with deep

supervision. In order to provide a more comprehensive picture of their segmentation performance,

they also compared their results with the most widespread versions of UNet.

Wu et al., [119] used a large dataset of 810 CT images, which is partially available online.

Their network for predicting the lesion masks for COVID-19 consists of a VGG-16 encoder, similar

to their classification network, and a 5-levels-of-depth decoder.

The COVID-19 Pneumonia lesion (COPLE-Net) segmentation algorithm, designed by Wang

et al., [118], was also inspired by UNet, but with the addition of extra residual connection and

a reduced number of filters carried from the encoder. Their method was further enforced with

noise-robust features and loss function. They trained and tested their method on a large private

dataset.

Chen et al., [16] provided a residual attention UNet, where the convolutions have been

substituted with ResNeXt Blocks. They used a relatively small dataset of 110 CT images, but

with intensive work on data augmentation. A similar work was conducted by Zhou et al., [132],

using the same dataset and the same network structure.

Yan et al., [123] proposed a Feature Variation (FV) block that enhanced the capability of

feature representation adapting to diverse cases. They also applied Progressive Atrous Spatial

Pyramid Pooling for handling various infection areas with diverse appearances and shapes. Their

dataset included more than 800 CT scans from five different hospitals in China, whose manual

annotations and segmentation (i.e. ground truth) were performed by six expert radiologists.

Elharrouss et al., [30] used two encoders and one decoder for lung and COVID-19 lesion

segmentation. The inputs of the lung segmentation model correspond to the CT slice image and

its texture. In addition, the COVID-19 lesion segmentation model required the CT image and the

segmented lungs. They used a subset of a publicly available dataset of 100 CT images.

The experimental part of Ma et al., [79] is likewise similar to the one proposed here. They

first trained their network for lung segmentation (with an average of 86.91% in Dice-score) and

then, after filtering out the part of the CT external to the lungs, they performed COVID-19 lesion

segmentation. This network represents a revisited version of UNet with minor changes, trained

and tested five times on a publicly available dataset that has been prepared by the authors

specifically for this task.

Yu et al., [126] proposed a multi-class COVID-19 segmentation network in the shape of a

classic encoder-decoder structure, with a pyramid attention mechanism and a loss function based

on wavelet decomposition. The pyramid attention module combines a pyramid multi-scaling

and channel attention mechanism to highlight salient features at each stage, in addition to a

wavelet edge loss function, which uses wavelet decomposition to extract multi-directional edge

information of the lesion area to improve the accuracy of the segmentation. They use two datasets:

one public, used also in our work, and one private. We report in Section 7.3 the statistics only for

the public dataset.
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FIGURE 7.2. Structure of our CoLe-CNN+, with one encoder and two decoders. The name on each
sample corresponds to the operation applied. The last step is always a convolution. The number
of filters is provided between brackets. Input and output, convolutional and re-scaling layers are
indicated in green, blue, and red, respectively. The abbreviations conv, cat and up correspond to

convolution, concatenation, and up-sampling, respectively.

Despite the publication of similar AI strategies in the literature to detect and segment COVID-

19 from CT images, we observed a general lack of open-access datasets, which would facilitate

a fair comparison by members of the community. To train and validate the methods proposed

in this work in a robust and reproducible way, we created a multi-center and multi-vendor CT

image dataset from publicly available datasets, as described below.

7.2 Methods for COVID-19 Pipeline

Before explaining the architecture used in this work, we want to underline that all the input

images of the network are CT axial images normalized in the interval [0,1] (where a lower

value corresponds to a medium with a lower electron density) and re-sampled at a resolution of

256×256 pixels.

7.2.1 Model Architecture

In Figure 7.2, We present the model architecture used for lung and COVID-19 lesion segmentation.

It corresponds to a U-shaped network with 4 levels of depth. At each level of the encoder, there
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FIGURE 7.3. Structure of our MCL, with four branches. The name on each sample corresponds to
the operation applied in order to obtain it. The symbol 1 represents the Identity function

repeated the corresponding number of times. The relative number of filters is provided between
brackets. With n we indicate the input number of filters.

is a Multiple Convolutional Layer (MCL) and a pooling layer. The MCL, shown in Figure 7.3,

has four parallel branches. In three of these, the input tensor is convoluted from one to three

times with a series of 3×3 convolutions. In the fourth branch, it is simply copied with an identity

function (marked as a red cube). The four results are then concatenated and convoluted one more

time. The number of filters is doubled at each MCL, except for the first layer where the number

of filters goes from 1 to 40. After this block, the tensor is pooled with a 2×2 kernel and then given

to the following level. The last stage is a 3×3 convolution, commonly called bridge. Afterward,

the tensor passes to the decoders. These decoders are two almost identical parallel branches

providing two different outputs. In each decoder, the input is up-sampled and concatenated with

the output from the MCL of the correspondent level of depth, then it is convoluted again. This

step is repeated four times in order to restore the original shape of the image. The only difference

between the two decoders lies in the size of the kernels of the convolutions, which is 3×3 in one

branch and 5×5 in the other one.

The architecture of the segmentation algorithms is inspired by the CNN used in Pezzano et

al., [89] and provides some major differences developed specifically for the purposes of COVID-19

lesion segmentation. The key differences from the architecture used in our previous work are:

(i) the use of a loss function with a parameter for maximizing sensitivity, (ii) a new architecture

of the MCL, (iii) a new mask calculation formula (explained in the final part of Section 7.2.1),

(iv) an additional post-processing procedure to reduce false positives and increase specificity, (v)
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two additional levels of depth of the network, which then go from two to four levels, and (vi) an

extensive validation with an accurate selection of hyper-parameters derived specifically for the

purposes of COVID-19 lesion segmentation, i.e. learning rate, batch size, thresholds, etc.

In our architecture, each decoder j produces two masks (M j,1 and M j,2) that are then used to

construct the COVID-19 lesion segmentation mask Mcov with the following formula:

Mcov =I ·M1,1 +M2,1

− I ·M1,2 −M2,2

=I (M1,1 −M1,2)+M2,1 −M2,2,

(7.1)

where I is the input CT image, and the operators ·, − and + are the element-wise product,

subtraction, and addition, respectively. The mask is then converted into a binary image using a

threshold set at 0.1. In the case of lung segmentation, equation (7.1) is slightly different, because

we want to segment an area whose values are near zero intensity, since the volume inside the

lung, consisting mainly of air, is characterized by a very low density. Thus, we calculate the mask

starting from 1 (a tensor of unitary values only, with the same shape as the input) minus the

input image, as shown below:

Mcov = (1− I)M1,1 +M2,1

− (1− I)M1,2 −M2,2

=I (M1,2 −M1,1)+M2,1 −M2,2

+M1,1 −M1,2

The structure of the decoder changes for COVID-19 classification purposes (Figure 7.4), due

to the need of using Fully Connected Layers (FCLs). This decoder takes the result of the bridge

operation and convolves it three times. The outcoming tensor is then vectorized (or flattened) and

given to the FCLs. The information is processed for three more layers until the probability of

both classes is predicted, with a softmax activation layer as the last operation.

7.2.2 Implementation Details

The lung and COVID-19 segmentation networks have been coupled with a composite loss (L) that

minimizes the Mean Square Error (MSE) and the sensitivity (S):

(7.2) L =∑
i

[
MSE(zi, ẑi)+0.5

(
1−S(zi, ẑi)

)]
,

where i is the index that runs over all the pixels of the images, z and ẑ are the elements of the

predicted mask and the ground truth.

The classification network uses the Cross Entropy (CE) loss, which is defined as follows:

CE(x, class)=−x[class]+ log
(∑

j
ex[ j]

)
,
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FIGURE 7.4. Structure of the decoder for COVID-19 detection. The name on each sample
corresponds to the operation applied in order to obtain that sample. In parentheses, the relative

number of filters appears.

where the classes are two, namely COVID-19 and no-COVID-19 .

At the beginning of each training, the dataset has been randomly divided into training

and test sets with a ratio of 1÷ 8. Due to the limited number of data, we operated a data

augmentation strategy. At the beginning of each epoch, all the CT slices of the training test

have been randomly rotated within the interval [−180◦,180◦] and randomly zoomed with a

magnification included in the range [×0.95,×1.05]. The eventual padding has been made with

black pixels (equivalent to zero). As a next step, we operated another transformation using

the torchvision.transforms.ColorJitter function. This function randomly changes the brightness,

saturation and contrast of a factor of ±0.2. This helps the network to learn how to work with

multi-vendor, multi-center input data with different exposure times, dose, and reconstruction

methods.

In our experiment, the total number of learnable weights for COVID-19 detection is 15,427,042

for a total of ∼ 62MB of memory occupation. For segmentation, the number of weights is 5,504,074

for ∼ 22MB. We trained our CNNs during 100 epochs in the classification case and 60 epochs

in the segmentation case. In order to support our expensive calculations, we used a machine

equipped with an Intel Xeon E7-4830 v3 (i7) processor with 64GB of RAM. The GPUs are two

Nvidia GeForce GTX 1080 Ti, each one with 12GB of CUDA memory. All the libraries employed

were implemented in Python 3.7 with the usage of the PyTorch module. We decided to use a

batch size of 2. This allowed us to gain better results at the expense of the computation time.

The learning rate has been fixed at 0.00001 for classification and 0.0005 for both segmentation

neural networks. The average time consumption for a single segmentation training was 180

minutes, and 30 minutes for classification. The time spent for testing on a single image (once the

model has been loaded2) is less than a second for all the networks. We used Adam optimizer for

2Loading the model is an operation that can take up to one minute on our hardware and needs to be done only
once for every test set.
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back-propagation, since it ensures stability in non-stationary problems even in the presence of

sparse gradients.

7.2.3 Post-Processing

In order to increase the accuracy of our methods, the resulting segmentation masks were further

processed. This step allows us to reduce the image noise, which is present in the form of sparse

points with no relevance to the actual segmentation. Using the morphological transformations

module of OpenCV (v. 4.3.0), we apply a first softer operation of opening (first erosion and then

dilation) with the 3×3 kernel K1 (Equation 7.3). Then, in order to obtain smoother contours and

to avoid holes within the segmented area, we operated a stiffer transformation of closing, using

the K2 kernel (Equation 7.3):

(7.3) K1 =
0 1 0

1 1 1
0 1 0

 K2 =
1 1 1

1 1 1
1 1 1


7.2.4 Image Dataset

For this study, we created a multi-vendor, multi-centre COVID-19 CT image dataset after com-

bining data from several public databases. Due to the novelty of the research topic, open-access

COVID-19 CT image repositories are difficult to find. We obtained access to a total of 79 COVID-19

CT volumes and 110 CT slices that have sufficient annotation for our purposes. Among these, 20

volumes come from Cohen et al., [17] and all of them have COVID-19 lesion and lung segmen-

tation annotations. From MosMedData3 we downloaded 1110 CT images but only 50 of them

were useful for our purpose, having COVID-19 lesion segmentation. The remaining 9 CT volumes

and 110 slices were collected from SIRMI4 and include lung and lesion masks. In order to have

a pool of CT scans of patients not suffering from COVID-19 or pneumonia (healthy cohort), we

included in our dataset 884 CT images from LIDC-IDRI5 dataset, described in Armato et al., [3].

These CTs have also complete lung masks, thus we employed them for both classification and

lung segmentation.

Since our model is for 2D image processing, it allows us to take different slices from the

same CT volume, but with the constraint that 2D slices belonging to the same CT, i.e. the same

patient, cannot be found both in the training and the test set. The datasets have been split at

patient level for cross-validation. In all the cases, the images extracted from one CT, i.e. from one

patient, can belong strictly to the train set or to the test set only. There are no repeated CTs in

our datasets, nor the intersection of patient data in both training and test datasets. In this case,

we automatically selected 558 slices from 79 CT volumes, using the criteria that the area of the

annotated COVID-19 lesion must be larger than 20 pixels at a resolution of 256×256, and the

3Moscow Medical Data accessed on August 21st 2020
4Società Italiana di Radiologia Medica e Interventistica accessed on August 21st 2020
5LIDC-IDRI dataset accessed on August 21st 2020
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distance between the centers of the slices must be larger than 30mm. In order to get a larger

set of images for lung segmentation, we extracted three slices from each CT of the LIDC-IDRI

dataset. Therefore, the total number of 2D CT images used in this work is: 663 with COVID-19

and 2,652 without COVID-19 . All of the aforesaid slices have been taken on the axial plane.

It has recently become a standard procedure in medical image segmentation to compare the

results with those obtained with UNet. Indeed, UNet is a reliable network that often represents

the skeleton of more modern architectures. Due to the absence of unified COVID-19 -CT databases

as well, an objective method to make a comparison between different works would be to use

UNet6 as a benchmark.

7.2.5 Evaluation Statistics

After the post-processing stage, a binary image7 is created using a threshold set at 0.5 for lung

segmentation and at 0.1 for COVID-19 lesion segmentation. Such binary image is then compared

to the ground truth (G) in a pixel-by-pixel manner. The evaluation criterion most commonly used

in this type of problem is the sensitivity (Sens). High sensitivity is desired, although this could

lead to over-segmentation. For this reason, this must be balanced with precision (Prec). Their

reduced mass is proportional to the F1 (or Dice Similarity Coefficient - DSC). In addition to these

evaluation metrics, we calculated the accuracy (Acc) and the specificity (Spec) of the prediction.

In terms of True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN)

predictions8, we used the following statistics:

Acc = TP +TN
TP +TN +FP +FN

Spec = TN
TN +FP

Prec = TP
TP +FP

Sens = TP
TP +FN

F1= 2
Sens ·Prec
Sens+Prec

.

Another widespread evaluation criterion is the Intersection over Union (IoU) described by:

IoU = G+∩M+
G+∪M+

,

where G is the ground truth, M is the mask and + is the index indicating only the pixels where

the values of the tensors are equal to 1. Although IoU does not provide more information than F1,

it is extensively used since it is also invariant to changes in the entries: IoU(G, M)= IoU(M,G).

6UNet [99] is the most common architecture for image segmentation in the medical field, at the moment
7The values of our binary images are 0 and 1, where 0 is a negative and 1 is a positive prediction.
8The prediction for segmentation is pixel-wise calculated
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Cases IoU Acc Sens Prec F1

392 94.7 99.4 98.9 95.4 96.9

TABLE 7.1. Average results of the algorithm used for lung segmentation, over the number of cases.
Statistics are given in percentages.

run IoU Acc Spec Sens Prec F1

1 64.0 98.9 99.2 73.7 85.5 76.7
2 58.1 99.0 99.6 77.8 72.4 71.5
3 59.2 99.2 99.6 70.4 79.8 72.1
4 59.4 98.8 99.3 69.4 83.6 73.0
5 60.9 98.7 99.4 77.5 74.4 73.4
6 54.0 98.9 99.3 68.9 75.2 67.4
7 64.7 99.6 99.8 79.4 78.2 76.7
8 62.3 98.4 99.5 82.8 72.9 73.3
9 65.2 99.1 99.6 80.4 80.5 78.3

10 65.0 98.8 99.6 88.1 72.4 77.1

aver 61.3 98.9 99.5 76.8 77.5 73.9
std 3.47 0.30 0.17 5.94 4.52 3.13

TABLE 7.2. Result of the 10 runs of our COVID-19 lesion segmentation algorithm. Statistics are
given in percentages.

7.3 Results for COVID-19 Pipeline

7.3.1 Lung Segmentation

Since COVID-19 mainly affects the inside part of the lungs, the pleura and all the background

have been filtered out from the CT images before training the classification and the segmentation

networks. In order to provide a fully automated method, the lung masks have been calculated

with a neural network identical to the one used for lesion segmentation. The lung masks have

been generated and our results are shown in Table 7.1.

The training was performed with a special focus on the sensitivity parameter. Indeed, the

sensitivity was kept as high as possible in order to minimize the risk of filtering out a relevant

area inside the lungs.

7.3.2 COVID-19 lesion Segmentation

Table 7.2 shows the results of ten runs of our COVID-19 lesion segmentation network, measured

with the evaluation metrics presented in Section 7.2.5. For each run, the dataset was randomly

divided into training and test sets with a proportion of 1÷8. In addition, the slices belonging
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run Acc Spec Sens Prec PPV NPV

1 98.5 100 86.7 100 100 98.3
2 95.5 100 73.9 100 100 94.8
3 97.0 100 78.9 100 100 96.6
4 98.5 100 87.5 100 100 98.3
5 96.2 100 64.3 100 100 95.9
6 96.2 100 76.2 100 100 95.7
7 98.5 100 84.6 100 100 98.3
8 97.0 100 71.4 100 100 96.7
9 97.0 100 77.8 100 100 96.6

10 97.0 100 78.9 100 100 96.6

aver 97.1 100 78.0 100 100 96.8
std 1.00 0 6.80 0 0 1.14

TABLE 7.3. Results of the 10 runs of our COVID-19 detection algorithm. Statistics are given in
percentages.

to the same CT were not used in both training and test set. Then, for each epoch, we randomly

operated data augmentation as explained in Section 7.2.2. Figures 7.5 and 7.6 present sample

results for lesion segmentation.

7.3.3 COVID-19 detection

The results after ten runs of training of COVID-19 detection are depicted in Table 7.3. In this

case, the ratio between the number of CT slices with and without COVID-19 is 1÷6.

7.4 Discussions on COVID-19 Pipeline

In this section, we present an extensive analysis of our results compared with the most recent

related articles in the literature.

7.4.1 Overall Performance

As previously described, the input of our CoLe-CNN+ was filtered using a prior lung segmentation

step. Through the use of a sensitivity parameter in the loss function, in Equation 7.2, we obtained

a sensitivity of almost 99%, on average. This result, coupled with high accuracy, shows that the

loss of information within the inside part of the lungs is negligible in the majority of the cases.

This lung segmentation step has two main advantages for the COVID-19 lesion segmentation: (i)

an improvement in accuracy and specificity (Table 7.2), because false positives in the background

are minimized; and (ii) a reduction of the probability to have under-segmentation of the lesions,
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Paper CTs Acc Sens Prec Spec PPV NPV

Harrison et al., ∗ [47]
424 74.3 79.3 - 68.7 78.7 76.3
58 82.1 80.4 - 83.7 89.8 78.6

Wang et al., [116] 453 73.1 67.1 - 76.4 61.0 81.0
Zheng et al., [130] 630 90.8 - - - 86.7 96.4

Wu et al., [119] 810 - 96.0 - 91.5 - -
Hu et al., [52] 450 87.4 88.5 87.5 87.1 - -

our average 189 97.1 78.0 100 100 100 96.8
our best 189 98.5 87.5 100 100 100 98.3

TABLE 7.4. Average results in classification from radiologists and other major articles in this field.
Results are given in percentages. ∗ In Harrison et al., [47], the classification has been made

between COVID-19 and pneumonia cases.

e.g. if an incorrect lung mask considers a COVID-19 lesion as part of the pleura and filter it

out, that lesion would not be detected. The values of sensitivity and precision are balanced, on

average. This means that our algorithm has generally found the optimum equilibrium for a

reliable prediction.

Table 7.3 shows the COVID-19 detection results of ten runs. Notice that, in all the cases, the

network produces zero FPs. Setting specificity, precision, and Positive Predicted Value (PPV)

to a fixed 100% is a fundamental requirement in this kind of tool. Our reported accuracy in

COVID-19 detection is higher than 95% in all the cases, with a very small standard deviation

stating the robustness of our method. Also, the average sensitivity is 78%. One of the reasons for

the difference between accuracy and sensitivity lies in the large disparity in the CT numbers (i.e.

pixel intensities) for COVID-19 and no-COVID-19 subjects.

7.4.2 Comparison to the State of the Art

The definitive proof of reliability of our method is given by the comparison of our results with

the current state of the art. In Table 7.4, we compare our average and the best results to four

articles, described in Section 7.1.2.1, and a work from Harrison et al., [47], where ten radiologists

detected COVID-19 during CT reading sessions. We can infer that our results outperform the

state of the art in almost all the evaluation metrics and ensure very strong reliability with solid

results in precision and PPV. Particular relevance should be given to the accuracy level which

is almost 8% better than the maximum value obtained in the other works from the literature.

The results of sensitivity are, however, in line with the other works. The highest results in this

column have been achieved by Hu et al., [52] and Wu et al., [119]. With regard to this last one, we

cannot discuss the general goodness of the work because of the absence of information regarding

the other parameters. About the latter, we can attest that it is balanced in sensitivity, specificity,
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and precision and this suggests that it can be considered reliable. The same assertion can be

done for Zheng et al., [130]. Despite all, considering the results of the radiologists and all the

information available to us, our work has shown remarkable results.

As mentioned in Section 7.2.4, we trained and tested a UNet architecture using the same data

augmentation that we used for our method. The comparison between the methods described

in Section 7.1.2.2 and UNet is shown in Table 7.5. As expected, the results obtained by UNet

are very different depending on the dataset used. We can see that the F1-score floats between

40.1% and 82.0%. A difference of almost 42%, using the same method, does not only depend

on data augmentation or hyper-parameter setting but also it is influenced by data annotation,

ground truth creation, and the variety of cases. Our choice to use a multi-vendor and multi-center

image dataset has been made also in consideration of this aspect. Therefore, our purpose is to

develop a reliable method that can work with data acquired from several and different sources.

In fact, from Figures 7.5 and 7.6, an expert eye can notice that, although all the images have

been pre-processed in an identical way, there are significant differences between them in terms of

image properties, acquisition methods, resolution and, most importantly, annotation methods.

These big differences between the image datasets used can affect the inferences deducted from the

bare comparison between the performances of the proposed networks. The direct comparison with

the literature tells us that our method is, on average, the most sensitive, specific, and accurate

one. Particular emphasis should be given to the balance between sensitivity and precision, and

the level of specificity which ensure the almost complete absence of gross errors of segmentation,

especially in areas external to the lungs. This is already a distinctive accomplishment, but the

data that really prove the goodness of the proposed method are shown in Table 7.6. Excluding

accuracy and specificity that were already well over 96%, the improvement over the results of

UNet is significant in each field and greater than the ones obtained by all the other methods

compared. Indeed, we gain an improvement of 38.2% in F1-score and 28.8% in sensitivity. That

means 3.7% and 11.1% more (in F1-score and sensitivity, respectively), with respect to the best

method that we have compared.

The strongest limitation of our work is the quantity and quality of the datasets used. This not

only reduces the number of examples that our network can study but also does not allow us to

perform deeper studies, such as the inter-observer variability or the accuracy of our method based

on the area of the lung afflicted by COVID-19 lesions. Furthermore, with a unique and publicly

available dataset, we could have done a direct and fairer comparison with other works. Another

limitation is given by the hardware used for the experimental part. Implementing a similar

method directly on 3D CT volumes could theoretically give more accurate results. However, our

available hardware did not allow us to train a network of such complexity on a whole 3D CT

image, or at full resolution of 512×512×512 voxels.
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FIGURE 7.5. Examples of the results obtained with CoLe-CNN+ (in green) compared with the
ground truth (in red). In yellow, is the superposition of the two segmentations.
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FIGURE 7.6. Other examples of the results obtained with CoLe-CNN+ (in green) compared with
the ground truth (in red). In yellow, is the superposition of the two segmentations.
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Paper Method CTs IoU Acc Spec Sens Prec F1-score

Fan et al., [31]
UNet 129 - - 85.8 53.4 - 43.9

Semi-Inf-Net 129 - - 96.0 72.5 - 73.9

Wu et al., [119]
UNet 810 54.1 - - - - 65.1
JCS 810 66.5 - - - - 78.3

Wang et al., [118]
UNet 558 - - - - - 70.3

COPLE-Net 558 - - - - - 80.3

Chen et al., [16]† UNet 110 - 83.0 - - 79.0 82.0
theirs 110 - 95.0 - - 89.0 94.0

Yan et al., [123]
UNet 861 - - - 73.6 66.2 68.8
theirs 861 - - - 75.1 72.6 72.6

Elharrouss et al., [30]
UNet 98 - - 85.8 53.4 - 43.9
theirs 98 - - 99.3 71.1 85.6 78.4

Ma et al., [79] mod UNet 161 - - - - - 67.3

Yu et al., [126] theirs 100 - - 98.3 79.1 - 77.9

ours
UNet 179 29.1 96.6 98.3 50.6 49.7 40.1

our average 179 61.3 98.9 99.5 76.8 77.5 73.9
our best 179 65.2 99.1 99.6 80.4 80.5 78.3

TABLE 7.5. Average results for our segmentation algorithm compared with the SoA. Results are
given in percentage. †Chen et al., [16] calculated F1-score with a different formula that takes into
account not only the positively predicted pixels but also the negative ones, which makes difficult

the direct comparison. This explains also the unexpected closeness of F1 with the accuracy.

Paper IoU Acc Spec Sens Prec F1-score

Fan et al., [31] - - +10.2% +19.1% - +30.0%
Wu et al., [119] +12.4% - - - - +13.2%

Wang et al., [118] - - - - - +10.0%
Chen et al., [16] - +13.0% - - +10.0% +12.0%
Yan et al., [123] - - - +1.5% +6.4% +3.8%

Elharrouss et al., [30]† - - +13.5% +17.7% - +34.5%

ours aver +32.2% +2.3% +1.2% +26.2% +27.8% +33.8%
ours best +36.1% +2.5% +1.3% +28.8% +30.8% +38.2%

TABLE 7.6. Average increment for each segmentation algorithm compared with UNet, tested on
the same dataset.
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7.5 Conclusions on COVID-19 Pipeline

In this work, we propose a novel routine for lung segmentation, COVID-19 detection, and lesion

segmentation. Thanks to an accurate lung segmentation and a sensitivity near 99%, we have

been able to reach a PPV value of 100%. We did not observe any FP on the ten different runs of the

network, with an average accuracy of 97.1±1.0%. Our sensitivity was therefore in concordance

with the one achieved in average by a pool of 10 radiologist9. Regarding lesion segmentation, we

proved that our method is, in absolute numbers, competitive with the best current methods in

the state of the art, with an average accuracy of 98.9±0.3%. In addition, we showed that our

method improved the results obtained by UNet on the same dataset, by the largest quantity. In

fact, we gained 38.2% on F1-score and 36.1% on IoU, over UNet.

9The two tests have been done on different data because the dataset used by the radiologist was not accessible.
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OPTIMAL LUNG PROJECT

We must state relationships,
not procedures.

GRACE HOPPER

The line of research we carried on in these years is just a part of a larger internal research

project called DeepLung. After about 5 years of research, the group of Data Analytics

in Medicine (DAM) at Eurecat has been able to produce several neural networks for the

detection, segmentation, and characterization of lung nodules in chest CTs. All are witnessed by

several publications [9] [89] [90] [94] [95] [96] [97] and conference talks.

FIGURE 8.1. Resume of the current workflow of radiologists in lung cancer on CT images.
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8.1 Current Practice

Radiologist’s workflow for the identification and classification (benign, uncertain, malignant) of

lung nodules in chest CTs can be summarized in the following steps (Figure 8.1):

1. Detection of lung nodules: radiologists scroll the chest CT looking for nodules in the

parenchyma of both lungs, discarding those that are generally too small (< 6mm) since most

of the time are considered benign. The sensitivity of radiologists in detecting pulmonary

nodules ranges from 64% to 82%, with specificity around 87% [82].

2. Characterization: once the most important nodules have been identified the radiologists

evaluate specific characteristics to determine their nature. The main characteristics evalu-

ated are:

a Location: nodules located in the upper segments of the lung have a higher risk of

being malignant.

b Density: nodules can be solid, sub-solid, or non-solid (ground-glass). Non-solid nodules

are hard to assess, and in fact, 91% of missed lung nodules are subsolid or non-solid

[68].

c Morphology: nodules can have different shapes and margins, and some of them tend

to indicate a higher risk such as spiculated or irregular margins while polygonal

morphology is usually benign.

d Size: it is generally evaluated using the maximum diameter in an axial plane. However,

this method of measuring the nodule can be misleading since often the maximum axial

diameter is not the largest one. The determination of the volume is recommended

since it is a better estimation, but it is not calculated in current clinical practice

because it is too time-consuming.

3. Re-identification and changes over time: previous CTs are checked for determining if the

nodule was present or not in previous scans. A growing nodule is generally considered

suspicious.

4. Malignancy and guidelines: based on the previous characteristics the radiologist decides

if the nodule is benign, uncertain, or malignant based on the recommendations from the

3 main clinical guidelines (Fleischner Society, Lung-RADS, and British Thoracic Society

guidelines).

5. Report: The radiologist finally writes a report including all the findings and the suggestions

for the follow-up diagnosis or treatment.

94



PART II DEEP LEARNING IN DIGITAL HEALTH

8.2 Our proposal

FIGURE 8.2. Basic level graph of the workflow of the CT

through our service and back to PACS and HIS systems.

The Optimal Lung project, based

on the research developed in the

DeepLung project, was born in

March of 2022 and its target is to

envelop all the technologies devel-

oped in DeepLung in one unique ser-

vice working inside the Hospitals.

Our service will automatically collect

chest CTs from the PACS1, as soon

as they are acquired from the ma-

chine, analyze them in real-time and

send them back to the PACS with an

additional report saved in the HIS2.

In this way, during the CT reading,

radiologists will find extra informa-

tion on-screen in their native viewer.

The philosophical idea on which

we base our whole work is that is

more efficient to have several special-

ized neural networks than to have

a mighty one that tries to do every-

thing at once.

Our detection algorithm is divided into three parts: i) one for detecting all the possible candidates

to be nodules; ii) one for checking each candidate and excluding all the non-nodules (e.g. blood

vessels); iii) one for reducing the false positive (e.g. lymph nodes). Our segmentation algorithms

explained before, predict a series of different masks, before combining them and extracting the

most probable one. We use it to segment the volume of lungs, nodules, and COVID-19 lesions,

each one with a different neural network. Our cancer prediction algorithm is composed of three

neural networks, predicting: i) the expected malignancy of the nodule on a scale from 1 to 5,

based on radiologists’ opinion; ii) the probability of being malignant of the nodule, in percentage;

iii) the future growth per unit of time, presented directly on the image. We also have algorithms

for morphology prediction, currently under development.

Optimal Lung operates in every single one of the previously enumerated steps. It detects

1The Picture Archiving and Communication System is a database technology to securely store medical images and
clinically-relevant information. It is also used to transmit information digitally to the authorized medical personnel.

2The Hospital Information System is a comprehensive, integrated information system conceived to store all the
information related to all sort of a hospital’s operation, from medical to administrative. It includes all the clinical
history of every patient who entered the hospital and the links to their medical images.
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FIGURE 8.3. This is an example of the appearance of the results, in an internally developed visor.

and characterizes suspicious nodules, presenting on-screen all their physical details and the

probability of being malignant. It can compare two CTs of the same patient and write a report,

pending the approval of the radiologist. All this in a few minutes and before the radiologist starts

analyzing the study. Optimal Lung is a service intended to support radiologists, emulating their

exact workflow, following the same order. Intuitively, if a practice is well-established and working

on for decades, it is wiser not to change it. The goal of Optimal Lung is to automatize all the

repetitive and time-wasting operations, with the main aim of reducing the reading time of a

CT and giving precise results, in line with the official radiological guidelines. To the best of our

knowledge, we are the first ones bringing the "clinical pull" approach to this level.

8.3 Results and Statistics

All our algorithms obtained State of the Art (SoA) results on public datasets, including multi-

center and multi-vendor data. In this short report, we will present and comment on the most

crucial results for the purposes of our tool, summarizing them in the following three categories.

8.3.1 Detection

One of the biggest issues and adoption stoppers for radiologists is a high number of False Positives

(FP) in the phase of detection. Although, the maximum acceptable number of FPs is not the same

for every radiologist.
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FIGURE 8.4. Sensitivity variation with False

Positives

We developed two neural networks to sepa-

rate the tasks of detection. The first one detects

and saves the coordinates of what we call the

candidates, i.e. all the suspicious masses3. The

second one inspects all the candidates, one by

one, and selects only the ones that are consid-

ered nodules, based on a system of grades. The

threshold for selection can be adjusted based

on the needs of the user. Therefore, our algo-

rithm has a method for further reducing the

number of FP, depending on the radiologist’s

requirements, but influencing the sensitivity.

In Figure 8.4 we present how the sensitivity

changes as function of the required False Pos-

itives. The overall statistics that our nodule

(including benign and possible malignant ones) detection algorithm [94] [95] reaches on the

LIDC-IDRI dataset [3], with an average number of 2 FP per CT, corresponds to a sensitivity of

89.6% and a specificity of 99.9%.

8.3.2 Segmentation

FIGURE 8.5. Cumulative plots of Intersection

over Union for Neural Network and Radiologist

compared with ground-truth on 61 images.

The main scientific contribution given by this

Ph.D. programme regards the topic of segmen-

tation and feature extraction. Segmentation is a

critical feature for helping radiologists in their

current routines. In fact, all the guidelines for

radiologists suggest calculating the exact vol-

ume of the nodule to accessing its growth in

time and its malignancy. Performing a precise

segmentation, it is a very time-expensive pro-

cedure and can take up to one hour for a single

3D CT [115]. Instead, because of the overflow of

work, radiologists commonly use the largest ax-

ial diameter of the nodule, which is not always

a good approximation. Our NN [89] (explained

in detail in Chapter 6.1) is able to segment the

nodule and calculate its volume with sensitivity and precision up to 90% and overall performance

3The suspicious masses include all those objects that should not appear in fully health lungs. Not only nodules
but, for example: lymphnodes, infections, aneurysms, or even traces of a past pneumonia, and more.
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at human-like level. As shown in Figure 8.5, the cumulative IoU of our algorithm is exactly at

the same level as the manual segmentation of a radiologist, after the first 80 to 90% of the test

cases. As explained in Chapter 6.4.4, our algorithm places itself among the best in the current

state of the art. We also developed tools for segmenting COVID lesions and lung volume. In

addition, the first one can be fine-tuned to detect and segment other visible lung pathologies,

giving an estimation of the volume and portion of the lung afflicted. Instead, lung segmentation

is currently used to improve accuracy, but it can also provide experts with the morphological

location of the object of interest or help the 3D reconstruction of the image. Our average accuracy

in segmenting COVID lesions [90] (explained in detail in Chapter 7.1) is 97.1%, and our accuracy

in lung segmentation [90] is over 99.5%.

8.3.3 Prediction

Positive Negative

predicted predicted

Positive 42 8

Negative 6 26

TABLE 8.1. Confusion matrix results for biopsy

outcome prediction, from CT images of 82

patients.

The part of prediction [96] [97] is the most sen-

sitive one because the treatment, and maybe

the survival of the patient, may depend on this.

For understanding the nature of a suspicious

mass, the biopsy is the current standard be-

cause imaging is not always sufficient. The aver-

age number of lung cancer biopsies per patient

before a diagnosis is 1.7 in the United States

[129]. From an independent study [53], the lev-

els of sensitivity and specificity of a radiologist

predicting the outcome of a lung tissue biopsy,

by only reading one or more CT images, are around 70% and 69%, respectively. In a retrospective

internal study on 82 patients with CT scan and biopsy results [9], our algorithm has been able the

predict correctly 68 of the outcomes of the biopsy, as shown in Table 8.1. The overall sensitivity

and specificity in this experiment resulted to be 85% and 81%, respectively. In that same work,

our neural network has been compared against a radiologist who achieved a sensitivity of 79%

and a specificity of 71%.

8.4 Evidence

Currently, our image databases are composed of over 30000 CT scans coming from public and

private datasets, from a large variety of individuals, from different scanners, and with a variable

dose of radiation. For our publications and internal validations, we used parts of this database,

depending on the annotations we have on each case.

Our future plan is to start two parallel retrospective studies in partner hospitals (Parc Taulí and
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Vall d’Hebron) with more than 1500 participants in total, for validation and the application for

the CE mark.

On the side of research, our gaze is projected on the newest technologies and we are already

in the process of developing new AI solutions. In particular, we are focusing on Transformers for

the part of the detection and prediction, trying to overcome the difficulties of adapting a two-

dimensional tool to three-dimensional images. For the part of characterization, we are exploring

the possibility to use Diffusion methods, which are surprising the whole world with their ability

in creating new images never seen before.

Our second objective is to determine if the diagnostic accuracy of radiologists with AI

Computer-Aided Diagnosis (CAD) assistance is superior to the diagnostic accuracy of radiologists

without AI-CAD in localizing and classifying lung nodules.

We designed our study to be an observational retrospective case-control with two readers in

a blinded multi-case environment. The subjects will be more than 1500 asymptomatic adults

(> 18 years old) with CT scans acquired during routine CT examination, 50% of them without

lung nodules and 50% with one or more lung nodules. Data will come from 2 public hospitals,

under GDPR regulations and authorization from the respective Ethical Committees. Data from

different CT providers will be necessary. The ground truth for nodule detection would be set by

the annotations done by 2 radiologists with at least 5 years of experience in thoracic radiology.

The ground truth for nodule classification would be biopsy-proven or by consensus of 2 or more

radiologists. For each CT scan, the reading process will take place in two steps: i) a reader’s

stand-alone reading without Optimal Lung assistance; and ii) a second reader’s reading with the

support of Optimal Lung. The time spent doing all those actions will be measured live.

8.5 Impact of the solution

Our solution would have the highest impact under a lung cancer screening program. This is a

method of prevention in finding lung cancer in the late stages when the means of intervention

are limited. The people invited to the screening are usually smokers or people who have a

predisposition because of other conditions, even genetical. They should have one yearly CT scan

and, talking about several thousand every million people, the number of images to be analyzed

would increase sensibly.

The United States, China, and the United Kingdom have already started to screen large

groups of people with impressive results in terms of early detection. Italy, Spain, Poland, and

other countries, to date, are running trials of feasibility of the screenings. European Union

released in September 2022 a guideline for lung screening programs and has already placed over

a hundred million euros for their implementation4

4Source: European Commission.
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From an independent cost-effectiveness analysis run by Fundació HITT (Health Innovation

Technology Transfer), came out that, under a lung cancer screening program, our product could:

• Reduce by 23% the number of patients diagnosed with late-stage lung cancer

• Reduce by 22% the number of uncertain diagnoses5

• Increase by 7% the 5-year survival rate of patients diagnosed with lung cancer

• Reduce by 6.5% the implementation costs of the screening program

• Reduce by 25% the time needed to read a single CT or the number of radiologists needed to

implement the screening program

• Reduce the costs up to 122.57e per CT scan analyzed

In fact, the cost for the treatment of a patient diagnosed in a late stage (including everything

from analysis to discharge) is 110000e, on average. While for an early detection case it is 36000e,

on average.

8.6 Wild Card

Together with Dr. Andreu Antolín, radiologist at the hospital Vall d’Hebrón, and Eduard Solér,

director of the innovation department at hospital Parc Taulí, we participated in the Wild Card6

program (Figure 8.6) organized by EIT Health of the European Union, for promoting our project

of lung nodules detection and characterization in CTs.

We started this experience in March 2022, when we met for the first time and started defining

our idea for the project. We passed in April the first two selections, one determined by our written

proposal and one by an interview with one of the organizers of the program. In June, we have been

invited to a three-day session in Wien (Austria) where we have been taught how to effectively

communicate with collaborators, partners, and investors but also within the team. From July 4th

until 8th, we had a full-immersion week of mentoring. We have been followed and advised by Wild

Card’s experts, connecting from all over Europe. Their expertise ranged from clinical to technical

and financial. They put under stress our project, focusing on the need for our solution and the

possible applications and outcomes. On the last day, we presented a pitch, going into the details

of our idea, and we have been selected for the final phase. This last phase started on August

16th with only the best eight projects participating, four in early detection of cancer and four

in mental health. The program consisted of two weekly meetings, spread over nine weeks, with

mentors equally divided between the United States and Europe. They found all the pitfalls in the

5An uncertain diagnosis needs another CT scan (or another exam), leading to an increase in the length of the
waiting lists, extra stress for the patient, and extra costs.

6Website of Wild Card.
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implementation of our solution and helped us re-thinking the project by applying a well-known

method called GAITS7. During these weeks we conducted ninety interviews with experts from

the field, such as radiologists, start-up owners, investors, notified bodies, and even CEOs and

CTOs of some of the competitors or the most impactful companies in the digital health market.

They gave us an insight into how this world works and what is needed to arrive on the market.

The last event of Wild Card was held in Münich at the headquarter of a massive pharmaceutical

company named Amgen. There, the eight finalists pitched for 45 minutes in front of a jury of four

investors and, in the end, only two startups have been financed. Optimal Lung did not make it to

the funding, but the Wild Card program left us with a suitcase full of experience and knowledge

in the field, in addition to the awareness of having classified among the best four startup projects

in the early detection of cancer, among hundreds of participants, this year in Europe, with only

eight months of work!

We still firmly believe in our idea and we want to bring it to the market. With the support

received from our three institutions, and that we will receive in the future, we are confident that

it is just a matter of time before that Optimal Lung will become a reality.

7Website of GAITS.
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Success in creating AI would be
the biggest event in human history.
Unfortunately, it might also be the last...

STEPHEN HAWKING

In this new millennium, artificial intelligence is helping humans in automatizing and

optimizing complex tasks, especially in the field of computer vision. We are seeing a radical

change in the way we process images. In fact, we are able to extract several very different

features from a single image, often at a super-human level, thanks to deep learning. The time

when this new technology will be largely spread in all the fields and constantly present in our

everyday life is just around the corner.

We have seen AI expanding in all healthcare fields. Imaging is the most fashionable one,

but deep learning is producing good results in all of them. For example, surgery is one of those

practices in which even the slightest mistake can produce severe or fatal results. In my humble

opinion, if humanity is accepting this new technology in such a delicate environment, it means

we are quickly moving toward a world where AI will work side-by-side with clinicians in all the

medical fields. Though the medical field will follow with a bit of delay, AI will inevitably fully

enter this world and give benefits to it. From my personal perspective, having talked about this

topic with many experts, the question is not “if” AI will ever be used in healthcare, but “when”!

Regarding the fundamental research in machine learning, we are looking for new methods to

improve the already existing technology. In our work on transformers, introducing two different

criteria that establish which layers should be frozen and at which point of the training, we

successfully trained the most common transformers saving more than one-third of the time on

average and without decreasing their accuracy, neither increasing the number of parameters.

Working on convolutions, we proposed a reformulation of the convolutional operator and the

necessary conditions to guarantee the invertibility of 3×3 convolutions. We also present a closed

form for the determinant of the matrix associated with this convolution and, thus, the means

to invert this operator. Through the application of these invertibility conditions to the loss

function, we have succeeded in training CNNs whose convolutional layers are invertible. This
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work provides new insights into CNNs, opening the possibility of using them in new ways for

image generation and classification. Most importantly, it provides a tool for better assessing how

information is processed and abstracted by CNNs.

Regarding our research on the applications of AI in the medical field, we developed Neural

Networks able to segment the whole volume of the lungs with an accuracy of over 99% and find

the borders of suspicious masses, such as nodules, lymph nodes, and areas affected by pneumonia,

with an accuracy equal to or greater than the best results in the state of the art. These algorithms

are implemented in a pipeline able to reproduce the same exact workflow of a radiologist. We

believe this technology will help improve and fasten the work of chest CT reading and will be at

all radiologists’ disposal in the near future. In addition to that, we are aware of the fact that we

got the attention of one of the largest European innovation programs, plus two large hospitals in

Spain (with a reference population of over two million people), and one of the most important

European research centers.

9.1 Future Lines

The new emerging architectures are gradually fixing the pitfalls of deep learning and discovering

new horizons of research, while the scientific community is always ready to take these innovations

and convert them into products. Transformers and diffusion methods are partially solving the

largest problems of detection and image generation, imposing themselves as the best architectures

so far, but there is still a long way to go and new methods will surely steal their crowns, sooner

or later. Meanwhile, on our side, we study to contribute to this cause and stay alert to spot the

newest technologies and apply them in the medical field.

At this point, the limitations of our tools are still important. Our optimization algorithm for

transformers still needs to be tested on very large datasets and could be improved by keeping

working on the properties of the embedded matrices. Although, given the importance of the

subject and the great latest achievements obtained by transformers in Large Language Models

(LLM), will surely bring a wind of innovation, especially in this particular technology. The method

for convolution inversion works very well on small and medium size images but it can stop

working on high-resolution images because of the machine rounding error. The time needed

for the inversion of the neural network is negligible, compared with training time but it grows

exponentially when the size of the images increases. There is still more work to be done in

software engineering before it can be used on large scale. But this current of innovation can

provide new insights into CNNs, opening the possibility to use them in new ways for image

generation. For example, Variational Auto-Encoders (VAEs), Generative Adversarial Networks

(GANs), and Diffusion models are the models that could receive the largest profit from applying

our method.
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Regarding lung nodule segmentation, the natural following step of this research is to convert

this Neural Network into its 3D formulation. During the reading sessions, the radiologists

visualize the CT scans slice by slice (as we input them into the network). Then, even if the

presented 2D method could evolve into a very useful instrument, a three-dimensional version

of it surely will give an extra value in terms of the number of extractable features, opening the

doors to a more accurate 3D reconstruction. Nevertheless, the network learns the information

we provide to it. Thus, our efforts should also focus on the development of a more trustable and

richer database and new tolerant loss functions, as the one proposed in this work. However,

whenever we have manual annotations we have an error. Thus, the question is how to develop

robust methods of working and learning from noisy ground-truth. In this sense, another future

outlook would be to develop a reliable generative network for producing more CT images with

computer-made nodules.

Similar considerations can be done on the COVID-19 pipeline. The robustness and the ac-

curacy of this work open up a wide range of other possible applications of our method. For

example, the proposed network could be adapted, using fine-tuning, for studying the worst

cases of pneumonia, diffused metastasis, or other lung diseases. Also, our methodology could be

applied to detect and segment a large variety of organs in other fields of medical imaging analysis.

Our work on deep learning in healthcare has been appreciated by many experts but still, we

have to test it in clinical environments and or a large variety of hospital data, before it could

have a real impact. In addition, there is still work to do on the side of feature extraction and

integration with the hospital systems.

Every day our relationships with the hospitals become closer and, guided by their expertise,

we contribute to the find solutions to the problems they find in their daily routine, always for

better care of the patient.
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A.1 Lemmas on Convolution

Lemma A.1.1. (Vector convolutional operation)

Let us have one row vector τ and one column vector ϱ of size 3 (as in Equation 3.5). We define

calculate their convolution as their outer product. In formula:

τ∗ϱ=
(
a b c

)
∗


α

β

γ

=


αa αb αc

βa βb βc

γa γb γc

= τ⊗ϱ⊺

The outer product respects all the properties of convolution between vectors. In addition, the matrix

associated with the kernel resulting from the vector convolution is equal to the matrix of Equation

3.8, in accordance with our formalism.

Lemma A.1.2. (Determinant of a tri-diagonal block Toeplitz matrix with diagonal
blocks)

Let us consider T a squared tri-diagonal block Toeplitz matrix, in which each of the blocks are

n×n diagonal matrices:

P =



B C 0 0 . . .

A B C 0 . . .

0 A B C . . .

0 0 A B . . .
...

...
...

...
. . .


,


A =α · I
B =β · I
C = γ · I
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Skipping the trivial 1×1 case, and knowing that the determinant of diagonal matrix is the product

of the elements on the diagonal, the determinant of the first 2×2 block of the P matrix is:

∆

(
B C

A B

)
≡∆(B)∆(B− AB−1C)=βn

(
β− αγ

β

)n

= (β2 −αγ)n =∆n

(
β γ

α β

)

Similarly, for the first 3×3 block it is:

∆


B C O

A B C

O A B

=∆(B)∆
((

B C

A B

)
−

(
A

O

)
B−1

(
C O

))

=∆(B)∆

(
B− AB−1C C

A B

)

=[
β(β2 −αγ)−αβγ]n =∆n


β γ 0

α β γ

0 α β


Assuming that is true for a similar (n−1)× (n−1) matrix, we demonstrate it for the n×n case:

∆(P)=∆(B)∆


B− AB−1C C O . . .

A B C . . .

O A B . . .
...

...
...

. . .


n−1

= βn∆n


β−αβ−1γ γ 0 . . .

α β γ . . .

0 α β . . .
...

...
...

. . .


n−1

=βn[
(β−αβ−1γ)n∆n


β γ 0 . . .

α β γ . . .

0 α β . . .
...

...
...

. . .


n−2

−αnγn∆n


β γ 0 . . .

α β γ . . .

0 α β . . .
...

...
...

. . .


n−3

]
(A.1)

=∆n


β γ 0 . . .

α β γ . . .

0 α β . . .
...

...
...

. . .


n

where Equation A.1 comes out calculating the determinant for the n×n case, at the second

step of the Laplace expansion. In the previous equation, we inserted the size of the matrix as

index, and indicate with ∆n the determinant at the n-th power.
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B.1 More about Database Consistency

Tables B.1 and B.2 show more data related to the comparison between the segmentations made

manually and ours made automatically. In these tables, we compare the results for IoU and

Sensitivity. As expected by looking at the tables referring to the F1 score, the average of the

Sensitivity is sensibly lower than the average calculated with the data of the radiologists. The

reason for this outcome is still related to the slight tendency to under-segmentation of our method.

R1 R2 R3 R4 Average

R1 - 72.6 74.2 73.8
R2 72.6 - 74.2 73.4
R3 74.2 74.2 - 73.9
R4 73.8 73.4 73.9 - 73.7
ours 68.1 69.4 69.2 69.0 68.9

TABLE B.1. Average IoU in percentage between
the radiologists. All the uncertainty values for

the radiologists range from ±14.8 to ±16.1.
From ±16.8 to ±17.3, for ours.

R1 R2 R3 R4 Average

R1 - 85.9 86.1 83.9
R2 85.9 - 84.8 85.2
R3 86.1 84.8 - 86.4
R4 83.9 85.2 86.4 - 85.4
ours 76.2 78.2 77.6 78.7 77.7

TABLE B.2. Average Sensitivity in percentage
between the radiologists. All the uncertainty

values for the radiologists range from ±15.8 to
±16.9. From ±18.0 to ±18.4, for ours.

B.2 More Interesting Cases

The biggest challenge for a segmentation algorithm is to be reliable under the simplest conditions

as well as the most complex ones. Our method demonstrated to have good sensitivity also in the

most difficult cases. We hereby want to show more cases of successful segmentation, in presence
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of filaments and other masses (Fig.B.1), in very noisy CT images (Fig.B.2), in situations of low

contrast (Fig.B.3) and in the case of juxta-pleural nodules (Fig.B.4). All the images are provided

with all the respective criteria that we used in this work and explained in Chapter 6.2.5.
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(A)
γ-index = 99.34%

IoU = 85.29%
Sensitivity = 86.46%
Precision = 98.43%

F1 = 92.06%

(B)
γ-index = 98.46%

IoU = 81.58%
Sensitivity = 89.08%
Precision = 90.64%

F1 = 89.86%

(C)
γ-index = 99.78%

IoU = 89.43%
Sensitivity = 94.83%
Precision = 94.02%

F1 = 94.42%

(D)
γ-index = 98.88%

IoU = 79.69%
Sensitivity = 91.84%
Precision = 85.76%

F1 = 88.7%

FIGURE B.1. Examples of detected and segmented nodules in presence of filaments and other
masses. The output of our method is in green, the ground truth in red, and their superposition in

yellow.

(A)
γ-index = 99.17%

IoU = 88.2%
Sensitivity = 93.62%
Precision = 93.84%

F1 = 93.73%

(B)
γ-index = 98.75%

IoU = 71.72%
Sensitivity = 98.87%
Precision = 72.31%

F1 = 83.53%

(C)
γ-index = 99.34%

IoU = 82.54%
Sensitivity = 97.5%
Precision = 84.32%

F1 = 90.4%

(D)
γ-index = 99.58%

IoU = 77.23%
Sensitivity = 90.7%
Precision = 83.87%

F1 = 87.22%

FIGURE B.2. Examples of detected and segmented nodules in very noisy conditions. The output of
our method is in green, the ground truth in red, and their superposition in yellow.
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(A)
γ-index = 98.1%

IoU = 78.53%
Sensitivity = 80.04%
Precision = 97.64%

F1 = 87.97%

(B)
γ-index = 99.85%

IoU = 80%
Sensitivity = 92.31%
Precision = 85.71%

F1 = 88.89%

(C)
γ-index = 99.12%

IoU = 65.31%
Sensitivity = 67.13%

Precision = 96%
F1 = 79.01%

(D)
γ-index = 99.51%

IoU = 78.05%
Sensitivity = 79.5%
Precision = 97.71%

F1 = 87.67%

FIGURE B.3. Examples of detected and segmented nodules in low contrast conditions. The output
of our method is in green, the ground truth in red, and their superposition in yellow.

(A)
γ-index = 99.56%

IoU = 91.55%
Sensitivity = 97.74%
Precision = 93.53%

F1 = 95.59%

(B)
γ-index = 98.97%

IoU = 87.64%
Sensitivity = 87.64%

Precision = 100%
F1 = 93.41%

(C)
γ-index = 99.76%

IoU = 74.6%
Sensitivity = 95.92%
Precision = 77.05%

F1 = 85.45%

(D)
γ-index = 99.9%

IoU = 71.62%
Sensitivity = 92.98%
Precision = 75.71%

F1 = 83.46%

FIGURE B.4. Examples of detected and segmented nodules in juxta-pleural cases. The output of
our method is in green, the ground truth in red, and their superposition in yellow.
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