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Abstract

One of the goals of affective computing is to develop affective technologies that

can understand humans emotionally and make their life better. Human emo-

tions are highly subjective in nature. This is why systems that consider affective

along with subjective information play a significant role not only in mimicking an

individual’s cognitive process but also in an individual’s interaction with others.

This thesis targets emotional subjectivity in affect-related tasks. In particular,

this thesis studies subjectivity from two different perspectives: (I) subjectivity

in the annotations, and (II) subjectivity according to personality traits. Regard-

ing annotations, in supervised machine learning, affective systems are trained and

tested on annotated datasets. Usually, these annotations are the aggregation of

multiple subjective annotations which basically represent each annotator’s subjec-

tive emotional perception. The common practice to get aggregated annotations

is by computing the average score and majority voting of multiple subjective an-

notations. These aggregated labels lose subjective information. Systems that are

trained and tested based on these aggregated annotations have poor generalization

capabilities for predicting subjective emotional perception. To tackle this problem,

we proposed a Multi-Task (MT) learning approach that has the capability to learn

each subjective emotional perception available in the annotations separately. The

results show that our MT approach (that considers all subjective annotations sep-

arately) has more generalization capabilities as compared to approaches that are

trained only on aggregated annotations. The second part of the thesis presents the

study in the context of dialogues. Concretely, we studied the problem of predicting

subjective emotional responses for the upcoming utterance with respect to each

speaker in the conversation. We developed a Multi-Task (MT) learning approach

that has the capability to predict multiple subjective emotional responses in the

conversation using the personality information of each speaker. The results show

that separate modeling of each speaker’s emotional responses using joint model-

ing (i.e. Multi-Task learning) is better than combined modeling of all speaker’s

emotional responses.
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The last part of this thesis focuses on the automatic recognition of personality

traits in human speech signals. We proposed an interpretable model that takes

audio speech as input to predict the personality traits of the speaker based on Big

five representation. With our interpretable model, we found distinct frequency

patterns for each Big five personality trait in human speech. The developed model

performed better, is more lightweight, and has interpretable properties.
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Resum

Un dels objectius de la computació afectiva és desenvolupar tecnologies afectives

que puguin entendre els humans emocionalment i millorar la seva vida. Les emo-

cions humanes són de naturalesa altament subjectiva. És per això que els sistemes

que consideren la informació afectiva juntament amb la subjectiva juguen un pa-

per important no només a l’hora d’imitar el procés cognitiu d’un individu, sinó

també en la interacció d’un individu amb els altres. Aquesta tesi té com a ob-

jectiu estudiar la subjectivitat emocional en tasques relacionades amb l’afecte o

les emocions. En particular, aquesta tesi estudia la subjectivitat des de dues per-

spectives diferents: (I) subjectivitat en les anotacions, i (II) subjectivitat segons

trets de personalitat. Pel que fa a les anotacions, en l’aprenentatge automàtic

supervisat, els sistemes afectius s’entrenen i es testegen en conjunts de dades an-

otats. Normalment, aquestes anotacions són l’agregació de múltiples anotacions

subjectives que representen bàsicament la percepció emocional subjectiva de cada

anotador. La pràctica habitual per obtenir anotacions agregades és calcular la

puntuació mitjana o la votació majoritària de múltiples anotacions subjectives.

Aquestes etiquetes agregades perden informació subjectiva. Els sistemes entre-

nats i testejats a partir d’aquestes anotacions agregades tenen poques capacitats

de generalització per predir la percepció emocional subjectiva. Per fer front a

aquest problema, vam proposar un enfocament d’aprenentatge multitasca (MT)

que té la capacitat d’aprendre cada percepció emocional subjectiva disponible a

les anotacions per separat. Els resultats mostren que el nostre enfocament MT

(que considera totes les anotacions subjectives per separat) té més capacitats de

generalització en comparació amb els enfocaments que només s’entrenen en ano-

tacions agregades. La segona part de la tesi presenta l’estudi en el context dels

diàlegs. Concretament, hem estudiat el problema de predir respostes emocionals

subjectives respecte cada participant de la conversa. Hem desenvolupat un enfo-

cament d’aprenentatge multitasca (MT) que té la capacitat de predir múltiples

respostes emocionals subjectives a la conversa utilitzant la informació de la per-

sonalitat de cada parlant. Els resultats mostren que el modelatge separat de les

respostes emocionals de cada parlant mitjançant el modelatge conjunt (és a dir,

l’aprenentatge multitasca) és millor que el modelatge combinat de les respostes

emocionals de tots els parlants. L’última part d’aquesta tesi se centra en el re-

coneixement automàtic de trets de personalitat en els senyals de la parla humana.
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Vam proposar un model interpretable que pren la parla d’àudio com a entrada

per predir els trets de personalitat del parlant basant-se en la representació dels

Big Five. Amb el nostre model interpretable, hem trobat diferents patrons de

freqüència per a cada tret de personalitat dels Big Five en la parla humana. El

model desenvolupat funciona millor, és més lleuger i té propietats interpretables.
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Resumen

Uno de los objetivos de la computación afectiva es desarrollar tecnoloǵıas afectivas

que puedan comprender emocionalmente a los humanos y mejorar su vida. Las

emociones humanas son de naturaleza altamente subjetiva. Esta es la razón por

la que los sistemas que consideran la información afectiva junto con la subjetiva

juegan un papel importante no solo en la imitación del proceso cognitivo de un

individuo, sino también en la interacción de un individuo con los demás. Esta

tesis se enfoca en el estudio de la subjetividad emocional en tareas relacionadas

con el afecto. En particular, esta tesis estudia la subjetividad desde dos perspec-

tivas diferentes: (I) subjetividad en las anotaciones, y (II) subjetividad según

los rasgos de personalidad. Con respecto a las anotaciones, en el aprendizaje au-

tomático supervisado, los sistemas afectivos se entrenan y testean en conjuntos de

datos anotados. Por lo general, estas anotaciones son la agregación de múltiples

anotaciones subjetivas que básicamente representan la percepción emocional sub-

jetiva de cada anotador. La práctica común para obtener anotaciones agregadas es

calcular la anotación promedio o la votación mayoritaria de múltiples anotaciones

subjetivas. Estas etiquetas agregadas pierden información subjetiva. Los sis-

temas que se entrenan y testean en función de estas anotaciones agregadas tienen

capacidades de generalización deficientes para predecir la percepción emocional

subjetiva. Para abordar este problema, propusimos un enfoque de aprendizaje

multitarea (MT) que tiene la capacidad de aprender cada percepción emocional

subjetiva disponible en las anotaciones por separado. Los resultados muestran que

nuestro enfoque MT (que considera todas las anotaciones subjetivas por separado)

tiene más capacidades de generalización en comparación con los enfoques que se

entrenan solo en anotaciones agregadas. La segunda parte de la tesis presenta un

estudio en el contexto de los diálogos. Concretamente, estudiamos el problema de

predecir respuestas emocionales subjetivas para el próximo enunciado con respecto

a cada hablante en la conversación. Desarrollamos un enfoque de aprendizaje mul-

titarea (MT) que tiene la capacidad de predecir múltiples respuestas emocionales

subjetivas en la conversación utilizando la información de personalidad de cada

hablante. Los resultados muestran que el modelado separado de las respuestas

emocionales de cada hablante mediante el modelado conjunto (es decir, el apren-

dizaje de tareas múltiples) es mejor que el modelado combinado de las respuestas

emocionales de todos los hablantes. La última parte de esta tesis se centra en
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el reconocimiento automático de rasgos de personalidad en las señales del habla

humana. Propusimos un modelo interpretable que toma el habla de audio como

entrada para predecir los rasgos de personalidad del hablante en función de la

representación de los Big Five. Con nuestro modelo interpretable, encontramos

patrones de frecuencia distintos para cada rasgo de personalidad de los Big Five

en el habla humana. El modelo desarrollado funcionó mejor, es más ligero y tiene

propiedades interpretables.
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Preface

This thesis presents my work on the topic of Emotional Subjectivity in Affective

Computing during the period of 2018 to 2023. The journey has been very educa-

tional in both personal and professional ways. I have had the privilege to work

under very talented and supportive people. I want to thank my both supervi-

sors who were with me on my whole journey.

Affective computing is all about human emotion, sentiment, and feelings. Emo-

tions are very much a part of our experience also known as an intrinsic element of

human experience. Because of this subjective nature of emotions, they can easily

blind affective systems in predicting subjective emotions. This study introduced

how we incorporate subjectivity in affective-based systems. The thesis has two

parts:

The Part I presents a technique for modeling subjective emotional perceptions

in affect-related tasks. The proposed technique was first published in Affective

Computing and Intelligent Interaction (ACII-2021) and later a more detailed study

was published in the Sensors journal in 2022.

The second part (Part II) focuses on the role of personality traits in predicting sub-

jective emotions. The considered problem for this is to predict the subjective

emotional responses to the next utterance during the conversation. The research

findings support that personality traits play a significant role in predicting sub-

jective emotional responses in conversation. The study is submitted to the 11th

Iberian Conference on Pattern Recognition and Image Analysis (IbPRIA 2023),

and it is currently under review.

To understand the causation of distinct emotions due to personality traits, a visual

representation of personality traits in human speech is presented in this thesis. For

this, an interpretable machine-learning model is designed for human speech. This

model discovers the distinct frequency patterns that are associated with each big

five personality trait (extraversion, agreeableness, openness, conscientiousness, and

neuroticism) in human speech signals. The research findings were published at the

conference (Conference of the Catalan Association for Artificial Intelligence-2019)

proceedings book, titled “Frontiers in Artificial Intelligence and Applications”
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Introduction

“Emotions change how we see the

world and how we interpret the

actions of others.”
Paul Ekman
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Introduction

As human lives become increasingly assisted by technologies, there is a

need to better understand the role of human emotions in Human-Computer Inter-

actions (HCI). The advancement of artificial intelligence technologies (AI) evolved

affective computing also known as emotional artificial intelligence. The concept of

Affective Computing was introduced by Prof.Rosalind Picard of the Massachusetts

Institute of Technology (MIT) in 1997 [1]. Affective Computing studies how to

design machines with human-like capabilities of observation, interpretation, and

generation of affective features. It is an important topic for harmonious Human-

Computer Interaction; by increasing the quality of human-computer communica-

tion and improving the intelligence of the computer. The research on affect or

emotion can be traced from nowadays to 19th century [2]. Traditionally, “affect”

was seldom linked to lifeless machines, and was normally studied by psychologists.

Researchers in the last decade have obtained dozens of scientific findings [3–8] il-

luminating the important roles of emotion in intelligent human functioning, even

when it looks like a person is showing no emotion. These findings have reshaped

scientific understanding of emotion and have inspired a number of researchers to

consider that emotional mechanisms might be more valuable than previously be-

lieved. Consequently, a number of researchers have charged ahead with building

machines that have several affective abilities, especially: recognizing, expressing,

modeling, communicating, and responding to emotion [1, 9, 10]. And, within these

areas, a number of new criticisms and challenges have arisen.

One of the main criticism faced by affective computing systems is “Peo-

ple’s expression of emotions are variable and there is little hope of

accurately recognizing an individual’s emotional state from the avail-

able data [11].” Since emotions are highly subjective in nature and every per-

son experiences emotions differently, which means the same instance can provoke

different emotions in different individuals. To accurately recognize any individ-

ual’s emotions the affective systems should be aware of the emotional subjectivity.

Psychologists already considered emotions as subjective responses/feelings [12].

In contrast, in affective computing, emotional subjectivity is rarely considered by

researchers when designing and developing emotional recognition systems [13, 14].

2



Introduction

It is one of the core challenging problems faced by affective computing systems:

how to model the subjective nature of experienced human emotions in the data.

A proper emotion model is the fundamental theoretical challenge for all

affective computing studies. The emotion model is used to label the emotion

experienced by a person. A common practice is to arbitrarily choose one from

the mainstream emotion models proposed by psychologists. On the one hand, the

categorical emotion model divides emotion into six basic emotions (anger, disgust,

fear, joy, sadness, and surprise) [15, 16]. On the other hand, the dimensional

emotion model, in which emotions are presented as a point or a region within

a two-dimensional space (Arousal and Valence) [17] and the final classification

is a vector, where each item corresponds to a specific emotion and each value

corresponds to emotional intensity.

Researchers in affective computing use different modalities such as facial

expression, body posture, voice, text, etc. to infer emotions. For example, Jung et

al. [18] and Hasani et al. [19] classified face expressions into multi-class emotional

categories. Xie et al. [20] and Wei et al. [21] classified speech signals into multi-

class emotional categories. Noroozi et al. [22] and Sapiński et al. [23] recognized

emotions using body movements. Zhong et al. [24] and Seyeditabari et al. [25]

classified text data into multi-class emotion categories.

This thesis presents the research work conducted to develop affect machine

learning systems that are aware of emotional subjectivity and recognize the affect

perception of each individual in the available data. The study consist of the

investigation of emotional subjectivity from two different perspectives:

(A) Emotion recognization systems are often trained on labeled datasets,

which come from multiple human labelers. Since every single human has his

own emotional perception which, as a result, produces emotional subjectivity in

labels. The generalization capabilities of trained systems are highly dependent

on the labeled data. This is why emotional subjectivity plays a critical role in

designing emotion recognition systems. This thesis presents the previous studies on

emotional subjectivity in annotations, their weaknesses, and the proposed solution
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which overcomes the existing shortcoming in the technology. These aspects are

addressed in Part I of the thesis.

(B) Part II studies the relationship between emotional subjectivity and per-

sonality traits. The objective is to model affect expressions using a parametriza-

tion of personality traits as extra information. Concretely, in our experiments, we

model emotional subjectivity in predicting automatic emotional responses to the

next utterance in dialogues. For modeling subjective emotional perception, per-

sonality information along with the dialogue context is used and the results show

that the addition of personality information boosts the generalization capabilities

of each individual speaker as compared to the state-of-the-art.

Further in this Part, we presented research work on how to automatically

recognize personality traits using human speech. The study developed an inter-

pretable machine learning model that can visualize the discriminative frequency

patterns in human speech based on the big five personality traits. The reason

to design an interpretable model is that we wanted to understand the causation

of personality traits with the model prediction. Furthermore, such types of visu-

alizations give a deep understanding of the model’s behavior and build trust in

predictions with respect to the input data [26–32].
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Part I

Incorporate Subjectivity Using

Soft Labels
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Chapter 1

Emotional Subjectivity in Affect

Labeling

“All experience is subjective”
Gregory Beteson
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Chapter 1: Emotional Subjectivity in Affect Labeling

This chapter introduces the role of emotional subjectivity in anno-

tating affect labels, procedures for getting single labels from multiple

affect labels, and the potential weakness of the affect recognition sys-

tems that are trained on single hard labels.

In supervised machine learning, the algorithm improves the generalization

capabilities using the label and reiterating until the algorithm reaches a desired

level of accuracy. In almost all machine learning algorithms, there is a cost function

or objective function. The cost function is typically a measure of the error between

the label and the algorithm prediction. By minimizing the cost function, we train

our model to produce estimates that are close to the labels. This procedure is

known as optimization. Minimization of the cost function is usually achieved using

the gradient descent technique [33–36]. We have M training samples, and each

one of them is labeled. The representation of the data is in pairs (x, y), where

(x) represents the input data and (y) represents the label. The input data (x)

can be an N −dimensional, whereas each dimension corresponds to a feature or a

variable. In a nutshell, supervised machine learning is basically learning a function

that maps inputs to an output based on the labeled data. In fact, most real-

world applications of machine learning are based on supervised machine learning

[37]. In this work, we only targeted supervised machine learning. Therefore, the

introduction of other machine-learning techniques is out of the scope of our study.

A large portion of the supervised machine learning research focuses on what

is done once the ground truth/gold standard of the data is available, i.e. after the

data labeling or annotation. Data annotation is the process of providing labels

to raw data such as images, audio, video, text, etc. After data annotation, a

machine learning model can learn from the annotated data, which is the collection

of samples and their associated labels [38]. We particularly focus on human-

labeled or human-annotated data, in which one or more individuals decide which

category (Y ) is associated with each item (X). Human annotation raised many

issues, one important issue is called annotator bias. Geiger et al. [39] provide a

review of the existing work that addresses the human-annotation process of the
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data. Furthermore, the authors also discussed “What is the best practice in

a human annotation?” They [39] summarize:

A “coding scheme” is defined as a set of labels, annotations,

or codes that items in the corpus may have. Schemes include formal

definitions or procedures, and often include examples, particularly for

borderline cases. Next, coders are trained with the coding scheme, which

typically involves interactive feedback. Training sometimes results in

changes to the coding scheme, in which the first round becomes a pilot

test. Then labelers independently review at least a portion of the same

items throughout the entire process, with a calculation of “inter-rater

reliability” (IRR) or “inter-annotator agreement” (IAA). Finally, there

is a process of “reconciliation” for disagreements, which is sometimes

by majority vote without discussion and other times discussion-based.

Most of the existing research work around human annotation is related to

the reliability of the annotations [39–41]. The approaches that deal with anno-

tation reliability basically assume that disagreement is a source of the noise. As

mentioned in [39], the best practice to deal with disagreement is to get aggre-

gated annotations. This is why very few approaches consider disagreement as

a source of information (see Chapter 2). When we consider disagreement as a

piece of information it means that we are considering each annotator’s subjective

perception, which is also called annotator subjectivity. The reason behind consid-

ering each annotator’s subjective perception is that supervised machine learning

handles multiple tasks. Some tasks are less subjective in nature but others are

highly subjective. For example, giving an image and labeling it whether this im-

age contains a cat or a dog is less subjective compared to giving an image and

identifying whether an utterance contains positive or negative emotions.

8



Chapter 1: Emotional Subjectivity in Affect Labeling

1.1 Annotator Subjectivity

Figure 1.1 shows an example of labeling the emotion associated with a video

clip where not all annotators agree on assigning the same emotion category. This

disagreement is natural because each human has a subjective perception. This

means, there is a possibility that significant variation exists in the worldview of

annotators regarding any task.

Here, a question arises, i.e. how does the annotator’s disagreeing behavior

affects the performance of machine learning models? Since in supervised machine

learning the loss is computed between the predicted outcomes and the true labels,

these true labels play a critical part in learning the mapping between inputs and

outputs. Later, the models are used to anticipate unseen or future observations.

This is why the generalization performance of the trained models is highly de-

pendent upon the true labels. The common practice to get true labels is to use

aggregated labels. These aggregated labels are always biased towards the majority

group of annotators and hence lose the subjective information of each annotator.

As a result, the trained models are also biased. Similarly, the generalization ca-

pabilities of the trained models are different for different groups, i.e. good perfor-

mance for the majority group and bad for the subjective ones. Approximately all

the tasks contain some level of subjectivity. Preserving the diversity of multiple

interpretations (considering them as a source of information instead of a source

of error or noise) could be an advantage in developing algorithms for subjective

tasks.

Research Question

How could we incorporate multiple subjective perceptions in designing af-

fect recognition systems?

In recent years, subjectivity has gotten significant attention, and researchers

proposed different approaches to tackle subjectivity [40, 41]. Researchers assume

subjectivity broadly in two categories: (i) Subjectivity as Noise and (ii) Subjectiv-

ity as Information. We discussed approaches that lie under both assumptions in
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Figure 1.1: An example of labeling step: multiple annotators annotate each movie
clip into Negative (0) and Positive (1) emotional categories.

detail (see Chapter 2). Subjectivity is highly task-dependent. For example, clas-

sifying an image into cat or dog is less subjective as compared to classifying an

image into different emotional classes. Most of the research work was carried out

by considering the subjectivity as noise and only targeting the tasks that are less

subjective such as Breast malignancy [42], Quality Estimated of translated sen-

tences [43], Image classification (cats and dogs [44] /multi-category like highways,

streets, forests, etc. [45]), and human activity recognition (like walking, standing,

etc.) [46]. In our research work, we considered subjectivity as information and

targeted emotional subjective perception.

Research Objective

The main research objective is to develop a deep neural architecture that can

consider subjective perception and has the following capabilities:

• The network can handle subjective as well as aggregated perceptions simul-

taneously.

• The network can generate subjective and aggregated predictions separately.
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• The network should be able of handling multiple modalities such as Image,

Text, Audio, etc.

Application Areas

There exist multiple application areas which could leverage the information

from subjective annotations such as health (AI-based psychotherapy systems),

education (affective-based e-learning systems), monitoring (affective analysis sys-

tems), marketing (affective-based recommender systems), and entertainment (af-

fective media retrieval). In this section, we will review some of these areas where

our proposed network could be useful to handle the subjectivity problem.

AI-based Psychotherapy Systems: These systems [47–49] provide psy-

chological recommendations as psychological therapy to assist people whenever

they face an immediate emotional conflict in their surrounding environment with

the use of artificial intelligence. The recommendations provided by these systems

are subjective, which means every single patient receives recommendations based

on his/her cognitive and affective understanding.

Affective-based E-Learning Systems: The objectives of these systems

[50–52] are to understand the emotional states (such as boredom, anger, anxiety,

enjoyment, surprise, sadness, frustration, pride, hopefulness, hopelessness, shame,

confusion, happiness, natural emotion, fear, joy, disgust, interest, relief, and ex-

citement) of students during learning and provide the subjective responses to each

individual student for more effective learning. For example, the frustrated emo-

tional state of a student can either influence the learning rate or the dropout rate.

In this scenario, the system will understand the emotional state and recommend

subjective motivation strategies that are based on the student’s learning styles and

cognition.

Affective Analysis Systems: With the fast expansion of social media ap-

plications, users have the privilege to access and broadcast their perception about

any incident that happens anywhere around the world. The subjective perception

may contain high to low emotional content that may be good for one group but
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bad for another group of people [53, 54]. To understand the emotional perception

of different groups of people we need a system that is capable to handle subjective

information.

Affective-based Recommender Systems: As the advancement in ma-

chine learning is going, affective-based recommender systems were introduced in

[55–57] that can use the affective state of an individual and recommend the content

including news/posts/movies. For example, rather than recommend a movie based

on previously watched movies, an affective recommender system will recommend

a movie based on the emotional state of the viewer.

Affective Media Retrieval: On the internet, every day thousands of mul-

timedia content has been uploaded. In order to properly utilize these data, retrieval

systems are also constantly evolving. Currently, most of the retrieval systems use

different modalities including text or image [58, 59]. However, the multimedia

content also represents the affective intensity from high to low and may affect the

emotional state of the user. Retrieving the best suitable content that matches the

emotional state of the user could be a promising application. The application can

adapt to the emotional state of the user while retrieving multimedia content.

12



Chapter 2

Literature Review

“Your branches can only reach

high if your roots go deep”
Brain Logue
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This chapter first gives an introduction to the emotion represen-

tation models and then discusses the characteristics that datasets

should have to incorporate the annotator’s emotional subjectivity in

machine learning systems. Later, we review the measurements that

are used for calculating the agreement and disagreement between dif-

ferent annotators in affect labeling. Finally, we introduce previous

state-of-the-art approaches that deal with annotators’ emotional sub-

jectivity.

2.1 Emotion Representation Models

Over the years, numerous representation schemes for emotions have been

proposed, each one ranging from the most simplistic to the modern theories that

refine and expand older models [60, 61]. The literature on this topic is too vast

and it is out of the scope of this thesis to cover all these models. Cambria et al

[62] presented a detailed overview of different emotion representation models and

their use in affective computing. Overall, the two most popular representation

models for identifying emotions are the Categorical and Dimensional models. In

upcoming subsections, we will explain these two emotion representation models in

detail.

2.1.1 Categorical Models

In categorical models, emotions are represented with one or more categories

or labels (for example anger, happiness). The most popular categorical model is

Ekman’s model [63] of six basic emotions: anger, fear, surprise, joy or happiness,

disgust, and sadness. The pictorial representation of six basic emotions is pre-

sented in Fig. 2.1. Another vastly used categorical model was proposed by Robert

Plutchik [64] which provides eight basic emotion categories (anger, fear, sadness,

disgust, surprise, anticipation, trust, and joy) as compared to 6 basic emotions.
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Plutchik’s model is referred to as the wheel of emotions because it organizes these

8 basic emotions based on the physiological purpose of each. The model is actu-

ally the little “ice cream cone” which unfolds to the emotions wheel (see Fig. 2.2).

Other categorical models [62] cover affects in general, which indicate emotion as

part of affects such as WordNet Affect which was proposed by Strapparave and

Valitutti [65]. It comprises more than 300 different affects, many of which are

classified as emotions. This categorization provides a taxonomy of emotions as it

gives information about the relationship between emotions and makes it possible

to decide the level of granularity of the emotion expressed.

Figure 2.1: Ekman’s model of six basic emotions [66].

Figure 2.2: Plutchik’s wheel of emotions [67].
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2.1.2 Dimensional Models

On the dimensional side, emotions are represented in a set of dimensions

that link the various emotional states. The first-dimensional model called PAD

(Pleasure, Arousal, Dominance) or sometimes also called Valence-Arousal-Dominance

(VAD) was proposed by Osgood et al. in 1957 [68]. In this model, Pleasure/-

Valence represents whether the individual perceives the environment as enjoyable

or not (i.e. positive or negative), while arousal represents the extent to which

the environment stimulates the individual, and Dominance represents whether the

individual feels in control or not in the environment. Fig 2.3 shows the graphi-

cal representation of the PAD model. Later, other researchers [69–72] considered

that emotion or any other emotionally charged event are states experienced as

simply feeling good or bad (i.e. pleasure/valence), active or passive (i.e. arousal).

This is why they omit the dominance dimension and only work with pleasure and

arousal for emotional representation. This model is also referred to 2D emotion

representation model (see Fig. 2.4). More recently, Fontaine et al. [73] identified a

fourth dimension, i.e. unpredictability. This new dimension refers to the appraisal

of expectedness or familiarity.

Figure 2.3: PAD (Pleasure, Arousal, Dominance) emotion representation
model [66].
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Figure 2.4: 2D (Pleasure and Arousal) emotion representation model [70].

2.2 Affect-related Datasets

In this section, we will take an overview of popular affect-related datasets.

Most importantly, we studied the following aspects: (i) what type of data is avail-

able (either Single-Modality, such as image, audio, and text, or Multi-Modality),

(ii) the number of annotators that were involved in the annotation process, (iii)

the machine representation model used for the annotation, (iv) the process that

was used to get the aggregated annotations, and (v) whether the subjective anno-

tations are provided or not.

SEMAINE [74] is a multi-modality audiovisual interactive based dataset

between humans and virtual agents. The interactive sessions were originally taken

from TV chat shows. Often, in TV shows, hosts use a simple strategy: Invite

guests to talk about topics that are emotionally significant for them and encour-

age (or provoke) them to express their emotion strongly, by inserting suitably

chosen stock phrases at key points. The interactions involve two parties, a “user”

(who is always human) and an “operator” (either a machine or a person simu-

lating a machine). The main intention to develop this dataset is to build SAL

(Sensitive Artificial Listener) agents. These SAL agents can engage humans in
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a controlled, emotional conversation. A total of 150 participants took part in

recording 959 conversations. Each section is divided into clips and each clip lasts

approximately 5 minutes. The clip was annotated by 6-8 raters into five affective

dimensions, i.e. valence, anticipation, power, intensity, and activation. Unfortu-

nately, the final annotations are aggregated such as average or majority voting of

all annotations and the annotator-level annotations have not been released. This

is why this dataset is not useful for subject-level emotional modeling. Fig. 2.5

shows an example where a clip is annotated into five dimensions.

Figure 2.5: SEMAINE: An interaction between a person and Sensitive Arti-
ficial Listener (SAL), annotated into five emotional dimensions. The presented
annotations are aggregated (average) annotations from multiple annotators.

The RECOLA [75] dataset was created to understand the affective in-

teraction between people when they are remotely connected, for example, dur-

ing online meetings. The dataset consists of 3.9 hours of recording (audio-visual

data) from 46 different individuals. The dataset was annotated by 6 different

Figure 2.6: RECOLA: An individual is doing an online meeting in a clip and
each clip is annotated into Valence and Arousal dimensions. The annotations
are aggregated annotations.
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annotators into two affective dimensions (Valence and Arousal). Later, a nor-

malization has been done on annotations including local minimization for each

annotation sequence for each annotator, and then used Zero-Mean (ZM) to get a

single ground-truth label. This post-processing normalization technique loses the

subjective perception of each annotator and hence the single ground truth anno-

tations are not useful for modeling the subjective perception. Fig. 2.6 shows an

example of a data sample annotated into arousal and valence dimensions.

HUMAINE [76] is a multimodality dataset including speech, language,

gesture, face, and physiological aspects. The aim of the dataset is to understand

the emotions that occur in our interactions and daily life actions. The dataset

consists of 50 video clips, having 1.5 - 3 minutes in length. Every frame of a clip is

annotated into intensity, arousal, valence, and dominance dimensions by 6 different

annotators. Later, the percentage agreement between all 6 annotations is used to

get a single ground truth for each frame. Again, in this dataset, the post-processing

step to get the aggregated annotations lost the annotator-level perception, and the

unavailability of the annotator-level annotations made this dataset not useful for

subjective modeling. Fig. 2.7 shows the aggregated annotations of a video clip as

an example.

Figure 2.7: HUMAINE: A video clip annotated into arousal, valence, dom-
inance, and intensity dimensions. The given ground truth is the aggregated
annotations.

FilmStim [77] is a movie dataset that has 70 movies with a length ranging

from 1 to 7 minutes. The dataset was created to infer the emotional information
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that was induced in movie clips. It uses positive and negative scores, six dis-

crete emotions (anger, disgust, sadness, fear, amusement, and tenderness), and 15

‘mixed feelings’ scores assessing the effectiveness of each film excerpt to produce

blends of specific emotions. A total of 364 participants annotated the clips. The

dataset introduced the subject-level emotional analysis but later only released the

normalized classification scores of each emotion category which lost the subject-

level emotional information. Fig. 2.8 shows the aggregated ground truth of a

movie clip into arousal, positive and negative affect, and the emotional category.

The dataset does not provide annotator-level annotations.

Figure 2.8: FilmStim: A movie clip annotated into arousal, positive affect,
negative affect, and a discrete emotional dimension.

The LIRIS-ACCEDE [78] is a multi-modality dataset and was a good

attempt to create another dataset that has more number of movie clips with a

diverse range of contextual emotions as compared to the FilmStim [77] dataset.

The dataset contains 9,800 segmented video clips and each having a range from 8

to 12 seconds. These video clips are taken from 160 different movies that belong

to different genres and languages. Each clip was annotated into 2D emotional

dimensions: Arousal and Valence (see Fig. 2.9). A total of 1517 annotators

from 85 different countries took part in the annotation process. Later, rating-

by-comparison is used for getting gold standard labels. Each pair is displayed

to annotators until the same answer has been given three times. The dataset is

very comprehensive in terms of emotional content but due to the unavailability

of annotator-level annotation, the dataset is not useful for modeling subjective

emotional perception.
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Figure 2.9: LIRIS-ACCEDE: A movie clip annotated into arousal and valence
emotional dimensions. The annotations are aggregated annotations from mul-
tiple annotators.

MediaEval 2015 [79] This video dataset is an extension of the LIRIS-

ACCEDE database. A total of 1,100 new video clips from 39 different movies had

been added. For the annotation process, 16 annotators from different countries

annotated each clip into valence (negative-neutral-positive) and a binary value

that indicates the presence of violence. Lastly, the majority voting technique was

used to get a single label for both categories (see Fig. 2.10). The dataset does not

provide annotator-level annotations.

Figure 2.10: MediaEval 2015: A movie clip annotated into valence and a
binary label for indicating the presence of violence in a clip. The annotations
are aggregated annotations.

IEMOCAP [80] is an acted, multi-speaker dyadic dataset. The aim of

this dataset is to understand the emotions in human conversations. The conver-

sations are scenarios based which evoke different emotions in speakers. A total of

10 different actors ( 5 male, 5 female) took part in recording their facial motions,

head movements, speech, and visual data. The actors played their roles in two
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different settings: scripted and spontaneous. The recordings were done in sessions

and there are a total of 5 sessions in the dataset. After recording the sessions,

the dialogues in each session were segmented into utterances. Each utterance was

annotated into 9 emotion categories (anger, happiness, excitement, sadness, frus-

tration, fear, surprise, other and neutral state) and 3-dimensional labels (valence,

arousal, dominance). Six annotators took part to classify the emotional content

of utterances into discrete categories and the emotion dimensions. Each utterance

was annotated by at least three annotators. On the other hand, for the contin-

uous dimension, two annotators annotated the whole dataset. This dataset has

a big advantage; the authors released the annotator-level annotations along with

the aggregated annotations, which are obtained by majority voting. With the

availability of annotator-level annotations, this dataset allows the study of mod-

eling subjective emotional perception. Fig. 2.11 shows a single utterance and the

annotations: Annotator-level and aggregated annotations.

Figure 2.11: IEMOCAP: An utterance is annotated into Discrete and Contin-
ues emotional categories. A1 to A3 represent the annotator’s ids, Aagg represents
the aggregated annotation, and V, A, and D represent the Valence, Arousal, and
Dominance emotional dimensions respectively.

The COGNIMUSE [81] is another dataset in the direction of understand-

ing videos including movies and travel documentaries. In order to understand each

movie scene, consecutive frames were annotated from the start of the movie. The

dataset is generated for multiple tasks such as audio-visual and semantic saliency,

audio-visual events and action detection, cross-media relations, and emotion recog-

nition. The standard benchmark for emotional understanding [81] includes 7 Hol-

lywood movies: “A Beautiful Mind” (BMI), “Chicago” (CHI), “Crash” (CRA),
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“Finding Nemo” (FNE), “Gladiator” (GLA), “The Departed” (DEP), and “Lord

of the Rings: the Return of the King” (LOR). The total length of an annotated

video is 30 minutes per movie. A total of 7 different annotators annotated each

frame of a single movie in continuous values from -1 to +1 of arousal and valence

domains. In terms of our research about subjectivity, the main advantage of this

dataset over others is that this dataset also releases annotator-level annotations

as compared to other datasets that only released aggregated annotations. These

annotator-level annotations make the dataset suitable for subjective emotional

modeling. Fig. 2.12 shows an annotated example.

Figure 2.12: COGNIMUSE: A movie clip annotated by 7 different annotators
into arousal and valence emotional dimensions. A1 to A7 represents the anno-
tator’s ids. V and A represent the Valence and Arousal emotional dimensions
respectively.

The SemEval 2007 [82] is a text-based dataset that was developed to

evaluate the participating systems in order to classify the emotions in news head-

lines. The dataset consists of 1,000 news headlines that were taken from different

news channels including CNN, BBC and Google News, and the New York Times

newspaper. The news headlines were annotated in 6 categorical emotions (Anger,

Disgust, Fear, Joy, Sadness, Surprise) and 1 continuous dimension (Valence). The

range of the categorical emotion was set between 0 to 100, where 0 represents No

emotion and 100 represents the maximum intensity of the emotion category. On

the other hand, the Valence dimension was set between -100 to 100, where -100

represents Very Negative, 0 represents Neutral, and 100 represents Very Positive
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(see Fig. 2.13). The dataset is annotated by 5 different annotators. Only aggre-

gated annotations are provided with the dataset, which is getting by using the

mean of all the 5 subjective annotations. Fortunately, the creator of the dataset

agreed to provide us with annotator-level annotations for our experiments. We

are thankful to the creator for this.

Figure 2.13: SemEval 2007: A news headline is annotated into discrete and
continuous emotion categories by 5 different annotators. A1 to A5 represent
annotator’s ids.

GoEmotions [83] is a human-annotated dataset consisting of 58k Reddit

tweets and annotated into 27 different emotion categories. The dataset was created

to understand the textual conversation emotionally on social media platforms.

The taxonomy of this dataset is different as compared to the big six emotions: it

includes 12 positive emotions, 11 negatives, 4 ambiguous, and 1 neutral emotion.

As compared to single positive and negative emotion classes, this taxonomy gives

a better understanding of the emotion expressed in a text conversation. Each

text in the dataset was annotated by 3 or 5 annotators and to get the aggregated

annotations, the majority voting technique is used (see Fig. 2.14). The dataset

does not provide annotator-level annotations. This means this dataset can not be

used for subjective emotion modeling.

The MovieGraph [84] dataset was created to understand the movie scenes

in more detail. It includes characters’ attributes, actions, scene description, scene

caption, etc. The dataset set consists of 7637 movie clips from 51 different movies.

A graph is associated with each movie clip that captures the scene, situation

label, interaction with time stamps, the relationship between different characters,
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Figure 2.14: GoEmotions: A Reddit tweet is annotated in a single emotion
category out of 27 different emotion categories by the majority voting on mul-
tiple annotations.

the emotion expressed by the characters, and a detailed description of the scene.

A group of annotators was hired to annotate each graph and later, a majority

voting technique was used to get the aggregated annotations for a graph. The

dataset provides very rich annotations but due to the unavailability of annotator-

level annotations, this dataset cannot be used to model subjective emotions. Fig.

2.15 shows a clip and its associated graph.

Figure 2.15: Left: A movie clip annotated into a scene, situation, and scene
description in natural language. Right: An associated graph that captures the
characters present in the clip, their interactions, the emotion expressed, and
other attributes such as gender, action, timestamps, etc. [84]

The above literature presents the description of the most famous and com-

monly use affect-related datasets. Furthermore, the main characteristics are also

presented in Table 2.1.
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Table 2.1: “Modality”: A means Audio/Speech, V means Visual/images, and T means Text/Verbal
Sentences, “Single Annotation”: aggregated annotation, “Individual Annotation”: raw annotations
provided by each separate annotator, “Annotation Details”: annotate emotions into which dimension:
discrete or continuous or both.

Dataset Size Modality
Single

Annotation
Individual
Annotation

Annotation Details

SEMAINE [74]
959 characters
interactions

AV Yes No
5 discrete

emotional dimensions

RECOLA [75]
3.9 hours

of recording
AV Yes No

2 continuous
emotional dimensions

HUMAINE [76]
50 video
clips

AV Yes No
4 continuous

emotional dimensions

IEMOCAP [80]
45 hours

of recording
AVT Yes Yes

9 discrete and 3 continuous
emotional dimensions

MediaEval 2015 [79]
10,900

movie clips
AV Yes No

2 discrete
emotional dimensions

LIRIS-ACCEDE [78]
9,800 movie

clips
AV Yes No

2 continuous
emotional dimensions

FilmStim [77] 70 movies AV Yes No
3 continuous and 6 discrete

emotional dimensions

COGNIMUSE [81] 7 movies AVT No Yes
2 continuous

emotional dimensions

MovieGraph [84] 51 movies AVT Yes No
20 discrete

emotional dimensions

SemEval 2007 [82]
1000 News
headlines

T Yes Yes
6 discrete and 1 continuous

emotional dimensions

GoEmotions [83] 58k tweets T Yes No
28 discrete

emotional dimensions

2.2.1 Subjective Annotations in Affect-related Datasets

As observed in the previous section, the most common practice is only to

release the aggregated annotation [82, 83, 85–93]. Due to this, not all affect-related

datasets can be considered for the study of subjective emotional modeling. Among

the reviewed datasets, only COGNIMUSE [81], IEMOCAP [80], and SemEval 2007

[82] datasets provide the annotator-level annotations. With these annotator-level

annotations, only these datasets can be used to study subjective annotations. For

this reason, the experiments in Part I of this thesis are done with these three

datasets.

2.3 Measuring Annotator Agreement

It is a common practice in the annotation process to compare annotations

of a data sample (image, audio, text, etc.) by multiple annotators. This mea-

surement may be useful for qualitative examine the annotations, the degree of
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agreement between annotations, or the statistical modeling of annotator disagree-

ments. Human annotation is basically an interpretation process [94] which is why

it is very unlikely that the response of multiple annotators is identical. The com-

mon wisdom holds that the more annotators agree on a given annotation, the

chances are higher the given annotation is correct. This is called raw agreement

or observed agreement and it is still the most common way to represent the agree-

ment [95]. This raw agreement is easy to measure and understand but it does

not imply that the annotation process is reliable because some agreements may

be accidental [96]. To quantify the agreement, researchers have proposed different

agreement measures. We will discuss a few of them in this section.

2.3.1 Pearson’s Correlation Coefficient

Pearson’s Correlation Coefficient [97] is a standard measure of correlation.

It measures the linear relationship between two random variables (in the annota-

tion process, these are the two equal-size arrays that hold the annotated class of

n samples from two different annotators). It is the ratio between the covariance

of two variables and the product of their standard deviations (see Eq. 2.1). The

coefficient (ρ) values range from -1 to +1, since the coefficient defines the relation-

ship between the relative movements of two variables. This means a value equal

to 0 indicates that there is no correlation between these two variables. A value

greater than 0 indicates a positive correlation; that is, as the value of one vari-

able increases, so does the value of the other variable, and a coefficient less than

0 indicates a negative correlation; that is, as the value of one variable increases,

the value of the other variable decreases. Thus, the Pearson correlation can be

used to quantify the linear relationship between the annotation provided by two

annotators. The general equation to calculate Pearson’s correlation coefficient is

given:

ρ(Y1, Y2) =
cov(Y1, Y2)

σ(Y1)σ(Y2)
(2.1)
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Where,

cov(Y1, Y2) = is the covariance of Y1 and Y2

σ(Y1) = is the standard deviation Y1

σ(Y2) = is the standard deviation Y2

In the COGNIMUSE dataset [81], the authors used Pearson’s correlation

coefficient to show the inter-annotator statistics for the annotation of expressed

emotions in given stimuli. The annotators annotated each stimulus into two emo-

tion dimensions valence and arousal. The inter-annotator agreement for the va-

lence is 0.293 and for the arousal emotion, it is 0.409.

2.3.2 Spearman’s Correlation Coefficient

The Spearman’s Correlation Coefficient [98] is a non-parametric measure

of rank correlation. It measures the strength and direction of association between

two ranked annotations. A rank is a scaler value assigned to every single item of

annotations. It indicates the position of the item in the annotation. For exam-

ple, order the values of annotations from greatest to smallest; assign the rank 1 to

the highest score, 2 to the next highest, and so on. The Spearman’s correlation is

equal to Pearson’s correlation of the two ranked annotations (See Eq. 2.2). Where

the Pearson correlation represents the linear relationship, Spearman’s correlation

represents the monotonic relationship (whether linear or not). The interpretation

is similar to that of Pearson: 0 indicates there is no correlation, values closer to

+1 indicate a very positive correlation and values closer to -1 means a very neg-

ative correlation. This measure is appropriate for continuous and discrete ordinal

categories and is only limited to two variables, meaning that it can be used to

quantify the relation of annotations provided by two annotators. However, one

major drawback is their sensitivity to prolonged errors in ranking. The coefficient

is represented by rs and the equation is:

rs =
cov(R(Y1), R(Y2))

σR(Y1)σR(Y2)
(2.2)
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Where,

R(Y1) = rank annotation from one annotator

R(Y2) = rank annotation from another annotator

cov(R(Y1), R(Y2)) = is the covarience of two rank annotations

σR(Y1) = standard deviation of R(Y1)

σR(Y2) = standard deviation of R(Y2)

Zhang et al. [99] proposed a human-machine annotation framework for

getting more reliable single-ground truth annotations. They proposed a Dynamic

Cooperative Learning (DCL) algorithm to decide which instance can be automat-

ically labeled by the machine and which one needs human inspection. During the

human inspection, multiple annotators annotate a single instance and used Spear-

man’s correlation coefficient to get the level of agreement. DCL algorithm enables

early stopping if Spearman’s correlation coefficient level has reached a certain level.

2.3.3 Cohen’s Kappa

Cohen’s Kappa [100] is also often used to know the degree of inter-annotator

agreement between two annotators quantitatively when they classify N samples

into C mutually exclusive classes. Rather than just computing the percentage of

items that the raters agree on, Cohen’s Kappa accounts for the fact that the raters

may happen to agree on some items purely by chance (See Eq. 2.3). The value of

kappa (κ) indicates the agreement between two annotators: If the value of kappa

is less than 0 means there is no agreement between raters, a value of 0 means

there is an agreement equivalent to random chance, and the values greater than

0 represent the different levels of agreement. For example, a kappa value of 0.1

represents a slight agreement, whereas a kappa value of 0.5 represents a moderate

agreement, and a kappa value of 1.0 represents the perfect agreement between two

raters. The kappa is represented by a letter κ and is calculated as follows:

κ =
Pobserved − Pexpected

1 − Pexpected

(2.3)
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Where,

Pobserved = number of agreements among annotators

Pexpected = number of agreements among annotators due to chance

In [101], the authors experimented with polysemy judgment of multiple

words for the evaluation of the WSD (Word Sense Disambiguation) systems. For

the experiments, the author first asked multiple annotators for POS (Part-of-

Speech) tagging. After the annotation process, the author used Cohen’s kappa to

get the agreement level between different annotators.

2.3.4 Krippendorff’s Alpha

Krippendorff’s Alpha [102] is an alternative to Cohen’s kappa for deter-

mining inter-annotator agreement. Compared to Cohen’s kappa, it can handle

multiple annotators, not only two. Krippendorff’s Alpha (α) calculates the dis-

agreement of the annotators instead of the agreement (see Eq. 2.4). It applies

to multiple categories and different levels of measures including nominal, ordinal,

interval, etc. It can also handle missing data. The alpha ranges are from 0 to 1,

where 0 is perfect disagreement and 1 is perfect agreement. The following equation

is used to calculate the alpha (α):

α = 1 − Do

De

(2.4)

Where,

Do = number of disagreements among annotators

De = number of disagreements among annotators due to chance

Kralj et al. [103] proposed lexicons-based emoticons to analyze the effect of

emojis in online social media conversation. In this paper, the authors used Krip-

pendorff’s Alpha to know the inter-annotator agreement between two annotators.

The disagreement between these two annotators represents subjectivity in general.
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2.3.5 Scott’s Pi

Scott’s Pi [104] is another statistical measure that can be used to quantify

the inter-annotator agreement. It works by comparing the amount of agreement

observed between the two annotators with how much agreement is expected if both

annotators chose randomly (see Eq. 2.5). This is very similar to Cohen’s kappa.

The only difference is the way to calculate the chance agreement. Cohen’s kappa

uses geometric means whereas Scott’s Pi uses the squared arithmetic means of

the marginal proportions, which makes it less informative as compared to Cohen’s

kappa. This measure is best suited for nominal data with two annotators. Scott’s

Pi ranges between 0 and 1, with 1 indicating perfect agreement. The formula to

calculate the π value is:

π =
Pr(a) − Pr(e)

1 − Pr(e)
(2.5)

Where,

Pr(a) = agreement that was observed between the two annotators

Pr(e) = agreement that is expected between the two annotators

Grouin et al. [105] proposed the guidelines for the name entity tagging for

annotators. They proposed a tagging hierarchy in which the annotators will take

advantage of a global corpus as well as a mini-reference corpus. In this paper, the

authors used Scott’s Pi to indicate the impact of proposed guidelines in the name

entity annotation process. They got a high inter-annotator agreement using the

proposed guidelines.

2.3.6 Gwet AC1

In 2001, Gwet [106] proposed a new agreement coefficient for inter-rater

reliability (see Eq. 2.6). As compared to Cohen’s kappa, it assumes that the

agreement between observers is not totally at random. The Gwet adjusted chance
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agreement by a conditional probability that two randomly selected raters will

agree. It can handle multiple annotators and is more appropriate when an ordered

categorical rating system is used. The range of the AC1 is from -1 to 1, for complete

disagreement and perfect agreement, respectively. The equation to calculate AC1

is:

AC1 =
P (a) − P (eγ)

1 − P (eγ)
(2.6)

Where,

P (a) = overall percent agreement

P (eγ) = probability of chance agreement

Hoek et al. [107] used CCR (Cognitive approach to Coherence Relations)

to annotate the implicit and explicit relations in linguistics. The authors compare

the inter-annotator agreement of two annotators using the Gwet AC1 measure and

the values show that the agreement is low for implicit relation and high for explicit

relation.

2.3.7 Fleiss Kappa

Fleiss Kappa is another variant of Cohen’s kappa to measure the inter-

annotator agreement (See Eq. 2.7). In contrast with Cohen’s kappa, it works

for any constant number of annotators giving categorical annotations to a fixed

number of data samples. It is important to note that whereas other measures

assume the same annotators annotated a set of data samples, Fleiss’s kappa allows

the annotators to annotate different subsets of the data samples. For example

data sample A can be annotated by annotators 1, 2, and 3, and maybe the data

sample B is annotated by annotators 5, 4, and 7. It is used to measure the inter-

annotator agreement of the whole dataset. Kappa value ≤ 0 means no agreement

(or agreement that you would expect to find by chance) and 1 means a perfect

agreement. The equation is:
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κ =
P̄ − P̄ e

1 − P̄ e
(2.7)

Where,

P̄ − P̄ e = the degree of agreement actually achieved above chance

1 − P̄ e = the degree of agreement that is attainable above chance

Baveya et al. [78] created a movie dataset named LIRIS-ACCEDE for emo-

tion understanding. The dataset consists of movie clips that are derived from mul-

tiple movies and each clip is annotated into valence and Arousal dimensions. More

than 1,000 annotators took part in annotating 9,800 movie clips. The authors used

Fleiss’s kappa value to show the inter-annotator agreement for representing the

reliability of the annotations.

2.3.8 Rosenberg and Binkowski Kappa

Rosenberg and Binkowski [108] proposed a new variant of Cohen’s kappa

for inter-annotator agreement. In Cohen’s kappa, the inter-annotator agreement

is measured based on a single label assigned to each data sample. In contrast,

Rosenberg and Binkowski’s kappa measures the inter-annotator agreement when

there are two labels assigned to each data sample. One is called the primary label

and the other is called the secondary label. Basically, when an annotator selected a

single label, that single label has a weight equal to 1.0. In primary and secondary

labeling, a weight (ρ) is assigned to a primary label and (1 − ρ) is assigned to

a secondary label. In a typical setting of Cohen’s kappa (see Eq. 2.3), they used

relative frequencies of each annotator’s labeling preference instead of assuming

an even distribution of labels to calculate the expected probability of agreement.

The range of kappa ranges from 0 to 1, where 0 means no agreement and 1 means

strong agreement. The equation for the measure is:

K ′ =
P (A) − P (E)

1 − P (E)
(2.8)
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Where,

P (A) = observed probability between two annotators

P (E) = expected probability between two annotators

Ignatova et al. [109] proposed an annotation scheme for online Question

and Answering. The proposed scheme has additional attributes to identify unclear

and opinion questions. The authors used the inter-annotator agreement measure

as proposed in [108] and showed that the proposed annotation scheme has got a

high inter-annotator agreement.

2.4 Approaching Agreement/Disagreement from

a Machine Learning Perspective

In the literature, there are just a few relevant works that attempt to high-

light the weakness of conventional aggregated annotation-based approaches for

addressing the inter-annotator affective perception. As discussed in Section 2.2,

one of the reasons why researchers focus on the aggregated annotations in sub-

jective tasks is because most of the public datasets just provide the aggregated

annotations [110–112].

In general, researchers consider the subjective behavior of annotators in

two ways: (i) subjectivity as noise, where researchers assume that the annotator’s

subjective behavior is noise, and (ii) subjectivity as information, where researchers

consider that all the available annotations associated with a data sample are cor-

rect. On the one hand, the main objective of all the developed approaches under

the assumption of subjectivity as noise is to validate each annotation associated

with a data sample. The validation process is based on some defined measures. If

the annotation satisfies this measure then it is considered a true annotation; if not

then the next step is to correct or remove this annotation. The majority of the

research work developed that considers annotators’ subjective behavior is under
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this assumption. In contrast, the approaches developed under the assumption of

subjectivity as information take advantage of all the annotations (also known as

soft labels) during processing, and the output is based on all these annotations.

In the work presented in this thesis, we followed this assumption, where all the

available annotations for a data sample are correct and represent the subjective

behavior of annotators. Our proposed model has the capability to process multiple

annotations for a single data sample. The rest of this section reviews the literature

on both considerations, i.e. subjectivity as noise and subjectivity as information,

regardless of their underlying task.

2.4.1 Subjectivity as Noise

Raykar et al. [113] proposed an approach that uses multiple annotations in

their experiments. The main objective is to find the true gold annotation using

multiple noisy annotations. The authors assume that the disagreeing annotations

hold the noise. The authors use prior information for each annotator to capture

the skills such as expert or novice. The work is related to finding the quality

of the data annotation. This work assumes that there is a single gold standard

annotation that exists behind multiple noisy annotations.

Another technique in the series of findings on the reliability of the data

annotations is presented by Yan et al. [42]. The previously mentioned approach

assumed that the annotations are dependent on the annotator’s expertise. Instead,

in this paper, the authors assume that the expertise level is dependent on the data

sample that each annotator observes. With this assumption, the authors model

the error rate of each annotator as dependent on the data sample. The proposed

algorithm produces a single outcome for each data sample.

Morales-Álvarez et al. [114] proposed a Gaussian Process based approach

that handles multiple annotations without knowing their expertise level. The

objective of this approach is similar to what we discussed in previously presented

approaches, i.e. use multiple annotations to get a single true annotation. After
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fully converging, the proposed model gives less importance to those annotators

who produce noisy annotations.

Cohn et al. [115] proposed a Gaussian Process base multitask learning to

model the subjectivity of different annotators based on their level of expertise and

reliability. This approach set a prior for each annotator which is correlated to

other annotators and all annotators are dependent on each other.

Rodrigues et al. work [116] also considers the disagreeing behavior of the

annotators as a noise, i.e. each annotator has a different level of expertise. The

authors proposed a crowd layer on top of the output layer called the bottleneck

layer. This crowd layer has multiple outputs, where each output belongs to each

individual annotator. The crowd layer learns the annotators’ behavior and ad-

justs the annotator bias according to the labels assigned to each annotator. The

adjusted gradient from each annotator is then passed to the previous bottleneck

layer. This layer aggregates the multiple gradients that are coming from N an-

notators and backpropagates down to the network. This crowd layer is only used

for the training time, i.e. once the network is fully trained then it is removed.

Therefore, in inference time, it is not clear that the predicted output belongs to

each individual annotator.

In summary, most of the studies that consider subjectivity as noise have

been done in the domain of crowdsourcing, where we have hundreds or thousands

of annotators for annotating a single data sample. Researchers use subjective la-

bels to find the reliability of the annotators and based on the reliability score

they give weight to a particular annotation in order to find the underlying gold

label. The proposed approaches were evaluated on tasks that are less subjec-

tive in nature than affect-related tasks, such as Breast malignancy [42], Quality

Estimated of translated sentences [43], Image classification (cats and dogs [44]

/multi-category like highways, streets, forests, etc. [45]), and human activity

recognition (like walking, standing, etc.) [46]. To our best knowledge, there is

no publicly available affect dataset that has annotations taken from hundred or

thousand of annotators per data sample.
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2.4.2 Subjectivity as Information

There are few works that consider subjectivity as information. For example,

Fornaciari et al. [117] proposed a multi-task model that learns from multiple

annotations. The multi-task model is built on top of the single-task, where the

single-task predicts the standard single output, and this single output is treated

as the distribution of labels. Then an additional task is added on top of it called

an auxiliary task. The aim of this additional task is to predict the soft label

distributions with respect to each annotator. The training of both tasks is done

in a joint manner. Two different losses are computed: one for the main task

(predicting gold labels) and one for the auxiliary task (predicting soft labels). The

proposed multi-task was evaluated on two different tasks: POS (Part-Of-Speech)

tagging and morphological stemming.

Fayek et al. [118] proposed an algorithm to address emotion subjectivity.

The approach is based on the training of multiple Deep Neural Networks (DNNs).

The multiple DNNs were trained against two different types of labels: (i) hard

labels, where the authors treated each individual annotator’s annotations as hard

labels, and (ii) soft labels, where the authors used an encoding scheme proposed

in [119] to get soft labels from each annotator’s hard labels. For the hard labels,

a separate model was trained for each individual annotation. On the other hand,

only a single DNN is trained for the soft labels. Later, the proposed approach

used two different techniques to combine the outputs of all DNNs trained on

hard and soft labels: the Geometric Mean and the Unweighted Majority. The

model was tested on the IEMOCAP dataset. The results showed that introducing

subjectivity in the model using soft labels increases the model performance for

emotion recognition.

To address emotional subjectivity, Chou et al. [120] proposed an approach

that uses the aggregated annotations (hard label) and the distribution of anno-

tations (soft label) simultaneously in a joint manner. The learning consists of

multiple models, i.e. 5 models for each individual annotator, and a combination of

2 previous models ([121],[122]). Later they concatenated all the outputs and used
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Softmax for the final predictions. The approach is based on the concatenation of

two different types of subjective perception: (i) modeling subjective perception

using original soft labels, i.e labels that are annotated by each individual anno-

tator, and (ii) generating soft labels using the approach proposed by Ando et al.

[121] and then modeling the subjective perception. The authors did not provide

clarity about what type of soft labels is considered to address subjectivity as a

general. For example, original soft labels that are directly coming from annotators

or soft labels that are getting from any encoding scheme or a combination of both.

This is why it is not fair to consider this approach as a general approach. Another

limitation is the evaluation protocol in which only a single dataset is used with

the consideration of a single modality (Audio). This approach has achieved state-

of-the-art results in modeling emotions for individual and aggregated annotations

using the IEMOCAP dataset.
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Chapter 3

A Multi-Task (MT) Learning

Approach to Model Subjectivity

in Affect-related Tasks

“I believe everyone should be

treated as an individual”
Doug Stanhope
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In this chapter, we introduced our proposed Single-Task (ST) and

Multi-Task (MT) learning approaches to annotators’ emotional sub-

jectivity. The chapter explains the building blocks of each individual

approach as well as the working of both approaches in detail.

The proposed approach is inspired by the following scenario: Given an

input sample, there are multiple annotators {A1, ..., AN} which provide a label

for the input sample according to an affect-related task. As previously discussed,

the affect-related tasks are highly subjective, which means that the annotations

provided by multiple annotators are not identical. Each annotation represents the

annotator’s affective response to a given input sample. These affective responses

are the subjective perception of multiple annotators. In order to analyze how each

subjective perception can be leveraged by the aggregated perception, we compare

two types of CNN architectures: (i) a Single-Task (ST) architecture, where we

modeled each subjective perception independently, and (ii) a Multi-Task (MT)

architecture, where all subjective perception along with the aggregated perception

are jointly modeled.

Our Hypothesis

The common patterns between all individuals and the aggregated annota-

tions help to improve the generalization capabilities of individual and aggregated an-

notator perception.

3.1 An Introduction to Multi-Task (MT)

Learning

Multi-Task learning was first proposed by Rich Caruana in 1997 [123]. The

goal is to improve generalization capabilities by leveraging the domain-specific in-

formation contained in the training data of related tasks. It is basically a machine-

learning approach in which the objective is to learn multiple tasks simultaneously,
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optimizing multiple loss functions at once. Rather than training independent mod-

els for each task, multi-task allows a single model to learn all tasks at once. In this

process, the model uses all available data across the different tasks to learn gener-

alized representations of the data that are useful in multiple contexts. For example,

when training a model on some task A, our aim is to learn a good representation of

the task A that ideally ignores the data-dependent noise and generalizes well. As

different tasks have different noise patterns, a model that learns two tasks simulta-

neously is able to learn a more general representation. Learning only task A bears

the risk of overfitting related to task A, while learning A and B jointly enables

the model to obtain a better representation F by averaging the noise patterns.

In the context of deep learning, multi-task learning is typically done with

either soft or hard parameter sharing of hidden layers. In soft parameter sharing,

each task has its own model with its own parameters. The distance between the

parameters of the model is then regularized in order to encourage the parameters

to be similar. For example, Duong et al. [124] used the l2 norm for regularization,

while Yang et al. [125] used the trace norm. Fig. 3.1 represents the graphical

structure of soft parameter sharing multi-task learning.

Figure 3.1: Soft parameter sharing for multi-task learning in deep neural
networks.

On the other hand, hard parameter sharing is the most commonly used ap-

proach to multi-task learning in neural networks. Hard parameter sharing greatly

reduces the risk of overfitting. In fact, Jonathan Baxter [126] showed that the risk

of overfitting the shared parameters is an order N . That means the more tasks we
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are learning simultaneously, the more our model has to find a representation that

captures all the tasks and the less chance of overfitting on our original task. Fig. 3.2

represents the graphical structure of hard parameter sharing multi-task learning.

In this thesis, we followed hard parameters sharing multi-task learning.

Figure 3.2: Hard parameter sharing for multi-task learning in deep neural
networks.

Taylor et al. [127] proposed multi-task learning (MTL) techniques to train

personalized machine learning models which are customized to the needs of each

individual, but still leverage data from across the population. Three different

variations of multi-task learning were proposed and compared: i) MTL deep neural

networks, which share several hidden layers but have final layers unique to each

task; ii) Multi-task Multi-Kernel learning, which feeds information across tasks

through kernel weights on feature types; and iii) a Hierarchical Bayesian model

in which tasks share a common Dirichlet Process prior. These techniques were

investigated in the context of predicting future mood, stress, and health using

data collected from surveys, wearable sensors, smartphone logs, and the weather.

Similarly, Lopez-Martinez and Picard [128] proposed a pain intensity mea-

surement method based on physiological signals. Specifically, a multi-task learning

approach based on neural networks that account for individual differences in pain

responses while still leveraging data from across the population. The authors used

multi-modal data (skin conductance and heart rate) for personalized nociceptive

pain recognition in healthy subjects.
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The mentioned research works used multi-task learning to model subjec-

tivity and the data belongs to just a single study. There is no further exploration

of this idea in the context of subjective annotations, which is the contribution of

our research work.

3.2 Modeling Subjective Annotations with Multi-

Task (MT) Learning

3.2.1 Single-Task (ST) Architecture

The Single-Task (ST) architecture is a traditional supervised deep learning

model, i.e. a model that is trained, validated, and tested on Xtrain, Xval, and

Xtest data sets respectively. Typically in supervised learning, it is usually assumed

that only a single label is considered for each input data but in our scenario, we

are considering that multiple labels are available for each input data. Therefore,

instead of using the classic notation (xi, yi), we will use the notation (xi, yi,j) to also

refer to one of the multiple labels available for xi, specifically the one provided by

the annotator Aj. The ST architecture is illustrated in Fig. 3.3. The architecture

consists of three different blocks:
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Modality    Backbone

Modality    Backbone
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M

Figure 3.3: Architecture of the Single-Task (ST) model. It consists of feature
extractors for each modality, a feature fusion layer, and a fully-connected block.

43



Chapter 3: Multi-Task (MT) Learning Approach

Backbone Architecture: The backbone architecture consists of as many

branches as the number of modalities of the input data which will be considered for

the modeling of affective perception. Examples of modalities are visual modality,

text modality, and audio modality. Each branch represents the feature extraction

for a particular modality (see Eq. 3.1). We are free to use any available on-the-

shelf algorithm or to develop our own.

Fm = Om(I) (3.1)

Where,

I = Input sample

Om(I) = Feature extractor of modality m

Feature Fusion: Once obtained the features of each modality from the

backbone architecture, the next step is to convert these multi-modality data into

single multi-modality data. For this purpose, we concatenate all the features of

multiple modalities into one big tensor (see Eq. 3.2). This multi-modal feature

vector is ready to feed for the fully-connected layers.

Fc = [F1, F2, ..., FM ] (3.2)

Where,

Fc = Single dimensional feature vector

FM = Feature of each modality

Fully-Connected Block: The multi-modality data is then fed into the

block of fully-connected layers. Finally, the loss function used in the architecture

would depend on the inference task (e.g. classification, regression, etc.). Each

hidden layer has a following equation:

Layerin = Fc ∗W + Bias
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Layerout = ReLU(Layerin)

Where,

Fc = Single dimensional feature vector

W = Weights of the neuron

Layerin = output of the multiplication

ReLU = applying non-linearity on the outputs

Layerout = output of the fully-connected layer

3.2.2 Multi-Task (MT) Architecture

Unlikely the Single-Task (ST), where ST always predicted a single output

(yi) per input sample (xi), the Multi-Task (MT) architecture has capabilities to

produce multiple outputs (y1, y2, ..., yN) per input sample (xi), where N is the

total number of annotators. Each single output in Multi-Task (MT) architecture

refers to an individual annotator. The MT architecture is illustrated in Fig. 3.4.

The MT architecture consists of the following blocks:

• Backbone architecture that consists of feature extractor for each modality

• Feature fusion blocks behave in a similar manner as in Single-task (ST)

architecture.

• After the feature fusion block, we introduced an addition block called “Shared

fully-connected”. It consists of two fully-connected layers. These layers allow

the network to learn the common patterns found in the data.

• After that, a separate fully-connected block is considered for each annotator

to learn their specific perception. Each separate block consists of 3 fully

connected layers. Each block has its own loss function and optimizer which

models each subjective perception.
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Another advantage of Multi-Task architecture is that the model just does

not learn the subjective perception of each annotator. It has a separate block for

the aggregate annotator. Therefore, along with specific patterns for each subjective

perception the model also learns the aggregated perception.

Fully Connected Output

Annotator  1

Annotator  2

 Aggregated 
Annotator

Annotator  N

Feature Fuse     
Layer

Modality     Backbone

Modality    Backbone

Modality    Backbone

Backbone Architecture 
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Figure 3.4: Architecture of the Multi-Task (MT) model. This architecture
is applied to all annotators in a joint manner by sharing a common two fully-
connected layers and a dedicated fully-connected block for each annotator.

3.3 The MT Approach in the Context of Related

Work

In this section, we compare our proposed Multi-Task (MT) approach with

previous state-of-the-art approaches which considered subjectivity as information

(see Section 2.4.2).

Cohn et al. [115]: They addressed the annotators’ bias and proposed

a multi-task learning technique to learn annotators’ specific behavior. The au-

thors targeted the problem of predicting the quality of sentence translation using

datasets that have been annotated by several judges with different levels of ex-

pertise and reliability. The proposed multi-task approach is based on Gaussian

Processes (GPs) [129], which is a kernelized Bayesian non-parametric learning

framework.
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The results of the proposed multi-task approach [115] show that it is very

rare that the annotators are independent of one another, i.e. often annotations are

dependent on each other. In contrast, our Multi-Task (MT) approach was tested

on the dataset where in some cases the pair-wise inter-annotator agreement is 0.

Secondly, the work from [115] sets a prior for each annotator’s function, and this

prior must be correlated to each other annotators, whereas in our approach, there

is no such type limitation on setting the priors of each annotator’s function.

Fornaciari et al. [117]: The authors proposed a multi-task approach

that is able to capture the disagreement of multiple annotators. The proposed

approach used two different losses, in addition to the standard error computation

(i.e. Single-Task), the authors used soft labels (i.e. probability distributions over

the annotator labels) as an auxiliary task. The proposed network measures the

divergence between the predictions and the target soft labels with several loss

functions. In comparison with this approach [117], our Multi-Task (MT) is not

dependent on the outcome of the single task. In our approach, we consider ag-

gregated annotations as an additional annotator on top of N annotators. To get

leverage from the aggregated and the individual annotator, we added a novel block

called Shared Fully-Connected before predicting soft labels.

Since our MT approach learns from individual and aggregated annotations

simultaneously, this limits our MT approach to consider between a range of 5 to 10

annotations including the aggregated annotations. In contrast, the datasets used in

the approach [117] for POS and Stemming tasks have 177 and 26 soft annotations

respectively. This is the reason behind not testing our Multi-Task (MT) with

the approach proposed by Fornaciari et al. [117]. Here, one considerable point is

related to the level of subjectivity, i.e. we evaluated our approach on tasks that

are more subjective in nature, i.e. affect-related tasks, as compared to [117].

Fayek et al. [118]: In this approach, the authors model the subjectiveness

of emotions by incorporating inter-annotator variability, with soft labels and model

ensembling, where each model represents an annotator. This approach [118] has a

major limitation: the ensemble approach was only tested using three annotators
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without mentioning their ids. The categorical label was annotated by 6 different

annotators for the IEMOCAP dataset and it is unclear which three annotators

were used out of 6 annotators [80]. Secondly, the author’s implementation is

not publicly available. Third, the authors did not provide each ensemble DNN

performance. Instead, our model is providing the performance of subjective and

aggregated emotional perception.

Chou et al. [120]: We compared our Multi-task (MT) approach with this

state-of-the-art [120] using the IEMOCAP dataset in Chapter 4. Unfortunately,

we can not consider this approach as a general approach for other datasets. The

reason behind this is that the Chou et al. approach depends on two previous

approaches that have been designed explicitly for the IEMOCAP dataset.

More concretely, the proposed approach uses the hard label and soft emo-

tion distribution which provides complementary affect modeling information, and

finally, joint learning of subjective emotion perception and individual rater model

provides the best discriminative power.
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Experiments and Results

“Every advance in knowledge

brings us face to face with the

mystery of my own being”
Max Planck
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This chapter presents the results of Single-Task (ST) and Multi-Task

(MT) approaches. Both approaches were first tested with a synthetic

dataset and later with human-annotated datasets. The chapter in-

vestigates the following questions:

• Q1: How does Multi-Task (MT) approach behave in learning

subjective and aggregated affect patterns jointly?

• Q2: Does Multi-Task (MT) follow the same learning pattern

from a less complex (binary class) to a more complex (multi-

class) classification problem?

• Q3: How does Multi-Task (MT) behave in learning subjective

and aggregated patterns from different levels of data complex-

ities, i.e. from linear uni-model synthetic data to non-linear

multi-model human-annotated data?

This chapter first presents the experimental details that we used to train

our proposed Single-Task (ST) and Multi-Task (MT) models, then the evaluation

metrics, and finally the experimental results. For the results, we tested our pro-

posed Single-Task (ST) and Multi-Task (MT) approaches using synthetic datasets

and later moved to the human-annotated datasets. The reason behind this is to

understand the learning behavior of proposed Multi-Task (MT) learning from less

complex to more complex data representation.

4.1 Implementation Details

In this section, we give the experimental details that have been used for

the training of our proposed Single-Task (ST) and Multi-Task (MT) architectures

in our experiments.
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4.1.1 ST Architecture

(1) The fully connected block is composed of three fully connected layers

with 1024, 512, and 256 units, respectively. The weights of the neurons in all

layers are initialized with the random distribution and the bias is set to 0.

(2) We use Adam/Gradient Descent optimizer [130, 131] for training, with

a learning rate 10−3.

(3) Regarding the loss function, all the tasks tested in this work are classi-

fication tasks. Thus, we use cross-entropy loss. For datasets that have a big differ-

ence between positive and negative affect classes, we use weighted cross-entropy

loss:

J(w) = − 1

N

N∑
n=1

[ylog(ŷ) ∗ (α) + (1 − y)log(1 − ŷ)]

Where,

N = Number of total samples

y = true label

ŷ = predicted outcome

α = adjust the recall and precision of the model

(4) To encounter overfitting, Lasso Regularization [132] was introduced in

the loss (see Equation 4.1). The reason behind L1 is that it helps in feature

selection by eliminating those features that are not important, i.e. features that

do not play a significant role in reducing the gradient.

Loss = J(w) + λ

M∑
k=1

|γk| (4.1)

Where,

M = total number of trainable parameters

|γk| = an absolute value of a single one

λ = scalar weight given to the regularization term (0.2 is used in the experiments)
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(5) Lastly, to get the best model performance we implemented early stop-

ping. It saves the model weights when it has peak generalization capability. If the

validation loss does not decrease for K = 20 evaluation steps, the training process

is stopped. The comparing threshold between the current and the previous loss is

0.01.

(6) The saved model is then reloaded and tested on the test set. The

accuracies reported in Chapter 4 are the accuracies that we got on the test set.

4.1.2 MT Architecture

We use the following implementation details to train our Multi-Task (MT)

architecture:

(1) The two fully-connected layers in the Shared block have 2048 and 1024

hidden units, respectively.

(2) In each separate perception block, the three fully-connected layers have

512, 256, and 128 units, respectively.

(3) The random initializer is used to initialize the weights of all the neurons

in the network, with the bias set to 0.

(4) As in the ST architecture, the sigmoid/softmax function is applied to

the output layer of each separate block to get the final prediction of each subjective

perception.

(5) The weights of the shared backbone block (in case of developing our own

feature extractor) and the two fully-connected layers are updated in every training

batch whereas the weights of the fully-connected block from a separate branch are

only updated when the batch contains annotations of that specific annotator.

(6) As in the ST architecture, we use Adam/Gradient Descent optimizer

with a learning rate 10−3 and we also use Lasso regularization to avoid overfitting.
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(7) The early stopping technique is applied to each individual block. The

main purpose of using this is to save the model weights at the peak performance

of each individual and the aggregated perception. We used the same number of

evaluation steps and the threshold value as used in Single-Task.

4.2 Evaluation Metrics

In the experiments, we followed the same evaluation metrics that were

adopted in the state-of-the-art approach with respect to each dataset. In general,

we used two types of evaluation metrics to compare Single-Task (ST) and Multi-

Task (MT) approaches: classification accuracy and unweighted average recall.

4.2.1 Classification Accuracy

Classification accuracy is a metric that summarizes the performance of a

classification model as the number of correct predictions with respect to all the

possible classes divided by the total number of predictions (see Eq. 4.2). One of

the problems with this metric is that it does not take into account the imbalanced

number of samples per category.

Accuracy =
Number of correct predictions

Total number of predictions
(4.2)

4.2.2 Unweighted Average Recall (UAR)

In the Unweighted Average Recall, all the categories have the same im-

portance regardless of the number of samples. This evaluation metric is more

appropriate for problems with an imbalanced representation of their categories.

UAR is the average recall with respect to each category. The recall (R) is the ra-

tio of the total correctly predicted to the total number of predictions with respect
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to a single category (see Eq. 4.3). The classification accuracy gives the correct

predictions for all possible categories whereas UAR gives the correct predictions

for each class. UAR is calculated by using the Eq. 4.4.

Recall(R) =
Correctly predictions of single class

Total predictions of single class
(4.3)

UAR =
1

N

N∑
i=1

Ri (4.4)

Where,

Ri = Recall of the ith category

N = Total number of categories

4.3 Experiments with Synthetic Dataset

Synthetic data generation is a common practice in the machine learning

community. The reason behind this is to accelerate the methodical development

[133–135]. Our reason behind generating synthetic data is to use a controlled setup

to compare Single-Task (ST) and to empirically explore the capacity of Multi-Task

(MT) to outperform Single-Task (ST).

In the control setup, we considered the following scenario: we generated

(X1, ..., Xk) number of examples. The generation process is presented in the up-

coming section. Each Xi example has m number of features i.e. Xi = (Xi1, ..., Xim)

and annotated by (A1, ...An) annotators in positive and negative emotional dimen-

sions. We assumed that annotators are parameterized by Pj = P1, ...Pn, where Pj

is the performance that annotator j has on the presence of features presented in

example Xi.
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4.3.1 Data generation

In our experiments, we used a distribution-based technique for generating

features and labels. The following steps are used in data generation:

• Uniform distribution is used to generate n− dimensional feature vector X

= (x1, ..., xm). Where xi is the sampled from a uniform distribution X.

X ∼ U(0.0, 1.0] (4.5)

• Uniform distribution is also used to generate an n-dimensional vector that

represents the preference vector P . This vector carries information about

the importance that an individual annotator gives to each component in the

feature vector. Notice here that P ̸= X.

• Eq. 4.6 is used to generate the output label for each feature vector X.

y =
n∑

i=1

(Xi ∗ Pi) (4.6)

• All the labels are normalized between 0 and 1.

• All the labels are binarized using 0.5 as a threshold.

Table 4.1 shows the multiple configurations that have been used to generate

the synthetic data. The data was generated based on the combination of three

different variables which are the number of annotators, number of samples, and

feature dimension.

4.3.2 Results

Each configuration of the synthetic data was treated in the following way.

Firstly, the data is divided into 10 equal data chunks. Secondly, cross-validation

folds were used, i.e. out of 10 data folds, 7 were used for training, 2 for validation,
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Table 4.1: The different configurations that were used to generate synthetic
data.

Configuration ID No of Annotators No of Samples Feature Dimension

Config 1 5 2,000 10
Config 2 5 2,000 100
Config 3 5 2,000 1000

Config 4 10 2,000 10
Config 5 10 2,000 100
Config 6 10 2,000 1000

Config 7 10 10,000 10
Config 8 10 10,000 100
Config 9 10 10,000 1000

Config 10 10 20,000 10
Config 11 10 20,000 100
Config 12 10 20,000 1000

and 1 for testing. We ensured that each data fold must be in the validation

and the test set (see Table 4.2). Thirdly, we added aggregated annotator with

the individual annotator. Here aggregated annotator is the one that represents

aggregated annotations. The arithmetic mean of all individual annotations is used

to generate aggregated annotations. Lastly, tested all synthetic data configurations

for Single-Task (ST) and Multi-Task (MT). The accuracies represented are the

mean of all the cross-validation testing folds. The results show that the common

patterns between all individuals and the aggregated annotations help to improve

the generalization capabilities of individual and aggregated annotator perception.

For simplicity, only the results of Config 1 (see Table 4.3), Config 2 (see Table

4.4), Config 11 (see Table 4.5), and Config 12 (see Table 4.6) are presented in the

thesis. These mentioned configurations represent extreme scenarios (less complex

to more complex). For example, Config 1 has 5 annotators with 2,000 samples

per annotator and the feature dimension of each sample is 10. On the other

hand, Config 12 consists of 10 annotators, each annotator has 20,000 samples and

each sample is a vector of dimension 1,000. For visual analysis, we present a

bar plot between Single-Task (ST) and Multi-Task (MT) approaches for all 12

configurations. In this graph, we only considered aggregated annotator (see Fig.
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Table 4.2: Cross-validation folds for Single-Task (ST) and Multi-Task (MT)
using the synthetic data.

Fold id Training Validation Testing

Fold 1 2, 3, 4, 5, 6, 7, 9 1, 8 0
Fold 2 3, 4, 5, 6, 7, 8, 9 2, 0 1
Fold 3 0, 3, 4, 5, 7, 8, 9 6, 1 2
Fold 4 0, 1, 2, 4, 7, 8, 9 6, 5 3
Fold 5 0, 1, 2, 3, 5, 6, 8 9, 7 4
Fold 6 0, 1, 2, 3, 4, 7, 8 9, 6 5
Fold 7 0, 1, 2, 3, 5, 7, 8 4, 9 6
Fold 8 0, 2, 4, 5, 6, 8, 9 3, 1 7
Fold 9 0, 1, 2, 3, 4, 5, 7 9, 6 8
Fold 10 0, 1, 2, 3, 6, 7, 8 5, 4 9

Table 4.3: Single-Task (ST) and Multi-Task (MT) results for synthetic data,
generated using Config 1.

Annotator id Single-Task (ST) Multi-Task (MT)

Annotator 1 81.85 83.50
Annotator 2 80.10 81.15
Annotator 3 77.59 79.60
Annotator 4 78.01 81.50
Annotator 5 79.27 82.50

Annotator agg 74.68 77.75

4.1).

4.4 Experiments with Human-Annotated Datasets

We consider three public affect-related datasets that provide the individ-

ual annotations of multiple annotators: COGNIMUSE [81], IEMOCAP [80], and

SemEval-2007 [82]. For each dataset, we give first a short description of the

data. Then we analyze the annotator agreement, which empirically illustrates the

subjectivity of the tasks. For this, we compute the Cohen Kappa statistic (see

Section 2.3) to measure the agreement between every pair of annotators, including

the aggregated annotator. After that, we describe the details of the backbone
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Table 4.4: Single-Task (ST) and Multi-Task (MT) results for synthetic data,
generated using Config 2.

Annotator id Single-Task (ST) Multi-Task (MT)

Annotator 1 67.34 70.20
Annotator 2 60.62 62.80
Annotator 3 65.83 66.70
Annotator 4 56.30 63.60
Annotator 5 64.61 66.90

Annotator agg 59.37 61.20

Table 4.5: Single-Task (ST) and Multi-Task (MT) results for synthetic data,
generated using Config 11.

Annotator id Single-Task (ST) Multi-Task (MT)

Annotator 1 63.50 65.71
Annotator 2 65.44 67.55
Annotator 3 64.65 66.50
Annotator 4 62.55 65.40
Annotator 5 61.10 64.60
Annotator 6 60.40 64.67
Annotator 7 63.88 68.70
Annotator 8 60.75 65.45
Annotator 9 58.90 62.48
Annotator 10 62.15 65.27
Annotator agg 65.47 69.85

Table 4.6: Single-Task (ST) and Multi-Task (MT) results for synthetic data,
generated using Config 12.

Annotator id Single-Task (ST) Multi-Task (MT)

Annotator 1 55.84 58.50
Annotator 2 57.46 60.56
Annotator 3 52.25 55.67
Annotator 4 56.10 58.41
Annotator 5 58.85 61.71
Annotator 6 54.35 57.44
Annotator 7 55.25 58.35
Annotator 8 57.30 59.55
Annotator 9 54.50 56.10
Annotator 10 56.28 58.65
Annotator agg 60.97 63.20
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Figure 4.1: Comparison between Single-Task (ST) and Multi-Task (MT) ap-
proaches for aggregated annotator, considering all 12 configurations (see Table
4.1). To understand the performance difference easily, we only present the in-
teger part of the accuracies.

architecture used for each dataset. Concretely we specify the implementation de-

tails used per each of the corresponding data modalities of the dataset (visual,

text, and/or audio). Finally, we perform a quantitative analysis and provide some

qualitative results for each dataset.

4.4.1 COGNIMUSE Dataset

The COGNIMUSE dataset is a multimodal video dataset [81]. The dataset

is generated for multiple tasks such as audio-visual and semantic saliency, audio-

visual events and action detection, cross-media relations, and emotion recognition.

The dataset includes movies and travel documentaries with human annotations.

The standard benchmark for emotional understanding [81] includes 7 Hollywood

movies: “A Beautiful Mind” (BMI), “Chicago” (CHI), “Crash” (CRA), “Finding

Nemo” (FNE), “Gladiator” (GLA), “The Departed” (DEP), and “Lord of the

Rings - the Return of the King” (LOR) and each movie has 30 minutes in length.

The emotions evoked by the movies are represented in the valence and arousal

space. Valence represents how positive or negative the emotion evoked by the clip
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is, while Arousal encodes the viewer’s excitement, agitation, or readiness to act.

The frame rate of each movie is 25 fps and 7 different viewers provided annotations

for each frame in continuous values from −1 to +1 of arousal and valence domains.

4.4.1.1 Data Distribution and Annotator Agreement Analysis

The annotations are binarized into Negative and Positive emotions and each

annotator annotates Positive and Negative emotions in a different pattern. Figure

4.2 shows the histogram (total counts) of positive and negative labels per annotator

for all movies. For better understanding, Figure 4.3 shows another distribution

of positive and negative examples per movie with respect to each annotator. For

both figures, it is clear that there is a notable difference among the annotators.

The authors of the COGNIMUSE dataset [81] provide an analysis of the

inter-annotator agreement, obtaining a Pearson correlation value of 0.29 for the

valence values. This low value for agreement shows that the individual emo-

tional experience is highly subjective. We extended the inter-annotator agreement

analysis and measured the pair-wise inter-annotator Cohen’s kappa values (see

Figure. 4.4). This is done to understand the emotional subjectivity between each

individual as well as with the aggregated emotions. We found that there is a

low correlation between each pair of annotators, but a higher correlation between

every single annotator with respect to the aggregated annotations (average of all

annotations). This higher correlation between every single annotator and the ag-

gregated annotator motivates the idea that a multitask learning approach could

leverage the patterns learned from each individual annotator for the prediction of

the aggregated annotator.

4.4.1.2 Backbone Architecture

We used Visual, Text, and Audio modalities for the recognition of evoked

emotions using the COGNIMUSE dataset. Below we describe the feature extrac-

tion backbone for each modality.
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Figure 4.2: COGNIMUSE: Distributions of negative and positive examples
with respect to each individual and aggregated annotations.
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Figure 4.3: Annotator/Viewer annotation distribution for Valence (Positive
vs. Negative) on each movie, including the average annotator (last plot). Notice
that, for all the movies, the distribution of positive and negative labels signifi-
cantly varies across the different annotator.

Visual Modality- For the visual modality, we use a fixed pre-trained

RGB-I3D model [136] on the Kinetics-400 Dataset. The architecture uses 3D con-

volutions and max-pooling operations to learn seamless spatio-temporal features

from video. The I3D model is known as the Inflated 3D, which is based on the

state-of-the-art Inception-V1 [137] model. All the convolutional and pooling fil-

ters of Inception-V1 were converted from 2D into 3D. This additional dimension

is known as the temporal dimension and helps the model in learning temporal
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Figure 4.4: Pair-wise inter-annotator Cohen’s kappa of COGNIMUSE dataset.

patterns of the video. Each convolutional layer is followed by batch normalization

[137] and a ReLU activation function. The I3D model has multiple end-points

to collect the features of the given input video. In our experiments, we used the

features of the last endpoint of the model, which is “Mixed-5c”. We processed a

batch of 16 consecutive frames with a stride of 8 frames of a single clip and the

features are then global average-pooled. To get the most important segments of

the clip we then max-pooled across the temporal domain.

Text Modality- For the text modality we learn a word-embedding matrix

to map every word in a sentence to a d-dimensional vector. This way, sentences can

be represented as vectors of numerical values. Since the length of the sentences

is variable, a maximum length of 18 words is considered and a particular word

is padded at the end of shorter sentences. After the word-embedding we use a

sequence of two pairs of convolutional layers plus max pooling. We initialize this

text feature extraction branch randomly and we train it with the labeled data.

Audio Modality- For the audio modality, we use the pre-trained VGGish

62



Chapter 4: Experiments and Results

[138] to get audio features. VGGish is a modified version of VGG (configuration

E) [139]. It is trained on the large-scale audio events dataset called AudioSet

[140] having 632 audio classes. In our experiments, we use the features of the last

convolution layers, which has 512 kernels. Before feeding raw audio into the model,

some preprocessing steps are done. The audio sequence of each corresponding clip

is first divided into n number of frames having the length of 960 ms, where n

represents the length of the clip in seconds. After getting the frames, the next

step is to extract the spectral information of each frame, i.e. how much energy the

windowed signal contains at different frequency bands. The Short-Time Fourier

Transform (STFT) is used for extracting the spectral information with 25 ms

window length and 10 ms window shift. STFT transforms each 960 ms frame

into a 64 Mel-spaced frequencies vector, and the magnitude of each bin is log-

transformed. This gives the 2D log-Mel-spectrogram patch of 96 ∗ 64 bins. Each

audio clip results in a n ∗ 96 ∗ 64 tensor. To get the most important frequencies of

the clip we then max-pooled across the temporal domain.

4.4.1.3 Results

Firstly, we trained our Single-Task (ST) and Multi-Task (MT) models on

cross-validation folds: 5 movies for training, 1 movie for validation, and 1 movie

for testing. We ensure that each movie should be in the test set. In comparison

with our previous study [141], the audio modality has been also added to the back-

bone architecture besides the visual and text modalities. The Multi-Task approach

showed better generalization for each annotator. On average MT has achieved 4.6

points higher accuracy as compared to the ST for all individual annotators. Fur-

thermore, for the aggregated annotator the improvement is even more significant,

i.e. 8.78 points (see Table 4.7). This is strong evidence that MT learning takes

advantage of all the annotators in generalization. These experiments could not be

reproduced with the Nguyen et al. [142] approach since the code is not publicly

available.
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Table 4.7: ST vs. MT comparison on the COGNIMUSE dataset. Results
of ST and MT when modeling single and aggregated annotators with cross-
validation evaluation.

Annotator ID
Methods

Single-Task (ST) Multi-Task (MT)

A1 65.86 70.09
A2 68.50 72.13
A3 66.00 71.38
A4 71.08 74.29
A5 78.47 83.07
A6 71.15 76.22
A7 67.29 74.05
Aagg 71.24 80.02

Mean 69.94 75.15

Table 4.8: MT comparison with state-of-the-art on the COGNIMUSE dataset.
Result of the Nguyen et al. [142] and MT when modeling aggregated annotator
(Aagg) with the data split from [142].

Annotator ID
Methods

Nguyen et al. [142] Multi-Task (MT)

Aagg 83.2 90.40

Secondly, the original split of the dataset used in [142] (BMI, CHI, FNE,

GLA and LOR in training, CRA and DEP in test) was also considered in order to

be able to compare our proposed MT architecture with the Nguyen et al. [142].

Since the Nguyen et al. [142] approach was only trained on aggregated annotations,

it is not possible to make a comparison for each individual annotator. Therefore,

we only present the results obtained by aggregated annotators when using our MT

approach (see Table 4.8). The MT learning performed significantly better and got

7.2 points higher accuracy than the Nguyen et al. [142] approach.

4.4.1.4 Qualitative Analysis

In this section, we present the qualitative analysis of our Single-Task and

Multi-Task (MT) approaches. We randomly selected a few samples from the
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dataset and compare their ground truth labels with the predictions of our ST

and MT models. The main idea is to visualize the effect of the Multi-Task ap-

proach with respect to the Single-Task with multiple datasets. The datasets have

different amounts of variances for each emotion category with respect to each

individual annotator and the aggregated annotator. The results show how the

Multi-task approach balance this variance and benefits in predicting the individ-

ual and aggregated emotional perception jointly.

Figure 4.5 shows the randomly selected movie clips from each movie of the

COGNIMUSE dataset. The ground truth (GT) of each movie with respect to each

individual annotator is compared with the predictions of our Single-Task (ST) and

Multi-Task (MT) models.

Figure 4.5: Qualitative results for some randomly selected segments of 4 differ-
ent movies. The figure shows the ground truth annotation per each annotator,
including aggregated annotator, and compares the predictions of Single-Task
(ST) and Multi-Task (MT) models with the GT (Ground Truth). Blue is for
GT (Ground Truth), Green is for a correct prediction, and Red is for an incor-
rect prediction.)

65



Chapter 4: Experiments and Results

4.4.2 IEMOCAP Dataset

The IEMOCAP [80] is an acted, multi-speaker dyadic dataset. A total of

10 different actors (5 male, 5 female) took a part in recording their face motion,

head movement, speech, and visual data. The actors played their roles in two

different settings: scripted and spontaneous. The recordings were done in sessions

and there are a total of 5 sessions in the dataset. After recording the sessions,

the dialogues in each session were segmented into utterances. Each utterance was

annotated into 9 categorical (anger, happiness, excitement, sadness, frustration,

fear, surprise, other and neutral state) and 3 dimensional (valence, activation,

dominance) labels. Six annotators took part to classify the emotional content of

utterances into categorical emotion dimensions. Each utterance was annotated by

at least three annotators. Instead, for the continuous dimension, two annotators

annotated the whole dataset. Only annotator A3 was discarded because of the low

number of annotations provided. The rest of all other annotators and aggregated

Aagg (majority voting) hold enough annotations which can be used for modeling

their emotional perception. The emotions classes used in our experiments are the

same as the ones considered in [120]: Anger, Happiness, Neutral, and Sadness.

Other emotions such as Surprise, Fear, Disgust, and Frustration are very low

in number. This is why these emotional categories did not take into account

for modeling. Furthermore, as done in [120], all samples originally annotated as

Excitement are also included in the Happiness category.

4.4.2.1 Data Distribution and Annotator Agreement Analysis

Each annotator annotates emotion into 4 different categories. Fig. 4.6

shows the histogram (total counts) of anger, happiness, neutral, and sadness labels

per annotator for all utterances.

Whereas the provided inter-annotator agreement in [80] is for the entire

dataset (Fleiss’ kappa= 0.48), we calculated pair-wise inter-annotator agreement

(see Fig. 4.7). The reason behind this is that we are modeling each individual
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Figure 4.6: IEMOCAP: Represents the number of samples in each category
annotated by each annotator also with aggregated annotations.

and the aggregated annotator together and pair-wise agreement is a useful measure

to understand the agreement and the disagreement between each annotator with

respect to others. The “N/A” means that there is no sample annotated by these

pairs of annotators. The low inter-annotator Cohen’s kappa shows that emotions

are highly subjective. On the other hand, the high Cohen’s kappa between each

individual and the aggregated annotators can be interpreted as a loss of emotional

subjectivity.

4.4.2.2 Backbone Architecture

To compare with Chou et al. [120] we only used audio modality in our

experiments. Therefore, other possible cues such as the face motion or the head

movement are discarded. For the audio feature of each utterance, we followed the

same approach as we used in the COGNIMUSE dataset (see Section 4.4.1). In

the audio preprocessing step, the audio sequence is first divided into n number of

frames having the length of 960ms. In the IEMOCAP dataset few utterances were

shorter than 960ms so to adjust this we used silence padding after the utterance.
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Figure 4.7: Pair-wise inter-annotator Cohen’s kappa of IEMOCAP dataset.

4.4.2.3 Results

We tested our Single-Task (ST) and Multi-Task (MT) learning approaches

using the leave-one-session-out cross-validation fold. As compared to the Baseline

in which 4 sessions were used for training and 1 for testing, we used 3 sessions for

training, 1 for validation, and 1 for testing. We ensure each session should appear

in the validation and the test set. Whereas we were addressing a binary classifica-

tion problem in COGNIMUSE dataset, a multi-class classification problem with

different emotion categories is tackled on IEMOCAP. The accuracies are reported

for each individual and the aggregated annotators with respect to all the possible

classes.

As it can be seen in Table 4.9, we found the same pattern for each sin-

gle and the aggregated annotators as we observed when using the COGNIMUSE

dataset. On average, the MT has achieved 8.27 points higher UAR (Unweighted

Average Recall) for each individual annotator and 4.76 points higher UAR for the

aggregated annotator as compared to the ST. When we compared the MT results

with the Chou et al. approach [120], the MT learning got significant improve-

ment in modeling annotator A1, A4, A5, and A6, where the point differences are

6.09, 10.93, 17.88, and 3.55 respectively. For the aggregated annotator the MT
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Table 4.9: Result comparison of ST, MT, and the state-of-the-art using the
IEMOCAP dataset. Mean accuracies were obtained with cross-validation. The
accuracies are obtained by considering four emotion categories (i.e. 4-class clas-
sification).

Annotator ID
Methods

Chou et al. [120] Single-Task (ST) Multi-Task (MT)

A1 50.98 51.70 57.07
A2 59.68 51.63 58.11
A4 48.59 53.19 59.52
A5 37.62 41.04 55.50
A6 45.82 40.62 49.37
Aagg 61.48 56.75 61.51

Mean 50.69 49.15 56.84

performed slightly better than Chou et al. [120]. As compared to Chou et al.

[120], on average, our MT approach has increased the classification performance

with an increment of 6.41 including the individual and the aggregated emotional

perception.

The reason behind this significant improvement in Annotator A4 and Anno-

tator A5 is due to the Shared Fully-Connected Block in Multi-Task (MT) learning,

which helps to improve the performance of each individual and also the aggregated

annotator. In Table 4.10, we can clearly observe the differences in the number

of samples per emotion category with respect to each individual annotator and

the aggregated annotator. Annotator A5 has the lowest number of samples per

emotion category. However, thanks to the Shared Fully-Connected Block, the sep-

arate block of annotator A5 improves the performance. The results prove that the

Shared Fully-Connected Block learns the patterns that are common in each indi-

vidual and the aggregated annotator and helps in the classification performance

of each individual and the aggregated annotator. Our results also show that the

Shared Fully-Connected Block in our proposed Multi-Task (MT) approach can

deal with imbalanced datasets and helps in improving the classification perfor-

mance (see Table 4.11). Overall the proposed MT approach again showed that it

is best suited to subjective learning from single and aggregated annotators.
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Table 4.10: The number of training samples per emotion category with respect
to each individual and aggregated annotator of IEMOCAP dataset.

Annotator ID
Emotion Categories

Angry Happiness Neutral Sadness

A1 1271 2970 509 1203
A2 2095 2467 1769 1514
A4 821 1369 3511 724
A5 61 37 297 22
A6 125 324 212 112
Aagg 1103 1636 1708 1084

Table 4.11: ST and MT Results per each emotion category using IEMOCAP.

Annotator ID
Angry Happiness Neutral Sadness

ST MT ST MT ST MT ST MT

A1 52.12 55.88 54.63 61.50 51.38 56.46 48.68 54.45
A2 51.42 57.23 53.27 62.48 51.88 56.58 50.26 56.15
A4 51.54 58.57 52.64 58.87 55.82 63.31 52.79 57.34
A5 48.20 62.17 32.56 53.99 49.30 57.83 34.13 48.07
A6 36.54 48.20 42.85 49.20 40.66 46.77 42.46 52.89
Aagg 56.44 60.00 57.59 61.62 57.79 62.36 55.20 58.30

4.4.2.4 Qualitative Analysis

In Table 4.12, we present a few utterances that were randomly selected from

5 different sessions of the IEMOCAP dataset. Each utterance was annotated by 3

different annotators. The annotations from all 3 annotators and the aggregate an-

notators are compared with the predictions of our ST and MT approaches. We

can see clearly that the Multi-Task (MT) approach benefits in most cases. An-

other observation is that there are examples where the output of the aggregated

annotator branch does not correspond to the majority voting of the predictions

made by individual annotators (see the second example from Table 4.12).
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Table 4.12: Qualitative results: randomly selected utterances from 5 sessions of the IEMOCAP
dataset. The table has the ground truth annotations from each individual annotator, including ag-
gregated annotators, and predictions of Single-Task (ST) and Multi-Task (MT) models. In the table,
”-” means not available. ”happ” stands for happiness. Blue is for GT (Ground Truth), Green is for a
correct prediction, and Red is for an incorrect prediction.

Utterances Labels Type A1 A2 A4 A5 A6 Aagg

I don’t understand you, do I?
GT anger sadness anger - - anger
ST anger neutral neutral - - happ
MT anger sadness neutral - - anger

What of it?
GT happ neutral neutral - - neutral
ST happ happ happ - - happ
MT happ neutral happ - - neutral

Thank you dear.
The same applies to you...

GT happ neutral neutral - - neutral
ST angry happ neutral - - angry
MT neutral neutral neutral - - neutral

Well there has to be
something you haven’t tried.

GT neutral - neutral neutral - neutral
ST happ - anger anger - neutral
MT neutral - anger neutral - neutral

What?
GT anger anger - - anger anger
ST sadness neutral - - neutral anger
MT anger anger - - anger anger

It’s just so much.
GT sadness - sadness sadness - sadness
ST anger - anger sadness - anger
MT sadness - sadness sadness - sadness

I was coming from
um the Midwest, like Iowa.

GT happ - neutral neutral - neutral
ST happ - happ happ - neutral
MT happ - neutral angry - happ

4.4.3 SemEval 2007 Dataset

The dataset SemEval 2007 [82] was developed to evaluate the participating

systems in order to classify the emotions in news headlines. The dataset consists

of 1000 news headlines that were taken from different news channels including

CNN, BBC and Google News, and the New York Times newspaper. The news

headlines were annotated in 6 categorical emotions (Anger, Disgust, Fear, Joy,

Sadness, Surprise) and 1 continuous dimension (Valence). The intensity of the

categorical emotion was set between 0 to 100, where 0 represents No emotion and

100 represents the maximum intensity of the emotion category. On the other hand,

the Valence dimension was set between -100 to 100, where -100 represents Very

Negative, 0 represents Neutral, and 100 represents Very Positive. The dataset is

annotated by 5 different annotators. To follow our previous experiments proto-

col, i.e. modeling individual and aggregated annotations, we added aggregated

annotations (average of all annotations) in the dataset. We only considered the

Valence dimension for coherence with the experiments done on COGNIMUSE.
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4.4.3.1 Data Distribution and Annotator Agreement Analysis

Each annotator annotates valence emotion into different categories. Fig.

4.8 shows the histogram (total counts) of positive, negative, and neutral labels

per annotator for all news headlines. We observe notable differences among the

annotators.
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Figure 4.8: SemEval 2007: It represents the number of samples in each cate-
gory annotated by each annotator also with aggregated annotations.

In SemEval 2007 [82], Pearson correlation was measured to understand the

inter-annotator agreement for the entire dataset. The inter-annotator agreement

for the Valence dimension is 0.78. The agreement measure is a bit high but still

holds a subjective nature. Since we are modeling each single and aggregated

emotion; pair-wise inter-annotator agreement analysis gives a better understanding

(see Figure 4.9). We found the same pattern as we found in COGNIMUSE and

IEMOCAP datasets, i.e. the low agreement between every single annotator and

a high agreement between each annotator and the aggregated annotator, which

supports our multi-task learning hypothesis.
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Figure 4.9: Pair-wise inter-annotator Cohen’s kappa of SemEval 2007 dataset.

4.4.3.2 Backbone Architecture

All the news headlines from SemEval 2007 dataset are textual. There are

no other modalities (visual or audio) available. Therefore, only textual modality is

used to extract the features. For text feature representation, we used a pre-trained

language representation model called BERT [143]. It is based on the Transformers

[144], which obtained state-of-the-art results on a wide range of Natural Language

Processing (NLP) tasks. BERT is available in many different configurations. From

those, we selected Uncased-BERT-Base for our experiments. We considered the

output of the PooledOutput layer which generates a 768-dimensional vector for

each news headline for further classification.

4.4.3.3 Results

We tested our ST and MT approaches using 10-fold cross-validation. We

divided the 1000 news headlines into 10 different folds having the same number of

news headlines in them. We selected 7 folds for training, 2 for validation, and 1
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for testing. We ensured that each fold must be in a test set. The model accuracy

is calculated with respect to all 3 classes considered for the Valence dimension:

Negative, Neutral and Positive. We observed the same learning pattern of MT as

we found for COGNIMUSE and IEMOCAP. As it can been seen in Table 4.13,

the experiment results show that the MT learning outperformed the ST approach.

On average, MT achieved 1.96 points higher accuracy than ST for every single

annotator. For the aggregated annotator, MT is also 1.70 points better than ST

in terms of accuracy. Table 4.14 compares the results with the baseline approach.

It is worth noting that our models were trained and validated on the same dataset

using a cross-validation approach. Instead, the baseline was trained on another

dataset. Therefore, our approaches may have some advantage over the baseline

since the samples from the same dataset may have more common patterns than

samples belonging to other datasets.

Table 4.13: ST vs. MT comparison on the SemEval 2007 dataset. Mean
accuracies obtained with cross-validation.

Annotator ID
Methods

Single-Task (ST) Multi-Task (MT)

A1 58.30 60.60
A2 80.50 82.30
A3 66.60 68.40
A4 57.70 59.80
A5 58.40 60.20
Aagg 57.40 59.10

Mean 63.15 65.06

Table 4.14: Comparison of state-of-the-art [82], ST and MT on SemEval 2007
dataset. Accuracies on the aggregated annotator obtained with the data parti-
tion of [82].

Annotator ID
Methods

Strapparava et al. [82] Single-Task Multi-Task (MT)

Aagg 55.10 57.40 59.10
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Table 4.15: Qualitative results: randomly selected sentences from SemEval 2007
dataset. The table has the ground truth annotations from each individual annotator,
including aggregated annotators, and predictions of Single-Task (ST) and Multi-Task
(MT) models. In Table, ”neg” stands for negative, ”neu” stands for neutral, and ”pos”
stands for positive. Blue is for GT (Ground Truth), Green is for a correct prediction,
and Red is for incorrect prediction.

Sentences Labels Type A1 A2 A3 A4 A5 Aagg

Cases: when the simple
solution is the right one

GT pos pos neu neu pos pos
ST neu neu neu neg pos neg
MT neu pos neu pos pos pos

Rio De Janeiro jmynal: drawing lines
across the sand, between classes

GT neu neg neg neu neu neu
ST neu pos neg pos neg pos
MT neu neg neg pos neu neu

Passing exchange becomes
political flashpoint

GT neu neu neu neu neu neu
ST pos pos neu neu neu pos
MT neu pos neu pos pos neu

Memo from Frankfurt: Germany relives
1970s terror as 2 seek release from jail

GT neu neg neg neg neg neg
ST neg neg pos neu neg neg
MT neu neg pos neu neg neg

Luxury digs in South
Carolina’s Lowcountry

GT neu neu pos neu neu neu
ST neg pos pos neu neu neg
MT neu pos pos neu neu neu

4.4.3.4 Qualitative Analysis

For SemEval 2007 data, we randomly selected 5 sentences and compare

their ground truth (GT) with the predictions of Single-Task (ST) and Multi-Task

(MT) models with respect to each individual annotator. We can see how our

proposed Multi-Task (MT) approach gives benefits in modeling subjective and

aggregated emotional perception (see Table 4.15).
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Discussion

“If you can’t summarize an issue

on one page, you don’t

understand the issue well

enough.”
Ronald Reagan
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In this study, we addressed the problem of subjectivity in supervised ma-

chine learning, particularly in the context of affect recognition. The problem of

subjectivity has been addressed broadly in two broad dimensions: Subjectivity as

noise and Subjectivity as information. Researchers have proposed different ap-

proaches to tackle subjectivity under both perspectives. The proposed approaches

considered subjectivity from different tasks. Some tasks are less subjective such

as Quality Estimated of translated sentences or Image classification, but some are

highly subjective such as emotions. Our target is emotional subjectivity and we

considered subjectivity as information.

Researchers who considered subjectivity as information proposed techniques

for modeling emotional perceptions in a joint manner, i.e. modeled subjective and

aggregated emotional perception together. These approaches have a major lim-

itation: they are modeling subjective perception but the final output is a sin-

gle emotional label that loses the true subjective perception with respect to each

individual annotator.

Our Multi-Task (MT) approach also followed the joint modeling of sub-

jective and the aggregated emotional perception. In contrast with others, in our

Multi-Task (MT) we treated aggregated perception as an individual annotator

rather than modeling the subjective perception first and then use any mathemati-

cal technique such as mean or majority voting to get a single emotional representa-

tion. This single emotional representation basically loses the subjective perception

and hence represents the aggregated perception. Modeling aggregated perception

separately gives more benefits as compared to other approaches where aggregated

perception is dependent upon the concatenation of subjective perception. Our

aim is to model inter-annotator disagreement and the inter-annotator agreement

in such a way that each subjective perception remains separate but there are some

common patterns that can be learned and benefit to each individual and the aggre-

gated perception. Secondly, we considered multiple modalities in our experiments

as compared to previous approaches, where they just considered a single modality.
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At the beginning of Chapter 4, we were looking at three research questions.

To find out the answers to these questions, firstly, we evaluated our proposed

Single-Task (ST) and Multi-Task (MT) approaches using synthetic datasets. Af-

ter that, we moved to use three affect-related datasets: COGNIMUSE, IEMO-

CAP, and SemEval 2007. The results show that our proposed MT performed well

in modeling subjective and aggregated emotional perception. The novel Shared

FC Block has performed well in learning common patterns from all annotators,

including individual and aggregated ones. This addresses the first and the last re-

search questions of Chapter 4. Furthermore, the experiments performed to analyze

the performance of proposed Single-Task and Multi-Task (MT) are ranging from

binary to multi-class emotion classification, which satisfies the research question

second of Chapter 4. The answers to these three questions prove our hypothe-

sis, i.e. joint modeling of all emotional perceptions in a multi-task manner has

more generalization capabilities compared to modeling all emotional perceptions

available in the dataset in a single-task manner.

The proposed Multi-Task (MT) approach performed well when the number

of annotators is low, i.e. from 5 to 10 annotators. To our best knowledge, there

is no publicly available affect-related dataset that has hundreds or thousands of

annotations per data sample. This is why we are unable to evaluate this approach

in a scenario with a large number of annotators. One possible future direction of

this work is to find a way to learn common patterns when we have hundred or

thousand of annotators while keeping the disagreement in contact independently

for affect-related tasks.
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Emotion Subjectivity and

Personality Traits
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Chapter 6

Introduction

“Personality has power to uplift,

power to depress, power to curse,

and power to bless”
Paul Harris
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This chapter presents a short review of works in psychology related

to human personality from two perspectives: (i) how to characterize

human personality, and (ii) how personality influences emotional

experiences.

Personality is defined as a psychological construct aimed at explaining the

wide variety of human behaviors in terms of a few, stable and measurable individ-

ual characteristics. In other words, “individual differences in characteristic pat-

terns of thinking, feeling, and behaving” [145]. Personality predicts the patterns

of thought, emotion, and behavior [146] as well as important life aspects, including

happiness, physical and psychological health, quality of relationships with peers,

family, lovers others occupational choice, satisfaction, and performance, commu-

nity involvement, criminal activity, and political ideology [147]. Furthermore,

attitude and social behavior towards a given individual depend, to a significant

extent, on the personality impression others develop about him/her [148].

A personality trait is a pattern of behaviors that are related to the per-

son who is showing the consistency of such pattern from situation to situation

[149]. Currently, various personality trait theories have been developed to catego-

rize, interpret and understand the human personality. For example, Helen Palmer

proposed a model named Enneagram [150] which categorizes human personality

into 9 different traits (perfectionist, helper, achiever, individualist, investigator,

loyalist, enthusiast, challenger, and peacemaker). Similarly, Catell et al. [151]

categorize human personality into 16 different traits. Another researcher named

Hans Eysenck [152] proposed a model which consists of 3 personality traits (psy-

choticism, extraversion, and neuroticism). Another model named Myers-Briggs

Type Indicator (MBTI) was proposed by Katharine Briggs and her daughter Is-

abel Briggs [153]. MBTI model has 8 different traits (introversion, extraversion,

sensing, intuition, thinking, feeling, judging, and perceiving). Lastly, the most

famous and widely used model for human personality is Big-Five [154]. The Big

Five assess human personality in five dimensions, which are known as the Big Five

Personality Traits, sometimes also called OCEAN (Openness, Conscientiousness,
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Extraversion, Agreeableness, Neuroticism). In this thesis, we followed the Big-

Five personality trait model. This is why the details of other models are out of

the scope of this thesis.

The Big-Five (OCEAN) personality traits are the following: (i) Openness

to experience, which encodes how imaginative versus practical someone is, (ii)

Conscientiousness, which encodes whether the person is organized or sloppy,

(iii) Extraversion, which measures whether the person is friendly or reserved,

(iv) Agreeableness, which measures how authentic or self-interested a person is,

and (v) Neuroticism, which measures whether someone is comfortable or uneasy.

These personality traits have been repeatedly obtained by applying factor analyses

to various lists of trait adjectives used in personality description questionnaires

[155–157]. The basis for such factor analyses is the Lexical Hypothesis [158], i.e.

that the most relevant individual differences are encoded into the language, and

the more important the difference, the more likely it is to be expressed as a single

word.

Over the past few decades, the Big Five model has become a standard

in psychology, and experiments using the Big Five have shown that personality

traits influence many aspects of task-related individual behavior. For example, the

success of most interpersonal tasks depends on the personalities of the participants,

and personality traits influence leadership ability [159], general job performance

[160], attitude toward machines [161], teacher effectiveness [162], academic ability

and motivation [163, 164], and personality traits predict the desired affective state

of people [165, 166]. In contrast with other affective dimensions such as emotions

or mood, which may be relatively contextualized or short-lived, human personality

is usually considered to be a longer-term and more stable aspect of life [167].

Researchers in psychology found that personality has an influence on emo-

tional responses [168–171]. To understand this influence, psychologists established

a link between emotional responses and Emotional Intelligence (EI) [172–174].

Emotional Intelligence (EI) is first defined by Salovey et al. [175] in 1990 as “the

subset of social intelligence that involves the ability to monitor one’s own and
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other’s feelings and emotions, to discriminate among them, and to use this in-

formation to guide one’s thinking and actions”. Later, there have been strong

controversy about the definition and nature of emotional intelligence [176]. Over

the years, experts have come to an agreement that there are two types of emotional

intelligence: the ability of emotional intelligence and the trait of emotional intelli-

gence. On the one hand, the ability of emotional intelligence entails a particularly

high ability to process emotional information that is related to, but distinct from

cognitive ability. On the other hand, the trait of emotional intelligence, which is

also known as Trait Emotional Intelligence (trait EI), is a construct first proposed

by Petrides et al. [177]. Trait Emotional Intelligence relates to personality and

represents a combination of personality traits, particularly effective in situations

with emotional and social implications. Further criticism against measuring EI as

an ability is that emotional experiences are very subjective [178]. As a result of

these criticisms, it is widely accepted by researchers that EI is best conceptualized

as a trait [179, 180]. Further research findings have shown strong relationships

between trait emotional intelligence and the Big five personality traits [181–184].

In this part of this thesis, we present the research work that emphasizes the

use of the Multi-Task (MT) approach in modeling subjective emotional perception

of speakers using their personality patterns, i.e. Big five personality traits. In par-

ticular, we proposed a Multi-Task (MT) model that efficiently models subjective

emotional expression with respect to each individual speaker in dialogues systems

compared to the Single-Task.
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A Study on Modeling Subjective

Emotion Expression

using Personality Traits in the

Context of Dialogue Systems

“The social brain includes

circuitry designed to attune to

and interact with another

person’s brain”
Daniel Goleman
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This chapter presents the personalized emotion experienced by each

individual speaker in the context of dialogue systems. The study

shows that the personality information, when used in Single-Task

(ST) settings, is not so much effective in generating subjective emo-

tional responses. The results show that personality traits help to boost

the Multi-Task (MT) learning capabilities in order to predict the sub-

jective emotional response of each speaker in the dialogue system.

As discussed in Chapter 6, the automatic recognition of emotions has been

widely studied in computer science. A wide variety of research has been con-

ducted in detecting emotions from images, body movements, speech signals, text,

and physiological signals, which include the electroencephalogram (EEG), tem-

perature (T), electrocardiogram (ECG), electromyogram (EMG), galvanic skin

response (GSR), respiration (RSP), etc. The established research work in the

field of speech signal processing and textual understanding revolutionized Human-

Computer Interaction (HCI) and developed the advanced form of natural lan-

guage interface called conversational agents/chat-bots/dialogue systems/virtual

assistants [185, 186].

Dialogue systems are an important tool to achieve intelligent user interac-

tion. These systems have the capability to process natural language data and simu-

late a smart conversational process with humans [187]. These conversational mech-

anisms are built and driven by a wide variety of techniques of different complexity,

from traditional, pre-coded algorithms to emerging adaptive machine learning al-

gorithms [188]. Dialogue systems have gotten attention in recent years [189] but

the study of natural language communication between human beings and ma-

chines is indeed not a novel concept. ELIZA [190], which has been historically

considered the first chatbot, was designed and developed by the Massachusetts

Institute of Technology (MIT) more than half a century ago, between 1964 and

1966. Alongside successive chatbots like PARRY [191], these innovative systems

laid the groundwork for specialized research in the field of human-computer in-

teraction (HCI), focusing on the social and communicative perspectives and their

impact on the design and development of these systems. Recent advances in the
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field of artificial intelligence have brought back attention to the potential of con-

versational agents, especially with the emergence of machine and deep learning

techniques [192]. Furthermore, specialized research fields such as natural language

understanding (NLU), natural language generation (NLG), and dialogue stage

tracking (DST) have become disruptive areas by introducing innovative, efficient,

and accurate solutions to machine cognitive problems [193].

In the quest for generating more human-like conversations, one of the ma-

jor challenges is to generate emotional responses. Recent development in artifi-

cial intelligence approaches pushes researchers to develop dialogue systems that

are more understandable not only in contextual meaning but also emotionally in

Human-Computer Interaction (HCI) [194–198]. Emotional understanding is an

essential feature for many conversation scenarios such as social interaction and

mental health support [199, 200]. Research findings support that incorporating

emotions is advantageous to the dialogue system by allowing the dialogue system

to emulate the conversational behavior of human beings and, at the same time, to

increase the user’s engagement in the conversation [201–203].

Currently, research on dialogue systems focuses on task-oriented dialogue

(TOD) systems [204–206], and chit-chat dialogue systems also called open-domain

dialogue systems (ODD) [194, 207–209]. The aim of this study is to infer the

subjective emotional responses using Big Five personality traits in any type of

dialogue system. Concretely, given a few conversation utterances, we approach

the problem of predicting the emotion category (positive, neutral, negative) of the

upcoming utterance with respect to each individual speaker (see Fig. 7.1).

Our research work is based on the previous state-of-the-art [210] approach

where the authors showed that personality traits help in predicting subjective

emotional responses with respect to speakers. In contrast, our objective is to

show that Multi-Task (MT) approach is more efficient in predicting the subjective

emotional responses of speakers with the help of their personality traits patterns.
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Figure 7.1: This figure replicates the scenario of a typical conversation be-
tween two speakers. The first utterance is from Speaker A, the second is from
Speaker B, and so on. In this example, our aim is to predict the emotion cat-
egory of the upcoming utterance (i.e. utterance t) with respect to Speaker A.
To do this, the system will use all the proceeding t− 1 utterances (represented
in red outline), preceding emotions Ei, and the personality traits of Speaker A.

Application Domain Areas

Affective Healthcare/E-health: Researchers in phycology already es-

tablished the strong association between Big Five personality traits with dif-

ferent indications of subjective well-being such as positive and negative mood,

general health concern, chronic illness, serious illness, and phycological distress

[211–214]. Developing computational systems that are emotionally intelligent to

understand human phycological health using two-way communication between the

patient and system is an emerging research area.

Social Robotics: Social robots are designed to interact with people in

a natural and interpersonal manner. The aim is to achieve social-emotional un-

derstanding in diverse applications such as education, health, quality of life, en-

tertainment, communication, and collaboration. The long-term goal of creating

social robots that are competent and capable partners for people is quite a chal-

lenging task. This drove the researchers not only to develop a cognitive level but

also an emotional level of understanding as well for robots.
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Research Question

Is the addition of personality information in affect recognition systems

useful to model subjective emotional responses?

Hypothesis

The Big Five (OCEAN) personality traits of any human may help in

predicting subjective emotional responses in a conversation.

7.1 Related work

Most of the existing work focuses on generating the specified emotional

response. For example, Zhou et al. [194] explored the emotional factor in large-

scale conversation generation. The authors proposed Emotional-Chatting Ma-

chine (ECM) that is capable to generate emotional responses. Colombo et al.

[215] designed an affect-driven dialogue system that is used to generate emotional

responses using the continuous representation of emotions. Zandie et al. [216]

proposed an EmpTransfo (a multi-head Transformer) model for generating the

emotional response. The proposed architecture understands the emotion of the

user and then generates a response empathetically. Another study on empathic

response was proposed by Zhong et al. [217]. They developed a model called

CoBERT, which efficiently generates the empathic response in conversation based

on the human persona. Liu et al. [218] approach to generating empathic response

is not based on the given certain emotions. Instead, their idea is to understand the

user’s emotions first and then reply appropriately. Asghar et al. [219] proposed

three different ways to incorporate affective responses in conversation: (a) affec-

tive embeddings, (b) affective-base loss function, and (c) affective beam search

for decoding. The results show that all three proposed methods improved emo-

tional responses in conversation. Li et al. [220] developed a network that uses

reinforcement learning to generate more meaningful and customized emotional re-

sponses. To generate the emotional responses the network first predicts an emo-

tional keyword for an input dialogue at the initial stage. This emotional keyword
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behaves as a piece of prior knowledge throughout the processing and helps to

predict the final emotional response. Sun et al. [221] designed a reinforcement

learning-based architecture that uses emotional tags with the input dialogue and

the generated response dialogue. These emotional tags partially reward the model

for generating satisfactory emotional responses.

In contrast, research work that automatically selects the emotion for a re-

sponse without any initial consideration of emotion is seldom discussed. Wei et

al. [222] proposed a dialogue system that can respond at semantic and emotional

levels. To learn emotional responses, the network was trained on online dialogues.

These dialogues or conversations belong to different speakers. This is why the pro-

posed dialogue system is unable to understand individual differences in expressing

emotions. Overall, there is not much research work on automatically selecting

emotional responses with respect to the individual speaker. Zhou et al. [194]

highlighted the issue of emotional subjectivity in their research work and left this

for future work. Recently, Wen et al. [210] work is the first that considers the sub-

jective emotional response automatically. The authors proposed a dialogue system

that takes into account individual personality traits. To automatically select the

subjective emotional responses, the dialogue system first simulates the transition

of emotions in the conversation. Then this transitioned emotion is triggered by two

factors: (i) the preceding dialogue context, and (ii) the specified individual per-

sonality traits. Finally, the response emotion is the sum of the preceding emotion

and the transitioned emotion. This work [210] is state-of-the-art in automatically

generating subjective emotional responses in dialogue systems. The idea to use

the transition of emotions for predicting the future emotions of any individual was

inspired by the research work done by Thornton et al. [223].

In [210], the authors first model the preceding emotions with the help of the

preceding dialogue context in the Valence-Arousal-Dominance (VAD) emotional

space. Then they used the preceding dialogue context and the specified person-

ality traits to encode the transition of emotions. Finally, the emotional response

is selected from the sum of the preceding emotions and the transition of emo-

tions. However, the proposed approach [210] uses the personality information of
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each speaker in order to generate the emotional response but the model has a

single output layer for each speaker. As a result, the model loss the true sense

of emotional subjectivity with respect to each speaker. The model is also biased

toward the majority emotion class and there is a considerable difference between

the classification of each emotion class in predicting 7-class emotion categories.

7.2 Dialogue Datasets with Emotion Labels

Most of the available datasets in dialogues that are labeled with emotional

information only have emotional annotations with no subjective information such

as the speaker’s personality traits or other metadata (see Table 7.1 for a summary

of datasets).

Table 7.1: “Speaker Affect Annotations”: dialogues annotated into emotional
dimensions, “Speaker’s Subjective Affect Annotations”: speaker’s subjective
information such as personality traits or mood.

Dataset
Speaker Affect
Annotations

Speaker’s Subjective
Affect Annotations

DailyDialog [195] Yes No

MOJITALK [196] Yes No

CBET [224] Yes No

EMPATHETICDIALOGUES [225] Yes No

PERSONA-CHAT [226] Yes No

TED-LIUM [227] No Yes

AIT-2018 [228] Yes No

PELD [210] Yes Yes

Li et al. [195] developed a dialogue dataset named DailyDialog. The

dialogues in the dataset reflect daily communication. Each utterance in the

dataset was annotated into two categories: (i) act classes (inform, question, direc-

tives, and commissive), and (ii) emotion classes (anger, disgust, fear, happiness,

sadness, and surprise). Fig. 7.2 shows an example of the conversation in the

dataset.
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Figure 7.2: An example in DailyDialog [195] dataset. The underlined words
in red indicate the emotions in the utterances.

Zhou et al. [196] developed a large-scale Twitter conversation dataset

named MOJITALK that includes emojis in the response and consider that these

emojis represent the underlying emotions category. A sample of a dataset is shown

in Fig. 7.3.

Figure 7.3: Twitter conversation with emoji (top) in MOJITALK [196] dataset

Shahraki et al. [224] also developed a Twitter-based dataset named Cleaned

Balanced Emotional Tweets (CBET) to understand the emotional content in the

conversation. The authors consider only those tweets that have emotional hashtags
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and use those hashtags as tweet labels. Fig. 7.4 shows few tweets with emotional

hashtags.

Figure 7.4: Tweets with emotion hashtags in CBET [224] dataset

Rashkin et al. [225] created a dataset named EMPATHETICDIALOGUES

to recognize feelings when a conversation is happening with a machine partner and

reply accordingly in an empathetic manner. Each conversation in the dataset is

annotated with a situation label and the emotion label. Two conversation samples

are shown in Fig. 7.5.

Figure 7.5: Two examples from EMPATHETICDIALOGUES [225] dataset

Fung et al. [227] developed a virtual robot called ’Zara the Supergirl’.

This virtual robot can empathize while interacting with a user. It also has the

ability after 5 to 10 minutes of conversation. The robot was trained 207 hours of

speech extracted from 1495 TED Talks and annotated into six (criticism, anxiety,

anger, loneliness, happiness, and sadness) emotional categories. The authors also

included the personality information of the user that interacts with the robot.
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This dataset has the personality information of the users but does not have the

user-associated dialogues to get the subjective emotional responses.

Zhang et al. [226] proposed a new idea for knowing more about speakers

while interacting with the machines. They developed a dataset called PERSONA-

CHAT. The dataset consists of the profile information of the speakers. The results

showed that this improved the engaging behavior of chit-chat systems. Fig. 7.6

shows a sample of profile information in the PERSONA-CHAT dataset.

Figure 7.6: Profile information of a speaker in PERSONA-CHAT [226] dataset

Mohammad et al. [228] developed a Twitter-based dataset to infer the

emotional state of a person from their tweets. The dataset was annotated into

fear, joy, sadness, and anger emotional categories. For each of the four emotions,

the 0 to 1 range is partitioned into the classes: no emotion can be inferred, low

emotion can be inferred, moderate emotion can be inferred, and high emotion

can be inferred. These are referred to as emotion intensities. This dataset does

not have any person’s subjective information for modeling subjective emotional

responses. An example of a tweet with annotated emotional category is shown in

Fig. 7.7.

Figure 7.7: A single tweet is annotated with an emotional category in Se-
mEval 2018 [228] dataset

All of the above datasets were built to understand the speaker/user’s af-

fective state during conversion. Since emotions are highly subjective in nature
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it is essential to understand the affective response in consideration of subjectiv-

ity. None of the above-discussed datasets annotated speaker/user’s emotional re-

sponses with their subjective information. Recently, Wen et al. [210] constructed

a dataset called Personality EmotionLines dataset (PELD). The dialogues in the

dataset are annotated with the speaker’s personality traits. It consists of dialogue

scripts taken from a famous TV series named Friends. The authors only consider

the conversation from six speakers: Chandler, Joey, Monica, Phoebe, Rachel, and

Ross. Each dyadic conversation represents a triplet. Fig. 7.8 shows a triple ex-

ample of the PELD dataset. The utterances and their emotional labels are taken

from the dialogues in the MELD [229] and the EmoryNLP dataset [230], the two

famous datasets analyzing emotional responses in Friends.

Figure 7.8: A triple example in PELD [210]. The dyadic conversation between
Ross and Monica (two main roles in the Friends TV show). Pn is the personality
of Ross. The dialogue system is set as Ross and talks with the user which is
set as Monica in this example. The response emotion Er corresponds to the
utterance U3 and the preceding emotion Ei corresponds to the utterance U1

both are from the system, i.e. Ross. The emotions of the user’s (Monica)
utterance is unknown. The system will predict the response emotion Er of
utterance U3 using preceding emotion Ei and all preceding dialogues, i.e. U1

and U2 in this example.

7.3 Proposed Approach

In any conversation, every speaker generates emotional responses differ-

ently. Generally, these emotional responses are dependent upon the context of

the conversation and the speaker itself, where the personality, culture, and in-

ternal state of the speaker modulate this response. In this study, we have the
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personality information and we will use this information during inference. Con-

cretely, in our experiments, we compare two types of machine learning models: (i)

a Single-Task (ST) architecture, where we can model each subjective emotional

response independently, and (ii) a Multi-Task (MT) architecture, where all mul-

tiple subjective emotional responses can be modeled jointly. Both models use a

parameterization of personality traits as a source of information.

7.3.1 Single-Task (ST) Architecture

In Single-Task (ST) architecture, at a time the model is trained with a

single personality vector. Therefore the model has the capability to generate emo-

tional responses that are specific to that specific personality. The Single-Task

architecture is illustrated in Fig. 7.9. The response emotions Er of upcoming ut-

terance Ut are mainly dependent on the dialogue context and the given personality

information (see Eq. 7.1).

Er = ST (Ei|P,C) (7.1)

Where Er is the response emotion, Ei is the preceding emotion, P is the personality

vector of a speaker, and C is the dialogue context.

Figure 7.9: Personality-based Emotional Responses in Conversation using
Single-Task (ST) Learning. Ei is the preceding emotions, P is the personality
vector of the designated speaker, and Er is the predicted emotional response for
the upcoming utterance t with respect to the designated speaker.
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7.3.2 Multi-Task (MT) Architecture

Unlike Single-Task (ST) architecture, where ST always predicted single

subjective emotional responses, the Multi-Task (MT) predicts multiple subjective

emotional responses (Er1, ..., Ern), where n is the number of annotators, character-

ized by their unique personality information. The Multi-Task (MT) has multiple

branches; one for each specific personality vector. Every branch refers to a single

subjective emotional response (see Eq. 7.2). The MT architecture is illustrated in

Fig. 7.10. The Multi-Task (MT) architecture consists of a single BERT encoder

connected with multiple separate branches. Each branch is only designated to

learn single subjective emotional responses. In a single training loop, the model

only considers the dialogues that are associated with the same personality infor-

mation. After getting the semantics representation of the dialogues, only a single

branch that is associated with that personality information is active for further

processing. The objective function is calculated using dialogue labels associated

with that personality information and at a backpropagation step, only the se-

lected branch and the BERT encoder hyperparameters are updated. Similarly,

for a second training loop, dialogues that are associated with another personality

information are selected and processed accordingly. This is iteratively done until

all the available dialogues having unique personality information available in the

dataset are processed. After every iteration, the hyperparameters of the BERT

encoder are always updated. This is why the BERT encoder is shared with all the

speakers.

Er1 = MT (Ei|P1, C)

...

Ern = MT (Ei|Pn, C)

(7.2)
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Figure 7.10: Personality-based Subjective Emotional Responses in Conver-
sation using Multi-Task (MT) Learning. Ei is the preceding emotions, Pn is
the personality vector of the nth speaker, and Ern is the predicted emotional
response for the upcoming utterance t with respect to the nth speaker

7.3.3 Implementation Details

Our Single-Task (ST) architecture is inspired by the state-of-the-art [210]

approach for the PELD dataset. There are two changes between ours and the

architecture from [210]. First, we fine-tuned the BERT-Base [143]) language pro-

cessing model as compared to the RoBERTa [231]. Secondly, we applied the Tanh

activation function on the personality-based emotional variations T(V AD) instead

of the Sigmoid used in [210] for getting the emotional responses Er. Both ST and

MT architectures have the following main processing steps.

Preliminary Steps: Before feeding the dialogues and the personality in-

formation into the model, two preliminary steps need to be done. First, convert

the categorical emotions into continuous emotional space known as VAD (Valence,

Arousal, and Dominance) [232]. Each utterance in the dialogue is categorized into

six basic emotions [233]: Anger, Disgust, Fear, Joy, Sadness, and Surprise. Rus-

sell et al. [234] proposed an analysis that is used to convert categorical emotions

into the VAD emotional space (see Table 7.2). The VAD space indicates emotion
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Table 7.2: Categorical emotions into VAD emotional space [234]

Emotion Category Corresponding VAD Vector

Anger (-0.51, 0.59, 0.25)
Disgust (-0.60, 0.35, 0.11)

Fear (-0.62, 0.82, -0.43)
Joy (0.81, 0.51, 0.46)

Neutral (0.00, 0.00, 0.00)
Sadness (-0.63, -0.27, -0.33)
Surprise (0.40, 0.67, -0.13)

intensity in three different dimensions, where Valence measures the positivity/neg-

ativity, Arousal the agitation/calmness, and Dominance the control/no-control.

Secondly, estimate the valence, arousal, and dominance expression of a

speaker using personality information, i.e. big five (OCEAN) traits. For this, we

use a temperament model that was developed by Mehrabian et al. [235]. The

model is derived through a linear regression to show the VAD emotional scale of

the personality traits as specified in the following equation:

PV = 0.21(E) + 0.59(A) + 0.19(N)

PA = 0.15(O) + 0.30(A) − 0.57(N)

PD = 0.25(O) + 0.17(C) + 0.60(E) − 0.32(A)

(7.3)

Where, PV is the personality-influenced valence, PA is the personality-influenced

arousal, and PD represents the personality-influenced dominance emotional vec-

tors. O for Openness, C for Conscientiousness, E for Extraversion, A for Agree-

ableness, and N for Neuroticism.

The dialogues in the PELD dataset belong to six different speakers named

Chandler, Joey, Monica, Phoebe, Rachel, and Ross. Table 7.3 shows the person-

ality traits of each speaker in the OCEAN format.

Contextual Understanding. In order to predict the emotional expres-

sion of the upcoming utterance t, it is necessary to understand the context of all
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Table 7.3: Personalities traits of speakers in PELD dataset

Speaker Personality Traits (O,C,E,A,N) Vector

Chandler [0.648, 0.375, 0.386, 0.58, 0.477]
Joey [0.574, 0.614, 0.297, 0.545, 0.455]

Monica [0.713, 0.457, 0.457, 0.66, 0.511]
Phoebe [0.6, 0.48, 0.31, 0.46, 0.56]
Rachel [0.635, 0.354, 0.521, 0.552, 0.469]
Ross [0.722, 0.489, 0.6, 0.533, 0.356]

the preceding t− 1 utterances. For this, the BERT Base [143] model is fine-tuned

to get the textual embeddings of t− 1 utterances. BERT is a famous pre-trained

language model whose performance is widely validated in many natural language

tasks. BERT encodes each utterance into a 768 − dimensional vector.

Learning Personality-based VAD Vector. After the conversion of the

big five personality traits vector into the VAD emotional vector, still, the VAD

values are not the true representation of emotions with respect to the data. The

reason behind this is that the temperament model [235] was based on the analysis

of 72 participants and hence represents the weights related to the data gener-

ated by these 72 participants. In order to use this VAD emotional vector in our

experiments, it is necessary to learn the appropriate weights with respect to the

underlying data. This is why a linear layer that transformed P (V AD) to P l(V AD)

is applied.

Contextual-based Emotional Variations. The dialogue context is one

of the main factors in order to generate a certain emotion in the speaker while

speaking an utterance [229]. Since the dialogues consist of multiple utterances, the

emotional representation also changes with respect to each utterance. It means

that the dialogue as a whole represents the transition of emotions from the first

utterance to the last utterance. Similarly, in order to generate emotional responses

for the next utterance, the preceding variations of emotions should be known. To

compute this emotional variation, the dialogue context C ∈ {U1, U2, ..., U(t−1)} is

encoded into emotional space, i.e. C(V AD) (see Eq. 7.4).
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C(t−1) = [Br(U1), Br(U2), ..., Br(U(t−1))]

C(V AD) = LinearLayer(C(t−1))
(7.4)

Where Br is the BERT-Base encoder, C(t−1) is the contextual semantics of preced-

ing utterances, and C(V AD) is the context-based emotional variations presented in

the preceding utterances.

Personality-based Emotional Variations. After obtaining the weight-

ing parameters of the personality P l(V AD) and the contextual-based emotional

variations in preceding utterances, i.e. C(V AD), the personality-influenced emo-

tional variations are generated by the sum of two different VAD vectors: the first

VAD vector represents the initial emotions (Ei(V AD)) and the second VAD vec-

tor is the contextual-based emotional variation C(V AD) affected by the personality

P l(V AD) vectors (see Eq. 7.5).

T(V AD) = Ei(V AD) + P l
(V AD) ∗ C(V AD) (7.5)

Where T(V AD) is the personality-based emotion variations, Ei(V AD) is the initial

emotions, and C(V AD) is the emotional variations due to the context.

Response Emotions:.To generate the subjective emotional responses, the

personality-based emotional transition T(V AD) is combined with the personality

vector P l(V AD) of a speaker and the preceding C(t−1) utterances. Lastly, we feed

this concatenated vector to a linear layer to transform it into a probability distri-

bution on the discrete emotion category. The output Er is the response emotion

that has the largest probability (see Eq. 7.6).

L1 = [T(V AD), P
l
(V AD), C(t−1)]

Er = OutputLayer(L1)
(7.6)
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Where L1 is the concatenation of personality-based emotional variations, personality-

based emotions, and contextual semantics of preceding utterances. Er is the re-

sponse emotions.

7.4 Experiments and Results

7.4.1 PELD Dataset

The dataset consists of dialogues between two speakers. The dialogues were

taken from a famous TV series named Friends. The dataset only considered the

conversation from six speakers: Chandler, Joey, Monica, Phoebe, Rachel, and

Ross. Each dyadic conversation has three utterances. Utterance 1 belongs to the

first speaker, utterance 2 is from the second speaker, and utterance 3 is again

from the first speaker. Table 7.4 shows the number of dialogues in Train, Val, and

Test sets with respect to each individual speaker. The number of dialogues per

speaker is approximately the same except for speaker Phoebe, which has fewer

dialogues than the others. To get more insight into the data, Fig. 7.11 mapped

the number of dialogues per emotion class with respect to each speaker. This Fig.

7.11 shows two important statistics of the data. Firstly, the data is highly biased

toward the Neutral emotion class for each speaker. Secondly, each speaker has

approximately the same number of dialogues per emotion class except Phoebe,

which has slightly fewer dialogues for Anger and Fear emotions. Overall, the data

supports modeling each speaker’s emotional response separately.

Table 7.4: Number of dialogues per each speaker in PELD dataset

Speaker Train Val Test Total

Chandler 880 97 108 1085
Joey 912 109 102 1123

Monica 850 94 107 1051
Phoebe 782 87 103 972
Rachel 921 112 123 1156
Ross 928 87 108 1123
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Figure 7.11: Number of dialogues per each emotion category with respect to
each speaker

7.4.2 Results

In the experiments, we first follow the simplest approach of emotion classifi-

cation, i.e. predicting emotional responses into 3 valence categories (negative, neu-

tral, and positive). Later, we predict emotional responses in 7 categories (anger,

disgust, fear, joy, neutral, sadness, and surprise). Both Single-Task (ST) and

Multi-Task (MT) approaches were tested for predicting emotional responses in

these 3 and 7 categories. The performance of each ST and MT was evaluated by

the F1-score for each emotional category and two aggregated evaluation measures:

the macro average (m-avg) and the weighted average (w-avg) of the F-score val-

ues. The macro-average F1 score (m-avg ) is computed using the arithmetic mean

(also known as unweighted mean) of all the per-category F1 scores (see Eq. 7.7).

The weighted-average F1 score (w-avg) is calculated by taking the mean of all

per-category F1 scores (see Eq. 7.8) using a weight that depends on the number

of true labels of each category. The weight of the particular category is calculated

by using Eq. 7.9.
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macro average =
1

n

n∑
i=1

F1categoryi (7.7)

weighted average =
1

n

n∑
i=1

F1categoryi ∗Weighti (7.8)

Weighti =
TPi + FPi∑n

i=1(TPi + FPi)
(7.9)

Where TPi and FPi represent the True Positive and False Positive of a particular

category respectively.

7.4.2.1 Predicting Response Emotions with 3 Categories

We first group 7 emotions into 3 valence categories: positive, negative, and

neutral. Specifically, anger, disgust, fear, and sadness emotions are considered

negative, whereas joy and surprise are considered positive. The neutral category

only considers the neutral emotion (see Table 7.5). After the conversion, Table 7.6

shows the number of samples per emotion category with respect to each speaker.

For Single-Task (ST) approach, each time a single speaker’s personality

traits are considered in predicting subjective emotional responses for the next

utterance. Since the PELD dataset consists of conversations belonging to six dif-

ferent speakers, six ST models were trained independently, one for each personality

traits vector (see Table 7.7).

On the other hand, for Multi-Task (MT), each separate branch is reserved

for every single personality traits vector and these separate branches are jointly

trained. Therefore, a single model needs to be trained for MT. The performance of
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Table 7.5: 7 emotions to 3 emotions categories conversion

7 Emotions 3 Emotions

anger negative
sadness negative
neutral neutral

joy positive
surprise positive

fear negative
disgust negative

Table 7.6: Number of dialogues for the Train, Val, and Test set for 3 emotions
categories with respect to each speaker

Speaker Emotion Train Val Test Total

Chandler
Negative 265 31 32 328
Neutral 409 39 50 498
Positive 206 27 26 259

Joey
Negative 235 33 26 294
Neutral 403 45 48 496
Positive 274 31 28 334

Monica
Negative 267 38 31 336
Neutral 338 38 46 422
Positive 245 18 30 293

Phoebe
Negative 224 17 24 265
Neutral 327 48 48 423
Positive 231 22 30 283

Rachel
Negative 341 47 45 433
Neutral 362 37 45 444
Positive 218 28 33 279

Ross
Negative 291 29 34 354
Neutral 420 30 43 493
Positive 217 20 31 268

each branch using MT learning is presented in Table 7.8. For comparison with the

state-of-the-art, we compute the mean values of each evaluation measure for all

six speakers. This is because there is no prior work on separate modeling of each

subjective emotional response using personality traits. The comparison of ST,

MT, and state-of-the-art [210] approaches is presented in Table 7.9. The results

show that the MT approach has got considerable improvement with respect to

the ST approach and [210] for predicting the subjective emotional response in 3

valence categories.
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Table 7.7: Emotional responses for the next utterance in 3 categories using
Single-Task (ST) learning. F1-score is measured to predict negative, neutral,
and positive emotion categories with respect to each speaker. The macro (m−
avg) and weighted average (w − avg) are also measured.

Speaker Negative Neutral Positive m-avg w-avg

Chandler 0.422 0.531 0.280 0.434 0.485
Joey 0.291 0.505 0.550 0.449 0.478

Monica 0.426 0.340 0.470 0.412 0.396
Phoebe 0.470 0.518 0.250 0.413 0.429
Rachel 0.438 0.535 0.589 0.520 0.531
Ross 0.363 0.384 0.373 0.378 0.374

Mean 0.401 0.468 0.418 0.434 0.448

Table 7.8: Emotional responses for the next utterance in 3 categories using
Multi-Task (MT) learning. F1-score is measured to predict negative, neutral,
and positive emotion categories with respect to each speaker. The macro (m−
avg) and weighted average (w − avg) are also measured.

Speaker Negative Neutral Positive m-avg w-avg

Chandler 0.523 0.642 0.468 0.544 0.572
Joey 0.483 0.594 0.459 0.512 0.522

Monica 0.424 0.315 0.495 0.411 0.410
Phoebe 0.580 0.321 0.346 0.416 0.418
Rachel 0.505 0.466 0.461 0.477 0.477
Ross 0.541 0.510 0.390 0.480 0.493

Mean 0.509 0.475 0.436 0.473 0.482

Table 7.9: Comparison of MT and ST approaches with SOTA for predicting
emotional responses in 3 categories.

Method Negative Neutral Positive m-avg w-avg

Wen et al. [210] 0.492 0.474 0.327 0.431 0.445
Single-Task (ST) 0.401 0.468 0.418 0.434 0.448
Multi-Task (MT) 0.509 0.475 0.436 0.473 0.482

7.4.2.2 Predicting Response Emotions with 7 Categories

The same procedure for training ST and MT has been adopted for pre-

dicting the emotional responses into 3 categories. The only difference is now the
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emotional responses of the next utterance are classified into 7 categories: anger,

disgust, fear, joy, neutral, sadness, and surprise. Firstly, Single-Task (ST) learning

is used to train separate models for each speaker independently to predict speaker-

specific emotional responses. Table 7.10 shows the performance of each individual

ST model with respect to each speaker.

Secondly, Multi-Task (MT) approach is applied to predict each speaker’s

emotional responses separately in a single model. The results of the Multi-Task

(MT) approach are shown in Table 7.11. The model performance is measured

with respect to each individual speaker. The results show that few speakers have

better results in the prediction of a few emotions and others have a bit lower in

predicting the same emotion category. For example, Phoebe and Rachel have got

better performance in predicting Anger emotions as compared to others. Similarly,

Chandler has better performance in predicting Neutral emotion as compared to

other speakers. The possible reasons are as follows. One reason might be the

number of samples for that specific emotion class. Table 7.12 shows the number of

dialogues taken for the Train, Val, and Test set per emotion category with respect

to each speaker. In MT, when training a model with an individual sub-branch the

model is actually learning the emotional responses that are specific to each indi-

vidual speaker. This helps to converge the hyperparameters of the shared part as

well as the individual part better as compared to the combined modeling of all

emotional responses. Another possible reason is the dialogue context. Maybe one

speaker has a relatively clear context (strong keywords for emotions) for inducing

a particular emotion and the other speaker does not have a clear context (weak

keywords for emotions) for that specific emotion class.

As done in the previous experiments with 3-categories, we compute the

mean values to compare our approaches with the state-of-the-art [210]. Table 7.13

shows the comparison of Single-Task (ST) and Multi-Task (MT) with state-of-the-

art [210].

The Multi-Task (MT) approach has surpassed the state-of-the-art [210]

and Single-Task (ST) in the majority (see Table 7.13). Except for anger, neutral,
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Table 7.10: Predicting 7 categories emotional responses for the next utterance in a
dialogue using Single-Task (ST) learning. F1-score is measured to predict each emotion
category with respect to each speaker.

Speaker Anger Disgust Fear Joy Neutral Sadness Surprise m-avg w-avg

Chandler 0.0 0.0 0.181 0.266 0.586 0.153 0.133 0.188 0.381
Joey 0.200 0.105 0.0 0.146 0.553 0.0 0.279 0.183 0.332

Monica 0.235 0.0 0.250 0.162 0.482 0.200 0.125 0.204 0.325
Phoebe 0.344 0.0 0.142 0.250 0.574 0.0 0.250 0.233 0.351
Rachel 0.444 0.0 0.0 0.456 0.568 0.296 0.347 0.301 0.418
Ross 0.133 0.0 0.206 0.321 0.435 0.0 0.320 0.202 0.308

Mean 0.226 0.017 0.129 0.266 0.533 0.108 0.242 0.218 0.352

Table 7.11: Predicting 7 categories emotional responses for the next utterance in a
dialogue using Multi-Task (MT) learning. F1-score is measured to predict each emotion
category with respect to each speaker.

Speaker Anger Disgust Fear Joy Neutral Sadness Surprise m-avg w-avg

Chandler 0.375 0.0 0.125 0.388 0.560 0.153 0.250 0.305 0.422
Joey 0.250 0.333 0.166 0.294 0.520 0.200 0.272 0.324 0.410

Monica 0.250 0.0 0.125 0.235 0.521 0.250 0.153 0.304 0.410
Phoebe 0.300 0.0 0.166 0.260 0.520 0.200 0.142 0.304 0.412
Rachel 0.272 0.400 0.142 0.263 0.533 0.272 0.071 0.308 0.412
Ross 0.230 0.0 0.250 0.277 0.534 0.250 0.153 0.302 0.412

Mean 0.279 0.122 0.162 0.286 0.531 0.221 0.163 0.308 0.413

and surprise emotions, the Multi-Task (MT) has got significant gains in disgust,

fear, joy, and sadness emotion categories with respect to ST and [210] approaches.

With the performance increment in the individual categories, the macro-average of

MT also obtained significant improvement (see Table 7.13). The state-of-the-art

approach has a higher score only for anger emotion and macro average measure as

compared to Single-Task (ST) and Multi-Task (MT). For the neutral emotional

class, the ST and MT have got approximately the same score, the difference is so

minor that it can even be neglected. Furthermore, the Multi-Task (MT) learning

also helps to tackle the class imbalance problem. Table 7.12 shows that the emotion

categories disgust, fear, sadness, and surprise have a lower number of samples as

compared to others (anger, neutral, and joy) and the results show that the MT

approach gives benefits in learning emotional patterns for those categories with

respect to each individual speaker.
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Table 7.12: Number of dialogues for the Train, Val, and Test for emotions with respect
to each speaker

Speaker Emotion Train Val Test Total

Chandler

Anger 118 17 8 143
Disgust 27 2 3 32
Fear 72 6 8 86
Joy 131 17 18 166

Neutral 409 39 50 498
Sadness 48 6 13 67
Surprise 75 10 8 93

Joey

Anger 94 10 12 116
Disgust 19 5 3 27
Fear 57 13 6 76
Joy 167 21 17 205

Neutral 403 45 48 496
Sadness 65 5 5 75
Surprise 107 10 11 128

Monica

Anger 131 13 12 156
Disgust 20 4 3 27
Fear 62 13 8 82
Joy 160 13 17 190

Neutral 338 38 46 422
Sadness 54 8 8 70
Surprise 85 5 13 103

Phoebe

Anger 98 4 10 112
Disgust 18 3 3 24
Fear 38 4 6 48
Joy 158 15 23 196

Neutral 327 48 48 423
Sadness 70 6 5 81
Surprise 73 7 7 87

Rachel

Anger 148 21 22 191
Disgust 17 4 5 27
Fear 74 9 7 90
Joy 167 16 19 202

Neutral 362 37 45 444
Sadness 102 13 11 126
Surprise 51 12 14 77

Ross

Anger 122 14 13 149
Disgust 16 2 1 19
Fear 89 13 8 110
Joy 151 14 18 183

Neutral 420 30 43 493
Sadness 64 8 12 84
Surprise 66 6 13 85
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Table 7.13: Comparison of MT and ST approaches with [210] for predicting emotional
responses in 7 categories.

Method Anger Disgust Fear Joy Neutral Sadness Surprise m-avg w-avg

Wen et al. [210] 0.320 0.070 0.140 0.198 0.528 0.155 0.098 0.203 0.424
Single-Task (ST) 0.226 0.017 0.129 0.266 0.533 0.108 0.242 0.218 0.352
Multi-Task (MT) 0.279 0.122 0.162 0.286 0.531 0.221 0.163 0.308 0.413

7.4.2.3 Predicting Response Emotions without Personality

The results presented in Table 7.13 and Table 7.9 show clearly that the

Multi-Task (MT) learning has a significant impact on generating subjective emo-

tional responses of a speaker. However, the results do not reveal the stand-

alone contribution of personality information in order to generate subjective emo-

tional responses of a speaker. To figure this out, we decided to perform the

Multi-Task (MT) approach without considering the personality information. We

removed the influence of personality information in Eq. 7.5 (i.e. T(V AD) =

Ei(V AD) + P l
(V AD) ∗ C(V AD)) and the new equation for predicting response emo-

tions without personality is T(V AD) = Ei(V AD) ∗ C(V AD).

Table 7.14 and Table 7.15 show the results of the Multi-Task (MT) approach

without considering the personality information in order to predict emotional re-

sponses with respect to each speaker for 3 and 7 categories respectively. Tables

7.14 and 7.15 have many 0 values (i.e. F1-score) in predicting emotional responses

for both 3 and 7 categories. This is due to the very less number of dialogues

for each emotional category with respect to each speaker (see Table 7.12). For

example, speaker Chandler has only 3 test dialogues for disgust emotion. For the

comparison between these two MT models (with and without personality traits),

only the mean value of each emotion category is considered (see Table 7.16 and

Table 7.17) for 3 and 7 categories respectively.

The results presented in Table 7.16 and Table 7.17 show that the personal-

ity information of speakers plays a significant role in predicting emotions responses

for all categories. The results in Table 7.17 also reveal that in predicting a neutral

response emotion, the model without personality information has got a slightly
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Table 7.14: Predicting 3 categories emotional responses without personality
vector for the next utterance in a dialogue using Multi-Task (MT) learning. F1-
score is measured to predict each emotion category with respect to each speaker.

Speaker Negative Neutral Positive m-avg w-avg

Chandler 0.0 0.690 0.0 0.230 0.363
Joey 0.0 0.0 0.496 0.165 0.164

Monica 0.0 0.634 0.0 0.211 0.294
Phoebe 0.0 0.591 0.0 0.197 0.248
Rachel 0.0 0.0 0.496 0.165 0.164
Ross 0.373 0.534 0.0 0.302 0.332

Mean 0.062 0.408 0.165 0.212 0.261

Table 7.15: Predicting 7 categories emotional responses without personality for the
next utterance in a dialogue using Multi-Task (MT) learning. F1-score is measured to
predict each emotion category with respect to each speaker.

Speaker Anger Disgust Fear Joy Neutral Sadness Surprise m-avg w-avg

Chandler 0.148 0.0 0.0 0.121 0.492 0.0 0.125 0.126 0.253
Joey 0.181 0.0 0.0 0.090 0.590 0.0 0.0 0.123 0.323

Monica 0.133 0.0 0.0 0.225 0.470 0.0 0.0 0.118 0.262
Phoebe 0.344 0.0 0.0 0.049 0.595 0.0 0.0 0.141 0.358
Rachel 0.266 0.0 0.0 0.264 0.529 0.0 0.0 0.151 0.264
Ross 0.322 0.0 0.0 0.136 0.566 0.0 0.0 0.146 0.368

Mean 0.232 0.0 0.0 0.148 0.540 0.0 0.020 0.134 0.304

higher F1-score compared to the model with personality information. The reason

behind this is that the majority of psychologists consider that the neutral state

is not an affective state because the neutral state does not evoke a strongly felt

reaction [70, 236–238]. With this basis, it makes sense why the personality infor-

mation did not contribute to predicting the subjective neutral emotional response

of a speaker. This phenomenon can only be observed in predicting emotional

responses in more diverse categories (anger, disgust, fear, joy, neutral, sadness,

and surprise) as compared to the simple ones, i.e. negative, neutral, and positive

categories.

Another observation from the results (Tables 7.16 and 7.17 ) about neutral

emotion is that the MT without personality information model is more biased

towards neutral emotion when predicting emotional responses in 7 categories as
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compared to 3 categories. This is why MT without the personality information

model has got slightly higher performance, i.e. 0.540 in predicting Neutral emotion

as compared to MT with the personality information model, i.e. 0.531 (see Table

7.17). But for predicting emotional responses in 3 categories, MT with personality

information has got higher performance than MT without personality (see Table

7.16).

Table 7.16: Comparison of MT with and without considering personality in-
formation for predicting 3 categories emotional responses. F1-score is measured
to predict each emotion category with respect to each speaker.

Method Negative Neutral Positive m-avg w-avg

MT without personality 0.062 0.408 0.165 0.212 0.261
MT with personality 0.509 0.475 0.436 0.473 0.482

Table 7.17: Comparison of MT with and without considering personality in-
formation for predicting 7 categories emotional responses. F1-score is measured
to predict each emotion category with respect to each speaker.

Method Anger Disgust Fear Joy Neutral Sadness Surprise m-avg w-avg

MT without personality 0.232 0.0 0.0 0.148 0.540 0.0 0.020 0.134 0.304
MT with personality 0.279 0.122 0.162 0.286 0.531 0.221 0.163 0.308 0.413

7.5 Qualitative Analysis

This section presents a qualitative analysis of our Multi-Task (MT) ap-

proach from multiple perspectives. For this, we selected a single dialogue from

each speaker that is wrongly predicted by the state-of-the-art approach.
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(i) Multi-Task (MT) versus State-of-the-art: In this analysis, we

get the predictions made by our Multi-Task (MT) approach for those dialogues

that were wrongly predicted by the state-of-the-art approach with respect to each

speaker. Tables 7.18 and 7.19 present the results for the 3 and 7 categories of

emotion classification problems respectively. The results show that the Multi-

Task (MT) learning performs better in predicting subjective emotional responses

as compared to the state-of-the-art approach.

Table 7.18: A single dialogue from each individual speaker for 3-
categories emotion classification. GT stands for Ground Truth, SOTA
is for state-of-the-art, and MT is Multi-Task. The red color indicates the
wrong prediction and the green indicates the correct prediction. U1, U2,
and U3 represent Utterances 1, Utterances 2, and Utterances 3 respec-
tively.

Speaker Dialogue GT SOTA [210] MT

Chandler
U1: Hey, I’ve been honing!

Negative Positive NegativeU2: What was with the dishes?
U3: Oh, uh..

Joey

U1: I feel like I can’t do stuff!

Negative Neutral Negative
U2: What kinda stuff?

U3: Will you grow up? I’m not talking
about sexy stuff, but, like,
when I’m cooking naked.

Monica

U1: How does she do that?

Positive Neutral Neutral
U2: I can not sleep in public places.

U3: Would you look at her?
she is so peaceful.

Phoebe
U1: Left! Thank you.

Positive Neutral PositiveU2: You’re welcome.
U3: Ross!

Rachel

U1: Yeah, it’s a real shame you can’t make
it to that one-woman show tonight.

Neutral Positive Neutral
U2: Oh, I’d love to, but I gotta get up so

early the next day and so, you know
me, work comes first

U3: Oh, yeah, yeah, yeah...

Ross

U1: This is my wedding!

Negative Neutral Positive

U2: All right, you know what?
We are really late! Let’s go!

Let’s go! Let’s go!
U3: Fine, you will- you will watch it in

a video when we get back.
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Table 7.19: A single dialogue from each individual speaker for 7-
categories emotion classification. GT stands for Ground Truth, SOTA
is for state-of-the-art, and MT is Multi-Task. The red color indicates the
wrong prediction and the green indicates the correct prediction. U1, U2,
and U3 represent Utterances 1, Utterances 2, and Utterances 3 respec-
tively.

Speaker Dialogue GT SOTA [210] MT

Chandler

U1: Do I ever.

Surprise Neutral Surprise
U2: Chris says they’re closing down

the bar
U3: No way!

Joey

U1: Here, I need to borrow
some moisturizer

Joy Neutral SurpriseU2: For what?
U3: What do you think?

Today’s the big day!

Monica

U1: Hey, did you pick a
roommate?

Neutral Joy Neutral
U2: You betcha!

U3: Is it the Italian guy?

Phoebe
U1: Because I am dumping him today

Surprise Neutral SadnessU2: What? you said he was sweet!
U3: He

Rachel

U1: But I told you, I didn’t have
the time!

Anger Fear Anger
U2: Yeah, well you never have the time.
I mean, I didn’t feel like I even have

a girlfriend anymore, Rachel.
U3: Wh, Ross what do you want from me?

Ross

U1: I loved this place! To tell you the
truth, I wish I didn’t have to move.

Sadness Anger Sadness
U2: Uhh, are you saying that you’re not

entirely happy about this?
U3: Well, I mean if uh, if Emily

gave me a choice

(ii) Multi-Task (MT) without Personality Information: In our pre-

vious analysis, it is clear that personality information when used in Multi-Task

(MT) manner is more effective in predicting subjective emotional responses. To

get more deep insight into the effectiveness of personality information in predicting

subjective emotional responses, we decided to get the predictions of our Multi-Task

(MT) approach without considering the personality information of each speaker.

For this, the same dialogues (see Table 7.18) with respect to each speaker were

used. We can see in Table 7.20 and Table 7.21 that personality information plays

a significant role in predicting subjective emotional responses in most emotional

categories. However, the personality information does not contribute much to

predicting neutral emotions as a response.
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Table 7.20: A single dialogue from each individual speaker for 3-categories
emotion classification. GT stands for Ground Truth, MT-W/P means Multi-
Task with personality and MT-WO/P means Multi-Task without personality
information respectively. The red color indicates the wrong prediction and the
green indicates the correct prediction. U1, U2, and U3 represent Utterances 1,
Utterances 2, and Utterances 3 respectively.

Speaker Dialogue GT MT-W/P MT-WO/P

Chandler
U1: Hey, I’ve been honing!

Negative Negative NeutralU2: What was with the dishes?
U3: Oh, uh..

Joey

U1: I feel like I can’t do stuff!

Negative Negative Positive
U2: What kinda stuff?

U3: Will you grow up? I’m not talking
about sexy stuff, but, like,
when I’m cooking naked.

Monica

U1: Phoebe why don’t you just
call her? You obviously want to.

Neutral Neutral Neutral
U2: You think you know me so well.

U3: Well, don’t wanna?

Phoebe
U1: Left! Thank you.

Positive Positive NeutralU2: You’re welcome.
U3: Ross!

Rachel

U1: Yeah, it’s a real shame you can’t make
it to that one-woman show tonight.

Neutral Neutral Negative
U2: Oh, I’d love to, but I gotta get up so

early the next day and so, you know
me, work comes first

U3: Oh, yeah, yeah, yeah...

Ross

U1: No you do know what, you’re not
gonna suck me into this.

Negative Negative Neutral
U2: Oh sure I am, because you always

have to be right.
U3: I do not always have to be

okay, okay.
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Table 7.21: A single dialogue from each individual speaker for 7-categories
emotion classification. GT stands for Ground Truth, MT-W/P means Multi-
Task with personality and MT-WO/P means Multi-Task without personality
information respectively. The red color indicates the wrong prediction and the
green indicates the correct prediction. U1, U2, and U3 represent Utterances 1,
Utterances 2, and Utterances 3 respectively.

Speaker Dialogue GT MT-W/P MT-WO/P

Chandler

U1: Do I ever.

Surprise Surprise Neutral
U2: Chris says they’re closing down

the bar
U3: No way!

Joey
U1: You liked it?

Surprise Surprise JoyU2: You really liked it ?
U3: Oh-oh-oh

Monica

U1: Hey, did you pick a
roommate?

Neutral Neutral Neutral
U2: You betcha!

U3: Is it the Italian guy?

Phoebe

U1: Okay. Does it have to do with
Ross and Rachel?

Neutral Neutral SurpriseU2: No
U3: Does it have to

do with Joey?

Rachel

U1: But I told you, I didn’t have
the time!

Anger Anger Fear
U2: Yeah, well you never have the time.
I mean, I didn’t feel like I even have

a girlfriend anymore, Rachel.
U3: Wh, Ross what do you want from me?

Ross

U1: I loved this place! To tell you the
truth, I wish I didn’t have to move.

Sadness Sadness Fear
U2: Uhh, are you saying that you’re not

entirely happy about this?
U3: Well, I mean if uh, if Emily

gave me a choice
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(iii) Getting all Speaker’s Emotional Responses against a Single

Dialogue in Multi-Task (MT) Approach: In this analysis, we consider a

single dialogue (belonging to a specific speaker) and get the predicted emotional

responses from all speakers. The reason behind this analysis is to understand how

each separate branch in Multi-Task (MT) behaves when we feed dialogues that

do not belong to them. For this, a pre-trained Multi-Task (MT) model is used

for testing. We considered the emotional responses of each dialogue from all the

speakers, i.e. all separate branches of MT. The dialogues are the same as we con-

sidered in our previous analysis (see Table 7.18). The results (see Tables 7.22 and

7.23) show that when a dialogue (belongs to a specific speaker) passes through

a different speaker’s branch produces an incorrect result. This is another indica-

tor that personality information is more effective when used in Multi-Task (MT)

approach for predicting subjective emotional responses. Furthermore, the results

also show a loose connection between emotional responses and contextual infor-

mation. For example, the first dialogue is between speakers Chandler and Ross,

and when passing the same dialogue to all separate branches to get the emotional

responses to the next utterance, the branches designated for these two speakers

predicted the same emotional responses. However, in the majority of the cases,

this phenomenon is not observed.
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Table 7.22: The same dialogue is passed through all the MT branches. Each
branch is trained with respect to each speaker’s personality traits. The outputs
represent the predicted emotional responses in 3-classes from all the speakers
against the same dialogue. GT stands for Ground Truth, red color indicates the
wrong prediction and the green indicates the correct prediction. U1, U2, and
U3 represent Utterances 1, Utterances 2, and Utterances 3 respectively.

Speaker Dialogue GT Chandler Joey Monica Phoebe Rachel Ross

Chandler
U1: Hey, I’ve been honing!

Negative Negative Neutral Neutral Positive Neutral NegativeU2: What was with the dishes?
U3: Oh, uh..

Joey

U1: I feel like I can’t do stuff!

Negative Positive Negative Positive Neutral Positive Neutral
U2: What kinda stuff?

U3: Will you grow up? I’m not talking
about sexy stuff, but, like,
when I’m cooking naked.

Monica

U1: How does she do that?

Positive Negative Positive Neutral Negative Neutral Positive
U2: I can not sleep in public places.

U3: Would you look at her?
she is so peaceful.

Phoebe
U1: Left! Thank you.

Positive Neutral Neutral Neutral Positive Neutral NeutralU2: You’re welcome.
U3: Ross!

Rachel

U1: Yeah, it’s a real shame you can’t make
it to that one-woman show tonight.

Neutral Negative Negative Negative Negative Neutral Positive
U2: Oh, I’d love to, but I gotta get up so

early the next day and so, you know
me, work comes first

U3: Oh, yeah, yeah, yeah...

Ross

U1: This is my wedding!

Negative Positive Positive Neutral Neutral Positive Positive
U2: All right, you know what?
We are really late! Let’s go!

Let’s go! Let’s go!
U3: Fine, you will- you will watch it in

a video when we get back.
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Table 7.23: The same dialogue is passed through all the MT branches. Each
branch is trained with respect to each speaker’s personality traits. The outputs
represent the predicted emotional responses in 7-classes from all the speakers
against the same dialogue. GT stands for Ground Truth, red color indicates the
wrong prediction and the green indicates the correct prediction. U1, U2, and
U3 represent Utterances 1, Utterances 2, and Utterances 3 respectively.

Speaker Dialogue GT Chandler Joey Monica Phoebe Rachel Ross

Chandler
U1: Hey, I’ve been honing!

Surprise Surprise Neutral Neutral Joy Neutral NeutralU2: What was with the dishes?
U3: Oh, uh..

Joey

U1: I feel like I can’t do stuff!

Surprise Neutral Surprise Joy Fear Neutral Joy
U2: What kinda stuff?

U3: Will you grow up? I’m not talking
about sexy stuff, but, like,
when I’m cooking naked.

Monica

U1: Phoebe why don’t you just
call her? You obviously want to.

Neutral Joy Neutral Neutral Surprise Neutral Neutral
U2: You think you know me so well.

U3: Well, don’t wanna?

Phoebe
U1: Left! Thank you.

Neutral Surprise Neutral Neutral Neutral Neutral NeutralU2: You’re welcome.
U3: Ross!

Rachel

U1: Yeah, it’s a real shame you can’t make
it to that one-woman show tonight.

Anger Fear Anger Neutral Neutral Anger Neutral
U2: Oh, I’d love to, but I gotta get up so

early the next day and so, you know
me, work comes first

U3: Oh, yeah, yeah, yeah...

Ross

U1: No you do know what, you’re not
gonna suck me into this.

Anger Neutral Neutral Neutral Neutral Neutral Anger
U2: Oh sure I am, because you always

have to be right.
U3: I do not always have to be

okay, okay.
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(iv) Replace Personality Information of Speakers in Multi-Task

(MT) Approach: A pre-trained Multi-Task (MT) model is used for this analysis.

During testing, we replace the personality information of the speaker Si with

another speaker Sj but pass through the same branch that is designated for that

speaker Si in Multi-Task (MT) model to get the emotional responses. For example,

the first dialogue from Table 7.24 belongs to speaker Chandler, and during testing,

we replace Chandler’s personality with Joey’s personality but use the same branch

that is designated for speaker Chandler to get the emotional responses. Tables

7.24 and 7.25 show that when replacing the personalities of speakers then the

emotional responses are also affected by this change except for the neutral emotion.

Table 7.24: Emotional responses of speakers when replacing their personalities
with other speakers. GT stands for Ground Truth, MT stands for Multi-Task,
and Replace Personality represents the speaker whose personality is used to
replace the original speaker’s personality. The red color indicates the wrong
prediction and the green indicates the correct prediction. U1, U2, and U3 rep-
resent Utterances 1, Utterances 2, and Utterances 3 respectively. The predicted
emotional responses are in 3 classes.

Speaker Dialogue GT Replace Personality MT

Chandler
U1: Hey, I’ve been honing!

Negative Joey NeutralU2: What was with the dishes?
U3: Oh, uh..

Joey

U1: I feel like I can’t do stuff!

Negative Chandler Positive
U2: What kinda stuff?

U3: Will you grow up? I’m not talking
about sexy stuff, but, like,
when I’m cooking naked.

Monica

U1: Phoebe why don’t you just
call her? You obviously want to.

Neutral Phoebe Neutral
U2: You think you know me so well.

U3: Well, don’t wanna?

Phoebe
U1: Left! Thank you.

Positive Monica NeutralU2: You’re welcome.
U3: Ross!

Rachel

U1: Yeah, it’s a real shame you can’t make
it to that one-woman show tonight.

Neutral Ross Neutral
U2: Oh, I’d love to, but I gotta get up so

early the next day and so, you know
me, work comes first

U3: Oh, yeah, yeah, yeah...

Ross

U1: No you do know what, you’re not
gonna suck me into this.

Negative Rachel Neutral
U2: Oh sure I am, because you always

have to be right.
U3: I do not always have to be

okay, okay.

120



Chapter 7: Subjective Emotions using Personality Traits

Table 7.25: Emotional responses of speakers when replacing their personalities
with other speakers. GT stands for Ground Truth, MT stands for Multi-Task,
and Replace Personality represents the speaker whose personality is used to
replace the original speaker’s personality. The red color indicates the wrong
prediction and the green indicates the correct prediction. U1, U2, and U3 rep-
resent Utterances 1, Utterances 2, and Utterances 3 respectively. The predicted
emotional responses are in 7 categories.

Speaker Dialogue GT Replace Personality MT

Chandler

U1: Do I ever.

Surprise Joey Neutral
U2: Chris says they’re closing down

the bar
U3: No way!

Joey
U1: You liked it?

Surprise Chandler JoyU2: You really liked it ?
U3: Oh-oh-oh

Monica

U1: Hey, did you pick a
roommate?

Neutral Phoebe Neutral
U2: You betcha!

U3: Is it the Italian guy?

Phoebe

U1: Okay. Does it have to do with
Ross and Rachel?

Neutral Monica FearU2: No
U3: Does it have to

do with Joey?

Rachel

U1: But I told you, I didn’t have
the time!

Anger Ross Fear
U2: Yeah, well you never have the time.
I mean, I didn’t feel like I even have

a girlfriend anymore, Rachel.
U3: Wh, Ross what do you want from me?

Ross

U1: I loved this place! To tell you the
truth, I wish I didn’t have to move.

Sadness Rachel Fear
U2: Uhh, are you saying that you’re not

entirely happy about this?
U3: Well, I mean if uh, if Emily

gave me a choice
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7.6 Discussion

Automatically predicting emotional responses in the conversation has been

a great interest in Human-Computer Interaction. One of the exciting research ar-

eas is the development of an open-domain dialogue system. The common approach

to this research is predicting emotional responses without considering the subjec-

tivity of the speakers. Since emotions are highly subjective, a single utterance may

generate different emotional responses in different speakers.

To get the subjective emotional response of each individual speaker, our

study presents an approach that models each emotional response separately along

with the speaker’s personality information. In particular, two different types of

approaches have been proposed, Single-Task (ST) and Multi-Task (MT). In Single-

Task (ST), every time a separate model is trained for each speaker to get the

subjective emotional responses for the next utterance. On the other hand, in

Multi-Task (MT), a single model is trained for multiple speakers to get subjec-

tive emotional responses with respect to each speaker. The MT approach has

multiple outputs in predicting emotional response; one for every single speaker.

The Multi-Task (MT) learning was tested with 3-categories and 7-categories emo-

tion classification. The results show that the Multi-Task (MT) approach helps in

predicting subjective emotional responses.

In conclusion, the Multi-Task (MT) approach performed better in order

to generalize the subjective emotional response of each speaker individually com-

pared to Single-Task (ST) and the state-of-the-art. The reason behind this is that

Multi-Task (MT) learning helps the network to learn a better representation of

the data. As a result, the network has more generalization capabilities for each

individual speaker. In this study, only the textual modality is used, whereas, in

a daily conversation, other non-verbal cues such as speech signals, body poses,

and facial expressions also play an important part in generating subjective emo-

tional responses. Dialogues with non-verbal cues change the whole context of the

conversation and, as a result, produce different subjective emotional responses.
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An interesting line of future work would be a multi-modal approach to predicting

subjective emotional responses.
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Chapter 8

Automatic Recognition of

Personality Traits

“All personality traits have their

good side and their bad side.”
Susan Cain
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This chapter presents the research work on the automatic recogni-

tion of personality traits using speech data. The study investigates

the performance of pre-trained weights for underlying audio classifi-

cation tasks as compared to hand-crafted features. Later, this chap-

ter explains how to convert a non-interpretable CNN model into an

interpretable CNN model for big-five personality traits. The pro-

posed interpretable model discovered the distinct frequency patterns

for each personality trait. We believe interpretability in affective ma-

chine learning systems helps to understand affective subjectivity in

more detail.

In recent years, personality computing [239] has become a very active re-

search subject that focuses on computational techniques related to human per-

sonality. It mainly addresses three fundamental problems: automatic personality

trait recognition, perception, and synthesis [240]. The first one aims at correctly

identifying or predicting the actual (self-assessed) personality traits of human be-

ings. This allows the construction of an apparent personality of an unacquainted

individual. Automatic personality trait perception concentrates on analyzing the

different subjective factors such as cultural, social, contextual, gender, and ap-

pearance that affect the personality perception of a given individual. Automatic

personality trait synthesis tries to generate artificial personalities through artificial

agents and robots. This research work focuses on the first problem of personal-

ity computing, i.e. automatic personality trait recognition. The reason behind

this is that personality traits provide a promising additional source of information

for personalization, which goes beyond context- and device-specific behavior and

preferences.

Automatic personality trait recognition from social media content has re-

cently attracted much attention in the fields of artificial intelligence and computer

vision, e.g. [240–242]. In 2016, the well-known European Conference on Computer

Vision (ECCV) released a challenge named ChaLearn Looking At People (LAP)

[243]. The main objective of the challenge was to develop a machine-learning ar-

chitecture that quantitatively evaluates the recognition of the Big Five personality
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traits of speakers. For ChaLearn 2016 challenge, the First Impression dataset [243]

was released, which is still the largest public database for apparent personality trait

estimation. Our study focuses on the First Impression dataset.

Most previous works focus on personality trait modeling and prediction

from different cues, both behavioral and verbal. Junior et al. [241], Mehta et

al. [242], and Zhao et al. [240] presented very detailed surveys on recently de-

veloped techniques that used single or multi-modalities for automatic recognition

of personality traits. We observe that works approaching the problem from a

multi-modal perspective were the ones showing the best results [244] on the First

Impression dataset. Most of these multi-modal approaches usually combine image

and audio, extracting visual features with Convolutional Neural Networks (CNN),

and using a late fusion with hand-crafted audio features.

In contrast, we only chose audio modality for the recognition of personality

traits. The reason behind this is that in psychology, it is widely accepted that

speech conveys a great deal of information about the speaker’s personality traits

[245–247]. The objective of our work is to explore audio modality in more depth,

and the possibility of using end-to-end methods for the audio modality. The use

of hand-crafted features for audio processing is usually motivated by the lack of

a large corpus of data for training end-to-end systems. However, recent audio

databases such as AudioSet [140] provide enough data to train a Deep Learning

model. This work takes advantage of the pre-trained model on AudioSet to fine-

tune the personality trait recognition task on the First Impressions dataset. We

found that the pre-trained weights are a good initialization point for the intended

task, improving the results obtained by hand-crafted features.
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8.1 Related Work

8.1.1 Automatic Personality Recognition

In most cases, Automatic Personality Recognition (APR) approaches aim

at inferring emotional and social phenomena from machine-detectable behavioral

evidence such as facial expression, speech, and text, which are used to predict

personality traits. Mohammadi et al. [248] used the Praat tool [249] to extract

the audio features pitch, energy, and voiced segments as well as statistical features

(maximum, minimum, mean, relative entropy) from speech clips. These features

were used with the combination of Logistic Regression and Support Vector Ma-

chine to predict the personality traits. The speech clips were taken from SSPNet

Speaker Personality Corpus [248]. Bietal et al. [250, 251] used speaking activity,

prosodic features, looking activity, verbal content, and facial expression in their

work for personality prediction.

At European Conference on Computer Vision (ECCV) 2016, a challenge

named ChaLearn Looking At People (LAP) [243] was introduced. The main ob-

jective of the challenge was to develop a machine-learning architecture that takes

Human-Centered YouTube videos and quantitatively evaluates the recognition of

the Big Five personality traits of speakers. In this challenge, Subramaniam et al.

[252] proposed a two-stream model: one stream for visual and another stream for

audio representation. The audio stream uses 68 dimension handcrafted features

vector for audio processing. These features are extracted by splitting the raw

signal into short-term windows (frames) and computing a number of features for

each frame. Then the mean and standard deviation of each feature sequence are

computed. These features concatenated with the visual features are taken as input

to the multi-modal neural network for personality prediction.

Similarly, Zhang et al. [244] proposed the Deep Bimodal Regressor (DBR)

framework, which uses CNN for visual representation and linear regression for

the audio stream. For audio processing, the Mel-Frequency Cepstral Coefficients

(MFCCs) features are first extracted from raw wave data of each video and then
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the Mel Filter bank energies are computed. These energies are the input of the

linear regressor. Finally, the visual modality and audio modality are lately fused

by averaging the scores of the visual and the audio modules. DBR framework

ranked first place in the ECCV ChaLearn LAP challenge 2016.

8.1.2 Audio Classification

In the past decades, most of the works on automatic audio classification are

based on hand-crafted features. Some of these features are time domain features,

and others are frequency domain features. Some examples are Mel Frequency Cep-

stral Coefficients (MFCC) [253], Linear Prediction Cepstral Coefficient (LPCC)

[254], and Bark Frequency Cepstral Coefficient (BFCC) [254]. Recently, Convolu-

tion Neural Networks (CNN) have shown encouraging effectiveness and attracted

more attention to audio processing [138].

Panagiotis Tzirakis et al. [255] trained an end-to-end convolutional neural

network for extracting audio features from raw data on an emotion recognition

task. These features are considered as input for a 2-layer LSTM (Long Short-Term

Memory) for contextual information extraction. The proposed model produces

state-of-the-art results for the RECOLA [75] dataset of the AVEC 2016 research

challenge on emotion recognition. Satt et al. [256] remove non-speech signal such

as crowd noise/music from 2D-Mel-Spectrogram and feeds this into the CNNs for

emotion recognition.

Samarth Tripathi et al. [257] use a multi-modal deep learning approach

for emotion recognition using the IEMOCAP dataset [80] with different modal-

ities: text, speech, and image. The concatenation of all modalities outperforms

the state-of-art results. To our best knowledge, most CNNs have been used for

emotion recognition, but CNN based on audio cues have not been considered for

the personality recognition task. Note that CNN methods usually require large

amounts of labeled data to be trained. For tasks without enough available data
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for training, a common approach is to use a similar dataset for pre-training the

system and then fine-tuning it for the target task.

In the previous context, AudioSet [140] can potentially be an interesting

resource to use. The upper ontology of the dataset covers a wide range of ev-

eryday sounds, including the domain ontology of human sounds, which consists

of the human voice (speech, shouting, screaming), respiratory sounds (breathing,

coughing, sneezing), heart sounds/heartbeat (heart murmur), among others. As

the First Impressions dataset comprises clips extracted from different YouTube

high-definition (HD) videos of people facing and speaking in English to a camera.

People in videos show different gender, ages, nationalities, and ethnicity.

8.2 End-to-End Approach for Personality Trait

Recognition from Audio

8.2.1 Audio Pre-Processing

An audio signal is the electronic representation of a sound wave like speech,

music, or any other type of sound. An audio signal may be represented in a digital

or analog format. We deal only with the analog representation of an audio signal.

A spectrogram is a general way to represent an analog representation of an audio

signal. The spectrogram is a graph with two geometric dimensions: the horizontal

axis represents the time and the vertical axis represents the frequency. A third

dimension indicating the amplitude of a particular frequency at a particular time

is represented by the intensity or color of each point in the graph. We use two

variations of the spectrogram.

Clip-Spectrogram (CS)- To generate the clip-spectrogram we proceed as

follows. First, we extract an audio sequence from the video. Each audio sequence

is divided into clips of 960 milliseconds (ms). After getting clips, the next step is to

extract spectral information of each clip i.e. how much energy the windowed signal
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contains at different frequency bands. The Short-Time Fourier Transform (STFT)

is used for extracting spectral information with 25ms window length and 10 ms

window shift. STFT transformed the 960 ms clip into 64 Mel-spaced frequencies,

and the magnitude of each bin is log-transformed. This gives the 2D log-Mel-

spectrogram patch of 96*64 bins for the input of our model.

Summary-Spectrogram (SS)- The window length (25ms) that we used

to get the spectral information of each 960ms frame holds only a small fraction of

audio information which may not be sufficient for the personality prediction task.

To consider the whole audio information of a video we concatenate the clip-based

2D log-Mel spectrograms along with the temporal domain. This way, we obtain a

1248*64 dimensional spectrogram. Then, an average pool operation is performed

to reduce the size of the spectrogram. We take an average of 60 ms frame across

all 64 Mel-spaced frequency bins, obtaining, as a result, a 208*64 spectrogram,

which we refer to as Summary-Spectrogram.

8.2.2 Architectures and Implementation Details

To get the personality traits prediction from CS and SS, we decided to

fine-tune the VGG model [138] on the First Impression dataset. The reason be-

hind this is that the VGG model has got state-of-the-art results on many audio

event classifications. The VGG model has multiple convolution layers for feature

extraction. The first layer has 64 filters, the 2nd layer has 128 filters, and the 3rd

and 4th layers are in a pair of two convolution layers having 256 and 512 filters

respectively. Max-pooled operation is applied to reduce the dimensionality of the

convolved filters. After that, two fully-connected layers having 4096 neurons are

applied for feature mapping. Lastly, the output layer consists of 5 neurons, one

for each personality trait. The architecture is shown in Fig. 8.1. In the training

phase, the model is fine-tuned on First Impression Dataset using the pre-trained

model for audio event classification in AudioSet [140] with a learning rate of 10−6

and Adam optimizer for optimization of the model.
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Figure 8.1: Audio-based convolutional neural network for big five personality
prediction using Clip-Spectrogram (CS) and Summary-Spectrogram (SS).

8.3 Experiments

8.3.1 First-Impression Dataset

The First Impressions dataset [243] consists of 10,000 video clips extracted

from more than 3,000 different YouTube high-definition (HD) videos. These videos

are human-centered in which a person is facing and speaking English to a camera

(see Fig. 8.2). People in the videos belong to different gender, ages, nationalities,

and ethnicity. Each video clip was annotated by AMT workers. Each worker

was shown two videos and asked to answer which of the two subjects presented

individual traits more strongly (see Fig. 8.3). The pairwise data is converted in

[243, 258] to continuous values using [259]. This method individually converts

the ordinal ratings of each dimension into continuous values (such as the level of

“Extraversion”) by fitting a Bradley-Terry-Luce (BTL) [243] model with maximum

likelihood, which is further scaled to be in the range of [0, 1]. This way, each

video sample in the dataset will have a continuous value associated with each trait

dimension, which can be used by any supervised learning method, in a classification

or regression task.
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Figure 8.2: Few examples of Human-Centered videos in which people are
talking to the camera about any predefined topic [260].

Figure 8.3: Snapshots of the interface for labeling videos [243]. The “big
five” traits are characterized by adjectives: Extroversion = Friendly (versus
Reserved); Agreeableness = Authentic (versus Self-interested); Conscientious-
ness = Organized (versus Sloppy); (non-)Neuroticism = Comfortable (versus
Uneasy); Openness = Imaginative (versus Practical).

8.3.2 Evaluation metric

The output of the models consists of a set of 5 continuous prediction values

in the range [0, 1] and the performance is evaluated by computing the mean

accuracy over all five traits and videos. Accuracy for each trait is defined in Eq.

8.1.
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A = 1 − 1

Nt

Nt∑
i=1

|ti − pi|/
Nt∑
i=1

|ti − t| (8.1)

where pi are the predicted scores, ti are the ground truth scores, with the

sum running over the Nt test videos, and t is the average ground truth score over

all videos.

8.3.3 Results

This section presents the performances of the models that were trained

using Clip-Spectrogram (CS) and Summary-Spectrogram (SS). The results are

presented in Table 8.1. The model that was trained using Clip-Spectrogram (CS)

has got the highest performance as compared to Summary-Spectrogram (SS) and

NJU-LUMDA [244]. The results show that the weights that are trained on a large-

scale audio dataset help in learning for other audio classification tasks and perform

better as compared to the hand-crafted features.

Furthermore, the results also show that the low-frequency patterns are also

very important along with high-frequency patterns presented in the spectrogram

for mapping personality traits. This is why the model which was trained using

Clip-Spectrogram (CS) has achieved the highest performance against Summary-

Spectrogram (SS).

Table 8.1: Accuracies Evaluation Results E refers to Extraversion, A to Agree-
ableness, C to Conscientiousness, N to Neuroticism, and O to Openness.

Model Name Mean Accuracy E A C N O

NJU-LUMDA [244] 0.8900 0.890 0.892 0.886 0.896 0.888

Ours-SS 0.8944 0.897 0.895 0.894 0.896 0.890

Ours-CS 0.9009 0.900 0.908 0.899 0.901 0.905
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8.4 Interpretability for Personality Trait

Recognition from Audio

Deep learning models [261] have achieved remarkable performance in a va-

riety of tasks, from visual recognition, natural language processing, and reinforce-

ment learning to recommendation systems, where deep models have produced

results comparable to and in some cases superior to human experts. Due to their

nature of overparameterization (involving more than millions of parameters and

stacked with more than hundreds of layers), it is often difficult to understand the

prediction results of deep models [262]. Explaining their behaviors remains chal-

lenging because of their hierarchical non-linearity in a black-box fashion. The lack

of interpretability raises a severe issue about the trust of deep models in high-

stakes prediction applications, such as autonomous driving, healthcare, criminal

justice, and financial services [263].

Interpretability is the extraction of relevant knowledge from a machine

learning model concerning relationships either contained in data or learned by the

model [264]. For example, to predict the value of a house, the machine learning

model would learn patterns from past house sales. The higher the interpretabil-

ity of a machine learning system, the easier it is for humans to comprehend why

certain decisions or predictions have been made.

Our main goal to introduce interpretability is to understand what parts

of the audio are the most informative for the model to recognize the personality

traits. For this goal, we used a technique called Class Activation Map (CAM) [265].

CAM was originally introduced for explaining the outputs of image classification

CNNs. More concretely, given an image classification task, CAM is a method for

visualizing the regions of the image that are highly informative for the classifier.

Specifically, given a particular category of the classification task, CAM generates

a heatmap indicating the discriminative image regions used by CNN to identify

that specific category.
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Previously, Ventura et al. [266] proposed an interpretable Convolutional

Neural Network (CNN) model for automatically inferring the personality traits

of people talking to a camera. This work only considers the visual modality

in order to interpret the results of CNN. The experiments were done using the

FirstImpression dataset [243]. The authors used the CAM [265] technique to

introduce interpretability in CNN. Later, they used face detection and Action

Unit (AUs) recognition systems to show the parts of human faces that the model

used to predict different personality traits of people.

Notice that CAM can be easily applied to a CNN that takes spectrograms

as input, since the spectrograms themselves can be represented as images. Thus,

the application of CAM, in that case, would allow locating the regions that have

discriminative frequencies and their amplitude with respect to time. That region

represents the frequencies with different ranges across time. For frequency analysis,

we average all the corresponding frequencies with respect to the time and get the

1-dimensional representation of frequencies. CAM has also been adapted for the

case that the CNN takes the raw audio data as input. As it can be seen in Fig. 8.4,

the output CAM is a 1D signal that represents how discriminative each component

of the input signal is. In this case, since the input is the raw signal in the frequency

domain, CAM is applied to find the most discriminative frequency components for

the personality trait regression problem.

Figure 8.4: Left: Representation of the audio signal in the Time domain.
Middle: Representation of the audio signal in the Frequency domain. Right:
CAM generated discriminative frequency patterns for a particular personality
trait in an audio signal.
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8.4.1 Interpretable CNN for Clip-Spectrogram (Our-ICS)

and Summary-Spectrogram (Our-ISS)

We use fine-tuned VGG network [138] with some additional modifications

for interpretability: we remove all the fully-connected layers between the last

convolutional layer and the output layer. Then we add a Global Average pooling

(GAP) layer before the output. This layer performs the average operation on

the convolutional features of the Conv-4 layer and uses those features for a fully-

connected layer that produces the prediction results. Fig. 8.5 represents the

interpretable CNN architecture. The same architecture is used for both: CS and

SS. We followed the same training procedure to fine-tune our interpretable models

for clip-spectrogram (CS) and summary-spectrogram (SS) as we adopted to fine-

tune our non-interpretable models.

Figure 8.5: Interpretable CNN: GAP (Global Average Pooling) is introduced
in the network for interpretability

8.4.1.1 Results

Interpretable Clip-Spectrogram (Ours-ICS): This model corresponds

to the architecture displayed in Fig. 8.5, which includes the CAM module for

interpretability. To observe the discriminative regions of the spectrograms, we

have generated the CAMs for 20 clips that have the highest prediction values
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with respect to each personality trait. We have not found any clear evidence of

a pattern for the discriminative regions on the spectrogram with respect to each

big five personality trait. Since there is no clear evidence, we only take one trait

for visualization, i.e. extraversion, which is displayed in Fig. 8.6. To extend this

analysis, we decided to aggregate the CAM values without any binarization along

the time domain of the spectrogram to see if there is any pattern in the frequency

domain. As it can be seen in Fig. 8.7, we found these time-aggregated CAMs

have a very similar pattern for all 20 clips with the highest predicted value for the

extraversion personality trait. These frequency pattern has been also found for

the other personality traits. However, we did not find any discriminative pattern

related to each specific personality trait, which indicates that the model decision

about all personality traits is based on the same features. Regarding the accuracy

achieved by this model (0.8990, see Table 8.2), we would like to highlight that

although the accuracy is slightly worse than the non-interpretable model (0.9009,

see Table 8.1), this model is considerably lighter (it does not include any fully

connected layer) besides the fact of being interpretable with the CAM technique.

Furthermore, it outperforms the NJU-LAMDA baseline (0.8900).

Table 8.2: Accuracies Evaluation Results E refers to Extraversion, A to Agreeableness,
C to Conscientiousness, N to Neuroticism, and O to Openness.

Model Name Model Type Model Accuracy E A C N O

NJU-LUMDA [244] Non-Interpretable 0.8900 0.890 0.892 0.886 0.896 0.888

Ours-ICS Interpretable 0.8990 0.897 0.906 0.891 0.897 0.902

Ours-ISS Interpretable 0.8963 0.892 0.896 0.894 0.898 0.893

Ours-IRA Interpretable 0.8946 0.890 0.892 0.894 0.896 0.890

Interpretable Summary-Spectrogram (Our-ISS): This model also

corresponds to the architecture displayed in Fig. 8.5, which includes the CAM

module for interpretability but uses the Summary-Spectrograms instead of the

Clip Spectrograms. Regarding the visualization of the discriminative regions us-

ing CAM for the 20 videos with the highest predictive value for each personality

trait (see Fig. 8.8), we have also found that there is not a clear pattern in the spec-

trograms. As done with the clip spectrogram model, a frequency-based analysis

138



Chapter 8: Automatic Recognition of Personality Traits

Figure 8.6: Class activation maps of 20 highest predictions of extraversion
trait (from left to right: Each Column represents one video (13 clips))
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Figure 8.7: Class activation maps of 20 highest prediction of Extraversion
trait (from left to right: Each CAM represents the frequency component of a
clip)
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has also been performed (see Fig. 8.9). As a result, we have also found a frequency

pattern, which is very similar to the frequency pattern found for the clip spectro-

gram model. However, as it can be seen in Table 8.2, the Summary-Spectrogram

model achieves an accuracy of (0.8963) which is lower than the accuracy achieved

by the Clip Spectrogram model (0.8990) but higher than the NJU-LAMDA base-

line (0.8900).

Figure 8.8: Class activation maps of 20 highest predictions videos of all traits.
From top to bottom: Row 1: Extraversion, Row 2 : Agreeableness, Row 3 :
Conscientiousness, Row 4: Neurotisicm, Row 5 : Openness

8.4.2 Interpretable CNN for Raw Audio Data (Our-IRA)

Besides using the spectrogram, we have also considered feeding the raw

audio data directly as input to the neural network. We convert the original signal

from the time domain into the frequency domain by (FFT) [267]. FFT decomposes

a sequence of values into a component of different frequencies and we use these

frequencies as input to our network. The reason behind this transformation is to

find a pattern of discriminative regions in the frequency domain, which may be

repeated for different sequences for the same personality trait. The architecture is
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Figure 8.9: Class activation maps of 20 highest predictions of extraversion
trait (from left to right: Each CAM represents the frequency component of a
whole video)

displayed in Figure 8.10, which takes as input the raw audio signal in the frequency

domain and can be analyzed by applying the CAM technique as illustrated in

Fig. 8.4.

Figure 8.10: The proposed convolutional neural network for personality pre-
diction when using raw audio data. An FFT module is applied to the raw signal
before feeding it to a CNN for prediction. No fully connected layers are used in
order to design an interpretable model.
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8.4.2.1 Results

For interpretability, we have averaged the CAMs obtained for the 20 videos

with the highest predicted values for each personality for visualization in Fig. 8.11.

We observe that CAMs for all personality traits are not identical, which means

that the prediction made by the model is based on different frequency components

depending on the personality trait to be predicted. Regarding the accuracy, as it

can be seen in Table 8.2, this model works slightly worse than the Interpretable

Clip-Spectrogram model (0.8946 vs 0.8990) and Summary-Spectrogram (0.8946

vs 0.8963), but this model is even lighter in terms of the number of parameters

and still outperforms the NJU-LAMDA baseline (0.8900), which is based on hand-

crafted audio features.

8.5 Discussion

In this research work, we proposed an audio feature extraction scheme for

big five personality prediction. We proposed a scheme that takes advantage of

the learned features from a large-scale audio dataset and fine-tuned it for per-

sonality traits recognition in speech data. The proposed scheme outperforms the

state-of-the-art results and shows that the learned features perform better than

the hand-crafted features. Furthermore, we proposed a fully convolutional archi-

tecture that allows finding the discriminative regions from different audio input

representations (spectrogram and frequency) by using the CAM technique, which

is usually applied to images. Thanks to the use of this technique, we proposed a

model which is better than state-of-the-art techniques based on hand-crafted audio

features both in terms of accuracy and interpretability. The accuracies achieved by

interpretable models are very close to the non-interpretable models. Furthermore,

the significant advantage over non-interpretable models is that the interpretable

models are lighter in the number of parameters and take less time to converge.

The results show that when CAM was applied to the spectrogram the model

could not learn consistent discriminative regions for each personality trait in all
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Figure 8.11: Frequency-based class activation maps for top 20 predictions
of each personality traits. Each frequency pattern is the average of the 20
Frequency-based class activation maps of that personality trait.

speakers. On the other hand, the CAM performed well on the frequency dimension

and found consistent discriminative regions for each personality trait in all speak-

ers. The videos in the FirstImpression dataset are human-centered videos in which

people are talking to the camera (a non-responded machine). To find subjective

discriminative patterns with respect to personality traits in a speech signal, the

community needs datasets that are large enough to capture subjective emotional

responses based on the personality traits of a speaker.
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We want to notice that this work was done in 2018 and published in

2019. In the past recent years, much work has been proposed that adopted a

multi-modalities approach including audio for personality traits recognition us-

ing the FirstImpression dataset. Furthermore, with the recent gaining on fairness

in machine learning, the FirstImpression dataset was also examined by the re-

searchers [260] and found that the labels are biased due to human perception.

This biased behavior is related to the annotator’s subjectivity in Part I of this

thesis. However, Part I focuses on subjectivity in the context of annotations on

affect instead of the subjectivity of annotations on personality. We think that

studying subjectivity in the context of personality trait recognition would be an

interesting direction for future research.
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Publication

• Hassan Hayat, Carles Ventura, Agata Lapedriza, ‘On the use of Interpretable

CNN for Personality Trait Recognition from Audio’, Frontiers in Artificial

Intelligence and Applications, 2019. DOI: 10.3233/FAIA190116

– Source code available at: GitHub Repository Link
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Conclusion

Important challenges in Affective Computing are to develop systems that

are able to generalize and, at the same time, can understand the subjective emo-

tional expressions and responses of each individual. The research work presented

in this thesis was carried out toward the development of systems that are aware of

emotional subjectivity. This research work addressed emotional subjectivity from

two different dimensions:

Subjectivity in Affect Labeling- In supervised machine learning, most

of the affective datasets only release hard labels associated with the data samples.

Hard labels are aggregated labels that come from multiple soft labels. Gener-

ally, soft labels represent the annotator’s individual emotional perception. Each

annotator has some agreement and disagreement with other annotators. In the

process of getting hard labels, developed functions only considered the agreement

part and discard the disagreement which actually represents the subjective emo-

tional perception of each annotator. The research community is divided into two

considerations with the annotator’s disagreement: subjectivity as noise and sub-

jectivity as information. This research work considered annotators’ disagreement

as information in modeling subjective emotional perception. More specifically,

we developed a multi-modal Multi-Task (MT) learning technique that learns the

annotator’s agreement and disagreement simultaneously. The proposed machine

learning model has multiple outputs. Each output comes from a separate block

that is only designated to learn a specific annotator’s emotional perception. These

outputs are trained using soft labels with respect to every single annotator. Along

these soft labels, there is an additional output that is trained on the hard labels,
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i.e. aggregated labels. The purpose of this output is to learn also the aggregated

emotional perception. All these output blocks are connected to a shared backbone

that basically learns the shared emotional patterns between each individual and

the aggregated annotator.

The multi-modal Multi-Task (MT) approach was tested on three differ-

ent datasets named COGNIMUSE, IEMOCAP, and SemEval 2007, ranging from

binary to multi-class emotion classification. The results show that multi-modal

Multi-Task (MT) approach has surpassed the state-of-the-art approaches. Besides

these significant improvements shown by MT, the approach also has a limitation,

i.e. the proposed architecture is limited to model the number of annotators. In

the experiments, the MT was tested with a maximum of 8 annotators, including

the aggregated annotator, since we only found very few datasets that released the

annotator-level annotations, which is the key to modeling emotional subjectivity

in supervised machine learning. The results of this research work encourage the

affective computing community to release the annotator-level annotations, along

with aggregated annotations, when publicly releasing any affective datasets.

Subjective emotional responses in dialogue systems- Automatically

generating emotional responses is a challenging area in dialogue systems. Dia-

logue systems consider dialogue as a conversation between the user and a system.

The aim of this research work is to automatically generate subjective emotional

responses in dialogue systems with respect to each speaker. Researchers in psy-

chology established a strong correlation between personality traits and subjec-

tive emotional responses of a speaker. Based on these findings, we developed

an approach that modeled the personality traits of a speaker with the emotional

variations presented in the preceding utterances to generate subjective emotional

responses of a speaker.

For this study, we used PELD (Personality EmotionLines Dataset). To

our best knowledge, this is the only available dataset in which the utterances of

the dialogues are annotated with the speaker id, textual representation, emotion

categories, sentiment categories, and the personality traits of a single speaker. To
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model subjective emotional responses for each speaker, the training data should

consist of multiple datasets. Every single dataset has samples that belong to

only a particular speaker. In the PELD dataset, the first utterance of each dia-

logue is annotated with the emotion category, which acts as an initial emotion of

the conversation and with the personality traits of the speaker. This personality

information is used to categorize all the dataset dialogues into speaker-specific di-

alogues to generate multiple datasets for training a Multi-Task (MT) model. The

big five personality information and the initial emotions are transformed into VAD

(Valence, Arousal, and Dominance) vectors before feeding the utterances into the

Multi-Task (MT) model.

In the Multi-Task (MT) model training, preceding utterances of a single

speaker are first transformed into semantically meaningful vectors. The Bert-Base

language model is used to obtain these vectors. Then these contextual embeddings

are encoded into the contextual VAD vectors. These contextual VAD vectors rep-

resent the emotional variation in the preceding utterances. The preceding emo-

tional variations are influenced by the personality traits of the speaker, i.e. the

learned personality VAD vector. The resultant vector represents the emotional

variations caused by the personality traits of the speaker. Later, the sum of the

personality-based emotion variations and the contextual VAD vector is used to

generate the subjective emotional responses of the speaker. In a single epoch,

each speaker’s training sample is used to train a Multi-Task (MT) model.

The proposed Personality based Multi-Task (MT) learning was tested with

two emotion category representations: 7-class emotion categories and 3-class emo-

tion categories. The results show that the Multi-Task (MT) approach has sur-

passed the state-of-the-art results for both emotion category representation set.

To our best knowledge, this is the first work that separately modeled the emo-

tional response of every single speaker using the PELD dataset. The lack of a

publicly available dialogue dataset, in which the utterances are annotated with

emotion classes, speaker id, and the personality traits of the speaker create a bar-

rier to applying Personality based Multi-Task (MT) learning on other datasets.

148



Conclusion

It is also a serious concern in enhancing the progress toward subjective aware

dialogue systems.

Overall, the presented research work addressed the problem of emotional

subjectivity in affective computing systems. To attain subjective aware affective

models, a Multi-Task (MT) learning approach is proposed, i.e. separate modeling

of each emotional perception in the data. The proposed Multi-Task (MT) learning

was tested in developing subjective aware affect models from two different perspec-

tives (i) subjectivity in affect labeling and (ii) subjective emotional responses of

speakers in dialogues. The results show that the separate modeling of each emo-

tional perception in the data converges the machine learning system better and

has more generalization capabilities compared to the combined modeling of each

emotional perception in the data.

Lastly, this thesis presents the research work on interpretable models for

personality trait recognition. The research work explored a Convolutional Neural

Network (CNN) based architecture that learns the audio cues to predict the Big

Five personality traits score of a speaker. The model takes advantage of a pre-

trained model on a large database for audio event recognition (AudioSet) and has

been finetuned on the First Impression Dataset to obtain an audio representation

for personality trait recognition. Then we interpret the model and generate the

visual correlation between the model parameters and learned representations with

Class Activation Maps (CAM). Lastly, we explored another CNN model that was

trained from scratch, which takes the raw audio data in the frequency domain as

an input, finding some frequency patterns discriminative for each personality trait.

The interpretability part reveals the inter-mechanism of the model, showing that

some frequency bands are more discriminative for personality trait recognition

than others.
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