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Abstract

This thesis introduces SIMPLE (Structured Illumination based Point Lo-
calization Estimator), a novel super-resolution technique in fluorescence
microscopy. By combining standing-wave patterned illumination with
single-molecule localization microscopy (SMLM), SIMPLE achieves sig-
nificant improvements in localization precision. Experimental results
demonstrate a 2-fold enhancement in localization precision over a 400 pm?
field of view, validating the practical effectiveness of SIMPLE.

Additionally, this thesis presents meLM (Modulation-Enhanced Lo-
calization Microscopy) as a broader concept that encompasses techniques
like MINFLUX, SIMPLE, and others. The simulations conducted in this
study confirm the theoretical predictions of SIMPLE’s improved local-
ization precision throughout the field of view.

Furthermore, the thesis proposes an extension of SIMPLE for direct
size measurement of sparse nano-structures, which has the potential to
overcome limitations imposed by SMLM. Although actual size measure-
ments have not been performed, this proposal highlights the promising
application of SIMPLE in nano-structure sizing experiments.

In summary, SIMPLE demonstrates the power of patterned illumi-
nation in advancing super-resolution imaging. The thesis establishes
SIMPLE as a key technique within the broader framework of melLM,
and suggests its potential for precise nano-sizing experiments.



Resumen

Esta tesis presenta SIMPLE (Estimador de Localizacién Puntual basado
en lluminacion Estructurada), una nueva técnica de superresolucion en
microscopia de fluorescencia. Al combinar la iluminacion con ondas es-
tacionarias patroneadas y la Microscopia de Localizacion de Moléculas
Unicas (SMLM), SIMPLE logra mejoras significativas en la precisién de
localizacion. Los resultados experimentales demuestran un incremento
de 2 veces en la precision de localizacion sobre un campo de vision de
400 um?, validando la efectividad practica de SIMPLE.

Ademas, esta tesis presenta meLM (Microscopia de Localizacion Me-
jorada por Modulacién) como un concepto mas amplio que abarca téc-
nicas como MINFLUX, SIMPLE y otras. Las simulaciones realizadas en
este estudio confirman las predicciones tedricas de la mejora en la pre-
cision de localizacion de SIMPLE en todo el campo de vision.

Ademas, la tesis propone una extension de SIMPLE para la medicion
directa del tamafo de nanoestructuras dispersas, lo cual tiene el poten-
cial de superar las limitaciones impuestas por SMLM. Aunque no se han
realizado mediciones reales de tamano, esta propuesta resalta la prome-
tedora aplicacion de SIMPLE en experimentos de dimensionamiento de
nanoestructuras.

En resumen, SIMPLE demuestra el poder de la iluminacion estructu-
rada en el avance de la imagen de superresolucion. La tesis establece a
SIMPLE como una técnica clave dentro del marco mas amplio de meLM
y sugiere su potencial para experimentos precisos de dimensionamiento
de nanoestructuras.



Résumeé

Cette these présente SIMPLE (Estimateur de Localisation Ponctuelle basé
sur 'lllumination Structurée), une nouvelle technique de super-résolution
en microscopie de fluorescence. En combinant une illumination struc-
turée a ondes stationnaires avec la Microscopie de Localisation de Mo-
lécules Simples (SMLM), SIMPLE permet d’obtenir des améliorations si-
gnificatives de la précision de localisation. Les résultats expérimentaux
démontrent une amélioration de la précision de localisation de deux fois
sur un champ de vision de 400 um?, validant ainsi I'efficacité pratique de
SIMPLE.

De plus, cette these présente meLM (Microscopie de Localisation
Améliorée par Modulation) en tant que concept plus large englobant
des techniques telles que MINFLUX, SIMPLE, et d’autres. Les simula-
tions réalisées dans cette étude confirment les prédictions théoriques de
’amélioration de la précision de localisation de SIMPLE sur I’ensemble
du champ de vision.

En outre, la these propose une extension de SIMPLE pour la mesure
directe de la taille de nanostructures peu denses, ce qui permettrait de
surmonter les limitations imposées par SMLM. Bien que des mesures de
taille réelles n’aient pas été effectuées, cette proposition met en évidence
application prometteuse de SIMPLE dans les expériences de dimension-
nement de nanostructures.

En résumé, SIMPLE démontre le pouvoir de l'illumination structu-
rée dans le domaine de I'imagerie de super-résolution. La thése établit
SIMPLE en tant que technique clé dans le cadre plus large de meLM
et suggere son potentiel pour des expériences précises de dimensionne-
ment de nanostructures.



Resum

Aquesta tesi presenta SIMPLE (Estimador de Localitzaci6 de Punts basat
en llluminaci6 Estructurada), una nova técnica de super-resoluci6 en mi-
croscopia de fluorescencia. Mitjancant la combinacié d’una il-luminacié
estructurada amb ones estacionaries i la Microscopia de Localitzacio de
Moleécules Uniques (SMLM), SIMPLE aconsegueix millores significati-
ves en la precisi6 de localitzacid. Els resultats experimentals demostren
un increment del doble en la precisio de localitzacié sobre una area de
visualitzacié de 400 um?, validant I'efectivitat practica de SIMPLE.

A més, aquesta tesi presenta meLM (Microscopia de Localitzacié Mi-
llorada per Modulaci6) com a concepte més ampli que engloba técniques
com MINFLUX, SIMPLE i altres. Les simulacions realitzades en aquest
estudi confirmen les prediccions tedriques sobre la millora en la precisié
de localitzacié de SIMPLE a tota I’area de visualitzacié.

A més a més, la tesi proposa una ampliacié de SIMPLE per a la mesu-
ra directa de les dimensions de nanoestructures disperses, la qual cosa
té el potencial per superar les limitacions imposades per SMLM. Encara
que no s’han realitzat mesures reals de les dimensions, aquesta proposta
posa de manifest I’aplicacié prometedora de SIMPLE en els experiments
de mesura de nanoestructures.

En resum, SIMPLE demostra el poder de la il-luminacié6 estructurada
en I'avan¢ de la imatge de super-resolucio. La tesi estableix SIMPLE
com una técnica clau dins del marc més ampli de meLM i suggereix el
seu potencial per a experiments de mesura precisa de dimensions de
nanoestructures.



Contents

List of Acronyms

List of Symbols

I FUNDAMENTALS IN OPTICAL MICROSCOPY
.1 Introduction . . ... ... ... .. .. .. ... .. ...
1.2 Theresolution . . .. ... ... ... ... .......
.3 Fluorescence . . . ... ... ... . .. ... .. ...

Il SUPER-RESOLUTION OPTICAL MICROSCOPES
[I.1  Modelling the fluorescent signal . . . . ... ... .. ..
[1.2 Total internal reflection fluorescence . . ... ... ...
[1.3  Stimulated emission-depletion . . . . .. ... ... ...
[1.4  Structured illumination microscopy . . ... . ... ...
[1.5 Single-molecule localization microscopy . . . . . . .. ..

I SIMPLE - SIM-BASED POINT LOCALISATION ESTIMATOR
[11.1 Point emitters in patterned illumination . . . . . . .. ..
1.2 lllumination’s properties . . . . . ... ... .......

[1.2.1
[11.2.2
11.2.3
[11.2.4
[11.2.5
[.2.6

Patterns/Signal summation . . . ... ... ...
Homogeneity criterion . . . . .. ... ... ...
m-b, equivalence . . . .. ... ... ...
Pixel integration . . . . ... ... ........
Homogeneous phase-shiftsé =1 . . ... .. ..
Reduced-amplitude phase-shifts & <1 . ... ..

[11.3 Localisation precision limits . . . . ... ... ......

Xi

XV

XVili

Dl W — =

11
13
16
23



Xii

[11.3.1 Uncertainty propagation (UP) . . . .. ... ... 41

Homogeneous phase-shifts-¢§¢=1 . ... ... ... 42

Reduced phase-shifts-& <1 ... ... ... ... .. 44

[11.4 Cramér-Rao lower bound (CRLB) . ... ... ...... 45

I11.4.1 The Fisher information matrix (FIM) . . . . . .. 46

[11.4.2 Read-out noise as a Poisson variable . . . .. .. 48

[11.4.3 Shot-noise as a Gaussian variable . . . . ... .. 49

[11.4.4 A Poisson-Normal mixed model . . . . ... ... 50

[11.4.5 CRLB appliedtoSIMPLE . . . . . ... ... ... 50

Equidistant phase-shiftswith& <1 . ... ... ... 51

Homogeneous phase-shifts: § =1 . . ... ... ... 52

Spatial spreading of the fluorescence . .. ... ... 54

[11.4.6  Comparison of localization precision limits . . . . 58

1.5 Numerical simulations . . . ... ... .......... 59

I11.5.1 Model/simulation comparison . . . . . ... ... 64

Homogeneous phase-shiftswith K =3 . . . ... .. 64

High-gain SIMPLE: £ <1 . . .. ... ... ...... 70

IV PERSPECTIVE: PATTERNED ILLUMINATION FOR NANO-SIZING 73

IV.1 From individual emitters to sparse nano-structures . .. 76

IV.1.1 Emitterpair . .. ... ... oo 76

IV.1.2 Complex structures . . . . . ... .. ... .... 82

Conclusion 87

Appendices

A SIMPLE: STRUCTURED ILLUMINATION BASED POINT LOCAL-

IZATION ESTIMATOR WITH ENHANCED PRECISION 93

B MODULATION-ENHANCED LOCALIZATION MICROSCOPY 107

C  STRUCTURED ILLUMINATION MICROSCOPY 121

Bibliography 131



xiii

List of Figures

.1 Diffraction-limit . . .. ... ... ... .. ... .. 4
.2 eGFP’s emission & absorption spectra . . . . . ... ... 5
[.3  Fluorescence - Jablonski diagram . . . . . ... ... ... 6
.1 TIRFillumination . . ... .. ... ... ......... 12
I1.2 TIRF image sequence . . .. ... ............. 14
[1.3  Stimulated emission-depletion (STED) . . . . . . ... .. 16
1.4 Moirépatterns . . . . . .. ... Lo 18
.5 TIRF-SIM . . ... . o 19
6 3D-SIM . . . ... 19
.7 Hlumination pattern . . . . .. ... ... ......... 20
[1.8  Structured illumination microscopy (SIM). . . . . . . .. 21
[1.9 Localisation precision limit - Thompson vs Mortensen . . 24
.1 MINFLUX . . .. oo 27
[11.2° SIMPLE - single emitter in 2D standing-wave illumination 28
1.3 Principle of SIMPLE . . . . . . ... ... ......... 29
I11.4 Pixelation effectson SIMimages . . . . . ... ... ... 34
[11.5 Emitter’s phase position retrieval . . . . . ... ... ... 37
[1l.6 Signal amplitude at fixed N — Peak and valley . . . . .. 38
[1.7 Hlumination and pixel grid’s coordinates . . . . ... .. 54
I11.8 SIMPLE with spatial spreading . . . . . ... ... .... 55
1.9 Image simulation workflow . . . . . ... ... ... ... 61
.10 Binning masks . . . . .. ... ... ... ... ..... 61
I11.11 SIMPLE - Fitting routine . . . . .. ... ... ...... 62

[11.12 SIMPLE - Localisation precision and gain . . . . . .. .. 65



Xiv

[11.13 Spatial dependency of the localization precision . . . . .
[11.14 SIMPLE - Effectof noise . . . . . . ... ... ... ....
[11.15 SIMPLE - The effect of the modulation . . ... ... ..
[11.16 High-gain SIMPLE - Spatial dependency . . . ... ...

IV.1 Pixel vs vector based images . . . ... ..........
IV2 {AXmxd¢}space . .. ... .. ... ... ... ...
IV.3 Centroid wiggling of an emitter pair . . . . . . ... ...
IV.4 {A X m x ¢} dependency on emitters pair’s distance . .
IV.5 Schematic of a neural network . . . . . ... ... ....
IV.6 Pseudo-vectorial description of complex structures

List of Tables

[11.1 Phase position uncertainty for three evenly-spaced phase
shifts . . . . L
[11.2 Average and limit phase uncertainty for three evenly-
spaced phase shifts . . . ... ... ... ... ..

List of Codes

[11.1 Localization precision calculation using uncertainty prop-
agation (UP) . . . . . . ... . . ...
[11.2 SIMPLE simulation pipeline - MATLAB . . . . . ... ..



XV

List of Acronyms

NA
CRLB
DMD
FIM
FOV
GFP
GSD
GT
HilLo
LLS

LS
melLM
MINFLUX
ML
NN
oM
OTF
PALM
PDF
PINN
PSF
RESOLFT

RMS

numerical aperture

Cramér-Rao lower bound

digital micro-mirror device

Fisher information matrix

field of view

green fluorescent protein

ground-state depletion

ground truth

highly inclined and laminated optical sheet
lattice light-sheet

least-square

modulation-enhanced localization microscopy
minimal photon fluxes

machine-learning

neural network

optical microscopy

optical transfer function

photoactivated localization microscopy
probability density function
physics-informed neural network
point-spread function

reversible saturable/switchable optical linear
fluorescence transitions

root-mean-square



XVi

ROI
SIM
SIMPLE
SLM
SMLM
SNR
SPT

SR

SRM
STD
STED
STORM
TIRF
TWINZ
upP

WF

region of interest

structured illumination microscopy
SIM based localization estimator
spatial-light modulator

single-molecule localization microscopy
signal-to-noise ratio

single-particle tracking
super-resolution

super-resolution microscope

standard deviation

stimulated emission-depletion
stochastic optical reconstruction microscopy
total internal reflection fluorescence
twinkle-wiggle nano-sizer

uncertainty propagation

widefield



List of Symbols

o>

s

Zaws <R

> X
3
m

D~ M™~RX XXHH‘Z’

Description

[llumination pattern’s amplitude
Pixel size

Background offset

Bessel J function
Uncertainty of the quantity e
Kronecker delta function
Pattern shift: & - ||€]| "
Pattern phase shift

Intensity of fluorescence
Fourier transform’s operator
Precision gain
Normal/Gaussian distribution
Integrated point-spread function
Point-spread function

Fisher information matrix
[llumination function

Number of phase shifts: Q (©)
Vector in the reciprocal space
Phase shifts” index

Pattern period

Coordinate along the pattern
Likelihood function

Unit

nm

BPhox
melLM

meLM

nm
rad

nm-—

nm
nm

XVii



XVili

s =3

o
(@]
9
3

X > DI T <A QI v AT e eI e TY

Description

Signal’s modulation
Total number of photons
Refractive index

Optical transfert function
Cardinality operator
Number of emitters
Emitters’ index

Phase position relative to the illumination
Unit representing a number of photons

Poisson distribution
Set of phases {9, }

Phase of the illumination pattern

Pattern’s phase at the point (0, 0)

Fluorescent response function
Emitters’ fluorescence density
Background noise per ROI
Standard deviation of
Background noise per pixel
Localisation precision
Fluorescence signal

Number of frames

Number of pattern orientations:
Frame index

Pattern orientation index

Set of pattern orientations {6}
Pattern orientation
Excitation/emission wavelength
Position vector

Shift factor

Reduced shift factor

rad
P

rad
rad



Chapter |

FUNDAMENTALS IN OPTICAL
MICROSCOPY

I.1 Introduction

The invention of the microscope in the 16" century revolutionized our
understanding of the natural world by enabling scientists to observe
previously unseen structures such as microorganisms, cells, and even
individual subcellular components [1-4]. Over the centuries, the de-
velopment of microscopy has not ceased to transform and extend our
knowledge of the biological world.

In the late 19'" century, Ernst Abbe formulated the diffraction limit
of light, which imposed a fundamental limit on the resolution of conven-
tional fluorescence microscopy [5]. This limit states that objects smaller
than half the wavelength of light cannot be resolved. It was only in
the 1930s, with the development of electron microscopy, that scientists
were able to achieve a resolution beyond the diffraction limit of light.
However, electron microscopy requires samples to be fixed, stained, and
imaged in a vacuum, making it unsuitable for imaging living cells.

In the 1950s, the invention of the first fluorescence microscope en-
abled visualization of living cells and tissues [6]. The use of fluorescent
dyes and probes allowed researchers to observe specific structures and
molecules within cells, such as the cytoskeleton or DNA. The discovery
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and use of green fluorescent protein (GFP) in the 1990s marked a major
advance in the field [7], enabling the visualization of dynamic processes
in living cells, such as protein trafficking and cell division.

The development of confocal microscopy in the 1950s [6, 8] and TIRF
microscopy in the 1980s [9] allowed for improved details and image con-
trast by reducing out-of-focus fluorescence and illuminating only a thin
section of the sample, respectively.

Driven by the discovery and use of GFP, the 1990s saw the flour-
ishing of new techniques by-passing Abbe’s resolution limit. The inven-
tion of stimulated emission-depletion (STED) microscopy [10] provided
a significant improvement in resolution by successively using two laser
beams to selectively quench fluorescence, effectively narrowing the flu-
orescent volume and enabling resolution beyond the diffraction limit.
Alternatively, single-molecule localization microscopy (SMLM), using
the spatio-temporal sparsity of emitters and subsequent fitting routine
to achieve high resolution, was proposed by Betzig, Moerner and Or-
rit [11-14]. And at about the same time, structured illumination mi-
croscopy (SIM) was being developed by Gustafsson; relying on Moiré in-
terferences with the illumination’s structure, unlocking resolution-doubling
in live cells with minimal sample preparation [15].

With each one of these technological advances, researchers are bet-
ter equipped to observation tissues, cells, sub-cellular structures and
even single molecules. This is key to answer many fundamental bio-
logical questions and further our understanding of life, hence a direct
drive and motivation to push further into breaking the limitations of ex-
isting techniques. Towards this ambitious goal, | will present SIM based
localization estimator (SIMPLE), a novel technique at the nexus of SIM
and SMLM that improves the localisation precision of single molecules
by a factor two.

This thesis, presented as a compendium of articles | co-authored
[16-18] (listed in appendices A to C), will go through the basic con-
cepts and limitations of conventional microscopes, describe the state-of-
the-art super-resolution microscopes, introduce the idea of modulation-
enhanced localization microscopy (meLM) focusing on SIMPLE (theory,
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simulations & experimental results) and finally overview the potential
of this class of techniques as a method for sizing nanometric structures.

1.2 The resolution

Despite its significant capabilities, traditional fluorescence microscopy
is limited by the diffraction of light, first described by Ernst Abbe in
(1873) [5]", and commonly known as the diffraction limit, which restricts
the resolution to around 200-300 nm for visible light, preventing the vi-
sualization of structures on the nanoscale. This limit, which was for-
malised only after Abbe’s death [19], imposes that objects smaller than
half the wavelength of illumination A divided by the numerical aperture
(NA) cannot be resolved:

A A

= = 1.1
dabbe 2nsina 2NA (1)

where Abbe defined the numerical aperture as NA = nsinco, with n
the refractive index of the medium, and « the objective’s semi-angular
aperture.

It is however a closely related derivative of this limit that is used in
practice as measure of resolution in microscopy: the Rayleigh criterion
[20]:

Tt A A

where j10,1 is the first zero of the Bessel J function of the first kind.

While these limits are similar, Abbe’s equation sets a limit inherent
to the wave-like properties of light, whereas the Rayleigh criterion is a
convenient yet arbitrary limit above which two objects can be distin-
guished.

dRaerigh =

“For the English translation of Abbe’s original paper and a comprehensive analysis
of the historical development of microscopy, see 19.
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Figure 1.1 - Diffraction-limit: Comparison of the resolution criteria.

A third resolution measure is defined by Sparrow [21] as the distance
cancelling the intensity dip between two point-sources:

A
dSparrow ~ 048m (13)

This result is obtained assuming that, at the limit, the second derivative
of the intensity at the centre of the emitters vanishes. Hence, using the
derivation properties of Bessel functions, with 2r = ds,row, One obtains:

901(r)* _ 6Jo(r)a(r) | 3o(r)* = 4J1(r)? + Ta(r)*

r2 r 4

=0 (14

Those limits are represented in figure 1.1, where one can see that
because of the diffraction limit, past a certain distance two objects will
merge and become indistinguishable. The case described as "fully re-
solved" allows the signal to completely vanish between the emitters as
they separate by twice the Rayleigh limit [22].
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Figure 1.2 — Emission & absorption spectra of eGFP. The peak excitation efficiency
is around 488 nm, and the fluorescence around 510 nm. The Stokes shift is the
energy/wavelength difference between the absorbed and emitted light.

1.3 Fluorescence

One of the key concepts that revolutionized light microscopy and al-
lowed it to play a major role in research is fluorescence. Unlike in bright-
field microscopy, where the light is simply shone through the sample,
fluorescence enables the selective study of specific sub-parts of a sample.
In bright-field microscopy, the whole object is illuminated and the ob-
served signal results from the unspecific light-sample interaction, which
limits contrast, resolution, and makes it impossible to study individual
structures.

However, with the development of fluorescent dyes and later ge-
netically encoded fluorescent proteins, researchers were able to study
specific structures of interest. These fluorescent proteins are produced
in-situ by the cell and can be specifically attached to a protein com-
plex through genetic manipulation, enabling selective study of individ-
ual structures.

Fluorescence is a phenomenon in which a molecule transiently ab-
sorbs a photon and then re-emits it at a longer wavelength (see fig-
ure |.2). This process involves the molecule transitioning from its ground
state (Sp) to an excited (S,) state upon absorbing a photon. The excited
state being unstable, it quickly relaxes back to the ground state, emit-
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Figure 1.3 — Jablonski diagram of the various energy transfer processes potentially
happening in a fluorophore. The fluorescence, and phosphorescence are both ra-
diative transitions, whereas the internal conversion (IC) and inter-system crossing
(ISC) are not.

ting a photon in the process; this emitted light is known as fluorescence.
Phosphorescence, is a slightly different process where the fluorophore
relaxes to a meta-stable state called the triplet-state before a photon is
emitted to release the remaining energy acquired.

When in an excited state, the molecule can undergo a process called
inter-system crossing, where it transitions from a singlet state (S,) to a
triplet state (T,,): a relatively long-lived, excited state of the molecule.
From the triplet state, the molecule can either non-radiatively relax back
down to the ground state or undergo a process called phosphorescence,
where it emits a photon of even longer wavelength than fluorescence.

Jablonksi diagrams (figure 1.3) are often used to visualize the en-
ergy level transitions involved in fluorescence. These diagrams show the
ground state, excited state, and triplet state of the molecule, as well as
the various energy level transitions that can occur, including vibrational
relaxation, fluorescence and phosphorescence.

Depending on the stability of the different excited states, the time it
takes the fluorophore to relax towards the ground state can vary. This
so called fluorescence lifetime typically varies from nanoseconds to mi-
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croseconds depending on the fluorophore’s chemical structure and the
surrounding environment. When taken into account, these dependen-
cies can be used to gain precious insight about the sample [23].

In summary, fluorescence is a powerful tool in microscopy, as it al-
lows specific structures within a sample to be visualized with high sensi-
tivity and specificity. By using fluorophores with distinct spectral prop-
erties (i.e. excitation and emission wavelengths), multiple structures can
be visualized simultaneously in a single sample.






Chapter Il

SUPER-RESOLUTION OPTICAL
MICROSCOPES

This chapter’s purpose is to present the relevant microscopy modalities
necessary for the understanding of the chapters to come. It should give
the reader the context and an overall understanding of the state-of-the-
art fluorescent microscopes (TIRF, STED, SIM, and SMLM)".

1.1 Modelling the fluorescent signal

In order to understand the innovative techniques invented to overcome
the limitations of the diffraction limit and implemented in STED, SIM,
and SMLM, it is first necessary to model the fluorescence signal.

We first define the density of fluorescent emitters attached to a sam-
ple’s structure of interest as p(x). Those fluorophores will then be ac-
tivated using an excitation illumination; whose spatio-temporal repre-
sentation is given by Z(x). Furthermore, in order to keep the model
as general as possible, one needs to account for the response R of the
emitters to said excitation.

“For an extensive description and comparison of the main techniques used in mi-
croscopy, please see the excellent review article L. Schermelleh et al., “A guide to super-
resolution fluorescence microscopy”, Journal of Cell Biology 190, 165-175 (2010).


https://doi.org/10.1083/jcb.201002018

CHAPTER 11

One defines the fluorescent emission 7 as the product of the emit-
ter’s density p and the response R to a given excitation Z:

n(x) = p(x) R(Z(x)) (L)

This emission does not yet account for the limited resolution of the
microscope, that spreads the signal by convolving it with hpe, the func-
tional representation of the point-spread function (PSF). One defines the
signal g, as follows:

() = [osr © 1) (%)
= hese(x) @ |p(x) R(Z(x))]

Ultimately, this "ideal" signal will be collected by a detector, or detector-
array (SCMOS, EMCCD, PMT, SPAD, etc.), effectively integrating the signal
over a portion of space. Here, individual detectors’ cells of surface S,,
are indexed as u,v:

(11.2)

Suy = / s(x) d*x (I1.3)
XESu,v
Finally, in order to obtain a result that models accurately real images,
one needs to add noise components [25]:
« Shot-noise (Poissonian distribution P(s) coming from the photon-

counting process)

« Read-out noise (additive Gaussian noise N, from electronic con-
version of the signal)

« Dark-current (random charge-hole creation)
« Pattern noise (pixel-to-pixel variation)

In the scope of the presented work, only the shot-noise and read-out
noise are taken into account as one supposes that the dark-current and
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pattern noise are either negligible or could experimentally be accounted
for.

Furthermore, as a convention, the total number of fluorescence’s
photons N is defined as the signal collected during a group of V' suc-
cessive excitations of index v.

v

N=> n, (11.4)

v=1

11.2 Total internal reflection fluorescence

Total internal reflection fluorescence (TIRF) is a powerful imaging tech-
nique used to investigate the interactions between biological molecules
at the interface between two media (figure 11.1). Its principle is based on
the phenomenon of total internal reflection, which occurs when a light
beam is incident on the interface between two media with different re-
fractive indices ny, np at an angle 8; greater than the critical angle 6.
given by Snell’s law:

sin g

0 (11.5)

< sinm

Indeed, above this angle, the reflected beam generates an evanescent
field that penetrates only a few hundred nanometres into the sample’s
medium, allowing the selective excitation —and corresponding detection-
of fluorescent molecules in the near-field region, i.e. at the sample’s
interface.

The axial dependency of the evanescent field’s intensity is given by
the following equation [22, 26]:

I(z) = I,e (I1.6)

The evanescent field decreases exponentially in intensity into the second
medium; with a penetration depth d given by the following equation:
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Figure I1.1 — TIRF illumination: For incident angles 0; greater than the critical
angle 0., the light is totally reflected. Above the focal plane, only an exponentially-
decaying evanescent field (a few hundred nanometres deep) can excite the sample.

-2 -1/2
g A _ A s.|n2 0, 9 (IL7)
4m/m2sin®0; — np2  ATn [sin® 6,

where X is the wavelength of the incident light, n; and n, are the re-
fractive indices of the first and second media, respectively, and 6; is the
angle of incidence.

Even though usually not considered being a super-resolution tech-
nique, one could argue that TIRF offers sub-diffraction information as
d can reach values below 50 nm for NA = 1.7 objectives, ensuring the
very close proximity (much below the standard axial resolution) of the
fluorescent molecules.

The first application of total internal reflection microscopy to fluo-
rescence in (1981) was presented by Axelrod [9], who used a prism to
generate the evanescent field at the glass-liquid interface [27]. Later,
the use of a microscope objectives with a high numerical aperture (NA)
(higher than the sample’s medium) became the standard method to
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achieve TIRF illumination [28].

TIRF has found numerous applications in the study of cell biology
[29], including the visualization of the dynamics of cell membrane and
cytoskeleton, and used to study the behaviour of single molecules on
surfaces. More elaborate implementations have later been proposed im-
proving the techniques by, among others, reducing unwanted signal or
bettering illumination homogeneity [30-33].

Figure I1.2 shows a time-series of multi-colour TIRF images obtained
using a custom-made DMD-based TIRF-SIM microscope | designed and
built in-house. The labelled structure are actin (LifeAct-eGFP, greyscale)
and myosin (myomCherry, cyan) expressed in a zebrafish progenitor
stem cell under a confinement of 7 pm. The images, selected with a 2s
separation, are a subset of a movie acquired at 20 fps with 25 ms expo-
sure time.

1.3 Stimulated emission-depletion

Stimulated emission-depletion (STED) microscopy, a point-scanning tech-
nique, was first proposed by Hell and Wichmann in (1994), and the
first experimental demonstration of STED microscopy was published in
(1999) [34]. Since then, STED microscopy has become a widely used
technique in biological imaging, with applications ranging from the study
of synapses and neural networks to the imaging of virus particles and in-
tracellular organelles [35-40]. STED microscopy has also been combined
with other techniques, such as fluorescence correlation spectroscopy
and single-particle tracking, to provide further insights into biological
processes at the nanoscale.

The principle of STED microscopy is based on stimulated emission,
which is the inverse process of spontaneous emission. Stimulated emis-
sion occurs when an excited molecule is stimulated by an additional ex-
ternal photon with the same energy, triggering the radiative relaxation
of the excited molecule and the emission of a photon. This process ef-
fectively de-activates the molecule and hence reduces the population of
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Figure 11.2 — Series of 2-colours TIRF images of a zebrafish progenitor stem cell
acquired on a custom build microscope. The cell is confined with a confinement-
height of 7um, and the fluorescently labelled structures are actin (LifeAct-eGFP,
greyscale) and myosin (myomCherry, cyan). The displayed images are picked ev-
ery 40 frames (2's) from a movie acquired at 20 fps with 25 ms exposure time.
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the excited state, resulting in a localized reduction in the fluorescence
emission.

STED microscopy, requires two laser beams to respectively excite
and de-excite the fluorophores. The first beam is focused onto the sam-
ple, putting fluorophores in an excited state and potentially causing
them to fluoresce. The second beam, focused on the same portion of
the sample, is spatially modulated into a doughnut-shaped intensity
distribution (typically achieved using a phase mask), featuring a cen-
tral (almost) zero-intensity point. The intensity profile of the second
beam is essential as the region with high intensity will have a greater
potential for the de-excitation of fluorophores than its dimmer counter-
parts. The doughnut-shape therefore preserves the signal at its centre
but depletes excited fluorophores further away radially, ensuring that
the signal comes from a well-defined region at the illumination’s centre.

However, as described in section 1.2, the achievable resolution of an
optical system is fundamentally limited by the diffraction limit, as given
by Abbe’s formula (I1.1). This means that the accuracy with which we
can illuminate the sample is constrained by the same limit: both the
excitation and depletion beams in STED microscopy are subject to the
constraints of diffraction and cannot be arbitrarily small, just like the
fluorescent signal. In summary, even though the two laser beams are
subject to the diffraction limit, the spot size containing the remaining
excited fluorophores can be much smaller.

A visual representation of the excitation, depletion, and effective
point-spread function (PSF) can be found in figure 11.3.

The intensity of the depletion beam is carefully controlled to achieve
the desired resolution improvement, while minimizing the loss of fluo-
rescence signal [37]. The resolution achieved by STED microscopy is
given by the formula:

A 1
dstep = 1.8
STED SNA 1T I/Isat, ( )
where I, is the saturation intensity of the fluorophore, and I is the
intensity of the depletion beam.
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Figure 11.3 — Stimulated emission-depletion (STED): a diffraction limited spot of
the sample is first excited (left), then a patterned laser will inactivate the emitters
from the edge of this spot (centre), leaving only a restricted portion of the initially
active fluorophores able to fluoresce (right). This sub-diffraction spot is called
"effective PSF".

The resolution improvement is proportional to a factor that depends
on the ratio of the intensity of the depletion beam and the saturation
intensity of the fluorophore [41]. By tuning this ratio, the effective spot
size can be made smaller than the diffraction limit, resulting in an in-
crease in resolution down to around 50 nm [42-44]. Finally, this narrow
effective-PSF is scanned across the FOV, recording the corresponding
signal’s intensity.

The STED principle has since been generalised to other types of ac-
tivation/deactivation not necessarily relying on stimulated depletion -
such as reversible saturable/switchable optical linear fluorescence tran-
sitions (RESOLFT) or ground-state depletion (GSD)- but the mechanism
is similar [45].

1.4 Structured illumination microscopy

Structured illumination microscopy (SIM) is a widefield super-resolution
imaging technique that was developed in the late 1990s by Gustafsson
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[15]. It is based on the principle of spatial frequency mixing, where a
sample is illuminated with a set of sinusoidal patterns (standing waves),
resulting in the generation of Moiré interference [46] that contain high-
frequency information that is beyond the diffraction limit of conven-
tional microscopy. This information is retrieved by a mathematical re-
construction process typically involving 9 or 15 raw images.

SIM has found widespread use in the field of biology to study a va-
riety of cellular structures and processes. For example, SIM has been
used to study the organization of the actin cytoskeleton, the distribu-
tion of microtubules and intermediate filaments, and the localization
of various proteins and organelles. SIM has also been used to study
dynamic processes, such as cell division, vesicle trafficking, and intra-
cellular transport. In addition, SIM has been used in neuroscience to
study the morphology and connectivity of neuronal structures, such as
dendrites, axons, and synapses. The high spatial resolution and com-
patibility with live-cell imaging make SIM a powerful tool for studying
biological systems at the subcellular level.

SIM can be implemented in 2D ( [47-51]) or 3D (figure 11.6) [52-56],
and has been widely used in the field of biology to study subcellular
structures, cellular dynamics, and tissue organization [43, 57-59]. Stan-
dard SIM microscopes are limited to a two-fold increase in resolution
whereas more advanced implementations, using non-linearity proper-
ties (saturation, stimulated depletion, etc.), can reach higher resolutions
at the expense of implementation complexity and higher number of
frames necessary to reconstruct super-resolution images.

In SIM, a sample is illuminated with a set of spatially modulated pat-
terns generated by interfering two or more laser beams (figure 11.6 and
figure 11.5) [60]. The resulting signal-even though diffraction limited-
of the interference between the sample’s structure of interest and the
known applied illumination pattern encodes usually inaccessible details
about the sample. Figure 1.4 shows two types of structures (dots and
stripes) whose fine details would be lost if imaged directly (see homo-
geneous grey regions after blurring). However, the super-imposition of
this structure with another fine pattern results in large-scale features
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Figure I1.5 — TIRF-SIM: Two beams of equal intensities, oriented in opposite di-
rections, are fully reflected (8; > 0.) and generate an interference pattern.
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Figure 11.6 — 3D-SIM: Three beams (one straight, two oblique) are interfering at
the sample’s position. The beams’ orientation and relative phase can be tuned to
Zenerate the right set of typically 15 SIM images.



20

CHAPTER 11

—I(¥) I+ &)

oL mA

Intensity

bo

Phase ¢

Figure 11.7 — Representation of the sinusoidal illumination L generated by inter-
fering beams described by equation (11.9). The pattern of period L can be accu-
rately displaced by a known distance éL.

that are able to be imaged: the high spatial frequencies are shifted to-
wards the standard-resolution frequencies. The subsequent reconstruc-
tion process requires a series of these images corresponding to differ-
ent pattern translations (phase-shifts) and orientations in order to fill
homogeneously the now-extended Fourier plane (see figure 11.8). This
is typically done by applying Fourier analysis to each raw image and
combining the resulting frequency-domain information to fill the high-
frequency regions of the extended Fourier space. Various algorithms
have been developed for this purpose, such as the classical Wiener fil-
ter, the maximum likelihood method, iterative reconstruction methods
and more recently using machine-learning tools [61-66]. These algo-
rithms aim to minimize nopoisson and artefacts while preserving the
fine details of the image.

As detailed in equation (11.2), the fluorescent signal is the product
of the emitters’ density p and the illumination Z convolved with the
optical system’s PSF. In the case of SIM, the illumination (represented
in figure 11.7) is assumed to be standing wave described by:

I(y) = g[l — mcos 1/)] + b, (1.9)

where A is an amplitude factor converting the emitter’s density into sig-
nal’s intensity, m the modulation depth, ¥ is the pattern’s phase, and b,
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Figure 1.8 — The high spatial frequencies containing the structural details of
the sample are cut off by the diffraction limit (left). The standing-wave illumina-
tion shifts part of the higher frequency in the transmitted range (centre). By suc-
cessively rotating the patterned illumination, a quasi-homogeneous filling of the
Fourier space can be achieved, effectively doubling the cut-off frequency (right).

a background offset. The latter has been included for completeness, but
will be omitted later on without loss of generality (see section 111.2.3).
The expressions are simplified using the following definitions:

PY(x) =x-£— 1, (11.10a)

2T [cosf
{= T (sinO) (11.10b)

where 9,0, and L respectively denote the pattern’s phase, orientation
and period. The coordinate along the pattern is designated by £; further
also referred to as £ in order to distinguish the parallel ({;) and per-
pendicular (£,) components. 9, is the phase at a reference point in the
FOV, set for each orientation of the pattern.

The pattern’s periodicity reaches its minimal value when:

min __ >\ex

~ 2NA

(I1.11)

where A\ is the excitation wavelength.

From these definitions and in order to understand the shift of high-
frequency information towards the lower—and accessible-range, one could
look at the Fourier transform F of the illumination and of the signal (fig-
ure 11.8):
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7(k) = §(k) —5(k+e)gei¢ —6(k—£)%e‘“” (1.12)

That leads to the following expression for the signal in terms of the op-
tical transfer function (OTF), defined as Ogrr = F(hpsr ):

R=I ~ ] (1.13)

o Oore() (k) — (k= ) — Tp(k + )|

The end-result of equation (I1.13) shows that the periodic illumi-
nation effectively duplicates and shifts the frequencies along ££. The
phase-dependent factors e¥'¥, coming from the relative phase of the il-
lumination, vanish over the series of raw images as the pattern is trans-
lated (typically phase-shifted by 0, 7/3, and 27/3)

Hence, the sample’s highest accessible spatial frequency is keyt-off +4,
instead of Kyt = %\NA = =" leading to the expression of the maxi-
mum achievable resolution dlrectly depending on the periodicity of the

illumination pattern:

o1-1
dSIM - |:dA_b1be + Lmn

w1 [1 +i} _ e (11.14)
2NA >\ >\ 2(1+§\em)NA )

Aex—>\em
dSIM - dAbbe/2

Due to the Stokes shift, the emission wavelength is longer than the
excitation’s: Aex < Aem. In the limit case where both wavelengths are
equal, one reaches the well-known two-fold resolution increase associ-
ated with SIM.
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The reduced number of frames necessary for the reconstruction of
super-resolved images, the high-speed acquisition, coupled with the low
intensity illumination make this technique an ideal candidate for live-
cell imaging of dynamic structures around 100 nm [59]. An application-
oriented book chapter about this technique [18] explaining the prin-
ciple, implementations, sample preparation, reconstruction procedure,
and artefacts’ is provided in appendix C.

1.5 Single-molecule localization microscopy

We have seen that STED and SIM achieve super-resolution using re-
spectively the non-linearity of stimulated-emission and the mathemat-
ical properties of Moiré interference. Single-molecule localization mi-
croscopy (SMLM) is based on a third, and drastically different concept:
the sparsity of emitters.

Indeed, through opto-chemical engineering, one ensures that the ac-
tive fluorescent molecules tagging a structure are sparse at any given
time [11, 13, 14, 67]: buffers can be added to stabilize meta-stable states,
delaying the radiative relaxation to the ground state, fluorophores can
be photo-activated/deactivated, or fluorescent tags transiently binding
to the locus of interest. This allows to express the emitters’ density as a
sum of punctual sources:

p(x) = ZApé(x—xp) (11.15)

Using this property jointly with the illumination profile assumed to
be homogeneous, the expression of equation (11.2) simplifies as:

() = hrss(x) @ | () Z(x)
(1|.:15) Z hPSF(X _ xp) 5

The signal is therefore described by the sum of diffraction limited

(11.16)
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Figure 1.9 - Localisation precision limit according to Thompson et al. [74] and
Mortensen et al. [75]. The thick lines correspond to the noiseless read-out, the thin
lines assume op = 2 ¢p,,..

spots of intensities 7,. If those spots are far enough one from another,
they can be treated individually and, given the functional form hpse of
the PSF, retrieve the source’s origin with only a few nanometres accu-
racy. This process is iterated on a long sequence of images in which a
large fraction of the fluorophores will have provided an unambiguous
signal.

SMLM describes the process of a whole class of techniques that iso-
late emitters and reconstructs point-by-point a super-resolution image;
such as photoactivated localization microscopy (PALM), stochastic opti-
cal reconstruction microscopy (STORM) or other PSF engineering tech-
niques [42, 43, 68-71]. Moreover, a variety of data analysis tools are
now available to process and filter the localizations obtained from the
raw images of sparse emitters [72, 73].

The absolute limits of this technique, inherent to the statistical ran-
domness of the measuring of the signal (shot-noise), was first theo-
rised by Thompson et al. [74], later by Ober et al. [76] and corrected
by Mortensen et al. [75], giving rise to the well-established Mortensen’s
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[ ]

[16 8mb2032] (1.17)
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This expression (represented alongside Thompson et al.’s limit in fig-
ure [1.9) provides a localization precision limit oy, as a function of N the
number of photons, o, the background noise per pixel, and o,, the cor-
rected PSF accounting for the finite pixel size a: 62 = g2, + % Note
that Abbe’s diffraction limit expressed in terms of standard deviation

o — Y2 Xem

2w NA

The equation (11.17) is crucial to this work and will be systematically

taken as localization precision reference and compared to throughout
the rest of this thesis.

(11.18)
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Chapter Il

SIMPLE - SIM-BASED POINT
LOCALISATION ESTIMATOR

A non-trivial but natural step, aiming at improving current microscopy
modalities and relaxing some of their limits, is to combine (part of) ex-
isting techniques.

Introduced as minimal photon fluxes (MINFLUX) [77], Balzarotti et
al. makes use of the doughnut-shaped illumination —traditionally used
in STED- to resolve single molecules with unprecedented precision, break-
ing the nanometre barrier.

To achieve that, a molecule’s fluorescence intensity is recorded over
time as the illumination is shifted around it. Initially, the molecule is po-
sitioned at the centre of the doughnut where the illumination and the
signal are the dimmest. By repeatedly off-centring the excitation with

Figure I11.1 - Illustration of the principle of MINFLUX: a doughnut-shaped illu-
mination is displaced around a fluorescent emitter. The change in signal intensity
is recorded and the emitter’s localization is retrieved through triangulation.
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Figure 111.2 — Representation of the illumination parameters: orientation 6, pe-
riod L and the phase position ¢ of a single emitter with respect to the pattern
(closest trough).

respect to the emitter, the now increasing signal will provide key infor-
mation about its location (figure I11.1). With only a few photons, one can
triangulate the position of said molecule with an accuracy <1 nm.

Unfortunately, this extreme precision comes at the cost of a limited
field of view (FOV); the extra information embedded in each received
photon comes from the "unlikeliness" of it being emitted, which is con-
fined to the trough of the excitation. MINFLUX’s implementations cope
with this restriction by fast scanning of the FOV.

In order to mitigate the spatio-temporal restrictions imposed by the
doughnut excitation, the proposed approach —~SIMPLE- parallelises MIN-
FLUX by using a SIM-like standing-wave illumination in place of STED’s
doughnut (figure I11.2). As a result, the precision gain is limited but gen-
eralised to the whole FOV.

The principle of SIMPLE is illustrated in figure I11.3: the illumina-
tion (blue stripes) is sequentially shifted, and the emitters’ intensity
varies, driven by the pattern displacement. The fluorescence amplitude
is recorded and matched to the sinusoidal form of the illumination in
order to retrieve the relative positions of the fluorescent sources with
respect to the illumination profile.

This process provides improved localization information along the
direction of the sinusoidal pattern and can be repeated using various ori-
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P =27/3

Intensity

Figure 111.3 - A standing-wave excitation (blue stripes) is precisely shifted over
the sample (top row), driving the variation in fluorescence intensity (centre row).
The signal of individual sources is then matched to the intensity pattern, allowing

the retrieval of the emitter’s position ¢.
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entations for an isotropic gain. Two perpendicular pattern orientations
are sufficient to achieve an x — y homogeneous localization precision.
The theoretical limits of the maximal precision achievable, experi-
mentally verified in the publication introducing SIMPLE [16] attached
as appendix A, will be derived (section 111.3) before the results are val-
idated through numerical simulations (section Il1.5). Independent re-
search teams have reached similar results, enabling the increase of lat-
eral and/or axial resolution using a standing-wave illumination [78-81].

Notation conventions

In order to simplify the notation and to make a clear distinction between
the phase of the pattern 3 (that can be tuned) and the position relative
to the phase of the emitter, one notes:

PY(xp) = by, n(xp) = np (1.1)

Furthermore, to refer to different parameters, we introduce a series of
subscript to prevent confusion. The subscripts are displayed only in case
of possible ambiguity, each having a different meaning;:

p identifies emitters,p=1,..., P

K corresponds to the pattern’s phases {¢ € ¥ |k =1,..., K}

T denotes the pattern’s orientations {6, € 6 | 7=1,..., T}

v indexes the frame,v =1,...,V (usuallyV =K -T)

I1I.1 Pointemitters in patterned illumination

Much like MINFLUX, SIMPLE uses the convenience of dealing with iso-
lated emitters. As seen in equation (I1.16), the expression of the emission
n and its corresponding signal ¢ can be drastically simplified using punc-
tual emitters (equation (I1.15)). The Dirac deltas in the expression of the
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density reduce the convolution to a standard product, much easier to
deal with. Using a standing-wave illumination, the signal becomes:

S0, ) = o () @ [0 R (T30 — ]|
(L) Z hose(x — Xp) Mp () (11.2)

with  n,(¢«) = % [1 — mcos(¢, — 1/)K)]
where 9, is a tunable phase-shift. In the case where only a single emit-
ter is considered, and in order not to overload the notation, one writes
np(d’ft) = Nk

From equation (I11.2), one notes that the contribution of each emit-
ter is simply a diffraction-limited spot, whose intensity is defined (and
modulated) by its location ¢ on the standing-wave illumination. The
overall image is then obtained by summing the contribution of individ-
ual fluorescent sources.

1.2 [Ilumination’s properties

In order to set the foundations necessary to derive the theoretical limits
of SIMPLE, it is useful to define some key properties of the illumination.
These mathematical properties will lead to simplifications of the results
and provide some intuitive understanding of otherwise rather abstract
formulas.

I11.2.1 Patterns/Signal summation

The harmonic addition theorem [82] states that the sum of sinusoidal
functions of period L and with amplitudes a, and phases 3, can be
expressed as another sinusoid of period L. This result, widely used in
electrical engineering [83] and serving as foundation of phasor arith-
metic, can be trivially extended to the sum of illuminations Z, (or its
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corresponding fluorescence 7,) as follows:

K
(T), = %Z % [1 — mcos(y — ¢(x))]
— % > ac—m)_ accos(p — P(x))

_ 2[1 — mcos(y — 1/’("))]

(111.3)

which has an identical form to that in equation (11.9), given the param-

eters’ definitions below":
52 = E a,-aj COS(’L/),' — ’ij)
iJ

- i,{ a, sin(y)
Y = cos(¥)

1
A:Rgak

m=m

a
\ A

(111.4)

This result also implies that for a linear response of the fluorophore to
the excitation, the emission 7 is parametrically equivalent to the illumi-
nation Z, i.e. n = Z. As this hypothesis is assumed to be true in the
scope of this work, n and Z will, depending on the context, be used in-
terchangeably upon correct modification of the multiplicative constant

to ensure the physical correctness of the units.

“Interestingly, these expressions are identical to the mean direction and resultant
length of a cardioid distribution, defined in the context of circular statistics [84, 85]
which will be fundamental later on for the deducing of the analytical expression of the

phase retrieval in SIMPLE.
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I11.2.2 Homogeneity criterion

From equation (I11.3), one notes that the resulting pattern has a spatial
dependency through the phase term (x). This leads to the definition
of the homogeneity criterion, m = 0, that has to be fulfilled in order to
prevent the spatial dependency of the illumination. Besides the trivial

case where m = 0, homogeneity is achieved when m = 0 & 3° =

Zi‘j a;ajcos(y; — ;) = 0.

Such a condition can be artificially constructed by forcing the pa-
rameters of one of the illuminations, Z;, to cancel out the collective be-
haviour of the K — 1 other illuminations, denoted Z, ;. Therefore, the
amplitude of Z; should match the one of Z,.;, with opposite phase:

a KF#Q

P (111.5)
1/)1' = ¢K7éf ==
These conditions are naturally satisfied for equally spaced phase-
shifts spanning over a whole period, i.e. ¥, = 2m(k — 1)/K, if the
amplitudes a, are all identical, which is usually assumed in SIM, for
example.

I11.2.3 m-b, equivalence

Next, we show the equivalence between an offset b, in the illumination
and an alteration of the modulation depth m (see figure I1.7). This equiv-
alence is used to avoid including the offset terms and focus instead on
the modulation that is physically more relevant; the harmonic addition
theorem gives an expression of the modified modulation and amplitude
when various contributions to the signal are mixed.

T(A m, b,) = T(A*, m* =1, b,*) = Z(A®, m*, b,* =0)  (lIL6)
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Figure 111.4 — The finite size of pixels impacts the effective modulation. Whether
the pattern is sampled punctually at the centre of pixels or integrated over a pixel
strongly impacts the output, eventually erasing the original pattern.

with the equivalence ensured by the following parameter transforma-

tion:
A= mA, and b =b,+ _"A
2
A (I1L.7)
A=A + 2boy and m® = mm

111.2.4 Pixel integration

The harmonic addition theorem can also be applied using continuous
averaging, replacing sums with integrals, which is particularly useful in
order to understand the effect of pixelation on the modulation (super-
script ). For each pixel indexed by u,v, of centre x,,, and area S, one
has:

1
Iu,v = 5—5)‘(/ / I(X) d2X
" xesty (111.8)

_ g [1 +m- cos(iﬁe(xu.v))]
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for square pixels of dimensions a X a, the modulation is expressed as:

sin [Wa cos 9] sin [wa sin 9]

m232sin 26

m- =2m

(111.9)

Simulated SIM images based on pre-existing images—like training
datasets used in machine-learning (ML) algorithms [65, 66]- would have
to account for that effect to be accurate. The resulting image can vary
greatly, especially if the pixel size and pattern’s wavelength are of similar
order of magnitude (see figure figure 111.4). The effective contrast is lower
when the signal is integrated, and the striped pattern can vanish if the
sampling is insufficient to accurately represent it.

By taking this effect into consideration, the simulated images would
better model random samples: in its current implementation (centre-
sampled), the training sets over-estimate the modulation and do not ac-
count for the point-like nature of the fluorophores; further propagating
on the quality of reconstruction on real data. An alternative would be to
randomly place point-like emitters on the images and adjust their inten-
sity based on the local grey-scale pixel value as well as the illumination
intensity.

I11.2.5 Homogeneous phase-shifts { =1

The simplest illumination sequence, borrowed from standard SIM modal-
ities, consists in taking a series of translated—phase shifted-illumination

patterns that result in a flat intensity profile once summed up. Typically,

one has equidistant shifts dividing a whole period in K phases:

k—1 K-1
&pK—Z'zr( P > k=1,...,K (111.10)

where k indexes the applied phases, which has been centred on 0, to
consistently keep ¢ = 0 referring to the trough of the illumination.
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Using equations (l11.3), (111.5) and (l11.10), one gets the convenient
following expressions:

(I1.11a)

(111.11b)

which lead to a formulation of the amplitude-related illumination pa-
rameters (A and m) in function of the K recorded intensities 7,:

A=op= 2N
T K

. 5 (111.12)
m= — 2 — —

n K

The localization information of the emitter—the core interest of this
thesis—is encoded in the "phase-position" (see figure 111.3), and therefore,
expressing this phase, ¢, in terms of 7y is crucial.

The phase-shift applied to the illumination is often described hence
interpreted as a translation (and is indeed equivalent). However, much
like the aforementioned phasors (see section 111.2.1), due to its periodic
nature, the phase is better represented in polar coordinates. Here, as
the phase-shifts occur (change in azimuth), the intensity of the signal
(radial distance) is modulated (see figure 111.5).

The field of directional statistics [85], and more precisely of circular
statistics [84], provides very useful results that can be applied here (see
also section 111.2.1) as the emission dependency on the pattern’s phase
is parametrically equivalent to a cardioid distribution C:

n($lm, ¢) o<1 — mecos(¢ — )
C(¢|p,8) x 1+ 2pcos(yp — 0)

(111.13)

L. mean resultant length
_— 2

m
¢ = —0 : average direction
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120°

240°

Figure I11.5 — Schematic representation of the construction of equation (I11.14a):
the sum of the vectors (in black, defined by a the pattern’s phase and the corre-
sponding signal intensity) allows the obtention of the emitter’s phase (yellow ¢)
and modulation (length of the resultant vector, see equation (111.14b)). The results
stay valid VK > 3.

Thanks to this direct correspondence and the results for the mean re-
sultant length and average direction derived in [84], the main parameters
can be expressed in a very simple form as:

¢ = arctan(C, S) (111.14a)

m=2yC +5 (I11.14b)

where one used the following standard definitions:

;

K K
C=) necosthe  S= mnesini,
k=1 k=1

K K
E:C/an 325/277,{
k=1 k=1

The results of equation (I111.15) hold true assuming a homogeneously
sampled phase covering a whole 2m-period, but can be generalised to

(111.15)
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Figure 111.6 — Effect of the shift factor & on the illumination amplitude in order
to conserve the total signal intensity. When the emitter is placed at the trough of
the illumination (upper panels), the amplitude has to be increased as the spacing
between the phase shifts is reduced. Inversely, if located on an illumination peak,
the intensities will tend to reach identical values for § < 1, effectively cancelling
the signal’s modulation.

the case where the phase span is reduced by a factor ¢ € (0, 1], further
referred to as shift factor.

111.2.6 Reduced-amplitude phase-shifts { < 1

Similarly to MINFLUX, one can also limit the portion of the FOV where
the localization information is confined, and "condense" it to those re-
gions: enhanced precision is achieved at the expense of the covered vol-
ume. In summary, in the regions with low average illumination intensi-
ties, each detected photons will carry more information about the emit-
ter’s location.



SIMPLE - SIM-BASED POINT LOCALISATION ESTIMATOR

In the case of the standing-wave illumination used in SIMPLE, this
localized high-precision is achieved by applying phase-shifts of reduced
amplitude (see figure I11.6):

k—1 K—l)

&/’“:2”5< K 2K

The total illumination’s amplitude will therefore not be homogeneous
and can be written as a generalised version of equation (I11.12):
2N

=K

where a few parameters have been introduced to simplify the notation,
and will be extensively used in the following sections.

k=1,..., K (111.16)

A; (111.17)

sin(7§)
He = sin(w_g) fim, He =0
K LUK =K (111.18)
Ke = K — pgcos¢ B )

55 =1+ ngz/N
Note that for § < 1, the reduced-modulation ug does not vanish, and
K¢, respectively Ag, have an explicit dependency on ¢. The relative am-
plitude change necessary to conserve N, depending on the shift factor
&, is shown in figure 111.6 for two extremal cases: when the emitter is
centred at the trough (valley) and at the peak of the illumination.
In addition, one can also generalise equation (I1l.14a), to the follow-
ing expression:

¢ = arctan[tan(%)Q,tan(%&)&] (111.19)

using the modified coefficients from equation (I11.15) C; and S; :

;

K
CE = Z Nk COS(¢K Eil)
K=l (111.20)

K
55 - Z Mk Sin(¢l< S_l)
\ k=1
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One can intuitively understand the generalised formula (equation (111.19))
by viewing the multiplication by ¢! as the stretching of the phases, to
compensate for the initial squeezing induced by &. Then, to account for
this stretch, the amplitude is corrected by the ratio of the factors tan (%)
and tan (%5), leading to the final expression.

In the case of three intensity measurements (K = 3), respectively
denoted n; (left), nc (centre), and ng (right), the emitter’s phase position,
signal amplitude and modulation can be obtained through the following

expressions (with £ = 2%¢):

[ o = Ne— MR
¢ = arctan {tan(§/2) Y T UR] (111.21a)
A= 277c+%(m — 2nc + nr) csc® € (111.21b)
\/30712 + (nc — n)(nc — Mr) [1 + 2COSE}
m = sec(E/2) — (111.21¢)
i ML — Mc Cos§ + Mr

I11.3 Localisation precision limits

In this section, the localization precision limits of SIMPLE will be de-
rived using the principle of uncertainty propagation (UP) (as presented
n [16]) and by deriving the Cramér-Rao lower bound (CRLB). These
mathematical developments provide essential information regarding the
maximum achievable precision of the class of techniques using patterned
illumination for single-molecule localization. We call this class of tech-
niques modulation-enhanced localization microscopy (meLM) [17], but
other acronyms have later surfaced such as meSMLM [86] or MILM
[87], that also convey the key idea of the improved localization power
of SMLM achieved by modulating the signal spatio-temporally.

We will provide these limits in their most general form and explore
in more details some specific cases of interest.
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I11.3.1  Uncertainty propagation (UP)

Commonly used in physics and engineering, the uncertainty propaga-
tion (UP) formula —also called error propagation law—- allows for the de-
duction of the variability of a quantity derived from parameters, them-
selves subject to random fluctuations (whether inherent to the physical
nature of the quantity or to the measuring process itself) [88-91].

Indeed, the uncertainty of a function f, depending on the parameters
x; = A, is expressed as the collective effect of the perturbations A, on
f, where the sensitivity to said perturbations is given by the function’s

gradient V£(x):

2

A% (x) = HVf(x)AX (111.22)

0
RN NEEORS

where the covariance term is omitted as it vanishes under the assump-
tion of independence of the x;. Deduced from a Tailor expansion, this
formula relies on the regularity of f (continuity, smoothness) that is well
satisfied in our case.

Specifically to the context of localization precision estimation, the
measured quantities are numbers of photons, which are subject to Pois-
son and read-out noise. By introducing =, the background noise over a
given region of interest (ROI), the variance associated to the quantity
1 can be expressed as An2 = n + 52 (see [74, equation 19], and the
equation (111.47) thereafter).

The application of this formula to the equations (I1l.11a), (Il1.14a)
and (111.14b)
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(0 C0,S—50,C
a2+ S?

¢=1 2cos(P; — @)

N mN
om 1[C6,C+50,S

— = m
om N[ v+ (111.23b)
¢=1 2cos(P; — @) — m
B N

=1 (111.23¢)

(111.23a)

6_N
on;

where the partial derivatives of C and S with respect to n; are given by:

0y, C = cosy; 0p, S =siny; (111.24)

Homogeneous phase-shifts - § =1

The uncertainty, in the case of homogeneous phase-shifts (i.e. £ = 1),
is finally given by the following form using the parameters defined in
equation (I11.18) for compactness:

1| \/2Be + meos(3¢) if K =3

s (111.252)
mvVN | /28, if K>4

up __
Ay =

1 \/(2Jr m?) Be —2m? + mcos(3¢) if K =3
i
VN \/(2+m2)ﬁg—2m2 if K>4

Ay = /N B (111.25¢)

Where for K = 3, equations (l11.25a) and (l11.25b) depend on the emit-
ter’s position: the uncertainty will oscillate between two extreme values
reached at ¢ = 0 and ¢ = 7/3. The average localization precision can
be calculated by integrating equation (l11.25a) over ¢, and its result can

(111.25b)
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be expressed in function of the complete elliptic integral of the second

kind £(a) = [7/* /1 — asin®6do':

(B, = g<min;6g>
n\q/j?_{ 6:;2 (m4)} (111.26)

s _ [2(, 1
m=1 N 64

where we used the following identity:

iﬂ/\/c—l—mcos(Kgb)dcl):%\/c—m8<2—mc> (111.27)

Finally, to switch from phase-like position (in rad) to direct space (in
nm) along the pattern’s orientation ¢, one has that:

L
= —AY 111.28
7D (111.28)

SIMPLE

where o3“"* describes the localization precision associated with SIM-

PLE. This is clear from these expressions that optimal results can be
achieved by:

« increased signal intensity (N 1)

« low background noise (= — 0)

« high modulation depth (m — 1)

« short pattern period (L — L™")

« minimum number of frames (K = 3)

An identical reasoning can be applied to calculate <A“,f,)¢
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To compare the capabilities of SIMPLE compared to the ones of stan-
dard SMLM, the most telling quantity is the localization precision gain
G —and its homologue in "ideal" conditions G, omitting the noise con-
tribution, and taking both the optimal PSF width, and shortest pattern

wavelength:
SMLM =0
a5 % )
g = e go e g UPSF:algnSIE (|”.29)
O-C%IMPLE L— [ min

Using the results in equations (11.17) and (I11.25a):

A 3 2 8 9 70
G =5"m. — meos(3¢) (111.30)
o —~19 if K>4
3\/_ -
For K = 3, the average gain reads:
16IC 2m_
<g0 _ /gO dd) — m 2)
2—m
\ﬁ,_/
T—:T> ~ 9 (|”.31)

2
_ >\emm<4\/§+ m +(’)(m4)>
3 8V2
In absence of Stoke’s shift (i.e. Aem = Aex), the minimal requirement
to reach an average gain of >1 is to have a modulation of m = 0.52.
The presence of Stoke’s shift will soften this requirement, as in the case
of fluorescence, the emission wavelength is larger than the excitation.

Similarly, to reach a gain of at least 1 all over the FOV, a modulation of
m = 0.61 is necessary.

Reduced phase-shifts - § < 1

Despite the very straight-forward core procedure leading to the uncer-
tainty of each parameter, it can give rise to rather intricate formulas. For
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the case of three reduced phase-shift (K = 3 and ¢ < 1), one obtains:

v csc(£/2 cscé B
Ay = 2\/_m\/_ \/3 1+2cos§)cos¢
12ﬁ§ —3m ,Bg —6ﬁ§ 3m (,35 + ].)
ET| 68 —3m(2B:+1) —128; m(4B:—1) | ®
0 3m 0  2m(B:—1) (111.32)
1 1
with = = cosE_ , = ;22‘{; ,and E: ?’n&
cos 2¢ cos 3¢

For non-analytical results, the use of symbolic calculation software and
subsequent numerical evaluation is recommended.

Code 1.1 - Mathematica source code allowing the calculation of the localization
precision of the SIMPLE method using uncertainty propagation (UP). On line 15,
the number of phases k$, the shift factor x$, the background noise b$, and modu-
lation m$ can be given a numerical value or kept as algebraic quantity (using the
equal-dot syntax: "=.").

1 (* === Setting validity domain of parameters === x)
2 | $Assumptions = {A>0, O<m<=1, O<x<=1, n>0, b>=0, Element[{k,i,j},Integers], k>2, l<=i<=k, l<=j<=k, -Pi<phi<=Pi,
Sin[Pixx]!=0, Cos[2xPi/k]-Cos[2xPixx/k]<@, Csc[Pixx/2]>=1, m*Cos[phl]*Csc[Pl*x/k]*S1n[P1*x]<k},

3

4 (* === Functions definition === x)

5 illum[A_,m_,phi_][psi_] := Ax(l-mxCos[psi-phil)/2;

6 psilk_,x_:1][i_] := 2%Pixx(i-1-(k-1)/2)/k;

7 A[n_,m_,phi_][k_,x_:1] := 2xn/(k-mxCos[phi]*Csc[Pixx/k]*Sin[Pixx]);

8 s[la_,th_,k_,x_:1] := Sum[a[i]*Sin[th[i]/x],{i,1,k}];

9 cla_,th_,k_,x_:1] := Sum[a[i]*Cos[th[i]/x],{i,1,k}];

10 em[k_,x_:1][illum_,psi_]J[i-] := illum[psilk,x][i]];

1 Dem[n_,b_][i_] := Around[n[i],Sqrt[n[i]+h"2]];

12 Phi[em_,psi_,k_,x_:1] := ArcTan[-Tan[Pi/k]xc[em,psi,k,x], -Tan[Pixx/k]x*s[em,psi, k,x]];

14 (x === Calc. of the uncertainty in terms of em[i] & psi[i] === *)

15 k$ =3; x$=1; b$ =. ; m$ =. ;

16 tmp = AroundReplace[Phi[em,psi, k$,x$], Map[em[#]->Dem[em,b$][#]& Range[k$]]]["Uncertainty"];

17 (* === Uncertainty depending on the illumination parameters === x)

18 DPhi = Refine[FullSimplify[tmp/.{psi->psi[k$,x$], em->em[k$,x$][illum[A[n,m$,phi] [k$,x$],m$,phil]1}]]

1.4 Cramér-Rao lower bound (CRLB)

The Cramér-Rao lower bound (CRLB) is a statistical tool that provides
a limit for the variance of estimators [92-100]: it sets the minimum un-
certainty achievable in the estimation of a quantity. This widely used
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procedure, notably in recent advances of super-resolution microscopy
[77, 80, 81, 99], will be used to assess the localization power of SIMPLE,
and it will be compared to the previously-obtained results from uncer-
tainty propagation.

Analogously to section 111.3.1, here too, the parameters to be esti-
mated are as follows:

1. the location of the emitter (initially as a phase-position on the il-
lumination),

2. the signal intensity,

3. the pattern modulation

The values of these quantities can be estimated using the measured
photons reaching the surface of the detector. Intrinsically, these inten-
sity measurements —photon-counting— will be random; being subject
to shot-noise, and to which the thermally-induced fluctuations of the
read-out will additively contribute. The M measured intensities (spread
across pixels and/or frames, with index ) are therefore modelled by ran-
dom variables Z, equal to the sum of the independent random variables
X, and Y, respectively, the signal and the read-out/background noise.

I11.4.1 The Fisher information matrix (FIM)

In order to define the Fisher information matrix, one first requires the
definition of the joint probability density fy, of the M independent mea-
surements. Under the assumption of independence of all the measure-
ments, one has:

M

fu(zl9) = || fu(zu19,) (111.33)

p=1

where f, is the marginal distribution of the measurement p, z, its asso-
ciated random variable, and 9 the parameter vector of the underlying
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model*. Note that the random variables are independent but not neces-
sarily identically distributed, i.e. 6, can be different for each p.
The likelihood L is defined as the conjugate prior of the joint density:

L(9|z) = fu(z]9) (111.34)

The components of the FIM, which quantify the information content for
each parameter, are then described as:

P2

59,09, (111.35)

I,‘J =K |:—
And finally, in the case of an unbiased estimator, the CRLB is defined as
the inverse of the FIM:

1
var (9) > - b A (111.36)
Given the form of the joint distribution in equation (l11.33), the log-
likelihood can be expressed as a sum over the M measurements. It can
be further rearranged thanks to the commutativity between the sum

and derivative operators and the linearity of expectation:

0% log(f,,)
ZE[ 619619] (111.37)

Another property that will be useful later on relates to the change
of parameter/representation. If ¥ is expressed as a function of o -a
secondary parametrization i.e. 9 = ¥(a), the FIM can be modified
by incorporating the Jacobian of the parameter transformation (from
Lehmann and Casella [95, equation 6.16, p.125]):

I, =JTIyJ with J=V,0 (111.38)

#The sum of the random variables, corresponding to the total number of photons
acquired, is not fixed absolutely. Fixing it would require the use of binomial distribution
as the individual measurements would therefore not be independent (see Balzarotti et

al. [77]).
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and for a scalar transformation:

2
I, =1, [S—Z] (111.39)

111.4.2 Read-out noise as a Poisson variable

We use a modified distribution for the background noise in order to
match the Poisson nature of the signal’s shot-noise. Doing so simpli-
fies the calculation, as the sum of two Poisson variables also Poissonian:
Z=X+Y withX~P,andY ~P,, = Z~P, 4, =P.:

Py + Py, =P, (111.40)

The read-out noise, initially assumed to be Gaussian, Y)r, of mean
b, and standard deviation s, is therefore approximated by its Poisson
"equivalent": Yp ~ P(x2) — =2 + b,. It is equivalent in that the first two
moments of the distributions are such as:

E(Yp) = E(Yy) = b,

var (Yp) = var (Yy) = =2 (111.471)

and, Yp converges in probability towards Y, for =2 > 0. Without loss
of generality, the background offset is set to zero; b, = 0.

Hence the probability density function (PDF), describing the proba-
bility for a given measurement p of obtaining N photon from the noisy
signal:

N
FIX+Y =N)= %e("w) (111.42)

where the subscript p indexing the measurement number is omitted.
From this PDF, we obtain the log-likelihood:

log(L) = Nlog(n +£*) — n —=* — log(N!) (111.43)
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Assuming that n has a functional dependency on a parameter of in-
terest ¥ and that = is itself independent of it, the derivation of the log-
likelihood with respect to ¥ gives ®:

Olog(L) x  |om
ell) _ {n - 1] o (I11.442)

09
Equation (I11.44b) has to be satisfied for the estimated parameters
to maximise the likelihood —~and consequentially the log-likelihood. By
further differentiating, one obtains what is often referred to as "Fisher
score":

_Olog(£) _ x [an]2+<1 X >{52n} (I11.452)

092 (n + £2)? 89 n+x2) |92
def. 02 log(L) 1 on 2
I < IE(— 552 =2 o (111.45b)

111.4.3 Shot-noise as a Gaussian variable

Alternatively, for X and Y to have compatible forms, but instead of de-
scribing the noise as a Poisson variable —see section [11.4.2— one can ap-
proximate the signal by a Gaussian variable. In this case, the read-out
noise will be more accurately depicted, trading off with the quality of the
description of the signal (P & A only for large number of photons).
The procedure involves the same steps as in equation (I11.41) leading
to Xp ~ ./\/(7), \/ﬁ) Then, by summing the read-out noise, one has

Z=X+Y ~ N(n, n+ z2> , Where we used the summation property

of Gaussian random variables.

$Accounting for the functional dependency is not strictly necessary at this point.
The change of variable (equation (l11.38)) can be performed at the very end by mul-
tiplication by the Jacobian. It is included here as an example validating the result of
equation (111.39)
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By repeating the steps detailed from equation (I11.42) to equation (111.45),
one finally obtains the Fisher matrix

1 1 on?
) = — 111.46
? n+ x2 " 2(n + 22)2] [319} (IL.45)

111.4.4 A Poisson-Normal mixed model

Recognizing that the first term of equation (I11.46) corresponds to the
previously obtained result from equation (I11.45b), v € [0, 1] can be in-
troduced as a parameter that allows the "mixing" of those two models:

IMix.( )7 1 + vy :| [@:|2

s V)= 7’+22 2(77"‘22)2 ot
_ 1P il [11.47
=1 [1+2(n+22)] (111.47)

-~

=r

For values of -y close to zero, the mixed-model will tend to be purely
Poissonian, and for y — 1 it converges towards IV; the model that
describes best the reality most likely lying in-between. Moreover, for
high values of signal and read-out noise, the mixed-model converges
towards I”, i.e. lim, e I = 1 and limy_, [ = 1, justifying the use of
I} for simpler expressions.

Note that the CRLB is not defined if I = co. From equations (I11.45b),
(I11.46) and (111.47) the FIM components will diverge if both the signal n
and the noise = vanish. Such limit cases can be ignored as they have no
practical relevance.

I11.4.5 CRLB applied to SIMPLE

It is intuitive to understand that each photon, of each measurement,
will contribute to the amount of available information in the system.
As mentioned before (see equation (I11.37)), if these measurements are
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completely independent, the overall FIM is obtained simply by summing
the Fisher matrices of individual detections; it is the case here, where
every pixel (u, v) and frame (v < (k, T)), are considered independent,
forming a collection of M individual measurements (u < (u, v, k, T)).
To simplify the analysis, we will first consider only the total intensity per
frame as the illumination is shifted (subscript k), for a single orientation
6. The result will then be generalised to a series of pattern orientations
and including the pixelation.

Using the expression of the emission n from equations (11.1) and (11.9),

the Fisher matrix components associated with the parameters of inter-
2
est, namely ¢, m, and N, can be re-written, by expressing % :

i B K T ([1 = mcos( — $)]O4A + Amsin(, — ¢))2
I - ; ! AT meos(h. 9] 12 (111.48a)
- T ([t meos(¥e — 9)]0nA + Acos(¥ — 9))°
L ; ! A meos(d, — 9] 7257 (111.48b)
K M ([1— mcos(¢ — ¢)|OnA )
IN:EEA[l—mcos } )| + 252 (4%

where A = A(¢, m, N,V¥) is an amplitude function that ensures an av-
erage total signal of N photons, for a given set of phases ¢ € V.

Equidistant phase-shifts with £ < 1

In particular, for phase shifts that are equally spaced as describes in
sections I11.2.5 and 11.2.6, we have that A = A (equation (I11.17)). More-
over, recalling the parameter simplification listed in equation (I11.18), we
obtain:
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14, = N.,-Otd, = AS;LB = 1/\/ O[¢N.,- (IIl.49a)
I, = Nyan — AR =1/ /a,N,  (lll49b)
IN = OZN/N-,- — AC,\?LB = 4/ N-,-/Oé/\/ (”|49C)

The « coefficients are introduced to highlight the dependency on N,
of the different quantities.

- m K [Ksin(gb,{—d))—%sin(ﬁ—i—ugsin 1/)}2

ay = (111.50a)
K§3 —1 ﬁi - mcos(sz - ¢)
1 K [K cos(h — ¢) — =5 cos 45]2

= 13 Y meos(n —9) (111.50b)
1 K [1 — mcos(P, — cl))} ’

ay = — (I11.50¢)
Ke = B¢ — mcos(¢, — §)

These coefficients can be numerically evaluated but conveniently
simplify in some cases that will be discussed thereafter.

Homogeneous phase-shifts: £ =1

For the standard SIMPLE scenario, where §& = 1, the pattern is shifted
K times, covering the whole 2m-period, and leading to a homogeneous
average illumination (see section 111.2.2). In this case, the a coefficients
are:
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ﬁ K sin?(¢ — @)
K k=1 ﬁi - mCOS("/)K - ¢)
1 & cos?(P. — ¢)

amZRm B mes@. — 9 (111.51b)

2
1K [1—mcos(1/1,<—¢)] (1510
ay = — Dlc
K &= B;— mcos(y, — ¢)
where the dependency on the phase ¢ can be averaged over the FOV by
similar integration to the one performed in equation (I11.26):

(l11.51a)

i (ag)y = Be — 1/ Bg — m? (11.52a)
_ Be B:
(am)y = — —\/ﬂ 1 (111.52b)
2
(an)y =2 — B+ (B 1) (111.52¢)
| s

Finally, in order to change representation from "phase" to "position",
the FIM is multiplied by the Jacobian of the transformation (using equa-
tions (11.10b) and (I11.38)). Hence, along the direction of £:

0p 27 4
and for the x and y components, £ is projected onto each axis:
0¢p 27 [cos@ 21 (cosO\ ]’
ox L (sin@) - IX_Iq{T (sin@)] (111.54)

Note that the "amount of information" embedded in the phase is
conserved, as cos?2 0 + sin># = 1, and distributed between the compo-
nents of x according to the illumination’s orientation 6. As long as the
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Figure 1.7 — Diffraction-limited spot show with infinitely small pixels (left) and
with finite size (right). The illumination pattern (peak and trough represented as
dashed and dotted lines) orient the coordinate system (£, £1) in absence of pixels.
The pixel grid breaks the symmetry and the natural axis become (x, y). The circle
has a 20ps¢ radius around the emitter’s centre.

finite pixel size is not taken into account, the symmetry of the system
suggests that (£, £, ) are the most natural coordinates to use (see fig-
ure I11.7).

Spatial spreading of the fluorescence

In the previous derivations, the spatial dispersion of the emission had
been left aside. However, the signal is spread spatially over a region de-
fined by the PSF (see figure 111.8), and will now be accounted for. To
do so (n — <), only minor changes have to be made to the previous
results: according to equation (I11.2), including the effect of diffraction
limit is achieved solely by a multiplication of each emitters’ fluorescence
by the system’s PSF. This multiplicative refinement suggests —through
the "product to sum" effect of the logarithm in the score function— that
the information from the PSF will behave additively. This new contribu-
tion to the system will be called I,.

For ease of calculation, the PSF is assumed to have a Gaussian shape,
a good approximation of the Airy disk [101-105]. One can write, for an
emitter p:
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Intensity

Figure 111.8 — The modulated intensity, driven by the illumination and its applied

shifts, alters only the amplitude of the signal: the diffraction limit will consistently
spread the signal in space. Both the signal’s modulation and spreading contain

information about the emitter’s location.
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In absence of noise (= = 0), the PSF contributes with a term N/g2_
to the localisation information—corresponding to the expression of the
standard error of the mean. Therefore, for each pattern orientation (with
subscript T) the information available both from the spatial spreading
and the phase-localisation is given by:

1 N,  4m2N,
Iy = -Le + I, = — + ﬂ-—o%
b2 i (111.56)
1 N '
Ilj_ = EIPSF = 5

PSF

Consequently, as each pattern orientation is independent, the CRLB re-
sulting of T orientations 6 € © reads:

.
I = Z [Ieﬁ cos’(0;) + I sin2(9T)}
T (111.57)
I = Z |:Igr|' sin’(6;) + I7 cos2(9,,)}
\ T=1

In the simplest case, where the illumination is rotated T times with
equally distributed pattern orientations (e.g. 8, € {6,6 + m/2}), where
N, = N/T, the result is symmetrical in x and y and given by:

1 272
e

PSF

(111.58)

By extrapolation, the presented model can be extended to account
for finite pixel-size and non-zero background noise. Indeed, the term as-
sociated with the PSF, I, corresponds to the starting point in Thomp-
son’s derivations. Logically, this term can be modified using the results
developed in the scope of SMLM [75] to gain in generality and accuracy:
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N {16 N 8mo? af}
PSF — _2 A —2
oy L9 N:a 2 (111.59)
where o2 = 0% + f2

Finally, the pixelation and read-out noise have to be included in the
FIM component associated with the patterned illumination. From the
previous expressions of ., one sees that, the standing-wave brings extra
information through the intensity modulation of the signal and not from
the signal’s spreading. Therefore, the extra variability induced by the
pixelation and read-out can simply be embedded in the noise term =z,
and replaced in I.

The cumulative noise from a circular ROI of radius R is:

7 R? 42
22(R) = ab2? ~ 52(200s) = abZTPSF (111.60)

This expression corresponds to the pixelation term for the uncer-
tainty of the total number of photon in Thompson et al. [74, equation 19].
A 20, radius around the location of an emitter, which contains most of
the signal, is shown in figure I11.7.

The localization precision coming from —and along- the pattern can
be expressed in rather simple forms by setting some parameters to their
limit values (absence of noise, ideal modulation, homogeneous phase-
shifts) and limiting the number of phase shifts to K = 3.

One has, for three homogeneous phase-shifts:

m3 cos(3¢) + 3m?B; — 4B}
27rm\/_ m? 4 mp; cos(3¢) — 26¢

And for three reduced phase-shifts (§ < 1) without read-out noise
(= = 0) and with an ideal modulation (m = 1):

ATe| K2 = (IlL61)

3 - (1 + 2cos§) cos ¢

ACRLB
] =
47r\/2NT (2 + cos E)

(111.62)

rggg = Lesc(€/2)
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From these equations, one gets that increasing the localization pre-
cision can be achieved by :

increasing the number of photons N

reducing the pattern’s displacement and its period L

keeping the emitter at the trough of the illumination, i.e. ¢ =0

« improving the modulation

reducing the noise

I11.4.6 Comparison of localization precision limits

In the previous sections 111.3.1 and 111.4, the theoretical framework of
the fundamental limits achievable using SIMPLE has been derived us-
ing uncertainty propagation (UP) and Cramér-Rao lower bound (CRLB).
In this section, the principal results are summarized in lookup tables al-
lowing an easy comparison between the two. Both models will later on
be verified by comparison to simulated data.

Table 111.1 - Uncertainty of the phase ¢, obtained by using three evenly spaced

phase shifts, calculated from equations (111.25a) and (111.61). Note the multiplica-
1

tive constant (m\/ N) .
A, — 1 ¢ € (—m, ]
6= N < CRLB uP

\j m3 cos(3¢) + 3m? B¢ — 4'82 2B¢ + mcos(34)
_ 13

m? 4+ mpg cos(3¢) — 2/3§
B cos(3¢) + 3B — 4,82
m=1 J 1+ Bg cos(39) — 282 v 2e + cos(3¢)
> m3 cos(3¢) +3m?2 — 4
=0 \/ 2+ mcos(3g) — 2 \/2 4+ mcos(3¢)
52 z é 1 1/2 + cos(3¢)
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Table 1.2 — Average and limit phase i uncertainty, obtained by using three

evenly spaced phase shifts, calculated from equations (111.25b) and (111.49b). Note
-1

the multiplicative constant (\/N) . The value decorated by an asterisk has dif-

ferent values for CRLB and UP.

A1, $=0  $=m/3 ()
v mvyN CRLB = UP CRLB uP

R R S G C L O
m=1 V2Be+1 (f2Be—1 Be—/BE-1 % 25&71‘5(1722&)

2=0 V2+m V2—m 1—v/1-—-m?

I1I.5 Numerical simulations

A more hands-on approach compared to the previously discussed mathe-
matical derivations is the numerical simulation of realistic images offer-
ing the flexibility of a controlled environment where all the parameters
can be tuned individually. The user-set parameters typically include:

« The total number of photons N

« The modulation m and periodicity L of the illumination

« The system’s point-spread function (PSF) op¢

« The pixel size a and field of view (FOV) dimensions

« The read-out noise (typically Gaussian N (b,, 05))

« The number of phase shifts K

« The amplitude of the phase shift controlled by the shift factor &

The main parameter of interest in this work is the phase position ¢.
We are specifically interested in knowing the accuracy and precision
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of this parameter when calculated in different imaging conditions. The
simulation process is then described as follows:

1. A point emitter is placed randomly on a pixel at the centre of the
field of view (FOV) and assigned a random phase position ¢¢r

2. Based on this initial phase and the K shifts in illumination, a series
of amplitudes is calculated

3. Nindividual photons are generated around the emitter’s position
according to Ops;

4. The photons are then binned to form a series of pixelized images
of size FOV. Each frame having the matching relative amplitude
given by the local illumination’s intensity

5. The combination of shot-noise (Poisson-randomised signal) and
read-out noise (additive Gaussian, binomially rounded) is applied
to the original images

6. On each image, the central part of the FOV is masked and its total
intensity recorded

7. Using equation (I11.19), the estimated phase position ¢ is calcu-
lated and compared to ¢¢r

8. This process is repeated (typically 10° x) to obtain statistically sig-
nificant results

Points 1 to 5 listed above are represented in figure I11.9. Note that
for fair comparison between standard SMLM and SIMPLE, the read-
out noise has to be accounted for only once per frame; constructing the
wide-field equivalent image by summing the end-result SIMPLE images
would result in multiplying the noise by the number of frames V.

Exemplary binary masks used for signal collection (point 6 above) are
shown in figure I11.10. The mask’s dimension has to be chosen in order to
maximize the amount of signal gathered while limiting the contribution
of noise.

The signal gathered by the masking is then fed into equations (111.19)
and (I11.27) which provide estimates of the underlying ground truth (GT)
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Figure 111.9 — Step-by-step description of the image simulation procedure allow-
ing the fair comparison between SMLM and SIMPLE. Intensity modulated PSF are
generated (left) on which shot-noise and read-out noise is applied (centre) in order
to for a realistic image with tunable conditions (right).

Figure I11.10 — Different mask sizes used for binning the signal. The optimal
masking will depend on the imaging parameters such as opsg,a,N, and op. Gener-
ally, high signals and/or low noise will see improved results with bigger masks.
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Figure Il1.11 - The emitter’s location is retrieved using equation (I11.19), applied
on the recorded intensities corresponding to a series of phase-shifted pattern illu-
minations. The repeated deduction of fitted parameters and comparison with the
ground truth (GT) allows the statistical estimation of parameters’ precision.

parameters: the fitted positions, modulations, and amplitudes are vi-
sually represented in figure I11.11. The difference between the GT and
estimated values of the phase position is introduced as ¢ = ¢ — per.

From figure I11.11 the absence of bias in the estimates is clear, as the
distributions are well centred on the GT values (see embedded tables).
Furthermore, one sees that the the dispersion of the parameters is dras-
tically modified by reducing the amplitude of the phase shift (i.e. £ < 1).
In particular, the dispersion —uncertainty— of d¢ is even further reduced
(approx. 2x) for § = 1/2 compared to the homogeneous phase shift
with § = 1.

The simulation pipeline, including image generation, parameter find-
ing, and analysis of precision is provided in listing [11.2.
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Code I11.2 - MATLAB code for simulating the process of SIMPLE. The lines 1-
12 set the simulation parameters. Series or realistic images of single emitters are
generated, from which the localization is retrieved through the phase. The ground
truth (GT) and estimated phases are then compared and displayed in a histogram.

#photons per pattern oriention
Modulation depth of the illumination
Background noise offset
Background noise std (per pixel)
#phases

Shift factor xi in (0,1]

Size of the FOV in #pixels
PSF's standard deviation

Pixel size (nm)

Pattern's period (nm)
#repetition of the simulation

d° 6° P o° o° of o° of of of o

res = zeros(nbRep,2); % Results matrix pre-allocation
parfor i=1:nbRep
% Random phase
phi = (2xpixrand()-pi)*xi/K;
% Random position of the emitter within a pixel
p0 = rand(1,2)-0.5;
% SIMPLE procedure (see function below)
[phase,~,~] = SIMPLE(N,m,phi,p0,b0,s_b,K,xi,FOV,s_psf,px);
% Storing results
res(i,:) = [phi,phase];
end

Phase: GT vs calculated. From phase (rad) to (nm)
= L/(2*pi) .*wrapToPi(diff(res')"');

Displaying results' histogram

histogram(d)

t = append("Mean=",num2str(mean(d)),"(nm), RMS=",num2str(rms(d)),"(nm)");
title(gca,t');set(gca, 'YScale', 'log")

%
d

function [phase, im@, imSIMPLE] = SIMPLE(N,m,phi,p0,b0,s_b,K,xi,FOV,s_psf,px)
%% Definition of local functions

% Illumination pattern

illum = @(A,m,phi,psi) A/2.x(1-m.*xcos(phi-psi));

% Pattern amplitude conserving N

A = @(N,m,phi,K,xi) 2%N./(K-m.*cos(phi).*csc(pixxi/K)*sin(pi*xi));

% Phase shifts

psi = @(i,K,xi) 2*pixxix(i-1-(K-1)/2)/K;

% K intensities corresponding to the phase shifts

intensities = @(N,m,phi,K,xi) illum(A(N,m,phi,K,xi),m,phi,psi(1:K,K,xi));
% Read-out noise, with binomial rounding

readOut = @(ROn) floor(ROn) + binornd(1,mod(ROn,1));

% Shot + read-out noise

addNoise = @(n,s_b,b0) poissrnd(n) + readOut(normrnd(b0,s_b,size(n)));

% Gaussian spreading of the PSF, centered on p0@

psf = @(p0,s_psf,n) normrnd(0,s_psf,round(n),2) + po;

% Deletion of photons falling out of the FOV

out0fFOV = @(pos,FOV) any(pos<=0,2) | any(pos>FOV,2);

% Weighed sin/cos sum (circular statistics)

c = @(n,psi,xi) dot(n,cos(psi/xi)); s = @(n,psi,xi) dot(n,sin(psi/xi));
% Formula for retrieving the phase from the amplitudes

phiCalc = @(n,psi,xi) wrapToPi(pi+angle(complex( tan(pi/numel(n))*c(n,psi,xi), tan(pi/numel(n)*xi)*s(n,psi,xi))));

%% Image simulation

% Randomly placing N photons around pO, centered on the FOV

pos = arrayfun(@(x) ceil(psf(p0+FOV/2,s_psf/px,x)), intensities(N,m,phi,K,xi), 'UniformOutput',@);
% Removing out-of-FOV photons

pos = cellfun(@(x) x(~outOfFOV(x,FOV),:),pos, 'UniformOutput’,0);
% Binning the photons per pixel

im@ = cellfun(@(x) accumarray(x,1,FOV),pos, 'UniformOutput’,0);

% Addition of the noise

imSIMPLE = addNoise(cell2mat(shiftdim(im@,-1)),s_b,b0);

% Masking of the signal

imMasked = bsxfun(@(x,y) x.xy,imSIMPLE,mask);

% Signal per image

n = sum(imMasked,1:2);

% Calculation of the phase from the modulated intensities

phase = phiCalc(n(:),psi(1:K,K,xi),xi);

end
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I11.5.1 Model/simulation comparison

The mathematical approach from sections [11.3.1 and 1.4 allows —under
a series of assumptions— the exploration of the limits of the technique.
Numerical simulations, even though computationally more demanding,
constitute a powerful modular tool where those assumptions can be
softened or, at times, avoided. This complementarity completes the "ex-
plorable space" of SIMPLE’s parameters, allowing thorough validation
of the results, and a clear definition of their limits.

This verification process —a necessary step to validate the technique
before applying it to real-life samples (shown in appendix A [16] on sin-
gle immobilised Alexa Fluor488 dyes) — is provided in this section where
models and simulations will be compared directly. The parameters we
will focus on are: the signal N, the phase position ¢, the noise level oy,
the modulation m, and the shift factor £.

Homogeneous phase-shifts with K = 3

The most basic illumination configuration consists of three shifted pat-
terns (per orientation), translated each time by a third of the pattern
period. The resulting illumination is homogeneous over the whole FOV
which allows the straight-forward comparison with SMLM, regardless
of the position of the emitter on the FOV. The modified Thompson for-
mula [74] derived in Mortensen et al. [75] is used as the reference local-
ization precision throughout the rest of this section.

The upper panel of figure [11.12 shows the localization precision pre-
dicted by Mortensen et al. (in black) and the from UP and CRLB models
(resp. in blue and purple), for a range of emitter’s intensities N. The
solid and dashed lines are calculated from the equations (11.17), (I11.14a)
and (I11.61), with the parameters displayed in the yellow band above the
figure.

Numerical simulations’ output (green marks) are superimposed to
the theoretical curves (solid lines). The synthetic data generation and
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Figure 111.12 — Localisation precision (top) and gain (bottom) of SIMPLE com-
pared to SMLM. The maximal achievable precision is estimated using uncertainty
propagation (UP) in blue and Cramér-Rao lower bound (CRLB) in purple. The
dependency on the phase position of the emitter ¢ is given by the grey area. Sim-
ulation results are shown with green marks (circles and triangles) at various back-
ground noise levels.
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analysis pipeline (listing 111.2) accurately match UP’s model, both in
trend and in value. The gain (bottom panel) is calculated by dividing the
localization precision by Mortensen’s formula (equation (11.17)), where
one sees that an average gain of around two is achieved FOV-wide. The
CRLB model tends, on average, to give overly optimistic results com-
pared to the simulations.

The discrepancy between the UP model and the simulations —-more
pronounced once some read-out noise is accounted for— is attributed to
the image pixelation and masking whose importance is mild for higher
signal-to-noise ratio (SNR) but becomes important (5-10 %) for signals
below 100 ¢.

Spatial dependency of the localization precision Even though the
illumination is homogeneous on average, the localization precision will
vary depending on the emitter’s position within the illumination pattern.
The range of values observed for o and G are represented in figure [11.12
as a grey area. The detailed ¢ dependencies are shown in figures [11.13
and I11.16.

In accordance to the theoretical results compiled in table I11.1, the
influence of the emitter’s phase position is different depending on the
model, despite their limits being identical (with an exception in absence
of noise and ideal modulation). Figure 111.13 displays the precision gain
for both models: UP (lower half, solid lines) and CRLB (upper half,
dashed lines). We will see later on (figures I11.15 and 111.16) that the UP
model describes better the simulation results, among others regarding
the localization precision dependency on ¢.

Effect of noise on the localization precision Real life systems un-
fortunately all suffer from some degree of noise that will limit the max-
imal precision one can expect. In figure I11.14, read-out noise standard
deviations o, of 0-2¢,,, are included, showing here again a very good
correspondence between the theory and simulation. The same kind of
discrepancy at low photon levels is observed, here again explained by
the increasing importance of pixelation for such SNR.
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Figure 111.13 — The precision gain G is represented as a function of the number
of photons N and the position of the emitter relatively to the phase ¢. The upper
half matches the CRLB model derived in equation (111.61), whereas the lower half
corresponds to the UP model from equation (111.25a).
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Figure I11.14 — The impact of noise levels on the localization precision (top) and
gain (bottom) are illustrated as a function of the total number of photons. The
theoretical results (solid lines) are compared to simulations (green marks) for noise
levels up to 2 .
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Figure l11.15 - Dependency of the localization precision’s gain on the modulation.
The CRLB (purple) and UP (blue) models are compared to simulated data (green
marks). The range of values induced by the phase position is displayed as a grey
area.

Imperfect modulation SIMPLE, and the other meLM techniques draw
their resolution power from the spatio-temporal modulation of the illu-
mination, hence the crucial role of said modulation in the achievable
localization precision and corresponding gain. In order to decouple the
effect of multiple variables, we consider in figure 111.15 the ideal case G°
from equations (111.30) and (I11.31) where only the modulation is left as
a parameter — in the absence of read-out noise, and using the optimal
pattern period L and 0.

The quasi-linear behaviour of <g°)¢ predicted in equation (I11.31) is
precisely matched by the simulations (green circles). The UP model
seems to be more accurate than CRLB which tends to over-estimate
precision and gain.

Figure 111.15, also shows that, in this ideal scenario, to achieve a min-
imum gain of 1 all over the FOV, a modulation above 61 % is necessary.
For values of m above this threshold, the use of SIMPLE over SMLM will
provide a globally enhanced localization precision.



CrapTeR III

High-gain SIMPLE: ¢ < 1

In its implementation, MINFLUX achieves localization precision gains
virtually infinite by reducing the displacement amplitude of the donut
illumination. This is possible only by keeping the emitter in the region
of illumination where its intensity is minimal. In this reduced portion
of the FOV, emission is rarer and each detected photon carries a larger
amount of information leading to the impressive results of the technique
[77, 106-108].

Such high gains can also be achieved using SIMPLE, with little to no
modification to the setup (see setup description in appendix A). By re-
ducing the amplitude of the phase shifts in the illumination sequence,
one obtains a very uneven average illumination over the FOV: the sum
of the patterns does not compensate each other like in the previously
discussed configuration. The emitters at the troughs of the pattern -
around ¢ = 0+ n- 27 — will be maintained in dim zones where the mod-
ulation of fluorescent emission carry larger amount of information per
photon. Unlike MINFLUX, this technique is inherently "parallelized" as
the standing-wave illumination will generate a square lattice of inten-
sity wells separated by L ~ 170 nm; all of which simultaneously act as
high-precision probes.

Figure 111.16 shows both the comparison between the UP (left, solid
lines) and CRLB (right, dashed lines) models and the simulation results
(circles). By reducing the shift factor &, the precision gain peaks around
¢ = 0, with above 10-fold gains for § = 1/4. The effect of £ on the
gain is continuous and theoretically not limited, even though in practice,
the acquisition parameters and associated uncertainties will bound the
maximum gain.
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Figure I11.16 — Higher precision gains can be achieved by reducing the shift fac-
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illumination pattern— and the shift factor § on the attainable localization gains
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Chapter IV

PERSPECTIVE: PATTERNED
ILLUMINATION FOR NANO-SIZING

Now that the foundations of SIMPLE’s principle have been set and its
strengths/limitations identified, | would like to provide in this chap-
ter a rather personal vision/outlook on the yet unexplored potential of
modulation-enhanced microscopy. Its content aims at guiding the reader
into considering a different representation for microscopy images; by
describing structures (pseudo-) vectorially instead of pixel-wise.

Localization precision # resolution Almost simultaneously after
the seminal publication of MINFLUX by Balzarotti et al. in 2017, various
techniques such as ROSE, SIMPLE, SIMFLUX, and ModLoc emerged, of-
fering improved localization precision for single-molecule imaging based
on the principle of MINFLUX and utilizing standing-wave illumination
[16, 17, 77-79, 81].

These techniques have undoubtedly achieved remarkable advance-
ments in localization precision. The ability to precisely determine the
positions of single molecules has enabled the visualization of fixed struc-
tures with unprecedented accuracy and the tracking of particles over
extended time periods with higher fidelity. However, it is important
to recognize that localization precision and resolution are not synony-
mous, despite the initial perception that increased precision automati-
cally leads to improved resolution [109, 110].
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Resolution, in the context of microscopy, refers to the ability to dis-
tinguish two closely spaced objects as separate entities. It is a measure
of the smallest resolvable feature in an image. On the other hand, local-
ization precision pertains to the accuracy with which the position of an
individual molecule can be determined within an image.

While the aforementioned techniques have achieved significant gains
in localization precision, they encounter inherent limitations when it
comes to resolution. The improved precision allows for more precise lo-
calization of individual molecules, but it does not necessarily enhance
the ability to resolve intricate details of complex structures. This limi-
tation becomes particularly evident in live-cell imaging, where the dy-
namics and complexity of the biological system can pose additional chal-
lenges.

To overcome these limitations, an extension of modulation-enhanced
localization microscopy (meLM) can be proposed. This extension not
only provides improved localization precision but also offers quantita-
tive information about the structure of interest. By considering multiple
molecules that are spatially related and interact with each other within
the isolated structure, meLM can capture the collective behaviour and
properties of the structure.

By embracing this (pseudo-) vectorial approach, the relationships
and orientations of individual molecules within isolated structures can
be quantitatively characterized. This extension enables the extraction of
valuable quantitative information beyond what can be achieved solely
through improved localization precision. It allows for a deeper under-
standing of the structure’s properties, interactions, and dynamics, lead-
ing to enhanced resolution in a more comprehensive sense.

The following sections will demonstrate that MELM has the capabil-
ity to probe the sample in a manner that directly addresses quantitative
questions. This shift in focus enables a pseudo-vectorial description of
nano-structures in live cells, without necessitating intricate knowledge
of the photophysics of fluorophores.
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Figure IV.1 — A disk is represented both in a pixelated (left) and vectorial way
(right). The disk is ideally represented using only 3 parameters for the vectorial
image, and approximately despite the 64 pixels.

From Pixels to Vectors The prevalence of "pixelation” in our every-
day life, encompassing images, screens, camera chips, and other tech-
nologies, has ingrained a bias towards thinking in pixel-based represen-
tations. However, vector graphic images offer an alternative approach
where the content is parametrically represented, employing descriptive
quantities instead of pixels. Consider the depiction of a disk on a bi-
nary 2D pixel grid, as shown in the left image of Figure IV.1. The disk is
represented by a total of 8 x 8 = 64 pixels. Each pixel answers the ques-
tion, "Is the disk present at this location?" Consequently, the resulting
representation approximates a circle with step-like edges.

On the other hand, the right-hand side of Figure V.1 illustrates the
same circle described vectorially, employing only three parameters: the
two coordinates of the centre and the radius r. With significantly fewer
parameters, the shape is accurately described. The underlying questions
that these parameters address are quantitative in nature: "Where is the
disk?" and "What is its radius?"

By applying the principles of meLM, it becomes possible to address
similar quantitative questions directly when probing nanostructures. This
paradigm shift allows for a pseudo-vectorial description of nanostruc-
tures in live cells, without the requirement of complex photophysics as-
sociated with fluorophores.
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IV.1 From individual emitters to sparse nano-
structures

To overcome the limitations of SMLM, we aim to expand the potential
applications of techniques like meLM and its variants by focusing on
capturing isolated nanometric structures. Instead of relying solely on
precise localization of individual emitters, our objective is to accurately
characterize the shape, dimensions, and other properties of these sparse
structures. We extend the application of meLM to sparse structures
labeled with standard, non-blinking fluorophores. By leveraging pat-
terned illumination, this approach enables the retrieval of sub-diffraction
information about the dimensions of objects in various directions, using
the principles of meLM and its pseudo-vectorial description.

We begin exploring this concept with a simplified case study involv-
ing a pair of emitters. Subsequently, we expand our analysis to more
complex structures, demonstrating the potential of meLM in character-
izing and visualizing nanometric objects with enhanced precision and
accuracy.

IV.1.1  Emitter pair

When accurately representing a structure in an image formed by points,
high point densities are necessary. However, achieving such densities
can be challenging. Longer acquisition times can increase the number
of localizations but at the expense of time efficiency. Alternatively, faster
blinking or denser labelling can be employed, but this increases the risk
of violating the sparsity assumption underlying SMLM, especially when
two or more emitters are likely to emit simultaneously in close proximity.
While co-localizations can be filtered out based on an arbitrary criterion
in ideal scenarios, some may persist and be erroneously positioned, lead-
ing to increased uncertainty or even misleading interpretations. More-
over, accurately measuring the distance between two emitters becomes
infeasible if they are closer than the diffraction limit (dappe) and present
simultaneously.
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Figure IV.2 — The space of amplitudes A, phase ¢, and modulation m provides a
complete base to describe images. From these parameters one can uniquely deduce
the spacing d between two close-by emitters (stars). The grey dotted lines, provided
for comparison, correspond to the single emitter case. The green dashed lines
in the second panel represent the signal coming from each emitter if considered
individually.
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By using the spatio-temporal modification of the signal driven by
the illumination pattern, one could easily differentiate between single
emitters and clusters of them. It is demonstrated in figure 1V.2, where
the grey dotted lines correspond to a single emitter and the coloured
ones to a pair of them (shown as stars). The total signal (second panel,
green), corresponding to a widefield image, is extremely similar whether
one or two emitters are present: both look like a regular PSF. At this dis-
tance d = 0.45 - L ~ oy, the signals of the two emitters blend, making
it difficult to dissociate. However, if one looks at the other quantities
characterising the results of SIMPLE (A, m, ¢), one sees a striking dif-
ference between the two cases: the spatial distribution of the amplitude
A, phase ¢, and modulation m are strongly modified by the distribution
of emitters.

Figure V.3 shows a very similar scenario involving two emitters (stars)
separated by a distance d = 2/5L ~ 70nm. As the illumination (left
panel, blue) travels through the sample, the experienced illumination
intensity of each of the emitters is modulated (centre left). As the two
emitters are not at the exact same location, their relative signal intensi-
ties will be different and "pull" the total signal’s centroid on one side or
the other depending on the pattern’s position (centre right, green). This
"wiggling" effect is depicted on the rightmost panel, where the lighter
line shows how the signal’s centroid is displaced as the pattern is trans-
lated.

Taking advantage of this information-rich effect would allow for ef-
ficient filtering of parasitic co-localizations. Moreover, the collection of
{A x m x ¢} maps (right column in figure IV.2 and in figure 1V.4) are
effectively a change of representation from the raw intensity images,
and fully encode the information of the fluorescent structures. This sig-
nature, is unique to a nano-structure, and besides carrying information
about its location, it also provides clues about its size and shape.

To further demonstrate the potential of this {Ax m x ¢} representa-
tion, one sees in figure V.4, that by varying the separating distance be-
tween two emitters (vertical axis), this representation is highly sensitive
to sub-diffraction arrangements of emitters: enhanced contrast is visible
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Figure IV.3 — Two emitters (stars), separated by d = 2/5L ~ 70nm (spacing
of the red vertical lines) see their emission modulated by the translation of the
illumination (in blue). Their individual and combined signal is represented respec-
tively by the black textured and green curves. The panel on the right, shows that
the signal’s centroid moves along the pattern’s direction £ as it is translated, i.e.
phase-shifted .
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Figure IV.4 — As the distance between two emitters is modified, the amplitude,
phase, and modulation profiles are modified. The widefield image (top left) does
not allow the clear distinction between the emitters below d = L whereas the
{A x m x ¢}-images provide contrast ford > L/5 ~ 35nm.

for all three {A x m x ¢} panels, at separation distance below 80 nm,
whereas the widefield image (top left) does not. Quantitative informa-
tion about sizes can be retrieved using fitting procedures or eventually
machine-learning (ML). The key principle of this analysis is presented
here only conceptually as a more extensive discussion would fall outside
of the scope of this thesis.

Besides improving details, representing the data as an amplitude,
phase and modulation instead of intensities is physically more relevant:
the information contained as photon counts in the raw images is sepa-
rated based on their physical meaning.
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Figure IV.5 — Graphical representation of a neural network (NN). The values of
each pixels are fed into the NN, which will, through a series of layers, mix the
information they contain and provide the output the network has been trained for.

Machine-learning: Intherecent years, many applications of machine-
learning (ML) have flourished within the field of microscopy [65, 66,
111-115]. Trained on dedicated images databases, these applications
generally aim at providing solutions to de-noising, artefact-free recon-
structions, or faster treatment of data [116—118].

Figure V.5 illustrates how, in a neural network, the input informa-
tion (usually pixel intensity values), is mixed together to generate an
output; each circle represents a "node" taking as input some values from
the previous layer to which a basic mathematical operation is applied
and propagated towards the next layer’. The type of operation a node
can perform is limited: the training phase — adjusting the network to
give the desired output — is an iterative back-and-forth process requiring
the quasi-linearity (and/or bijectivity) of each operation. This optimiza-
tion procedure is based on a "distance" measure, called merit function,
between the target output (known) and the one obtained by the NN.

A concern one might have in using ML for super-resolution microscopy
is the lack of physicality of the internal mechanisms of the ML process.
The combination of values — initially carrying a physical meaning - is
not guaranteed as the inputs are scrambled through the different net-
work’s layers. To circumvent this drawback, some models rely on phys-

“The displayed NN is a simplified version of a network’s architecture: typically
containing millions to billions of nodes.
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ically relevant merit functions that assess the quality of a NN output,
which are then called physics-informed neural network (PINN) [119,
120]. Using a physically more meaningful representation of the input
data might allow improvements in the quality of a NN output as well
as a drastic increase in readability/interpretability of the results. To this
end, formatting the images as {A x m x ¢}, with the relevant phys-
ical constrains applied during the training process is surely beneficial;
the intensity data is pre-processed with the known underlying physical
processes at play.

IV.1.2 Complex structures

The previous discussion primarily focused on 1D structures, specifically
a system of emitter pairs. However, to match the complexity encoun-
tered in real-life samples, it is essential to extend this line of reasoning
to more complex structures.

In addition to its ability to improve details and resolve sub-diffraction
arrangements, the A X m x ¢ representation holds great potential for
analysing complex structures in biological systems. By applying the

principles of this representation to intricate systems such as multi-component

cellular structures or dynamic molecular assemblies, valuable insights
into their spatial organization and behaviour can be extracted. This ex-
tension enables detailed sizing and characterization along different axes,
facilitating a comprehensive understanding of the complexity and dy-
namics of biological structures.

The sizing capabilities inherent to the A x m x ¢ signature are re-
vealed through the illumination pattern along its direction. Similar to
rotating a ruler to measure different faces of an object, rotating the illu-
mination provides insights into a structure’s dimensions along various
axes. Since the underlying true structure is unknown, an approximation
can be made by constructing an ellipse from the various size measure-
ments obtained during the rotation of the illumination profile.

Using an illumination sequence identical to TIRF-SIM figure V.6
shows how, from three sizes (dotted arrows) extracted from the {A x
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Figure 1V.6 — By measuring the dimensions along different axis at various loca-
tions of an arbitrary structure (here, a bent filament with changing width), one
can weave the points together and create a smooth profile with varying thickness.
The measured dimensions (blue hexagons) obtained by {A x m x ¢}-analysis are
then extrapolated to ellipses (black) which are then linked together (red, dotted).
The structure’s thicknesses along its path (red, solid) correspond to the minor axis
of the ellipses.
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m x ¢}’s signature (p.ex. through fitting), one could approximate the lo-
cal shape of the observed structure. Centred on the signal’s centroid,
the smallest convex shape matching the measured dimensions is an
hexagon, shown in blue in figure IV.6. From this hexagon, one can ex-
trapolate the object’s local shape by constructing its circumellipse — the
smallest ellipse engulfing the hexagon that shares its centre. Repeating
this process and identifying the overlapping ellipses, the discrete sam-
pling points could be weaved together to form complex structures along
which one could know the width with unprecedented precision.

In conclusion, the A X m x ¢ representation offers a powerful ap-
proach for microscopy imaging and analysis. By capturing the ampli-
tude, phase, and modulation information of signals, this representation
provides enhanced contrast and improved resolution, particularly for
sub-diffraction arrangements of emitters. Its combination with machine
learning techniques holds great potential for advancing super-resolution
microscopy, allowing the incorporation of physical constraints and im-
proving interpretability of results.

The applicability of the A x m x ¢ representation extends to the
study of biological systems, where it offers significant advantages. For
example, it enables the investigation of protein arrangements, organelle
interactions, and other cellular components, providing insights into fun-
damental biological mechanisms such as signal transduction, molecular
transport, and cell division.

Moreover, this representation enhances the study of subcellular struc-
tures and their dynamics. Accurate measurements of sizes and shapes
of cellular organelles contribute to a deeper understanding of their func-
tions and their role in cellular processes. Additionally, the quantitative
information extracted from the A X m x ¢ representation allows for the
analysis of dynamic changes in biological systems over time, includ-
ing protein-protein interactions, membrane dynamics, and cellular re-
sponses to external stimuli.

In summary, the A x m x ¢ representation offers a versatile and

powerful tool for studying biological systems, providing improved res-
olution, enhanced contrast, and quantitative analysis capabilities. Its
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application spans various areas of biology, including cellular imaging,
subcellular structure characterization, and the study of dynamic pro-
cesses. By leveraging the advantages of this representation, researchers
can gain deeper insights into the intricate workings of living systems
and contribute to advancements in cell biology, molecular biology, and
biomedical research.
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Conclusion

In order to provide context and complementary information to the publi-
cations forming the corpus of this thesis (see appendices A to C), | have
first briefly presented the history of major discoveries related to light
microscopy. Then, | introduced the key concepts on which fluorescence
light microscopy is based and the challenges imposed by the diffraction
limit on the observation of sub-cellular structures in biology.

After explaining the basics of the state-of-the-art super-resolution
modalities (TIRF, STED, SIM, and SMLM), | introduced SIMPLE, the
technique we developed based on MINFLUX.

| have shown theoretically and through simulations that using a
standing-wave patterned illumination in combination with SMLM pro-
vides a 2-fold improvement in localization precision across the field of
view compared to standard techniques. Even higher — and virtually in-
finite — gains can be achieved at specific locations on the sample by
modifying the illumination sequence: a dark-spot lattice offers a paral-
lelized version of MINFLUX, probing various loci at once with extremely
high photon-efficient localization precision.

These results have been obtained using uncertainty propagation (UP)
method and via the Cramér-Rao lower bound (CRLB), giving easily com-
putable limits in a wide range of imaging conditions (signal intensity,
noise, modulation depth). Furthermore, we have observed that the equa-
tions derived from the UP approach are in quasi-perfect accordance to
the simulated results, consolidating its validity.

Experimental results on isolated emitters (“SIMPLE: Structured Illu-
mination Based Point Localization Estimator with Enhanced Precision”
[16]) have been shown to match the theoretical predictions. The imple-



mentation of a custom-built digital micro-mirror device (DMD) based
high-NA TIRF-SIM setup allowed an effective doubling of localization
precision homogeneously over a 400 pm? FOV. In high-gain regimes,
gains of 6.5x have been recorded (“Modulation-Enhanced Localization
Microscopy” [17]) further validating the potential of SIMPLE.

The class of techniques applying a modulated illumination to im-
prove localization precision to which SIMPLE pertains, has been grouped
(“Modulation-Enhanced Localization Microscopy” [17]) under the name
of modulation-enhanced localization microscopy (meLM), that gave its
title to this thesis.

Finally, we explored possible extensions of meLM for direct size mea-
surement of sparse nano-structures. Based on a drastic change of image
representation (pseudo-vectorial description of features), such improve-
ments would circumvent part of the limitations imposed by SMLM, and
allow the study of dynamical structures with minimal experimental com-
plexity (standard fluorophores and regular SIM setup).

In summary, the use of patterned illumination has been proven to
improve localization precision in SMLM and could potentially be applied
to live-cell nano-sizing.
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Appendix A

SIMPLE: STRUCTURED
ILLUMINATION BASED POINT
LOCALIZATION ESTIMATOR WITH
ENHANCED PRECISION

L. Reymond et al., “SIMPLE: Structured illumination based point
localization estimator with enhanced precision”, Optics Express
27, 24578 (2019)

Abstract We present a structured illumination microscopy based point
localization estimator (SIMPLE) that achieves a 2-fold increase in single
molecule localization precision compared to conventional centroid esti-
mation methods. SIMPLE advances the recently introduced MINFLUX
concept by using precisely phase-shifted sinusoidal wave patterns as
nanometric rulers for simultaneous particle localization based on pho-
ton count variation over a 20 pm field of view. We validate SIMPLE in sil-
ico and experimentally on a TIRF-SIM setup using a digital micro-mirror
device (DMD) as a spatial light modulator.
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Abstract: We present a structured illumination microscopy based point localization estimator
(SIMPLE) that achieves a 2-fold increase in single molecule localization precision compared to
conventional centroid estimation methods. SIMPLE advances the recently introduced MINFLUX
concept by using precisely phase-shifted sinusoidal wave patterns as nanometric rulers for
simultaneous particle localization based on photon count variation over a 20 um field of view. We
validate SIMPLE in silico and experimentally on a TIRF-SIM setup using a digital micro-mirror
device (DMD) as a spatial light modulator.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Super-resolution (SR) imaging has become an enabling technology to access sub-diffraction
information on the nanoscale structure and dynamics of molecular building blocks [1]. Different
SR concepts have been introduced: Single molecule localization microscopy (SMLM) methods
such as PALM [2] and STORM [3] process information in the optical detection path to estimate
single particle positions of sparse emitters by centroid fitting to the diffraction-limited photon
distribution on a pixelized camera. Each individual photon contributes to a measure of the
actual particle position with a standard deviation s given by the point spread function (PSF)
of the imaging system. The localization precision of SMLM scales with s o« 1/NA, with 4
being the fluorescence emission wavelength and NA the numerical aperture of the detection
objective. An increasing number of photons N results in a higher localization precision given by
the standard error of the mean Ax = s/ \/N , with conventional SR localization methods reaching
Ax =5-20nm [4,5]. In contrast, excitation-based SR concepts such as PSF-shaping [6] or
structured illumination microscopy (SIM) [7-10] have been implemented. SIM enables sub-
diffraction imaging by exciting samples features with periodic patterns to obtain high frequency
information via the Moiré effect [10]. Typically, 3 x 3 phase-shifted and rotated sinusoidal
interference-patterns are used and image stacks are mathematically processed to reach a 2-fold
resolution improvement [11]. MINFLUX [12, 13], on the other hand, was recently introduced as
a radically new concept for particle localization at minimum photon budget with up to 8-fold
improvement in localization precision compared to SMLM. In MINFLUX, a single molecule
emitter is probed with the central part of a doughnut-shaped illumination pattern over a restricted
area of diameter L =~ 50 nm. The particle position is estimated via a triangulation principle from
photon count variations at different scan positions with a localization precision ~ L/VN [12]
MINFLUX is, however, limited to a restricted sub-diffraction field of observation and low

#370102 https://doi.org/10.1364/OE.27.024578
Journal © 2019 Received 14 Jun 2019; revised 29 Jul 2019; accepted 1 Aug 2019; published 14 Aug 2019
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temporal sampling due to sequential scanning of single molecule emitter positions in addition
to technical challenges of accurate doughnut generation and positioning. Here, we present a
structured illumination microscopy based point localization estimator (SIMPLE), that allows for
the simultaneous localization of isolated emitters via detection of photon count modulations on a
camera-based system. We show that phase-shifted sinusoidal excitation patterns can be used
as nanometric rulers for deriving the actual positions of multiple single molecule emitters in a
micron-sized field of view (FOV), thereby overcoming current spatial and temporal sampling
restrictions of MINFLUX.

2. Basic concept and principle of SIMPLE

The principle of the SIMPLE method is exemplified in Fig. 1. A sinusoidal wave pattern
illuminates the sample and modulated photon numbers are collected from isolated emitters
depending on their relative position within the excitation pattern. Phase shifting of the illumination
pattern can be performed with nanometric precision (<1 nm) to probe the actual particle position
through photon number variations r; for different phase shifts ;.
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Fig. 1. The SIMPLE concept. (a) Three precisely phase-shifted sinusoidal patterns are used
for illuminating a single point emitter. The sinusoidal wave serves as a nanoruler to position
a single molecule emitter from which phase-dependent photon counts (n; = 119 (®y),
ny =73 (03), n3 = 410 (P})) are obtained depending on its relative position (I-III) within
the sinusoidal wave. Photon counts n; (red) are fitted with a sine function with three fit
parameters (amplitude A, phase ¢, offset b) to reveal the actual position ¢ within the wave
that is mapped to the pixel image coordinate system. (b) In the case of three equally spaced
phases (6@ = 1/3) we find a 2-fold gain in localization precision compared to SMLM (2x
smaller standard deviation o~ of normally distributed localization points).

The measured photon counts n; can be fitted to the known sinusoidal illumination pattern
to derive the actual particle position based on the assumption of a quasi linear response of the
fluorescence emission. As x —y positions can be determined independently, using two orthogonal
illumination patterns is sufficient for homogeneous 2D localization of a particle emitter. This
principle differs both from conventional SIM and standard SMLM approaches which rely on
complex image reconstruction via Fourier methods [14] or centroid fitting of a Gaussian function
to the diffraction-limited photon distribution [15], respectively. The localization precision of
SIMPLE can be evaluated using error propagation analysis and estimation of the Cramer-Rao
Lower Bound (CRLB) as derived previously [12, 16, 17]. In brief, a simplified estimation is
based on considering photon shot noise (onoe o 4/1;) that will introduce localization errors (see
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Fig. 1(b)). Using k = 3 equidistant phase shifts, we can solve three equations for the detected
photon counts n; using a sine function / = A/2 (1 + cos (27 (x + ¢))) + b with amplitude A,
phase ¢ and background b:

2V2
A= T\/_\/(nl —m)? + (m = n3)? + (ng — n3)? 6§)
¢ _ _l arctan —2n1 +ny; +n3+ \/E\/(nl - n2)2 + (nl - 1’13)2 + (nz - n3)2 (2)
n V3(ny — n3)
b= % (n| w1y +n3 = V21 —m)2 + (n1 — m3)2 + (ny — n3)2) 3)

As the phase ¢ encodes the position, relative to the illumination, the localization precision is
sensitive to the variation of the number of photons ;.

s (200
AG = Z (%An) 4
8_¢ _ \/g(nz - n3) )
ony 2x ((n1 — m)? + (m — n3)? + (np — n3)?)
8_¢ _ \/g(”B - np) ©6)
ony  2m ((m — m)? + (m — n3)? + (n2 — n3)?)
(3_¢ \/g(nl - nZ) (7)

any 21 ((n1 —ma) + (1 — m3)® + (ma — m3)?)

Using the fact that the photon count follows Poisson statistics, one can write An; = \/n; + 03,
including an extra term o for the background standard deviation in which the read-out noise,
dark current, etc. can be embedded. A simple formula, where N = nj + np + n3 is the total
number of detected photons and ¢ is the pattern period, can be derived for specific cases and for
identical background fluctuations, i.e. oy = o, Vi = 1,2,3

A¢:£‘/_§(\/§U+\/ﬁ), andforo =0, A¢=
N 2rx

V3
VN 21
for the case that the emitter is located exactly in the valley of the illumination for one of the
phase-shifts, with £ being the pattern period. Furthermore, we obtain

®

¢ 1
VN 2n
if the emitter falls exactly on the peak. In the case of o = 0 and using s o< A/(4NA) as the
standard deviation of the PSF and a pattern period of £ = 1/(2NA), the gain in localization
precision of SIMPLE compared to SMLM depends on the position of the phases relative to
the emitter, with s/A¢ = 1.81 if one phase is at the minimum or s/A¢ = 3.14 at the peak (see
Fig. 3(c)). Smaller phase shifts can further enhance the localization precision at the expense of
unequal localization gain in the illumination pattern.

Ap = (\/60'+\/N), andforoc =0, A¢= ®)

1
N2rn
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Fig. 2. Simulation and data analysis pipeline. Synthetic data are generated using random
positions of single molecule emitters in k = 3 phase shifted illumination patterns with
modulation depth m. The photon emission process is modeled as a linear response to the
actual illumination intensity with Poissonian distributed photon counts. Photon positions
are further normally distributed around the initial single emitter position with a standard
deviation based on a defined PSF of the imaging system on a pixelized camera system.
Subsequently a white noise contribution is superimposed on the image to account for read-out
noise and autofluorescence in fluorescence imaging. For data acquisition, k = 3 phase
shifted images are recorded for each direction. Data analysis first predefines pixels with high
modulation contrast. In the next step, a mask (see Fig. 4) around the predefined pixel reads
the number of photons. The number of photons at the three phase positions are fitted with a
sine function to extract the actual position of the particle.
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3. Methods
3.1. In silico validation of the SIMPLE concept

To validate the SIMPLE concept under realistic parameter settings, we developed an extensive
simulation pipeline to generate synthetic imaging data that include relevant sources of experimental
uncertainties. A fluorescent emitter is placed at a random location in the field of view. The
initial phases in x and y direction, relative to the illumination pattern, are also randomized.
Intensity-modulated emission counts are obtained for a series of k phases in each x and y
direction, assuming a linear response of the fluorophore to the illumination. The appropriate
photon spread is modeled by a Gaussian PSF on a pixelated camera chip, including photon
shot noise with a Poissonian distribution. In addition, background noise is added to each pixel
to mimic additional noise terms from the optical detection system or sample such as camera
read-out noise, dark-current or background fluorescence. The simulations further enable to
include particle characteristics such as emitter size, blinking or photo-bleaching and optical
characteristics of the excitation pattern as the sinusoidal wavelength and modulation depth m.
Realistic units are set by the average number of emitted photons per second and the illumination
time. Synthetic data are read into our analysis pipeline to obtain the number of photons on
selected pixels for an estimation of the particle position. First a pre-estimation of the emitter’s
location on the pixel grid is performed. This step is achieved on all associated image triplets of
the FOV using a threshold for the standard deviation of photon counts during the phase shifts.
Selected candidates are used for cropping the surrounding pixels with specific masks to read
the number of photons for each selected emitter during phase modulation. Next, the intensity
profile is fitted with a sinusoid, providing an accurate estimation of the position. Each emitter,
for which the corresponding relative position on the illumination pattern has been determined
through fitting, can be mapped back onto the pixelated grid of the camera. The absolute distance
between the emitters is calculated as shown in Fig. 2, counting the number of wave periods and
separating them accordingly. Complementarily, event detection can be obtained from summing
phase shifted images to achieve a homogeneous illumination condition to reconstruct a wide-field
image and using centroid-based event detection schemes as available by the ThunderSTORM
plugin of Fiji [18] which is used for comparison to SIMPLE.

Figure 3 shows the comparison between SIMPLE and SMLM in the presence of a background
noise of b = 0, 2, 4 and 6 counts/pixel. The theoretical limit of classical SMLM localization
precision as described by Mortensen et al. [19] is shown in black, highlighting the localization
precision improvement of SIMPLE over SMLM. Three equidistant phase shifts are sufficient
to determine the emitter’s position. A higher number of phase shifts ®; slightly lowers the
localization precision due to a spread of total photons across multiple images (3, n; = const.),
particularly relevant for low photon counts as obtained for dim fluorophores or fast imaging
conditions. A typical camera read-out noise of 1 photon/pixel sets a lower bound to o that
will be increased by additional noise sources such as sample background, auto-fluorescence
and out-of-focus fluorescence. Equidistant phase shifting yields a 1.8 to 3.1-fold improvement
in localization precision depending on the emitter position relative to the wave pattern and is
largely independent of the number of detected photons. A reduced modulation depth m < 1 of
the excitation pattern will further lower the localization precision. The residual illumination
generates an offset of 1 — m unmodulated photon counts which can be considered as an increase
in the effective background noise of the sample (see Table 3.1).

The optimal pixel selection can be set in dependence on the relation PSF size/pixel size and
the background noise level as shown in Fig. 4. Masks that are too small will reduce the available
photon information while masks that are too big will enhance the fluctuations in the case of high
background noise.
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Fig. 3. Comparison of localization precision between SIMPLE and SMLM (a) Illustration
of equidistant phase shifting for increasing number of phase shifts (b) Localization gain of
SIMPLE versus SMLM for N = 500 photons for increasing number of phase shifts and
various background noise b = 0, 2 and 4 counts/pixel. More phase shifts ®; result in a larger
number of fitting points at the expense of fewer photons per phase shift. In all cases the
sum (3] n;) over all phases is kept constant. (c) The localization gain for equally distributed
phase shifts with @ = 1/3 slightly depends on the actual position within the period (red)
reaching localization improvements of about 1.8 to 3.1-fold. For three smaller phase shifts
with 6@ = 1/7 (blue) we find a pronounced improvement if the particle is located near the
excitation minimum. Green lines indicate theoretical limits of particle localization precision
in the minimum (light green) and at the peak (dark green). (d-g) Comparison between
SIMPLE and SMLM in the presence of background noise b = 0, 2, 4 and 6 counts/pixel. The
theoretical limit of classical SMLM localization precision derived by Mortensen et al. [19]
is shown in black (d), highlighting the localization precision improvement of SIMPLE over
SMLM.
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Table 1. Estimation of the equivalent noise for a reduced modulation depth m.

Number of photons
Modulationdepth =

500 1000 5000

0.9 23 34 7-8
0.92 23 ~3 5-6
0.94 12 23 3-4
0.96 12 23 2-3
0.98 0-1 1-2 1-2

1 0 0 0

3.2. Experimental setup

We experimentally validated the SIMPLE concept on a novel custom-built TIRF-SIM setup
(Fig. 5). The optical design is based on the use of a spatial light modulator (SLM) that allows
for ultra-fast pattern generation with high modulation depth and ultra-precise phase shifting of
orthogonal patterns. In general, the concept of SIMPLE relies on the exact knowledge of the
patterns’ phase shifts, which we accomplish by using a digital micro-mirror device (DMD) as
SLM. The DMD (DLP V-9501 VIS, VIALUX, pixel pitch 10.8 um) can operate at ~17 kHz
switching rate, allowing for fast imaging in the millisecond range. The de-magnification of the
DMD plane to the sample plane amounts to a factor of 300, resulting in a sinusoidal interference
pattern on the sample with a period of 170 nm (see Fig. 5(b-g)). This corresponds to an excitation
numerical aperture (NA) of 1.44 of the first orders. The DMD also serves as master clock for the
trigger protocol.

The detailed optical path of the setup comprises the excitation laser with 500 mW power at
473 nm wavelength (gem473, LaserQuantum), followed by a 10X telescope (AC080-010-A-ML
and AC254-100-A-ML, Thorlabs) to expand and collimate the laser beam. The diffracted light
from the DMD is collected by a lens (AC508-500-A-ML, Thorlabs) and passes through a quarter
wave plate (AQWP05M-600, Thorlabs), generating circular polarization. Two neutral density
filters (NDC-50C-2, Thorlabs) provide fine control over the intensities of the individual diffracted
beams. A custom aluminum mask is placed in the Fourier plane of the DMD and serves as
spatial filter to block unwanted diffraction orders originating from the binary stripe pattern. Only
the required first orders pass through and create the sinusoidal intensity pattern on the sample.
A segmented polarizer (colorPOL VIS087 BC3 CWO01, CODIXX) then generates azimuthal
polarization, which is necessary to achieve maximum modulation depth of the sinusoidal pattern
at the sample. The combination of the fast-switching DMD with the segmented polarizer implies
only mechanically fixed and stable components with no moving parts. This circumvents the
low time resolution in classical SIM configurations and furthermore guarantees an accurate
determination of the phase shift by solely changing the displayed pattern on the DMD. The
beams are relayed by two lenses (#49-367, Edmund Optics, AC254-300-A-ML, Thorlabs)
and then reflected by two identical, but rotated dichroic beam splitters (ZT405/473/561rpc,
AHF) to eliminate detrimental polarization effects for s- and p-polarized reflected light. The
diffraction spots are projected close to the edge of the back focal plane of the objective (UAPON
100XOTIRF, Olympus), which is mounted onto a z-piezo stage (N-725.2A PIFOC, Physik
Instrumente). The beams interfere at the focal plane at an effective NA of 1.44 and generate the
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Fig. 4. Pixel selection and relation to PSF size for various background levels. (a-c) Change
in the localization gain for various mask types, PSF to pixel size ratios (o) and background
noises. The mask size is increased from 4 to 29 pixels (g). By changing the mask size, a
larger fraction of the emitters’ signal will be accounted for (d-f), but more read-out noise is

accumulated. (g) Corresponding series of figures chosen as the appropriate mask given the
experimental parameters (noise, pixel size and PSF).

desired sinusoidal illumination pattern on the sample. Sample positioning can be performed by
a piezo stage (P-545.3C8H, Physik Instrumente). The emitted fluorescence is collected by the
same objective lens, passing through the dichroic mirror, the tube lens and a combination of
emission filters (ZET405/473/56 1NF, AHF; FF01-503/LP-25, Semrock; HQ515/30m, Chroma)
to reject unwanted excitation light and achieve lower residual background. A sCMOS camera
(Zyla-4.2P-CL10, Andor) detects the fluorescence signals in the mode "rolling shutter global
clear external triggering (non-overlap mode)". The size of the FOV on the sample is defined by a
circular mask in the displayed DMD pattern and amounts to approximately 27 um.

3.3. Pattern period calibration

For pattern period calibration a dense distribution of single Alexa Fluor488 molecules was
repeatedly illuminated with phase shifted sinusoidal patterns. Data were analysed automatically
by an adapted code of fairSIM [20] written in Java, extracting the shift vector length of the
parameter estimation that corresponds to the pattern period of the excitation pattern. As shown
in Fig. 5(b) we revealed a sinusoidal illumination pattern period of ¢ = (169.0 + 0.3) nm.
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Fig. 5. Schematic of the SIMPLE setup and calibration. (a) Excitation laser 473 nm,
500 mW; 10x telescope for beam expansion; half wave plate (HWP); digital micro-mirror
device (DMD) as spatial light modulator; quarter wave plate (QWP); neutral density (ND)
filter; spatial mask for selection of diffraction orders; segmented “pizza” polarizer (SP) for
polarization control; relay lenses; identical dichroic mirrors (DM) for azimuthal polarization
conservation; NA 1.49 objective lens; sample on x — y piezo stage; sSCMOS camera with
emission filters in the detection path. (b) Representative image sets of three phases used for
period estimation, showing single Alexa Fluor488 molecules bound to functionalized glass.
(c) Same image as in (b) with highlighted quadrants and enlarged region of interest (ROI).
(d) Power-spectrum visualization of the cross-correlation in the Fourier domain returned by
fairSIM. Red circle marks the maximum of correlation. FairSIM performs a fit with sub-pixel
resolution and estimates the pattern period. (e) Illustration of the illumination pattern overlaid
on an enlarged ROI (c) of recorded signals after each phase-shift representing the camera-
based coordinate system and the sinusoidal wave-based coordinate system. (f, g) Period
histograms for each quadrant and the full field of view. The precision of the spatial period
¢ in the whole FOV can be estimated to (169.1 + 0.1) nm, and in the individual quadrants
(Quadrantl: (168.7 + 0.2) nm; Quadrant2: (168.8 + 0.2) nm; Quadrant3: (169.4 + 0.2) nm;
Quadrant4: (169.3 +0.2) nm).
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4. Results and discussion

As a proof of concept, we applied SIMPLE to the localization of single immobilized Alexa
Fluor488 dyes. We recorded image sequences with k = 3 equidistant phases of the sinusoidal
illumination pattern and subsequent localizations of the same molecule were used to obtain the
localization precision Ax. Figure 6 shows a representative image series of one single Alexa488
dye.
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Fig. 6. Exemplary data and processing routine for SIMPLE. (a) Time series of a single
Alexa Fluor488 molecule emitting upon repeated excitation (exposure time 50 ms) with three
equidistant phases of a sinusoidal pattern. (b) Sketch of the phase steps ®; = 0,1/3,2/3. (c)
Intensity time trace of the emitter in (a) reflecting phase-dependent intensity modulation at
300 time points using a centered 3 x 3 mask for photon count calculation. (d) Extraction of
the position for each intensity triple via a least-squares fitting routine reflecting the variability
due to single emitter shot noise and background noise. We did not notice any sample drift
during the acquisition time. (e) Statistics of the fitted positions in (d) for the amplitude
(left), background (middle) and normalized phase (right). (f) Comparison of the localization
precision for the same particle via multiple positioning using Thunderstorm [18] (green) and
SIMPLE (pink) with a localization gain of 2.0-fold.

To validate the parallel detection of multiple single molecule emitters in a large field of view
we placed single Alexa488 dyes on a glass slide and derived their positions via the SIMPLE
method and standard SLML point localization. Sparse single molecule emitters were modulated
with three phase shifted sinusoidal illumination patterns multiple times to reveal consecutive
positions of all molecules in the FOV. This allows us to generate proper statistics for comparing
localization precision enhancement of SIMPLE compared to SMLM in a parallel detection
scheme. Figure 7 shows a reconstruction of a summed stack for three phases. The corresponding
emission intensities to the three phases over the time series for two indicated emitters and the
SIMPLE fitting routine are depicted in Fig. 7(b).

The obtained localization precision of SIMPLE in Fig. 7 outperforms conventional centroid
fitting using ThunderSTORM [17] applied to the sum of three phase images being equivalent
to homogeneous illumination. The achieved localization precision for a single molecule is
Ax =4.3nm (Ay = 4.5nm) for SIMPLE in contrast to Ax = 8.8 nm (Ay = 10.9 nm) for SMLM,
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and (x,;) = 4.7nm (SIMPLE) versus 9.4nm (SMLM) for 40 particles averaged across the
FOV (Fig. 7(c)). We further demonstrate the performance of our localization approach by
precisely repositioning single emitters in (20.0 + 0.4) nm steps on a piezo driven stage, for
mapping particle localizations on the principle of a nanometric ruler (Fig. 8).
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Fig. 7. Experimental validation of the SIMPLE method on a 15 um FOV. (a) FOV showing
the sample with sparse single Alexa Fluor488 dyes. (b) Exemplary fitting procedure on ~ 200
triple images for two isolated emitters in (b) (orange and yellow squares). (c) Histogram of x
(upper panel) and y (middle panel) localizations of a single emitter are compared to SMLM
centroid fitting using Thunderstorm with a localization gain of SIMPLE versus SMLM of
2.0-fold (x-direction) and 2.4-fold (y-direction). Histogram of x localizations of 40 single
molecules in the FOV with an average gain of 2.1-fold (lower panel).
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Fig. 8. Experimental validation of the SIMPLE method using piezo-stage driven 20 nm
lateral movements (ground truth) of isolated Alexa Fluor488 emitters. (a) Sketch of piezo-
nanopositioning of single molecule emitters. (b) Localization histogram of single emitters at
three different positions for & = 20 nm distance and (c) Distance histogram of single emitters
using SIMPLE (red) and Thunderstorm (grey) highlighting the power of the method.

In conclusion we have shown that sinusoidal wave patterns can be used as nanometric rulers
for localizing the position of single molecule emitters with improved precision by a factor
of 2 compared to standard SMLM methods. Similar to MINFLUX, particle localization is
extracted from the photon count variation in an inhomogeneous illumination field. This enables
to enhance localization precision with a minimal photon budget by the contribution of positional
information in low illumination regions. Using a periodic wave function as an illumination
pattern, we further demonstrate here that the concept of MINFLUX can massively parallelized
from diffraction limited areas to a micron-sized field of view of >10 um. Using a DMD as spatial
light modulator we show that fast and exact nanometric phase shifting of sinusoidal illumination
patterns can be employed to achieve a gain in localization precision of a factor of 2 compared to
classical centroid fitting methods used in STORM/PALM and single particle tracking (SPT). A
similar approach was recently presented in an article by Cnossen et al. [21] using piezo-mounted
gratings to reveal enhanced localization precision, which was termed SIMFLUX. SIMPLE,
MINFLUX and SIMFLUX are based on measuring photon number variations #; in a shifted
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periodic excitation pattern, thereby setting limits to single molecule movements during sample
illumination and the excitation shifting period. Effects of motion blur and emitter movement
during illumination are also well known in SPT experiments and affect the determination of
diffusion modes or structural confinement sizes [22-24]. However, a reduction of photon numbers
in SIMPLE, MINFLUX and SIMFLUX allows for improved temporal resolution and higher
dynamic sampling rates at comparable localization precision to standard SMLM methods [13].
In the case of fixed samples, methods such as PALM/STORM [2,3] and DNA-Paint [25] achieve
nanometric structural resolution based on adjusting optimal sample labeling density, number of
active emitters and obtaining a sufficient set of emitter localizations in consecutive images. For
this purpose, specific labeling strategies and buffer systems were developed to set fluorophore
switching rates and molecular binding kinetics for obtaining maximal structural resolution [26].
In SMLM imaging, frame rates are adjusted to gather the maximum photon signal during the
on-state of fluorophore blinking/binding that determines localization precision. In comparison,
SIMPLE requires multiple image acquisitions (three images for each direction) for localizing
a single emitter. This demands, for optimal imaging speed, to capture photon counts of the
emitter during the on-state before bleaching or blinking occurs. DMDs providing very high
temporal control of illumination patterns, the limitation in image acquisition times is mainly due
to the camera read-out speed, ensuring a high total detection rate of fluorescence spots (also
referred to as "miss/hit probability" in the sample). Furthermore, SMLM requires four times the
number of photons compared to SIMPLE to achieve a similar localization precision, therefore
reducing the acquisition time of SIMPLE four-fold. Note that the emitter’s density is a key factor
that determines the false positive/negative rates of emitter localizations in SMLM methods [26]
and accordingly provides an inherent quality criteria for SIMPLE to detect emitters within a
diffraction-limited distance by changes in the modulated intensity response that can be extracted
to avoid mis-localizations.

Altogether, SIMPLE improves localization precision at reduced photon numbers compared
to standard SMLM approaches [27], the method will thus enable to minimize detrimental
phototoxicity and photobleaching for live cell applications and single particle tracking that will
be validated in future studies.
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Appendix B

MODULATION-ENHANCED
LOCALIZATION MICROSCOPY

L. Reymond et al, “Modulation-enhanced localization mi-
croscopy”, Journal of Physics: Photonics 2, 041001 (2020)

Abstract Super-resolution fluorescence microscopy has become a powerful
tool in cell biology to observe sub-cellular organization and molecular details
below the diffraction limit of light. Super-resolution methods are generally
classified into three main concepts: stimulated emission depletion (STED), sin-
gle molecule localization microscopy (SMLM) and structured illumination mi-
croscopy (SIM). Here, we highlight the novel concept of modulation-enhanced
localization microscopy (meLM) which we designate as the 4th super-resolution
method. Recently, a series of modulation-enhanced localization microscopy
methods have emerged, namely MINFLUX, SIMPLE, SIMFLUX, ModLoc and
ROSE. Although meLM combines key ideas from STED, SIM and SMLM, the
main concept of meLM relies on a different idea: isolated emitters are localized
by measuring their modulated fluorescence intensities in a precisely shifted
structured illumination pattern. To position meLM alongside state-of-the-art
super-resolution methods we first highlight the basic principles of existing tech-
niques and show which parts of these principles are utilized by the meLM
method. We then present the overall novel super-resolution principle of meLM
that can theoretically reach unlimited localization precision whenever illumi-
nation patterns are translated by an arbitrarily small distance.
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Abstract

Super-resolution fluorescence microscopy has become a powerful tool in cell biology to observe
sub-cellular organization and molecular details below the diffraction limit of light.
Super-resolution methods are generally classified into three main concepts: stimulated emission
depletion (STED), single molecule localization microscopy (SMLM) and structured illumination
microscopy (SIM). Here, we highlight the novel concept of modulation-enhanced localization
microscopy (meLM) which we designate as the 4™ super-resolution method. Recently, a series of
modulation-enhanced localization microscopy methods have emerged, namely MINFLUX,
SIMPLE, SIMFLUX, ModLoc and ROSE. Although meLM combines key ideas from STED, SIM
and SMLM, the main concept of meLM relies on a different idea: isolated emitters are localized by
measuring their modulated fluorescence intensities in a precisely shifted structured illumination
pattern. To position meLM alongside state-of-the-art super-resolution methods we first highlight
the basic principles of existing techniques and show which parts of these principles are utilized by
the meLM method. We then present the overall novel super-resolution principle of meLM that can
theoretically reach unlimited localization precision whenever illumination patterns are translated
by an arbitrarily small distance.

1. Introduction

Cell biology and microscopy are closely intertwined since the invention of light microscopy in the late 1600s,
attributed to Antonie van Leeuwenhoek who was the first to observe bacteria and protozoa. Fluorescence
microscopy—pioneered in the early 1900s—is based on substances which absorb light that is reemitted as
fluorescence at a longer wavelength determined by the Stokes shift [1, 2]. Nowadays, fluorescence
microscopists in state-of-the-art biolabs can specifically tag and image molecular components of cells and
tissues (such as proteins, lipids, DNA, RNA) in various biological systems with minimal invasiveness [2—4].
One of the key developments has been the advent of genetically encoded fluorescent proteins, which enabled
to study protein localization, dynamics and function in cells [5, 6]. Over the last two decades, this approach
generated fundamental knowledge about cellular processes and profoundly advanced life science research.

Despite the advantages of optical microscopy, both brightfield microscopes (using visible light passing
through the sample) and fluorescence-based microscopes are fundamentally limited in spatial resolution by
the wave nature of light. Specifically, the optical resolution is set by the diffraction limit of light to around
/2, where ) is the wavelength of the collected light [7]. For example, considering the emission of a green
fluorescent protein (GFP, A ~ 500 nm), no structure below 250 nm would be resolvable.

Pioneering steps in the direction of super-resolution fluorescence microscopy were set in the late 1980,
with the recording of tracks of single light-scattering objects and fluorescent particles [8—10]. First described
by Heisenberg around 1930, this approach used the fact that sparse point emitters can be detected with high
precision: each recorded photon carries information about the true location of its—well separated—emitter
[11, 12]. The precision of localization is then given by the spreading, called point spread function (PSF), of
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the photons around the emitter position in the image plane. The PSF of the imaging system is characterized
by a standard deviation s set by the numerical aperture (NA) and ), the fluorescence emission wavelength, by
52 \/NA. Collecting N photons is equivalent to repeating N independent measurement of the emitter’s
position, leading to an uncertainty given by the standard error of the mean [13] dx = s/+/N. A precision of
about 1 nm in the localization of a particle would therefore be achievable with around 10* photons detected,
assuming a very low background noise.

In 1995, Eric Betzig published a first rough idea for how super-resolution optical microscopy based on
the localization of single fluorescent molecules could be realized [12]. It did, however, take yet another
10 years, before he and colleagues were able to truly demonstrate this concept in 2006 by consecutively
photo-activating and localizing single photo-activatable fluorescent proteins and by superimposing all
detected single molecule locations to create one pointillistic image [14]. This was the starting point for single
molecule localization microcopy (SMLM) methods such as (F)PALM, (d)STORM and pPAINT [15-18].

In a different attempt to overcome the diffraction limit of light, in the late 1990’s Stefan Hell proposed
stimulated emission depletion (STED) of fluorophores [19, 20]. In 2000, Klar et al showed a 5 to 6-fold
increase in the axial resolution of a modified confocal microscope using depletion spots above and below the
focused excitation spot. This depletion pattern was generated by placing a phased plate in the beam path of
the depletion laser (called STED beam), resulting in a non-linear inhibition of active fluorescence to narrow
the effective PSF of the microscope. Even though both the excitation and depletion laser spots are
diffraction-limited, their combination results in a non-linear depletion of the fluorophore’s emission, which
reduces the effective PSF of the excitation volume. After its initial realization, the concept was immediately
extended to multiple colors, 2D/3D versions, cell applications and was generalized to reversibly
photo-switchable fluorescent labels (RESOLFT) [21-24].

Around the year 2000, another super-resolution microscopy (SRM) concept was introduced by
Gustafsson and Heintzmann based on the use of interference patterns in structured illumination microscopy
(SIM) [25, 26]. In contrast to PALM, where typically more than 10* raw-images are used to create a
super-resolved image, SIM relies on 9 or 15 raw-images to create one super-resolved image. The physical
principle of SIM is based on illuminating a sample with a striped pattern that will shift high-frequency image
information below the diffraction limit into the lower frequency domain that can be captured by the
objective lens [27, 28]. This is highlighted by the so-called Moiré patterns, which carry information about
previously inaccessible details of the sample. The advantage of SIM is that super-resolved images are created
without the need of special fluorophores since super-resolution linear SIM is not dependent on specific
photo-physical dye characteristics, required in methods such as PALM, STORM or STED. The disadvantage
of linear SIM is that it is limited to a resolution gain by a factor of two, down to approximately 100 nm. SIM
has also been extended to non-linear SIM using photo-switchable dyes, which allows improving the image
resolution, achieving about 50 nm lateral resolution [29-31].

In 2017, Balzarotti et al introduced MINFLUX—minimal photon fluxes—in which a radically new
concept of SRM was presented with the potential to virtually reach unlimited resolution with minimal
photo-damage to the fluorophore [32]. MINFLUX reached 2 nm localization precision by using less than
N = 500 photons. Although the technical setup uses a doughnut-shaped laser beam, the method is drastically
different from STED microscopy. In MINFLUX, single fluorescent emitters are kept close to the center of a
doughnut-shaped illumination profile. The idea is to use the well-known doughnut shaped illumination
profile as a ruler for probing the emitter’s position. The position of the emitter is retrieved by a triangulation
localization approach as outlined further below. MINFLUX can achieve better localization than the
theoretical limit of SMLM methods and was extended to isotropic 3D localization precision [33, 34].

In 2019, the parallelization of the MINFLUX method was first described by Reymond et al using the
acronym SIMPLE [35] and followed by similar approaches [36-38] named ROSE, SIMFLUX and ModLoc.
In a recent paper [33], Hell et al also extended the field of view (FOV) of MINFLUX from initially around
100 x 100 nm? to a size of about 10 x 10 um?. In this perspective, we will describe the novel concept of these
modulation-enhanced localization microscopies (meLM), its relation to STED, SMLM and SIM, and outline
current technical realizations, limitations, and future perspectives of the approach.

2. Current concepts of super-resolution microscopy

In order to demonstrate how meLM is positioned within the field of super-resolution microscopy, we will
split the current super-resolution (SR) methods into three main principles: stimulated emission depletion
microscopy (STED), single molecule localization microscopy (SMLM) and structured illumination
microscopy (SIM) [39-41]. To get an overview over the current SR methods and the novelty and relation of
meLM to these three methods (STED, SMLM and SIM), we classify and structure all four approaches as
shown in figure 1. Despite some shared features between meLM and the existing SR techniques (such as
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Figure 1. Overview of super-resolution microscopy concepts: STED—Stimulated emission depletion microscopy uses two
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around the center of the excitation laser spot. The generated effective point spread function (STED-green) is scanned across the
sample to create super-resolved images (STED-yellow). SMLM—Single Molecule Localization Microscopy is based on localizing
single molecules with high precision (SMLM-yellow) by creating sparse active emitters in individual images. To generate sparsity,
a very small subset of emitters is fluorescently activated (ON) at one single time point, whereas all the other fluorescent dyes are
kept in an OFF state (SMLM-green). Point accumulation of thousands of isolated emitters into one image leads to a
super-resolved image. SIM—Structured Illumination Microscopy is based on illuminating the sample with patterned light
(SIM-blue, sinusoidal wave pattern) to generate the Moiré effect. Moiré patterns contain higher frequency information
(SIM-yellow), which is algebraically decoded to allow for super-resolution microscopy. meLM—modulation-enhanced
Localization Microscopy uses the illumination features of SIM or the doughnut spot in STED in the illumination path
(meLM-blue). Instead of imaging the entire fluorescently labeled sample as done in SIM, meLM uses the idea of imaging single
emitters as performed in SMLM by putting most of the fluorophores into an inactive state (meLM-green). By shifting the
illumination pattern (meLM-blue) to modulate the fluorescence response (meLM-red), the single molecule position can be
inferred from recorded photon counts with highest precision resulting in SR images at lowest photon budget (meLM-yellow).

structured illumination profile or on/off switching of the fluorophores to ensure sample’s sparsity), meLM

relies on a fundamentally different principle as described below, therefore justifying it to be named a fourth
SR microscopy technique. In figure 1, all four SR methods are further split into four quadrants highlighting
their specific requirements: (1) Illumination (blue), (2) photo-physics of the fluorophore (green), (3) setup

and detection method (red) and (4) image generation,

necessary to create the super-resolved image (yellow).
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Control of illumination and photo-physical properties in each method enable spatial excitation and
fluorescence emission control prior to signal detection by the objective lens (blue and green). Detection type
and signal analysis in each method describes the handling of emitted photons after passing the objective lens
(red and yellow). Note that machine-learning approaches can be combined with existing techniques such as
SMLM [42, 43] and SIM [44, 45] for better and faster reconstructions, and we believe meLM will benefit
from it too.

2.1. STED

To bypass the classical resolution-limit, STED uses a specific photo-physical concept, which is based on
combining the excitation beam with a doughnut-shaped fluorescence depletion beam in the illumination
path (see figure 1(a)). The non-linear dependence of the fluorescence depletion process on the power used
for depleting fluorescence, together with the specific illumination configuration generate an effective point
spread function (PSF) smaller than the diffraction-limited PSF, the size of which can be tuned with the
power of the depletion beam. This sub-PSF-sized excitation volume is then scanned across the
sample—identical to a confocal setup—and the corresponding fluorescence is collected with single point
photodetectors, e.g. an avalanche photodiode. Scanning the sample with a sub-diffraction size PSF will result
in super-resolved images [21].

2.2. SMLM

In contrast to STED, a homogenous illumination of the sample is used in SMLM (see figure 1(b)). To achieve
a super-resolved image, technical efforts have been put in the development of excitation schemes that ensure
sparsity of the fluorophores at each time point such as photo-activation or fluorescent dye switching. The
detection is typically achieved with sensitive, high-speed cameras (sSCMOS, EMCCD) to capture individual
single molecules, frame by frame, with minimal read-out noise. Localization microscopy techniques such as
PALM/STORM extract the molecular position of a single molecule by calculating the centroid position of the
diffraction-limited signal spread across the pixelated frame of the camera. The reconstruction of structures of
interest is then possible by superimposing the molecules’ centroid coordinates obtained from a large number
of processed images, each of them featuring localizations of a sparse sub-set of the tagged fluorescent
molecule of interest. Even though the localization precision of each emitter is high (220 nm), the effective
resolution of the SR image is typically around 20-50 nm not only depending on the single molecule
localization precision but further on the density of collected single molecule positions, structural sample
parameters and true positive localizations [46—49]. Altogether, SMLM achieves super-resolution by
controlling the sparsity of fluorophores and using image post-processing algorithms for centroid fitting and
pointillistic image reconstruction [50].

2.3.SIM

Structured illumination microscopy (SIM) creates high resolution via patterned illumination (see figure
1(c)). SIM can be used with standard fluorophores and does not require specific photo-physical operations,
making it broadly accessible to a large range of genetically encoded and commercially available fluorescent
tags. In a typical SIM setup, a sinusoidal patterned illumination is rotated 3 times and shifted 3 (5) times
resulting in 9 (15) raw—diffraction limited—images for 2D (3D) SIM [51]. Each of the raw images contains
high frequency information (higher than given by the optical diffraction limit of the microscope), visible as
low frequency features of Moiré patterns. These raw images then have to be mathematically decoded
resulting in a reconstructed super-resolved image [28, 52].

2.4. meLM

Modulation-enhanced localization microscopy (meLM see figure 1(d)) takes advantage of both the
structured illumination (sine-wave pattern from SIM or doughnut-shaped pattern from STED) and the
sparsity of emitters used in SMLM to improve localization precision. The well-defined illumination pattern
and, more importantly, its precise displacement, lead to a predictable modulated response of the fluorescence
intensity from which extra information can be harvested. Even though any high-contrast structured
illumination would theoretically work, until now only sinusoidal patterns and doughnut profiles have been
used. Note that in this application the doughnut-shaped illumination inherited from STED is used solely as
an excitation source and not as a depletion beam.
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3. Principle of modulation-enhanced localization microscopy (meLM)
The fundamental requirements of modulation-enhanced localization microscopy are the following:

a. A well-characterized structured illumination pattern (e.g. sinusoidal wave or doughnut-shaped beam)

b. The possibility to shift this pattern with high accuracy (sub-nanometric precision achievable with spatial
light modulators (SLMs) or electro-optical deflectors (EODs))

c. A sparse sampling of fluorescently labelled molecules

d. Single photon counting with high precision and sensitivity

Even though not strictly necessary, one assumes, for simplicity, a linear response of the fluorophore to the
excitation; this assumption is reasonable for most of the fluorophores and for laser powers below the
saturation intensity for most standard fluorophores. In the case of a sinusoidal illumination pattern, a series
of three measurements are performed along the direction of the pattern, each of them corresponding to a
different translational position of the pattern [35]. The collected fluorescence intensity, response of the
emitter to the excitation, directly depending on its relative position with respect to the illumination pattern,
will therefore be modulated as the illumination is shifted. From this series of three images, one can extract
three different numbers of emitted photons Nj, which follow the shape of the illumination profile (in the case
of a non-linear response, one simply has to combine the response with the excitation pattern). It is important
to assume a stable photo-physical behavior during the measurement time. From these modulated emission
intensities Nj, one retrieves the position of the emitter through fitting of the illumination’s shape; a
sinusoidal function in this case. As x-y positions can be determined independently, using two orthogonal
illumination patterns is sufficient for 2D localization of a single particle. The procedure is therefore repeated
after a 90° rotation of the illumination pattern. MINFLUX works in a similar way, using a doughnut-shaped
illumination and consecutive measurements at four positions to retrieve a x-y localization. This approach is
radically different from SIM and SMLM as it relies neither on image reconstruction of Moiré patterns in
Fourier space, nor on centroid fitting of diffraction-limited photon distributions.

The localization precision of meLM can be evaluated using error propagation and the Cramer—Rao
Lower Bound (CRLB) as derived for sinusoidal, Gaussian and quadratic functions [32]. In the next section,
we will describe the resulting localization precision by using either large or small pattern shifts, where we
achieve a homogeneous ~2-fold localization improvement or higher localization gains, respectively.

Altogether, the concept relies on phase-shifting of the otherwise stable illumination pattern which can be
performed with nanometer precision (<1 nm) to probe the actual particle position through photon number
variations for different phase shifts. The measured photon counts can be fitted to the known illumination
pattern to derive the actual particle location leading to higher localization precisions compared to centroid
fitting in classical SMLM.

The power of the newly developed meLM technique comes from the extra information one can extract
from the structured nature of the previously well-characterized illumination pattern. In other words, by
putting into the system more knowledge—in this case the illumination’s spatial shape and spatial shifts—one
can achieve higher localization precision. The requirement is that there is a technology to control
illumination patterns and shifts at precisions significantly smaller than the wavelength of the emitted light.
This, however, can be achieved easily e.g. by displacing the sample underneath a stationary pattern using
high-precision piezo-position stages, or by displacing the pattern. MINFLUX, which opened the path for this
class of techniques, directly exemplifies an extreme case, where the emitters are localized in the minimum of
the doughnut-shaped illumination profile using sub-nanometer shifts. However, this is only possible at the
expense of the size of the field of view, as only the particles resting at the center of the doughnut will be
localized with higher precision (see below). In comparison, other techniques such as SIMPLE, ROSE,
SIMFLUX and iterative MINFLUX have the advantage of providing a localization precision improvement
over large fields of view and have been shown to yield an improvement factor of around two.

The key difference between meLM and other SR techniques is that information about the actual emitter’s
position can be extracted even in the complete absence of any detected photons in an image. Indeed, by
considering a region of the FOV, where nothing but noise is visible on a camera frame, only two plausible
conclusions can be drawn:

(1) There is no emitter at this location.
(2) The emitter is located in a trough with a zero value of the illumination intensity.

The latter hypothesis is then answered to with the next acquired image where the illumination is shifted:
a brightness increase will be observed if there is an emitter present. This Gedankenexperiment shows that
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after a full measurement cycle, i.e. successive phase shifts of the illumination, both the ‘absence of” and the
actual collected photons contributed to defining the position of the emitter. This contrasts with standard
SMLM that would only employ the directly captured photon information.

In the following subsections, we will describe how this homogeneous two-fold increase in localization
precision is achieved, as well as the more specific regimes where the gain becomes virtually infinite using
small pattern shifts.

3.1. Homogeneous two-fold localization precision gain
Whenever (1) the average illumination intensity is equal, and (2) the ‘modulation efficiency’ (defined further
below) is constant over the FOV, a homogeneous resolution gain over the whole FOV will be reached:

(1) Assuming a sinusoidal illumination described by:

I(x):%4 <1+mcos(2;(X—¢0)>>

with A the amplitude, ¢y the phase and m the modulation depth. Taking k > 2 equally spaced sampling
points on the illumination, i.e. x; = % (i - HTI) ,i=1,...,k, one obtains an expression for the average total

number of photons:R

k
N=Y nm=> R(I(x)).

i=1 i=1

R represents the response function of the fluorophore to a given excitation, generalizing the approach to any
illumination pattern and linear/non-linear response of the fluorophore. In the following, this response is
assumed to be linear, without loss of generality R = 1, leading to:

k
N:Z%(l-i-mcos (%(xi—gzﬁo))) :%,
i=1

Please note that the resulting expression does not depend on ¢y, and is therefore constant over the FOV
wheneverk > 2.

(2) Next, we introduce a ‘modulation efficiency’s,,, defined as the normalized standard deviation of n; the
recorded number of photons:

. std({,,,.}){ %]sin(%ﬂboﬂ, ifk=2
" N m-, if k> 2.

If the number of sampling points is below three, the modulation efficiency will exhibit a spatial
dependence. For three or more frames per pattern orientation, a homogeneous modulation can be achieved,
necessary for a homogeneous precision gain. Even though demonstrated for the specific case of a sinusoidal
illumination pattern, this reasoning will hold for any arbitrary illumination pattern.

A two-fold localization precision gain over the field of view has been verified both in silico and
experimentally by different groups [35-38]. The localization gain is defined by comparing the localization
precision of meLM to SMLM for a given number of photons. Figure 2 shows one measurement to determine
the position of a single emitter using the SIMPLE method. First, three intensities are recorded at three
illumination pattern positions and second, a fit to the illumination pattern retrieves the actual single
molecule position. Figure 3 shows the repetition of this process to get information about the statistical
behavior of the three fit parameters: the amplitude, phase and offset. The photon spreading, shot-noise and
read-out noise are included in these simulations showing a Poissonian-like distributed variability of photon
counts [53] matching v/N. We assume that the phase shift of the pattern is infinitely accurate, there is no
movement or drift of the emitter and the laser has no intensity variation during the time scale of the
measurement. The crucial parameter is the phase ¢, as it corresponds to the position of the emitter on the
sinusoidal wave pattern, i.e. its location. The spreading of the recovered phase o directly gives the
localization precision. Figure 3(b) shows the comparison of the theoretical limit of SMLM as derived by
Mortensen et al 2010 (revised formula from Thompson et al 2002) [13, 54]. The SIM based localization
techniques, such as SIMPLE, provide a two-fold improvement in localization precision, homogeneously over
the FOV and regardless of the number of recorded photons.
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Figure 2. Principle of meLM. (a) A single emitter is illuminated with the same sinusoidal pattern sequentially shifted along the
horizontal direction by a third of the wavelength (equidistant lateral displacements). (b) The modulated intensity response is then
recorded on a camera. (c) The number of detected photons for each position of the illumination pattern is fitted with a function
identical to the illumination profile, i.e. a sinusoidal wave function. The retrieved phase of the sine corresponds to the relative
position of the emitter in the illumination pattern.
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Figure 3. Localization precision of meLM compared to SMLM (a) Triplets of modulated intensities are repeatedly fitted with a
sinusoidal function in order to retrieve the emitter’s position. The histogram, normalized to the maximum, represents the
dispersion of each parameter of the fit: the amplitude, the background offset and the phase. (b) Comparison between the
theoretical limit of SMLM derived by Mortensen et al [54] and SIMPLE at various detected numbers of photons. SIMPLE reaches
a 2-fold improvement of the localization precision, regardless of the number of detected photons. The parameter b is the standard
deviation of the noise in photons/pixel.

3.2. Extreme localization precision gain: minimal photon flux
In the previous section, we described a shift of the excitation pattern by a third of the illumination pattern’s
wavelength, resulting in a high modulation of the emitter’s fluorescence response following the full excitation
amplitude. As previously mentioned, by reducing the displacement of the illumination pattern, one can
reach even greater gain in localization precision: the fluorescent emitters present in the valley of the
excitation will be precisely localized even in near-absence of photon emission. In such a case, the precision
arises from the fact that an emitter can be kept in the zero-intensity region of the illumination pattern by
shifting and registering its displacements with sub-nanometric precision.

Where SMLM uses the fluorescence signal to statistically retrieve the position of the centroid, for each
photon collected, meLM extracts the information about the likelihood of an emitter to be present at a certain
distance from the excitation’s valley. In short, the paradigm changes from ‘Where is the emitter in the FOV?’
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of a third of the illumination wavelength, ,, is homogeneous whereas for smaller shifts, the modulation becomes dependent on
the relative position of the emitter with respect to the illumination. The regions with high modulation efficiency, located at each

trough of the pattern (highlighted by colored circles) scale with the size of the illumination shift.
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to ‘Is it located in the valley?’. By narrowing down the scope of the question, each individual answer (photon
counted) gives rise to a more accurate information. This enhanced precision comes at the expanse of the
covered surface, as this gain exists only within the dark regions of the illumination.

By adding a certain background noise level on top of the emitted fluorescence, the principle can still be
applied, and a high localization precision can be envisioned. In addition, reduced modulation contrast due
to limitations in real setup configurations can be accounted for with an increased background noise as
described in Reymond et al [35].

Therefore, for smaller translations x; = 0 (i — ﬂ) ,i=1,...,k, of the pattern with a shift amplitude 6,

2
one can obtain the number of collected photons as a function of the relative position with respect to the

illumination ¢,:
A 2T T o (km
N= 5 (k+ ™ cos (7 ¢0) csc (X(S) sin (75)) .

For k = 3, the modulation efficiency can be analytically expressed as:

sin (%5) ’ m\/g \/2 + cos (2{6) — (1 + 2 cos (2{6)) cos (%"qbo) ‘

3+m(1+2cos(&0))cos (o)

Em =

As previously stated, a spatial dependence arises for ¢ # % The effect of varying the pattern shift’s size onto
the modulation efficiency is shown in figure 4. If the modulation efficiency is negligible—the illumination
intensity does not change between frames—meLM cannot provide extra information compared to SMLM.

Following the same principle as described in figure 3, the triplet of emitter intensities, recorded close to
the illumination minimum, is fitted with the illumination profile to obtain the particle location. Comparing
figure 3(a) with figure 5(a) highlights the resulting higher localization precision at the same number of
photons (N = 450) set in this simulation (see specifically the standard deviation of the fitted phase o).
Reducing the pattern shift will increase the localization precision gain regardless of the number of photons
(see figure 5(b)).

When we consider emitters residing outside of the illumination minimum, the effect of having a gain in
localization precision compared to SMLM will be lost. The farther the particle climbs up towards the peak of
the illumination pattern, the less of an advantage is created by the smaller phase shift mode, eventually
removing all information encoded in the phase. The observed localization precision gain with respect to the
position of the emitter relative to the illumination pattern is shown in figure 6(a). Balzarotti et al showed that
the localization precision scales with L/+/N when a single molecule emitter is scanned with pattern shifts of
size L. However, as illustrated in figure 6(b), this comparison for a fixed number of detected photons implies
a strong increase of the fluorescence whenever the fluorophore is located outside of the illumination
minimum. Specifically, to keep the same number of photons, an increasing laser power is necessary, thereby
creating a larger amplitude of the illumination pattern (see figure 6(b)). If on the other hand the emitter
resides close to the peak of the illumination pattern, the localization precision will be low, and the high laser
power will eventually bleach the fluorophore. To quantify this increased intensity required, we represent the
achievable localization gain alongside the square root of the relative illumination amplitude (figure 6(c)).

3.3. Experimental results
In order to demonstrate experimentally the results obtained through computer simulations, a variety of
samples have been tested by different research groups. We show in figure 7 a comparison of localization
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Figure 5. Smaller phase shifts increase the localization precision for molecules located in the valley of the illumination pattern:
(a) Triplets of intensities collected in the illumination’s valley are repeatedly fit, providing a high precision localization of the
emitter. The illumination pattern is shifted by a ninth of its wavelength between each point centered on zero. The distribution of
the fitted phase, at equivalent numbers of detected photons, is much narrower than for the case described in figure 3(a). (b)
Localization gain compared to the theoretical limit of SMLM (Mortensen et al) obtained for different magnitude of pattern-shifts.
The obtained gain at low background noise is nearly independent of the number of photons collected.
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Figure 6. High-gain meLM. Extreme localization precision gains are created using small phase shifts of the illumination pattern
(a) Localization precision gain as a function of the relative position of the emitter in the illumination pattern. The high gain of the
‘valley mode’ (red/yellow/green) only works close to the minimum of the illumination pattern. Phase shifts of a third of the
wavelength (A/3) result in approximately 2 to 3-fold improvement regardless of the position of the emitter (blue). (b) Illustration
of the increase in amplitude necessary to keep the photon number constant while decreasing the size of phase shifts (A/3, blue,
/6, red and A/9 yellow). The three blue points on the blue curve represent an overall number of Ny;3 photons used to determine
the emitter’s position. If we keep the number of photons constant (Ny/3 = Nys) while creating a smaller phase shift (A/6 instead
of A/3) we must follow a horizontal line indicated by the black arrow. This now has two important consequences: (1) the
amplitude has to be increased and (2) the red points on the red curve are positioned deeper in the valley of the red curve. The two
red points allow for a better estimation of the relative single molecule position compared to the blue ones. (c) Localization
precision gain as a function of the pattern shift (blue), scaling linearly for small shifts. The increase in amplitude (emitter’s
response or illumination intensity) to preserve the number of photons while changing the size of the shift (red).

L Reymond et al

precision between classical SMLM techniques (ThunderSTORM [55]) and SIMPLE. This comparison is
carried out on single Alexa488 dyes on glass, both in regular and high-gain regimes, validating a 2 and
6.5-fold improvement in localization precision (figures 7(b)—(d)). The illumination pattern and the fitting
procedure effectively provide a doubling in localization precision over the whole field of view, whereas
smaller pattern translation give rise to higher gain in regions restricted to the trough of the illumination,
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Figure 7. Illustration of the fitting procedure and obtained localization precision gain with respect to ThunderSTORM.
(a) Exemplary data from a single Alexa488 dye with repeated fitting of recorded intensities. (b) Comparison of the localization
position’s distribution obtained using SIMPLE (blue) and ThunderSTORM (gray), featuring a 2-fold improvement in localization
precision. (c) Example of high-gain regime, where reduced illumination shift results in higher localization precision.
(d) Comparison of the localization precision obtained using SIMPLE (red) and ThunderSTORM (gray), with a 6.5-fold
improvement. Note the difference of localization’s counts, resulting from some discarded failed ThunderSTORM detections.

Table 1. Implementation’s comparison of the existing meLM techniques.

Pattern
Generation Shifting Shape Lateral/axial Detection path Detector
MINFLUX  Vortex phase plate EOD & galvos Doughnut  x,y,z ‘STED’ Scan APD
SIMPLE Diffraction on DMD DMD Sine Xy Direct sCMOS
ROSE Beam splitters EOM Sine Xy Galvo (split) sCMOS
SIMFLUX Diffraction grating Transl. grating ~ Sine Xy Direct sCMOS
ModLoc Beam splitters EOM Sine z Pockel cells sCMOS

similarly to MINFLUX. The datasets are acquired on a modified custom-built TIRF-SIM setup with a high
NA objective (NA 1.49).

4. Setup configurations

All the meLM techniques require the precise measurement of the induced intensity changes in the
fluorescence as well as the generation and translation of a well-defined illumination pattern. A range of
recently introduced meLM techniques each feature slightly different implementations achieving those goals,
and are summarized thereafter.

4.1. llumination

SIM-based meLM requires the interference of two pairs of identical laser beams, responsible for creating the
sinusoidal illumination patterns, which can be achieved using standard diffraction gratings, spatial light
modulators (SLMs), beam-splitters, Pockel-cells or digital micro-mirror devices (DMDs), see table 1.

The maximum achievable localization precision of the technique is limited by the modulation depth and
the precision of the pattern shifts. Therefore, it is crucial to calibrate and to control the system precisely. In
the case of MINFLUX, this is achieved with galvo-mirrors and electro-optic deflectors (EODs), respectively,
for large scale and precise positioning of the doughnut beam profile.
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The first MINFLUX approach was developed for a limited area of about 100 x 100 nm? but meanwhile it
has been extended to FOVs of about 10 x 10 zm? using an iterative fluorophore targeting feedback loop. In
brief, the iterative MINFLUX setup consists of a beam scanning confocal fluorescence microscope where the
excitation beam is co-aligned with a UV beam to activate single emitters in a region of about 400 x 400 nm?.
Whenever a single fluorophore appears in the activated area, the doughnut-shaped illumination pattern shift
is subsequently reduced from 150 nm to 40 nm while keeping the actual calculated position in the respective
minimum. On this basis Gwosch et al [33] could show that they were able to detect ~100 single emitters in
about 1 min leading to an overall recording time for the FOV of >60 min. As a consequence of using iterative
steps for locating the fluorophore of interest, more photons are needed, leading to a reduced localization
precision compared to using a single minimum target search.

ModLoc, ROSE, and SIMFLUX use electro-optic modulators (EOMs) and the translation of a diffraction
grating to modify the phase of one of the two interfering beams. In SIMPLE, the DMD is used both to switch
between the perpendicular orientations of the pattern and to modify the relative phase between the
interfering beams. The discrete nature of the array of mirrors constituting the DMD allows a theoretically
error-free repeatability of the illumination pattern shift.

4.2. Detection

SIMPLE, ROSE, SIMFLUX, and ModLoc cover the entire x-y region of interest using a sSCMOS camera.
Complementarily, based on a STED-like excitation and detection scheme, MINFLUX uses an avalanche
photodiode (APD) to detect the emission gathered from a scanned volume on the sample. APDs have the
advantage to have very low noise-levels and to be extremely fast, enabling the extreme localization precision
gains demonstrated with MINFLUX. Despite the limiting read-out time, the camera-based techniques
benefit from the parallelization of the approach, which removes the need to scan the sample. SIMPLE and
SIMFLUX both record the signal directly on a sSCMOS camera, whereas ROSE takes advantage of the use of a
resonant mirror, splitting the emitted fluorescence into six sub-regions spread over two cameras: this allows
multiple repetitions of each measurements within a single read-out time. ModLoc is based on using a series
of Pockel cells and splits the fluorescence into four quadrants in the emission path to allow for ‘phase
unwrapping’ and high precision axial localization.

5. Discussion and conclusions

Currently, the original MINFLUX implementation of meLM still achieves the highest spatial resolution with
minimal photobleaching. This implementation based on a doughnut-shaped excitation pattern readily
enables a variety of modalities, such as nanoscale imaging and tracking of single fluorophores. The
parallelization of the meLM scheme has the advantage of increasing the achievable spatial resolution relative
to SMLM, which is the current ‘gold standard’ for super-resolution microscopy, based on its simplicity and
low cost of components to realize it. With the ‘simple’ addition of a well-characterized illumination pattern
and by acquiring a few more images relative to SMLM, the wide-field implementations of meLM—SIMPLE,
ROSE, SIMFLUX, and ModLoc—provide enhanced precision over large FOVs, making these approaches
very powerful. However, to enable the high-gain capabilities across the entire field of view, allowing virtually
unlimited resolution, the use of photo-switchable probes is required.

For practical purposes, a combination of both an initial localization of molecules, by peak finding or
SMLM, followed by a meLM procedure, will likely be necessary in order to utilize the full potential of this
new class of techniques. By combining meLM with machine learning to allow high-throughput data analysis
[42—45] one can anticipate further improvements in quality and applicability of meLM for future life-science
research. This should then enable true wide-field imaging of a large number of structures with extensions of
less than 10 nm, which will open up new perspectives in the characterization of local macromolecular
interactions within single cells. This could be particularly powerful in our on-going quest of unraveling the
nanoscale structure of interphase chromatin. Based on these exciting prospects, we believe that it is well
deserved to call meLM, in its various implementations, the fourth super-resolution method.
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Abstract Super-resolution imaging has emerged as a key future fluores-
cence imaging technology in life science research allowing one to resolve cel-
lular details below 200 nm. Optical super-resolution (SR) microscopy such as
STED and STORM typically uses high laser power, which compromises cell via-
bility and long-term imaging and thus restricts these SR methods to fixed sam-
ples. On the other side, structured illumination microscopy (SIM) can be used
for live cell super-resolution microscopy. STED is based on scanning the sam-
ple with an effective sub-diffraction laser spot while localisation microscopy
(STORM, PALM) sequentially detects a subset of single emitters for generat-
ing a high-resolution image. In comparison, SIM uses stripe patterns for sam-
ple illumination to create large-scale Moiré effects, which are used to create
super-resolved images. In a typical structured illumination microscope, the
stripe-patterned illumination is rotated and shifted, resulting in a series of raw
diffraction-limited images. Each of the raw images encodes high frequency in-
formation (higher than the optical limit of the microscope) which is visible as
low frequency features of Moiré patterns. Algebraic decoding and reconstruc-
tion of the images results in a two-fold increase in lateral (2D SIM) and axial
(3D SIM) resolution. Using high numerical aperture (NA) objective lenses, a
lateral resolution of 80~100 nm can be achieved with 102-10° fold lower laser
powers compared to STED and STORM imaging. Altogether, 2D/3D SIM al-
lows for super-resolution imaging of fixed samples and on living cells at low
illumination intensities using conventional fluorophores.
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Super-resolution imaging has emerged as a key future fluorescence imaging
technology in life science research allowing one to resolve cellular details below
200 nm. Optical super-resolution (SR) microscopy such as STED and STORM
typically uses high laser power, which compromises cell viability and long-term
imaging and thus restricts these SR methods to fixed samples. On the other side,
structured illumination microscopy (SIM) can be used for live cell super-resolution
microscopy. STED is based on scanning the sample with an effective sub-diffraction
laser spot while localisation microscopy (STORM, PALM) sequentially detects a
subset of single emitters for generating a high-resolution image. In comparison, SIM
uses stripe patterns for sample illumination to create large-scale Moiré effects, which
are used to create super-resolved images. In a typical structured illumination
microscope, the stripe-patterned illumination is rotated and shifted, resulting in a
series of raw diffraction-limited images. Each of the raw images encodes high
frequency information (higher than the optical limit of the microscope) which is
visible as low frequency features of Moiré patterns. Algebraic decoding and
reconstruction of the images results in a two-fold increase in lateral 2D SIM) and
axial (3D SIM) resolution. Using high numerical aperture (NA) objective lenses, a
lateral resolution of 80—100 nm can be achieved with 10°-10° fold lower laser powers
compared to STED and STORM imaging. Altogether, 2D/3D SIM allows for
super-resolution imaging of fixed samples and on living cells at low illumination
intensities using conventional fluorophores.

1 Introduction

Optical super-resolution (SR) microscopy can be split into three main principles:
Stimulated emission depletion microscopy (STED), localisation microscopy (LM)
and structured illumination microscopy (SIM) [1]. Each of the three SR microscopy

doi:10.1088/978-0-7503-3059-6¢h17 1.3.b-1 © IOP Publishing Ltd 2021
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technologies has its own advantages and drawbacks. Although the lateral resolution
of LM techniques such as STORM and PALM can come close to only a few
nanometres (typically around 20 nm) in fixed biological samples—capturing single
protein dimensions—the poor time resolution and phototoxic illumination condi-
tions are the main limitations to observing molecular dynamics in living cells [2],
especially when these dynamics are fast. In contrast to LM, where >10* raw-images
are required to create a super-resolved image, SIM relies on typically 9 (2D) or 15
(3D) raw-images to create one super-resolved image. Current state-of-the-art high-
speed, sensitive cameras (sCMOS, EMCCD) can continuously image at around
10 ms per frame, which allows for SIM imaging at ~1 frame/100 ms. Commercially
available SIM systems indeed reach temporal resolutions of ~100 ms at around
100 nm spatial resolution, whereas custom-made SIM systems can reach temporal
resolutions of ~10 ms with a spatial resolution of 80-100 nm [2]. In order to reveal
features smaller than 50 nm, localisation microscopy techniques such as STORM
and PALM would be the preferred SR, with the drawback of sample fixation and
the need for specific fluorescent dyes.

Here we focus on classical structured illumination (SIM) as introduced by
Gustafsson and Heintzmann [3-5] based on using sinusoidal illumination patterns.
Besides classical SIM, a range of related microscopy methods, such as MSIM and
iSIM, carry the ‘SIM’ abbreviation in their name. While they also use a form of
structured light for illumination, they do not aim to achieve sinusoidal intensity
distributions, and thus their resolution power and reconstruction approaches are
different.

2 Principles and setups
2.1 Physical principles

SIM relies on creating sinusoidal wave patterns for illuminating the sample.
Typically, 2 (3) beams of coherent laser light are focused onto the back focal plane
of the objective lens for 2D (3D) SIM [5]. The interference at the front focal plane
(the sample plane) of these 2 (3) beams results in a sinusoidal standing wave for 2D
(3D) structured illumination with a wavelength below the diffraction limit. The
physical principle of SIM imaging is based on the fact that illuminating a sample
with a stripe pattern will shift high frequency information to lower frequencies,
highlighted by the so-called Moiré patterns (see figure 1(b)), which carry information
about previously inaccessible details of the sample [5]. In general, a lens or objective
lens has an inherently limited frequency range that can pass through it. This leads to
a loss of fine features—encoded in high frequency information—present in the
sample. However, using sinusoidal patterns for illumination in order to make
inaccessible frequency information available can theoretically improve the resolu-
tion by a factor of two (see figure 1(c)). To practically reach a two-fold gain in lateral
and axial resolution, at least three rotations for each 3 (5) phase shifts of the
sinusoidal illumination patterns are necessary for 2D (3D) SIM. The three rotations
are needed to obtain an homogeneous lateral resolution gain, whereas the 3 (5)
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Figure 1. Physical principle of SIM. (a) Fine structures in an image are lost due to the diffraction limit of light.
(b) Structured illumination of the sample (three rotations and three phase shifts) leads to Moiré effects (yellow
arrows) which encode information about high frequency structures. (c) Algebraic decoding of the nine images
from (b) are used to reconstruct one super-resolved image highlighted in the intensity line profile.

phase shifts are required to extract the super-resolution information from the Moiré
patterns, also ensuring an even illumination on average.

2.2 Typical setups and state-of-the-art

Structured illumination microscopes are comprised of a wide-field detection path,
often utilising a high-end research microscope, and a specialised illumination path
that allows one to create, rotate and phase-shift the SIM interference pattern.

Commercial turn-key solutions are currently available by three manufacturers
(Zeiss, Nikon, GE Healthcare), and are integrated into their respective microscope
platforms. Due to their complexity, these systems are often maintained in core
imaging facilities. Their specific feature sets such as excitation wavelength, filter sets,
number of cameras, simultaneous channels and speed vary from setup to setup.
However, most systems will offer the common 405 (DAPI), 488 nm (eGPF), 561/568
(mScarlet) and sometimes 633/642 nm (Cy5, Alexa 647) channels. All commercially
available systems currently implement three-beam 3D SIM illumination, with some
additionally offering a two-beam mode for TIRF-SIM imaging.

SIM instruments have also been developed by various research groups, which are
well documented in scientific publications, and their blue-prints, parts lists as well as
control and data reconstruction software are freely available. Typically, these
systems are constructed with a specific imaging task at hand. For example, the
popular fastSIM [6] concept uses a very fast spatial light modulator device to create
the interference pattern, and complex camera synchronisation to achieve video-rate
imaging speeds (exceeding 20 ms of reconstructed super-resolution data). Other
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approaches perform SIM at cryogenic temperatures (cryoSIM) or combine it with
adaptive optics to image challenging samples (deepSIM).

Figure 2 showcases both a typical commercial SIM installation and a custom-
made SIM imaging system.

3 Biomedical relevance
3.1 Application range and relevance

SR fluorescence imaging methods fill the gap between confocal imaging and electron
microscopy (EM) in terms of spatial resolution. In comparison, SIM provides
specificity in molecular labelling and also offers a route towards live cell super-
resolution microscopy, allowing one to observe dynamics and avoiding potential
cellular structural changes introduced by fixation. SIM does not rely on specific
fluorophores and it operates at very low illumination intensities, hence circum-
venting phototoxic effects and photobleaching of the sample. SIM imaging has been
applied to resolve details of structural elements in cells [2], such as actin, micro-
tubules, intermediate filaments (lamins) and the spectrin network in neurons.
Recently, live cell SIM allowed for unravelling dynamic details of the endoplasmatic
reticulum (ER), Golgi, the actomyosin cortex, nuclear territories and replication
sites [2, 7-11].

Figure 2. Typical setups for structured illumination microcscopy. A commercial DeltaVision OMX V4 3D-
SIM in its enclosure (top left) and the microscope unit itself (top right), installed at University Bielefeld (photos
courtesy W Hiibner, University Bielefeld). A SIM microscope following the ‘fastSIM’ approach (bottom left),
optimised for fast imaging speeds and rapid sample scanning (constructed at KU Leven by Robin Van den
Eynde, scale bar: 25 cm). Laser beams interference creating a SIM illumination pattern in a fluorescent sample
(bottom right).
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3.2 Sample preparation

A key advantage of SIM is that it does not require specific labelling procedures or
sensitive buffer conditions compared to STED and STORM/PALM. SIM can be
applied to all genetically fused fluorescent proteins, Halo-tags or SNAP-tags and
their membrane permeable dyes, fluorescently labelled antibodies, quantum dots or
nanodiamonds. For both fixed and living cells, successful labelling strategies for
wide-field or confocal microscopy often carry over to SIM with no or minimal
changes. SIM has also been extended to non-linear SIM using photo-switchable dyes
such as Dronpa, mEos or Kohinoor which allows improving the resolution reaching
about 50 nm lateral resolution [2].

4 Parameters of image quality

Various parameters can be tuned to achieve high-quality SIM images [4]. Some are
inherent to the microscope in use, and optimisations have to be performed by the
instrument maintainer or manufacturer. Others are inherent to the sample and its
imaging procedure, and thus are under the control of the user. A comprehensive
protocol focusing on the optimisation of SIM imaging is available [4], featuring
many real-world examples. A software package [7] is freely available to assist in
assessing the quality of both raw and reconstructed SIM images, and to pinpoint
problems that might arise both from malfunctioning instruments and, more
commonly, challenging samples.

Three main aspects control the quality achievable in SIM data reconstruction:
(1) The signal-to-noise ratio, i.e. the amount of desirable signal compared to both
noise and background signal acquired. Here, very dim samples or samples featuring
a high amount of out-of-focus fluorescence are problematic. (2) The modulation
contrast of the SIM pattern, as a high contrast is needed to extract super-resolution
information. Both misaligned instruments as well as scattering samples can heavily
reduce pattern modulation contrast. (3) The quality of the SIM pattern, i.e. the
ability of the instrument to create a homogenous sinusoidal intensity distribution
over the field of view (FOV) and to reliably image it. Here, aberrations caused by
refractive index changes in the sample, typically occurring when imaging through
thicker materials like tissue, can easily both degrade pattern contrast and disturb the
SIM pattern shape itself.

Figure 3 shows how the first two effects, signal-to-noise ratio and modulation
contrast, will degrade a SIM image to the point where the desired resolution
improvement is lost.

5 Data processing

SIM relies on a post-processing step, where the raw data, acquired with the set of
rotated and phase-shifted structured illumination patterns, are reconstructed to
extract additional information. Figure 4 provides an overview of how the raw
images are transformed into frequency space (Fourier transform), separated, shifted,
merged, filtered and finally transformed back into a super-resolved image [5].
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Figure 3. Degradation of SIM quality due to SNR and pattern contrast. (a) A layer of fluorescent spheres,
which are either solid or hollow, is simulated. (b) The wide-field image cannot distinguish between hollow and
solid spheres. (c) SIM imaging at reasonable modulation depth of ~80% and photon count of ~7000 per sphere
clearly shows the resolution improvement. (d) Reduction in photon count by 10x to ~700 per sphere introduce
typical SIM noise artefacts and uncertainty about the sphere shape. (¢) A reduction in SIM pattern contrast to
~20% does not cause noise, but the super-resolution information is lost. (f) A combination of both effects
heavily degrades signal quality.

SIM reconstruction:
15 input images (5 phases, 3 angles) Frequency decomposition and fitering in Fourer space

N |/

simply summed up:
wide-field image

SIM gains approx.
2x resolution
in comparison to
a wide-field image

Figure 4. SIM image reconstruction process from a user perspective. The instrument collects a set of images,
typically three rotations with 3 (5) phase-shifts for 2D (3D) SIM, which are transferred into Fourier space,
separated, filtered and merged to form a super-resolved image. Different implementations of the reconstruction

algorithm (blue box) exists, typically as commercial or open-source solutions provided by the scientific
community.

The algorithm itself is also split into two parts, where first the SIM parameters

(pattern spacing, rotation angles, phase shifts, modulation depths achieved) are
extracted, and then are applied in the reconstruction step. This is necessary, as both
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drifts in instrument alignment and sample-to-sample variations typically do not
allow reconstruction of SIM data with only a fixed set of machine-dependent
parameters. Additionally, the algorithm depends on machine-alignment data
(optical transfer functions), that must be kept up-to-date by instrument maintainers,
and offer filter-parameters to adjust for different sample behaviour (noise, back-
ground, etc). The latter can and often must be adjusted by the user. Unfortunately,
different implementations of the reconstruction algorithm allow for different levels
of control and follow different naming conventions.

Manufacturers of commercial SIM setups provide implementations of the
reconstruction algorithm, available on the instrument’s control computer or on a
separate data processing workstation and are typically adapted to the instrument in
use. Additionally, independent implementations, compatible with a wide range of
SIM microscopes, are available. For example, the fairSIM project [10] aims to make
SIM reconstruction algorithms available in the popular ImageJ/Fiji image process-
ing software.

When reporting and publishing SIM data, it is important to document both the
machine in use to acquire the data, the software (and version) used for reconstruc-
tion, as well as filter settings to ensure data integrity. Additionally, the raw data
acquired by the instrument should be stored, and ideally made accessible as
supplementary material. This both allows one to better assess data quality, and
also to reprocess these data sets when new, improved algorithms become available.
A comprehensive guide on publishing SIM data can be found in [4].

6 Conclusions
6.1 Strength and limitations

SIM allows surpassing the diffraction limit of light by providing a lateral resolution
of around 100 nm. Importantly, LM reveals single molecule positions with
accuracies of <20 nm, but the effective resolution due to the pointillistic image
reconstruction is typically in the range of 50-70 nm [2]. In general, all SR methods
are prone to imaging artefacts which in the case of SIM are mostly coming from
deviations in the reconstruction parameters (i.e. sinusoidal wave length or rotation
angles) compared to the correct parameters. Although SIM, in principle, easily
allows the combination of high spatial and temporal resolution, most publications
using SIM are still done on fixed samples. Altogether SIM has the potential to open
super-resolution microscopy for live cell applications [2, 7-10].

6.2 Future developments

Recently, a series of similar new super-resolution methods have emerged, based on
structured illumination of single fluorescent emitters, named MINFLUX [§],
SIMPLE [9], SIMFLUX, ModLoc and ROSE. LM techniques such as STORM/
PALM is primarily built on centroid fitting methods to derive particle localisations
from the diffraction-limited photon distribution on a camera-based system. The
lower limit of localisation precision for LM is given by Ax = ¢/+/N, with ¢ the
standard deviation of the photon spreading defined by the system’s point spread
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function [1]. Radically new SR concepts, such as MINFLUX or SIMPLE, take
advantage of using precisely controlled structured illumination patterns to measure
the modulated fluorescence intensity of individual emitters in a shifted pattern of
displacement L. Through the recording of the intensity-dependent fluorescence
emission it was shown that single molecule localisation precision scales as L/+/N.
Figure 5 highlights the working principle using three equally spaced positions of the
sinusoidal wave pattern, similar to a classical SIM pattern, leading to a two- to

¢, =0 ¢, =211/3  @;=4mn/3

300 | ¥ Measurements i
hdi - -- Ground truth
c — Fitted model
2
O 200
C
g N
o) | etrieved position
= 100 of the emitter
[a W 4 |
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0 0.2 0.4 0.6 0.8
Normalized phase
100 T . (c)
N SMLM
B SIMPLE

B SIMPLE valley
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Localization
precision [nm]

impr
Dashed lines include it
read-out noise )
10° 10° 10"

Number of photon

Figure 5. Principle of SIMPLE [9]. (a) The single emitters are illuminated with three phase-shifted sinusoidal
patterns with equal phase shifts (lateral displacements). The modulated intensity response is then recorded on a
camera. (b) The number of detected photons corresponding to each illumination is then fitted with a profile
identical to the illumination, i.e. a sinusoid. The retrieved phase of the sine corresponds to the relative position
of the emitter on the illumination pattern. (c) The comparison with existing SMLM techniques reveals a two-
fold improvement for three equally spaced phase shifts. By reducing the phase shift, and for realistic
experimental conditions, one can obtain a six-fold gain in accordance with the theoretical limits given by the
Cramer-Rao lower bound (CRLB).
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three-fold improvement of localisation precision compared to LM [9]. Since L can
be set arbitrarily small, the localisation precision is theoretically unlimited, high-
lighting the potential of these novel SR methods.
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