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Abstract
Federated learning (FL) enables learning a global machine learning (ML)
model from data distributed among a set of participating peers, under
the coordination of a server that acts as a model manager. This makes
it possible: a) to reduce the training computation cost at the server side,
because model updates are locally computed by participating peers on
their respective data, b) to train more accurate models due to learning
from rich, joint training data, and c) to improve privacy by not sharing
the peers’ local private data with others. Despite these benefits, FL is
vulnerable to various security and privacy attacks due to its distributed
nature. Poisoned updates sent by malicious peers may compromise
the global model’s availability or integrity, whereas good updates sent
by honest peers may reveal their private local information. As FL be-
comes more prevalent in real-world applications, safeguarding its mod-
els against these attacks becomes crucial. Existing defenses against poi-
soning attacks impose high computation overhead on the server and/or
are limited by assumptions on the peers’ data distribution or are ill-
suited to high-dimensional models. On the other side, countering pri-
vacy attacks via update distortion damages accuracy, whereas doing so
via update aggregation damages security because it does not allow the
server to filter out individual poisoned updates.

Additionally, FL shares some security vulnerabilities with central-
ized learning. On the one hand, both paradigms are vulnerable to back-
door attacks (BA), which are difficult to detect despite their dangerous
security effects. On the other hand, both in centralized and federated
learning, valuable models obtained after intensive training might be
stolen or misused, thereby affecting their owners’ intellectual property.

Motivated by this, in this thesis we propose three defenses against
poisoning attacks and one comprehensive defense against both poison-
ing and privacy attacks in the FL paradigm. The defenses are: i) a
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method which analyzes the biases of the last layer to neutralize Byzan-
tine poisoning attacks efficiently; ii) LFighter, which dynamically ex-
tracts and clusters the relevant gradients of the label-flipping (LF) at-
tack from the last layer to counter the attack; iii) FL-Defender, which
extracts squeezed discriminative features from the peers’ last-layer gra-
dients and uses them to mitigate the impact of the targeted poisoning at-
tacks; and iv) fragmented federated learning (FFL), which addresses the
security-privacy-accuracy conflict by extending cooperation between peers
in FL systems to preserve their privacy without renouncing robust and
accurate aggregation of their updates to the global model.

In addition to those four defenses, we propose two more defenses
against backdoor and model stealing attacks that can be adopted both
in federated and centralized learning. These defenses are: v) a method to
protect against BAs based on layer-wise feature analysis; and vi) KeyNet,
which employs multi-task learning to embed a watermark in deep neu-
ral networks and detect stolen models.

Experimental results on real data sets demonstrate the effectiveness
of the proposed defenses in making ML more secure and private.
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Resum
L’aprenentatge federat (AF) permet d’aprendre un model global d’apre-
nentatge automàtic a partir de dades distribuïdes entre un conjunt de
participants, sota la coordinació d’un servidor que actua com a gestor
del model. Aixà fa possible: a) reduir el cost computacional de l’entrenament
pel cantó del servidor, perquè les actualitzacions del model són calcu-
lades pels participants per a llurs dades respectives, b) entrenar models
més acurats gràcies a l’aprenentatge de dades conjuntes més riques, i
c) millorar la privadesa perquè els participants no comparteixen amb
ningú més llurs respectives dades privades. Malgrat aquests avantat-
ges, el caràcter distribuït de l’AF el fa vulnerable a diversos atacs contra
la seguretat i contra la privadesa. En efecte, participants maliciosos po-
den perjudicar la disponibilitat o la integritat del model enviant actual-
itzacions enverinades, alhora que les actualitzacions correctes enviades
per participants honrats poden revelar-ne les dades locals privades. A
mesura que l’AF guanya popularitat en aplicacions reals, protegir-ne
els models contra aquests atacs esdevé crucial. Les defenses existents
contra atacs d’enverinament causen un gran sobrecost computacional
al servidor o són poc efectives, perquè necessiten fer suposicions so-
bre la distribució de les dades dels participants o no funcionen bé per a
models de moltes dimensions. D’altra banda, contrarestar atacs a la pri-
vadesa a base de distorsionar les actualitzacions perjudica la precisió del
model, mentre que fer-ho a base d’agregar actualitzacions en perjudica
la seguretat perquè no permet al servidor de detectar i desempallegar-se
d’actualitzacions individuals enverinades.

A més, l’AF comparteix algunes vulnerabilitats de seguretat amb
l’aprenentatge centralitzat. D’una banda, tots dos paradigmes són vul-
nerables als anomenats “atacs per la porta del darrere” (APDs), que
són difícils de detectar malgrat el perill que suposen per a la seguretat.
D’altra banda, tant en aprenentatge centralitzat com federat, és possible
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que models que han costat molt d’entrenar siguin robats o mal utilitzats,
cosa que afectaria la propietat intel·lectual dels qui els han entrenats.

Per tot això, en aquesta tesi proposem tres defenses contra atacs d’en-
verinament, així com una defensa completa contra atacs d’enverinament
i també contra atacs a la privadesa en AF. Aquestes defenses són: i) un
mètode que analitza els biaixos de la darrera capa del model per neu-
tralitzar atacs bizantins d’enverinament de manera eficient; ii) LFighter,
que extreu dinàmicament i agrega els gradients rellevants per als atacs
de canvi d’etiqueta de la darrera capa per tal de contrarestar-los; iii) FL-
Defender, que extreu característiques discriminants condensades a par-
tir dels gradients de darrera capa dels participants i els fa servir per mit-
igar l’impacte d’atacs d’enverinament dirigits; iv) aprenentatge federat
fragmentat, que tracta el conflicte entre seguretat, privadesa i precisió
estenent la cooperació entre participants en sistemes AF per preservar-
ne la privadesa sense renunciar a agregar-ne les actualitzacions de man-
era robusta i precisa.

A més de les quatre defenses anteriors, en proposem dues més con-
tra atacs per la porta del darrere i contra atacs de robatori de model que
poder fer-se servir tant en aprenentatge federat com centralitzat. Aque-
stes dues defenses addicionals són: v) un mètode per protegir-se contra
APDs basat en l’anàlisi de característiques per capes; vi) KeyNet, que fa
servir aprenentatge multi-tasca per encastar una marca d’aigua en una
xarxa neuronal profunda i detectar-ne el robatori si es produeix.

Els nostres resultats experimentals amb conjunts de dades reals de-
mostren l’efectivitat de les defenses proposades per fer l’aprenentatge
automàtic més segur i més privat.
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Resumen
El aprendizaje federado (AF) permite aprender un modelo global au-
tomático a partir de datos distribuidos entre un conjunto de pares partic-
ipantes, bajo la coordinación de un servidor que hace las veces de gestor
del modelo. Esto hace posible: a) reducir el coste computacional del
entrenamiento del lado del servidor, pues las actualizaciones del mod-
elo son calculadas por los participantes para sus datos respectivos, b)
entrenar modelos más precisos gracias al aprendizaje sobre datos con-
juntos más ricos, y c) mejorar la privacidad porque los participantes no
comparten con nadie más sus respectivos datos privados. A pesar de es-
tas ventajas, la naturaleza distribuida del AF lo hace vulnerable a varios
ataques contra la seguridad y la privacidad. En efecto, participantes ma-
liciosos pueden perjudicar la disponibilidad y/o la integridad del mod-
elo enviando actualizaciones envenenadas, a la vez que las actualiza-
ciones correctas enviadas por participantes honrados pueden revelar sus
datos locales privados. A medida que el AF se va imponiendo en aplica-
ciones reales, proteger sus modelos contra estos ataques se hace impre-
scindible. Las defensas existentes contra ataques de envenenamiento
causan un gran sobrecoste computacional al servidor o son poco efecti-
vas, porque necesitan suposiciones sobre la distribución de los datos de
los participantes o no funcionan bien para modelos de muchas dimen-
siones. Por otro lado, contrarrestar ataques a la privacidad a base de
distorsionar las actualizaciones daña la precisión del modelo, mientras
que hacerlo a base de agregar actualizaciones daña su seguridad porque
impide al servidor detectar y desechar actualizaciones individuales en-
venenadas.

Además, el AF comparte algunas vulnerabilidades de seguridad con
el aprendizaje centralizado. Por una parte, ambos paradigmas són vul-
nerables a los llamados “ataques por la puerta de atrás” (APAs), que
son difíciles de detectar a pesar de lo peligrosos que son para la seguri-
dad. Por otra parte, tanto en aprendizaje centralizado como federado, es
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posible que modelos que han costado mucho de entrenar sean robados
o mal utilizados, cosa que afectaría la propiedad intelectual de quien los
ha entrenado.

Por todo lo dicho, en esta tesis proponemos tres defensas contra
ataques de envenenamiento, así como una defensa completa contra a-
taques de envenenamiento y también contra ataques a la privacidad en
AF. Estas defensas son: i) un método que analiza los sesgos en la úl-
tima capa del modelo para neutralizar ataques bizantinos de envene-
namiento de forma eficiente; ii) LFighter, que extrae dinámicamente y
agrega los gradientes relevantes para los ataques de cambio de etiqueta
de la última capa para contrarrestarlos; iii) FL-Defender, que extrae car-
acterísticas discriminantes a partir de los gradientes de última capa de
los participantes y los usa para mitigar el impacto de ataques de enve-
nenamiento dirigidos; y iv) aprendizaje federado fragmentado, que se
ocupa del conflicto entre seguridad, privacidad y precisión mediante la
cooperación entre participantes en sistemas de AF para preservar su pri-
vacidad sin renunciar a agregar sus actualizaciones del modelo global
de forma robusta y precisa.

Además de la cuatro defensas anteriores, proponemos dos más con-
tra ataques por la puerta de atrás y ataques de robo del modelo, que son
útiles tanto en aprendizaje federado como centralizado. Estas dos defen-
sas adicionales son: v) un método para protegerse contra APAs basado
en el análisis de características por capas; y vi) KeyNet, que usa apren-
dizaje multitarea para empotrar una marca de agua en una red neuronal
profunda y detectar así su robo en caso de producirse.

Nuestros resultados experimentales con conjuntos de datos reales
demuestran la efectividad de las defensas propuestas para hacer el apren-
dizaje automático más seguro y privado.
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1

Chapter 1

Introduction

Federated Learning (FL, McMahan et al., 2017a) has emerged as a promis-
ing paradigm for training machine learning (ML) models using decen-
tralized data. It enables a set of participating peers to train a ML model,
usually a deep neural network (DNN), collaboratively without sharing
their local data with a central server. DNNs are preferred to other ML al-
gorithms because they can solve complex tasks more accurately, includ-
ing computer vision, speech recognition, natural language processing,
or stock market analysis Deng and Yu, 2014; LeCun, Bengio, and Hin-
ton, 2015; Dargan et al., 2019. Peers in FL include organizations, banks,
hospitals, and edge devices like smartphones. The FL training process
involves peers fine-tuning a global model received from the server on
their local data to compute local model updates that they upload to the
server, which aggregates them to obtain an updated global model. This
process is iterated until a high-quality global model is developed.

FL offers several advantages over traditional centralized machine
learning: i) the server distributes the training computational load, which
is significant for large-scale ML, across the peers’ devices (e.g., smart-
phones) (Bonawitz et al., 2019), ii) the peers and the server obtain more
accurate models due to learning from rich, joint training data, and iii)
privacy improves by not sharing the peers’ local data with a central
server. This latter advantage makes FL a suitable option for scenarios
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dealing with personal data, such as facial recognition (Xu et al., 2017),
voice assistants (Bhowmick et al., 2018), healthcare (Brisimi et al., 2018),
next-word prediction (Hard et al., 2018), intrusion detection in IoT net-
works (Mothukuri et al., 2022) and location-based services (Huang, Tong,
and Feng, 2022), or in case data collection and processing are restricted
due to privacy protection laws such as the GDPR (European Commis-
sion, 2016)

1.1 Motivation

Despite these advantages, FL is vulnerable to various security and pri-
vacy attacks (Kairouz et al., 2019; Mothukuri et al., 2021).

Regarding security, FL is vulnerable to poisoning attacks (Blanco-
Justicia et al., 2021; Lyu et al., 2022). Since the server has no control over
the behavior of the participating peers, any of them may deviate from
the prescribed training protocol to attack the global model by conduct-
ing either untargeted poisoning attacks (Blanchard et al., 2017; Wu et al.,
2020b) or targeted poisoning attacks (Biggio, Nelson, and Laskov, 2012;
Fung, Yoon, and Beschastnikh, 2020; Bagdasaryan et al., 2020). In the
former type of attacks, the attacker aims to degrade the model’s over-
all performance, whereas in the latter, he aims to cause the global model
to misclassify some attacker-chosen inputs into an attacker-chosen class.
Furthermore, poisoning attacks can be performed in two ways: model
poisoning (Blanchard et al., 2017; Wu et al., 2020b; Bagdasaryan et al.,
2020) or data poisoning (Biggio, Nelson, and Laskov, 2012; Fung, Yoon,
and Beschastnikh, 2020; Tolpegin et al., 2020). In model poisoning, the
attackers maliciously manipulate their local model parameters before
sending them to the server. In data poisoning, they inject fabricated or
falsified data samples into their training data before local model train-
ing. Both attacks result in poisoned updates being uploaded to the
server in order to prevent the global model from converging or to bias
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it. Figure 1.1 illustrates the federated learning process under poisoning
attacks.

Aggregation
Server

Good update

Poisoned update

2

Peer 1 Peer k'

2 ... 2

Peer K

4

111

3 3 3

1: download the latest global model
2: compute local update
3: upload local update
4: aggregate local updates

...

FIGURE 1.1: Illustration of the federated learning pro-
cess under poisoning attacks. When the server aggre-
gates good updates (uploaded by honest peers) and
poisoned updates (uploaded by attackers), the new

global model gets poisoned.

Regarding privacy, several works (McMahan et al., 2017b; Nasr, Shokri,
and Houmansadr, 2019; Melis et al., 2019) have demonstrated that a
semi-honest server can analyze individual updates to infer sensitive in-
formation on a peer’s local training data. Recent powerful privacy at-
tacks show that it is possible to reconstruct the original training data by
inverting the gradients of updates (Zhu and Han, 2020; Zhao, Mopuri,
and Bilen, 2020; Geiping et al., 2020). Figure 1.2 shows an example of a
reconstructed image by the semi-honest server from the local gradients of
a participating peer in FL.

As FL becomes more prevalent in real-world applications, safeguard-
ing its models against poisoning and privacy attacks becomes crucial.

Several defenses against poisoning attacks have been proposed, which
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FIGURE 1.2: Reconstruction of an input images from
the local gradients of a participating peer. Left: Orig-
inal input images. Right: Reconstructed image from

original gradients.

we discuss in Chapter 3. Most of these defenses are effective against un-
targeted poisoning attacks, but they impose a high computational cost
on the server to filter out poisoned updates (Blanchard et al., 2017; Chen,
Su, and Xu, 2017; Yin et al., 2018). Moreover, they often become less
effective or even fail against targeted poisoning attacks such as label-
flipping attacks (LFs) or backdoor attacks (BAs). Finally, as we discuss in
Chapter 3, they present a number of limitations: they are either imprac-
tical (Nelson et al., 2008; Jagielski et al., 2018), may degrade the perfor-
mance of the aggregated model on the main task (Bagdasaryan et al.,
2020; Wang et al., 2020a) or assume specific distributions of local train-
ing data (Shen, Tople, and Saxena, 2016; Blanchard et al., 2017; Tolpegin
et al., 2020; Fung, Yoon, and Beschastnikh, 2020; Awan, Luo, and Li,
2021; Chen, Su, and Xu, 2017; Yin et al., 2018).

On the other hand, some solutions have been proposed to prevent
the server from analyzing individual updates or linking them to their
originators. These involve well-known privacy-enabling methods: dif-
ferential privacy (DP) (Dwork, Roth, et al., 2014), homomorphic encryp-
tion (HE) (Gentry, 2009) and secure multiparty computation (SMC) (Yao,
1982). DP-based methods protect the peers’ data by injecting random
noise into the parameters of updates at the cost of sacrificing the accu-
racy of the global model (Domingo-Ferrer, Sánchez, and Blanco-Justicia,
2021; Blanco-Justicia et al., 2023). HE- and SMC-based methods securely
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aggregate the updates of peers before sending them to the server. Yet,
HE and SMC have a high computational cost and they prevent the server
from inspecting individual updates, which makes approaches based on
these techniques vulnerable to poisoning attacks. Note that counter-
measures against poisoning attacks require direct access by the server
to the individual updates in order to detect and/or filter out those that
are poisoned (Yin et al., 2018; Blanchard et al., 2017; Fung, Yoon, and
Beschastnikh, 2018).

Therefore, simultaneously achieving security, privacy and accuracy
is a tough challenge for FL (Li et al., 2020; Kairouz et al., 2019; Blanco-
Justicia et al., 2021).

Additionally, FL shares some security vulnerabilities with central-
ized learning (CL). In particular, both paradigms are susceptible to BAs (Gu
et al., 2019) and model stealing attacks (Tramèr et al., 2016; Wang and
Gong, 2018; Zhang et al., 2018).

In FL, malicious peers have the ability to conduct targeted poisoning
attack, including BAs (Bagdasaryan et al., 2020). In CL, users who can-
not afford training DNNs due to the required massive training data and
computational resources may opt to outsource training to a third-party
(e.g., a cloud service) or leverage pre-trained DNNs. Unfortunately, los-
ing control over training facilitates BAs against DNNs. In BAs, the ad-
versary poisons a few training samples to cause the DNN to misclas-
sify samples containing pre-defined trigger patterns into an adversary-
specified target class. Nevertheless, the attacked models behave nor-
mally on benign samples, which makes the attack hard to detect.

On the other side, building highly accurate DNNs is costly for its
owners in both paradigms. In CL, model owners such as technology
companies devote significant computational resources to process vast
amounts of proprietary training data, whose collection and labeling also
imply a significant effort. For example, a conversational model from
Google Brain contains 2.6 billion parameters and takes about one month
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to train on 2048 TPU cores (Adiwardana et al., 2020). Besides, design-
ing the architecture of a DL model and choosing its hyper-parameters
requires substantial ML experience and many preliminary tests. In FL, a
group of organizations can jointly build a high-fidelity model by train-
ing it on their big local data and using their own computational re-
sources. For example, during the Covid crisis, 20 different health in-
stitutes around the world trained a global DNN model to more accu-
rately predict how much oxygen COVID-19 patients will need based on
their vital signs, lab tests and chest X-rays (Dayan et al., 2021). Thus,
it is unsurprising that owners seek compensation for the incurred costs
by reaping profits from commercial exploitation. They may monetize
their models in ML as a Service (MLaaS) platforms (Ribeiro, Grolinger,
and Capretz, 2015) or license them for a financial return to their cus-
tomers for a specific period of time (Yao et al., 2017). Unfortunately, the
high value of pre-trained DL models attracts attackers who would like
to avoid those costs and steal the models to use them illegally. For ex-
ample, a user may leak a pre-trained model to an unauthorized party or
continue to use it after the license period has expired. Furthermore, if a
model is offered as MLaaS, many model theft techniques are available
to steal it based on its predictions (Tramèr et al., 2016; Wang and Gong,
2018). Due to the competitive nature of the technology market, a stolen
or misused model is clearly detrimental to its owner on both economic
and competitive terms.

Since model theft cannot be prevented in advance, legitimate owners
need a robust and reliable way to prove their ownership of DL models
in order to protect their intellectual property (IP).

1.2 Contributions

The contributions of this thesis are six defenses to safeguard models and
data in federated and centralized learning. Among these defenses, there
are three that address poisoning attacks in FL; one that comprehensively
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tackles both poisoning and privacy attacks in FL; one that targets back-
door attacks during inference in CL (which can also be utilized in FL);
and a DNN watermarking framework to tackle model stealing in CL,
which can also be extended to FL. Specifically:

• We propose a novel method to detect and eliminate Byzantine at-
tacks in FL with low computational overhead on the server side. It
achieves this by examining only the biases of the last layer of up-
dates from peers, and filtering out poisoned ones during the global
model aggregation.

• We conduct an in-depth analysis of the label-flipping attack be-
havior in FL. As a result, we find that gradients connected to the
source and target class neurons in the output layer serve as good
discriminative features for attack detection. We then propose LFighter,
a novel defense that extracts the potential source and target class
gradients from local updates, clusters them, and filters out poten-
tial bad updates before model aggregation. The proposed defense
stays robust under different data distributions and model sizes.

• We propose FL-Defender, a method that can mitigate the targeted
attacks against FL regardless of the model dimensionality or the
distribution of the peers’ data. First, we use the peers’ last-layer
gradients to engineer more robust discriminative features that cap-
ture the attack behavior and discard redundant information. Specif-
ically, we compute the peer-wise angle similarity for the peers’
last-layer gradients and then compress the computed similarity
vectors using principal component analysis (PCA) (Wold, Esbensen,
and Geladi, 1987) to reduce redundant information. Finally, we pe-
nalize the peers’ updates at the model aggregation phase based on
their angular deviation from the centroid of the compressed simi-
larity vectors.
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• We propose the fragmented federated learning (FFL) framework to
solve the security-privacy-accuracy conflict in FL. FFL introduces a
lightweight protocol that enables peers to privately exchange and
mix random fragments of their updates, thereby making it difficult
for the server to link the updates to their originators or recover the
complete original updates, which prevents the semi-honest server
from conducting successful privacy attacks. The protocol also al-
lows the server to correctly aggregate the mixed updates into a
global model. To defend against poisoning attacks, we integrate a
novel reputation-based defense mechanism in the FFL design that
uses the quality of the updates and fragments exchanged to as-
sign global and local reputations to peers. The server then selects
peers for training and adaptively aggregates their mixed updates
based on their global reputations, whereas honest peers are incen-
tivized not to exchange fragments with peers having low local rep-
utations.

• We propose a novel backdoor detection method at inference time
that locates the critical layer in DNNs where the separation be-
tween poisoned and benign samples is the greatest. We then filter
incoming suspicious samples by using feature differences at that
layer. This method detects poisoned samples at inference time to
train a DNN on CL and can also be used for the final global model
trained on FL.

• We propose a novel digital watermarking framework called KeyNet
that meets most of the requirements of an effective DNN water-
marking framework. The framework uses three components: the
watermark (WM) carrier set, the owner information, and a marked
model along with its private model to embed and verify WM in-
formation. The framework can also be used to fingerprint different
unique copies of a DL model for different users in the system. It
can also be extended to the FL paradigm.
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• We demonstrate the effectiveness of our defenses through an ex-
tensive experimental evaluation on standard data sets with differ-
ent attack configurations and training settings. In particular, our
defense against Byzantine attacks achieves similar attack detection
performance as the best baseline method while significantly reduc-
ing the detection and aggregation runtime at the server compared
to the other defenses. LFighter stays robust to the LF attack re-
gardless of the peers’ data distribution or model size and signifi-
cantly outperforms the other state-of-the-art defenses in all evalu-
ation metrics. FL-Defender achieves better performance than the
other defenses at retaining the accuracy of the global model on the
main task, reducing the attack success rate, and causing minimal
computational overhead on the server. FFL can effectively counter
privacy and security attacks while maintaining the global model’s
accuracy and imposing affordable communication cost and com-
putation overhead on the participating parties. Our dedicated de-
fense against backdoor attacks effectively identifies critical layers
for different DNNs poisoned with a set of representative state-
of-the-art backdoor attacks and, compared to several state-of-the-
art defenses against BAs, it distinguishes better between poisoned
and benign samples at the inference time. Finally, KeyNet success-
fully embeds WMs with reliable detection accuracy while preserv-
ing the accuracy of the original task.

1.3 Outline

The remainder of this thesis organized in the following chapters.

• Chapter 2, Background: We provide background on deep neu-
ral networks, federated learning, and principal components anal-
ysis (PCA). Also, we describe the data sets and computational re-
sources used in the thesis experiments.
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10 Chapter 1. Introduction

• Chapter 3, Attacks and defenses in FL: We provide an overview
of the poisoning and privacy attacks against federated learning.
Also, we survey state-of-the-art defense mechanisms against those
attacks and discuss their limitations.

• Chapter 4, Efficient detection of Byzantine attacks in FL: We present
our efficient method to detect Byzantine attacks in FL using the bi-
ases of the last layer of DNNs. We evaluate the performance of our
method on real data sets and compare it with several state-of-the-
art countermeasures against Byzantine attacks.

• Chapter 5, Defending against the label-flipping attack in FL: We
analyze the LF attack and introduce LFighter, a novel method to ef-
fectively and efficiently defend against the LF attack. We evaluate
the effectiveness of our defense against the LF attack and compare
it with several state-of-the-art defenses.

• Chapter 6, Combating targeted attacks in FL: We analyze the be-
havior of targeted attacks on FL, and we present FL-Defender to
mitigate the impact of the targeted poisoning attacks. We evaluate
its effectiveness against the attacks and compare it with several
state-of-the-art defenses against targeted attacks.

• Chapter 7, Enhanced security and privacy via fragmented FL:
We present the design of the fragmented federated learning (FFL)
framework and extensively evaluate its accuracy, privacy, security,
computation overhead, and communication cost. We compare its
performance against untargeted and targeted attacks with several
state-of-the-art countermeasures.

• Chapter 8, Defending against backdoor attacks by layer-wise fea-
ture analysis: We conduct a layer-wise feature analysis of poi-
soned and benign samples from the target class. We then pro-
pose a simple yet effective method to filter poisoned samples by
analyzing the feature differences between suspicious and benign
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samples at the critical layers identified by the previous analysis.
Finally, we conduct extensive experiments on two benchmark data
sets and compare our method with several state-of-the-art counter-
measures to confirm its effectiveness.

• Chapter 9, Watermarking deep learning models: We present KeyNet,
our proposed watermarking framework for DNNs, which meets
most of the desirable requirements for an effective watermark-
ing framework. We conduct extensive experiments using different
DNN model architectures to evaluate the proposed framework.

• Chapter 10, Conclusions and future work: We summarize the
main contributions of this thesis, list the achieved scientific pub-
lications, and present some lines of future research.
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Chapter 2

Background

2.1 Deep neural networks

Deep neural networks (DNNs) are a class of artificial neural networks
that contain multiple hidden layers between the input and output lay-
ers. The hidden layers allow DNNs to learn more complex and sophis-
ticated representations of the data they are trained on. This property
leads to improved performance across a wide range of tasks, including
computer vision, natural language processing (NLP), speech recogni-
tion, recommendation systems, and game playing.

Mathematically, a DNN is a function f (x), obtained by composing
L functions f l , l ∈ [1, L], that maps an input x to a predicted output
ŷ. Each f l is a layer that is parametrized by a weight matrix wl , a bias
vector bl , and an activation function σl . f l takes as input the output of
the previous layer f l−1. The output of f l on an input x is computed as
f l(x) = σl(wl · x + bl). Therefore, a DNN can be formulated as

f (x) = σL(wL · σL−1(wL−1 . . . σ1(w1 · x + b1) · · · + bL−1) + bL).

DNN-based classifiers consist of a feature extraction part and a clas-
sification part (Krizhevsky, Sutskever, and Hinton, 2017; Minaee et al.,
2021). The classification part takes the extracted latent features and
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14 Chapter 2. Background

makes the final classification decision. It usually consists of one or more
fully connected layers where the output layer contains |C| neurons, with
C being the set of all possible class values. The output layer’s vector
o ∈ R|C| is usually fed to the softmax function that transforms it into a
vector p of probabilities, which are called the confidence scores.

The goal of training a DNN model is to find the set of parameters
(w, b) that minimize a differentiable loss function L with respect to the
ground-truth labels. In classification problems, L is usually the cross-
entropy loss.

In this thesis, we use predictive DNNs as |C|-class classifiers, where
the final predicted label ŷ is taken to be the index of the highest confi-
dence score in p. Also, activations of intermediate layers are analyzed
for detecting input samples poisoned by backdoor attacks. Additionally,
the terms DNNs and deep learning (DL) models are used interchange-
ably in this thesis.

2.2 Federated learning

In the typical FL (a.k.a. horizontal FL), K peers and an aggregator server
A collaboratively build a global model W. In each training iteration
t ∈ [1, T], the server randomly selects a subset of peers S of size m =
C · K ≥ 1 where C is the fraction of peers that are selected in iteration t.
After that, the server distributes the current global model Wt to all peers
in S. Besides Wt, the server sends a set of hyper-parameters to be used
to train the local models, which includes the number of local epochs E,
the local batch size BS, and the learning rate η. After receiving Wt, each
peer k ∈ S divides her local data Dk into batches of size BS and performs
E optimization steps on Dk to compute her update Wt+1

k , which she up-
loads to the server. Typically, the SGD optimizer is used to perform the
optimization step. The federated averaging algorithm (FedAvg, McMa-
han et al., 2017a) is usually employed to perform the aggregation, and it
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is defined as

Wt+1 =
K

∑
k=1

dk
d

Wt+1
k , (2.1)

where dk is the number of data points locally held by worker k, and d
is the total number of data points locally held by the K workers, that is,
d = ∑K

k=1 dk.
Note that FedAvg is the standard way to aggregate updates in FL and is
not meant to counter security attacks.
Types of FL. Federated Learning is not limited to the horizontal FL
framework. Several other types of FL frameworks have been developed
to handle different scenarios (Mammen, 2021):

• Horizontal federated learning (HFL): This is used when each peer
has a data set with the same feature space but different sample
instances. A classic use case is the Google Keyboard app, where
participating mobile phones have different training data but the
same features.

• Vertical federated learning (VFL): This is used when each peer has
a data set with different features but from the same sample in-
stances. For example, two organizations with data about the same
group of people but with different feature sets can use Vertical FL
to build a shared ML model.

• Federated transfer learning (FTL): This is similar to traditional ML,
where we want to add a new feature to a pre-trained model. An
example of this is extending Vertical FL to include more sample
instances that are not present in all collaborating organizations.

• Cross-silo federated learning: This is a type of FL where partic-
ipating peers are large distributed entities (e.g., hospitals, banks,
and companies) that have abundant local data and computational
resources, and are available for all rounds. The training data can
be in horizontal or vertical FL format.
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• Cross-device federated learning: This is another type of FL where
peers are small distributed entities (e.g., smartphones, wearables,
and edge devices) that have limited local data and computational
resources. In this type, the number of peers is large, and they are
not available for all rounds. Usually, the training data are in hori-
zontal FL format.

In this thesis, we focus on horizontal FL, which is the most used type
of FL in the literature.

2.3 Principal components analysis

Principal Components Analysis (PCA) (Wold, Esbensen, and Geladi,
1987) is a statistical technique used for dimensionality reduction in data
analysis. It works by identifying the underlying structure or patterns
in the data and projecting it onto a new set of orthogonal axes, called
principal components, that capture most of the variance in the data. The
first principal component is the axis that accounts for the largest amount
of variance in the data, the second principal component is the axis that
accounts for the second-largest amount of variance, and so on. By se-
lecting a subset of the principal components that capture most of the
variance in the data, we can reduce the dimensionality of the data and
simplify the analysis. Mathematically, PCA can be defined as follows:

Given a matrix X of n observations and p variables, PCA aims to find
a new set of k orthogonal axes, where k < p, that maximize the variance
of the data projected onto the axes. This can be achieved by comput-
ing the eigenvectors and eigenvalues of the covariance matrix of X, and
selecting the top k eigenvectors with the largest eigenvalues as the prin-
cipal components. The data can then be projected onto the principal
components by multiplying X times the matrix of eigenvectors. The re-
sulting transformed data will have k dimensions and will capture most
of the variance in the original data.
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TABLE 2.1: Data sets used in the experiments of the
thesis

Task Data set # Examples # Training examples # Test examples

Image classification

MNIST 70K 60K 10K
CIFAR10 60K 50K 10K
GTSRB 51,839 39,209 12,630
Fashion-MNIST 70K 60K 10K
STL10 13K 5K 8K

Sentiment analysis IMDB 50K 40K 10K
Tabular classification Adult 48,842 39,074 9,768

In this thesis, we use PCA to analyze and visualize the good and
poisoned updates sent by honest and malicious peers.

2.4 Data sets and computational resources

In this thesis, we use seven data sets related to the following three ML
tasks: tabular data classification, image classification and sentiment anal-
ysis. Table 2.1 summarizes the data sets we use.

Image classification. We use several data sets for this task:

• MNIST. It contains 70K grayscale images of handwritten digits
ranging from 0 to 9 with a size of 28× 28× 1 pixels (LeCun et al.,
1999). It is split into a training set of 60K examples and a testing
set of 10K examples.

• CIFAR10. It is made up of 60K color images belonging to 10 dif-
ferent classes (Krizhevsky, 2009). The images have a size of 32×
32× 3 pixels and are split into a training set of 50K examples and
a testing set of 10K examples.

• GTSRB. The German Traffic Sign Recognition Benchmark consists
of about 51, 839 colored images of 43 different classes of traffic
signs, with a size of 32× 32× 3 pixels (Stallkamp et al., 2011). The
data set is split into a training set of 39, 209 examples and a testing
set of 12, 630 examples.
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• Fashion-MNIST. It contains 70K grayscale images of fashion items
such as shoes, bags, and shirts (Xiao, Rasul, and Vollgraf, 2017).
The images have a size of 28× 28× 1 pixels and are divided into a
training set of 60K examples and a testing set of 10 examples. The
number of classes in this data set is 10.

• STL10. This is a data set of 13K colored images belonging to 10
different classes, with a size of 96× 96× 3 pixels (Coates, Ng, and
Lee, 2011). It is split into a training set of 5K examples and a testing
set of 8K examples.

Sentiment analysis. We use the IMDB Large Movie Review data
set (Maas et al., 2011) for this binary sentiment classification task. The
data set is a collection of 50K movie reviews and their corresponding
sentiment binary labels (either positive or negative). We divided the
data set into 40K training examples and 10K testing examples.

Tabular data classification. We use the Adult tabular data set that
contains 48, 842 records of census income information with 14 numer-
ical and categorical attributes (Kohavi et al., 1996). The class label is
the attribute income that classifies records into either > 50K $ or ≤ 50K
$. We used 80% of the data as training data and the remaining 20% as
validation data.

In the FL setting, we distribute the training examples among partic-
ipating peers while we train the centralized models on the full training
set examples. In both settings, we use the test examples to evaluate the
performance of the trained models.

For all experiments in this thesis, we use the PyTorch framework (Paszke
et al., 2019) to implement the experiments on an AMD Ryzen 5 3600 6-
core CPU with 32 GB RAM, an NVIDIA GTX 1660 GPU, and Windows
10 OS.
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Chapter 3

State of the art in poisoning
and privacy attacks and
defenses in FL

While federated learning offers several advantages over centralized learn-
ing, it remains vulnerable to poisoning and privacy attacks due to its de-
centralized approach. In fact, the distributed nature of federated learn-
ing can exacerbate these attacks compared to traditional centralized learn-
ing. This chapter provides an overview of the poisoning and privacy at-
tacks that may occur in federated learning. Also, it surveys state-of-the-
art defense mechanisms against those attacks and discusses their limita-
tions.

3.1 Poisoning attacks against FL

Federated learning FL is vulnerable to poisoning attacks, which aim to
manipulate the training process by injecting malicious data or model
updates. Poisoning attacks against FL systems can be broadly catego-
rized into two types: untargeted (Blanchard et al., 2017; Wu et al., 2020b;
Fang et al., 2020) and targeted (Biggio, Nelson, and Laskov, 2012; Chen
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et al., 2017; Bhagoji et al., 2019; Fung, Yoon, and Beschastnikh, 2020; Bag-
dasaryan et al., 2020). Both targeted and untargeted poisoning attacks
can be carried out during the training phase of FL, either on the local
data or on the local model. Data poisoning attacks involve the injection
of manipulated samples into the training data set, which can result in the
model being trained on biased or misleading data. On the other hand,
model poisoning attacks involve manipulating the model parameters,
either directly or indirectly, during the local model training process.

3.1.1 Untargeted attacks

Untargeted poisoning attacks aim to compromise the availability of the
global model without any specific goal or objective. Among these at-
tacks, the Byzantine attack is particularly harmful as it can upload ma-
licious gradients to the server that can cause the entire global model to
fail (Blanchard et al., 2017; Damaskinos et al., 2019; Lamport, Shostak,
and Pease, 2019; Xie, Koyejo, and Gupta, 2020). Blanchard et al., 2017
have demonstrated that if there is no defense in the FL, a single Byzan-
tine peer can completely control the FL aggregation process. Xie, Koyejo,
and Gupta, 2020 have shown that consistent small changes to many
parameters by a Byzantine peer can perturb the model’s convergence.
They achieve this by first using the local data of Byzantine peers to esti-
mate the mean and standard deviation of the distribution, and then by
analyzing the range in which changes to the parameters will not be de-
tected by the defense. By choosing the maxima of this range, they can
avert the convergence of the model.

3.1.2 Targeted attacks

Targeted poisoning attacks aim at making the global model misclassify
a set of chosen samples to an attacker-chosen target class while minimiz-
ing the impact on the model performance on the main task. Typically,
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targeted attacks are stealthier than untargeted attacks. Two common ex-
amples of targeted poisoning attack are the label-flipping attack (Biggio,
Nelson, and Laskov, 2012; Fung, Yoon, and Beschastnikh, 2020) and the
backdoor attack (Gu, Dolan-Gavitt, and Garg, 2017; Bhagoji et al., 2019;
Bagdasaryan et al., 2020).

• Label-flipping attack. In the LF attack (Biggio, Nelson, and Laskov,
2012; Fung, Yoon, and Beschastnikh, 2020; Tolpegin et al., 2020),
the attackers poison their local training data by flipping the labels
of training examples of a source class csrc to a target class ctarget ∈ C
while keeping the input data features unchanged. Attackers poi-
son their local data set Dk as follows: for all examples in Dk whose
class label is csrc, they change their class label to ctarget. After poi-
soning their training data, attackers train their local models using
the same hyper-parameters, loss function, optimization algorithm,
and model architecture sent by the server. Figure 3.1 shows an ex-
ample of the LF attack. In the example, the attacker poisons his
training data by flipping labels of the sample with the source class
label “0” to the target class label “1”, and trains his local model
on the poisoned data. Accordingly, the local update is poisoned,
which will classify test samples with the true class “0” into the tar-
get class label “1”. When poisoned updates are aggregated with
other good ones, as shown in Fig. 1.1, the obtained global model is
expected to be poisoned and thus exhibit similar targeted behavior
on poisoned samples at inference time.

• Backdoor attack. In the BA (Gu, Dolan-Gavitt, and Garg, 2017;
Bagdasaryan et al., 2020), the attacker poisons his training data by
embedding a specific pattern (i.e., backdoor trigger) into training
samples with specific features, and assigns them a target class la-
bel of his choice. The pattern acts as a trigger for the global model
to output the desired target label for the poisoned samples. Fig. 3.2
illustrates an example of the backdoor attack. In the example, the
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FIGURE 3.1: Example of label-flipping (LF) attack.

trigger is a white square on the bottom right corner, and the tar-
get label is “0”. Some benign training samples are stamped with
the trigger pattern, and their labels are changed to the attacker-
specified target label. Accordingly, the local update is poisoned,
which will classify test samples containing backdoor triggers as
the target label while correctly predicting the label for the benign
samples. When poisoned updates are aggregated with other good
ones, as shown in Fig. 1.1, the obtained global model is expected
to be poisoned and thus exhibit similar targeted behavior on poi-
soned samples at inference time.

3.2 Privacy attacks against FL

FL prevents private data sharing, but exchanging local updates can still
leak sensitive information about the peers’ data to attackers (McMahan
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FIGURE 3.2: Illustration of the backdoor attack (BA).

et al., 2017b; Nasr, Shokri, and Houmansadr, 2019; Melis et al., 2019;
Zhao, Mopuri, and Bilen, 2020; Geiping et al., 2020). Local gradients or
consecutive snapshots of FL model parameters can reveal unintended
training data features to adversaries, as DL models remember more fea-
tures than needed for the main task (Zhang et al., 2021a). Peers’ lo-
cal updates are derived from their private training data, and the learnt
model represents high-level statistics of the data set it was trained on.
Therefore, those updates can reveal private information such as class
representatives, membership, and properties of the local training data.
Attackers can infer labels from shared gradients and even recover train-
ing samples without prior knowledge of the data (Zhu and Han, 2020).
Next, we briefly explain the privacy attacks against FL based on the type
of sensitive information that attackers want to obtain.
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3.2.1 Membership inference attacks

Membership inference attacks (MIAs) aim to determine if a particular
data point was used to train a model (Melis et al., 2019; Nasr, Shokri, and
Houmansadr, 2019). For example, inferring whether a specific patient
record was used to train a classifier associated with a certain disease. FL
makes it possible for attackers to infer if a specific sample belongs to the
private training data of a specific peer or any peer. MIAs in FL can be
either passive or active. In the former, the attacker observes the updated
model parameters and performs inference without tampering with the
FL model training protocol (Melis et al., 2019). In the latter, the attacker
modifies the FL learning process to boost the attack performance (Nasr,
Shokri, and Houmansadr, 2019). For example, in the gradient ascent at-
tack (Nasr, Shokri, and Houmansadr, 2019), the attacker runs gradient
ascent on a target data sample, and observes whether its increased loss
can be drastically reduced in the next communication round to deter-
mine if the sample is likely to belong to the training set.

3.2.2 Property inference attacks

These attacks try to infer specific properties about the training data (Ganju
et al., 2018; Melis et al., 2019). Examples of properties that an adver-
sary may attempt to infer include sensitive personal information, demo-
graphic information, or other features of the training data. The attackers
are assumed to have access to auxiliary training data correctly labeled
with the target property.

3.2.3 Distribution estimation attacks

These attacks aim to obtain examples from the same distribution of the
peers’ training data. One such attack is the GAN attack developed by
Hitaj, Ateniese, and Perez-Cruz, 2017, where a malicious peer trains a
GAN to generate prototypical samples of the targeted private training
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data to infer class representatives. However, the attack assumes that
the entire training corpus for a given class comes from a single peer and
requires a lot of computational resources, which makes it impractical for
real-world FL scenarios.

3.2.4 Reconstruction attacks

Reconstruction attacks are the most ambitious in that they attempt to
extract the original training data from a peer’s local update (Zhu and
Han, 2020; Zhao, Mopuri, and Bilen, 2020; Geiping et al., 2020). The
deep leakage from gradient (DLG) attack (Zhu and Han, 2020) proposes
an optimization algorithm to extract both training inputs and labels. It
can recover the raw images and texts used to train a DL model. The
improved deep leakage from gradient (iDLG) (Zhao, Mopuri, and Bilen,
2020) is an analytical approach that uses shared gradients to extract la-
bels by exploring the correlation between the labels and the signs of
the gradients. iDLG can be applied to attack any differentiable model
trained with cross-entropy loss and one-hot labels, which is common
in classification tasks. Geiping et al., 2020 analyze the effects of the ar-
chitecture and parameters on the difficulty of image reconstruction and
show that even averaging gradients over several iterations or images
does not protect user privacy in computer vision applications of FL.
To mount any of these attacks, the attacker (typically the semi-honest
server) needs to access individual local updates.

3.3 Defenses against poisoning attacks in FL

The defenses proposed in the literature to counter poisoning attacks are
based on one of the following principles:

• Evaluation metrics. Approaches under this type exclude or penalize
a local update if it has a negative impact on an evaluation metric
of the global model, e.g. its accuracy. Specifically, Nelson et al.,
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2008; Jagielski et al., 2018 use a validation data set on the server
to compute the loss on a designated metric caused by each lo-
cal update. Then, updates that negatively impact on the metric
are excluded from the global model aggregation. However, realis-
tic validation data require server knowledge of the distribution of
the peers’ data, which conflicts with the FL premise whereby the
server does not see the peers’ data.

• Clustering updates. Approaches under this type cluster updates
into two groups, where the smaller group is considered potentially
malicious and, therefore, discarded in the model learning process.
Auror (Shen, Tople, and Saxena, 2016), multi-Krum (MKrum) (Blan-
chard et al., 2017), and Domingo-Ferrer et al., 2020 assume that
the peers’ data are IID, which results in high false positive and
false negative rates when the data are non-IID (Awan, Luo, and
Li, 2021). Moreover, they may require previous knowledge about
the characteristics of the training data distribution (Shen, Tople,
and Saxena, 2016) or the number of expected attackers in the sys-
tem (Blanchard et al., 2017). Also, they impose a high computa-
tional cost on the server because they require analyzing the whole
update parameters to filter out potential poisoned updates.

• Peers’ behavior. This approach assumes that malicious peers be-
have similarly, meaning that their updates will be more similar
to each other than those of honest peers. Consequently, updates
are penalized based on their similarity. For example, FoolsGold
(FGold) (Fung, Yoon, and Beschastnikh, 2020) and CONTRA (Awan,
Luo, and Li, 2021) limit the contribution of potential attackers with
similar updates by reducing their learning rates or preventing them
from being selected. However, they also tend to incorrectly pe-
nalize good updates that are similar, which results in substantial
drops in the model performance (Nguyen et al., 2021; Li et al.,
2021a).
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• Update aggregation. This approach uses robust update aggrega-
tion methods that are not affected by outliers at the coordinate
level, such as the median (Yin et al., 2018), the trimmed mean
(Tmean) (Yin et al., 2018) or the repeated median (RMedian) (Siegel,
1982). In this way, bad updates will have little to no influence
on the global model after aggregation. Although these methods
achieve good performance with updates resulting from IID data
for small DL models, their performance deteriorates when updates
result from non-IID data, because they discard most of the infor-
mation in the model aggregation. Moreover, their estimation er-
ror scales up with the size of the model in a square-root man-
ner (Chang et al., 2019). Furthermore, Tmean (Yin et al., 2018)
requires explicit knowledge about the fraction of attackers in the
system. Also (and especially for RMedian (Siegel, 1982)), they in-
volve a high computational cost on the server.

• Differential privacy (DP). Methods under the DP approach (Bag-
dasaryan et al., 2020; Sun et al., 2019) clip individual update pa-
rameters to a maximum threshold and add random noise to the
parameters to reduce the impact of potentially poisoned updates
on the aggregated global model. However, there is a trade-off
between the attack mitigation brought by the added noise and
the performance of the aggregated model on the main task (Bag-
dasaryan et al., 2020; Wang et al., 2020a). Also, applying DP to FL
incurs a significant computation overhead (Blanco-Justicia et al.,
2023). FLAME (Nguyen et al., 2022) combines clustering, weight
clipping, and DP to address the utility-robustness trade-off of pre-
vious DP-based defenses. First, the HDBSCAN dynamic cluster-
ing method (Campello, Moulavi, and Sander, 2013) is used to ex-
clude updates with a large poisoning impact. Second, the remain-
ing updates are clipped before aggregating them to a new global
model to reduce the impact of scaled poisoned updates. Finally, a
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bounded amount of noise is added to the global model to elimi-
nate the impact of stealthy poisoned updates.

Several works focus on analyzing specific parts of the updates to
defend against poisoning attacks. FGold (Fung, Yoon, and Beschast-
nikh, 2020) and CONTRA (Awan, Luo, and Li, 2021) analyze the output
layer’s weights to counter data poisoning attacks, but they suffer from
the shortcomings mentioned above. Tolpegin et al., 2020 uses PCA to
analyze the weights associated with the possibly attacked source class, and
excludes potential bad updates that differ from the majority of updates
in those weights. However, the method either needs explicit knowledge
about the possibly attacked source class, or it performs a brute-force
search to find it; moreover, it is only evaluated with simple DL mod-
els.

These methods share the shortcomings of (i) making assumptions
on the distributions of peers’ data and (ii) not providing deep analytical
or empirical evidence of why focusing on specific parts of the updates
contributes towards defending against the LF attack.

3.4 Defenses against privacy attacks in FL

On the privacy side, several works have been proposed to prevent the
server from seeing individual updates. Bonawitz et al., 2017; So, Güler,
and Avestimehr, 2021 use secret sharing to hide individual updates.
Aono et al., 2017; Hardy et al., 2017; Zhang et al., 2020 encrypt the local
updates and use homomorphic encryption to compute the global model
from the encrypted updates. However, both approaches are vulnera-
ble to poisoning attacks because they hinder the analysis of individual
updates. Other works adopt differential privacy (DP) (McMahan et al.,
2017b; Bhowmick et al., 2018; Geyer, Klein, and Nabi, 2017), which adds
noise to local updates before sending them to the server. DP is prac-
tical but it only offers strong privacy guarantees for small values of ϵ
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that, due to the noise they add, significantly hamper the accuracy of
the global model (Domingo-Ferrer, Sánchez, and Blanco-Justicia, 2021;
Blanco-Justicia et al., 2023).

3.5 Defenses against both poisoning and pri-

vacy attacks in FL

Recently, the literature has witnessed a growing interest in achieving FL
that is both privacy-preserving and secure.

Naseri, Hayes, and De Cristofaro, 2020 uses DP to address both pri-
vacy and robustness against backdoor attacks. However, it does not
deal with the trade-off between privacy and accuracy, and it does not
consider poisoning attacks different from backdoor attacks.

PEFL (Liu et al., 2021) tries to address both privacy and security, but
assumes there are two non-colluding servers that collaborate to filter out
malicious updates while preventing each other from seeing individual
updates. Moreover, PEFL builds on linear homomorphic encryption and
a packing technique, and it involves exchanging the encrypted updates
in four interacting protocols between the two servers for filtering and
aggregation, which causes high communication and computation over-
heads.

ShieldFL (Ma et al., 2022b) also assumes two non-colluding servers,
and uses a two-trapdoor HE scheme based on the Paillier cryptosystem
to achieve both secure and privacy-preserving FL. In ShieldFL, the two
servers execute three interactive protocols to compute the cosine similar-
ity of the local updates in ciphertext. They then use the computed cosine
similarities to filter out potential poisoned updates. Unfortunately, this
also imposes significant computation and communication costs on the
participating entities.

BREA (So, Güler, and Avestimehr, 2020) proposes a single-server
framework where each peer secret-shares her local update with all the

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



30 Chapter 3. Attacks and defenses in FL

other peers in the system. Also, each peer locally computes the peer-
wise Euclidean distances to the shares of all peers, and then sends the
computed distances to the server, which uses them to filter out poten-
tial poisoned updates. The server then selects the potential good up-
dates and asks the peers to locally aggregate the selected good shares
and upload the aggregates to the server. Finally, the server reconstructs
the global model from the received aggregates and sends it to the peers
in the next training round. Although this work has the advantage of
being single-server, it imposes high computation and communication
overheads on the participating parties.

Ma et al., 2022a integrate local DP on the peer’s side with an inter-
mediate shuffler between the peers and the aggregator server to achieve
privacy. Besides, they use a Byzantine-robust stochastic aggregation al-
gorithm at the server side to achieve security. However, this work is
subject to the inevitable trade-off between privacy and accuracy due to
the use of DP. In addition, the shuffler is a third party, and hence its
honesty is not guaranteed.

SAFELearning (Zhang et al., 2021c) is based on the work of Bonawitz
et al., 2017 to support backdoor detection and privacy-preserving ag-
gregation simultaneously. To this end, it randomly divides peers into
subgroups, securely aggregates a sub-model for each subgroup and fil-
ters out malicious sub-models instead of individual models. However,
this approach faces a trade-off of another kind: the smaller the num-
ber of peers in a subgroup, the less privacy for these peers; conversely,
the larger the number of peers, the easier it is for the attacker to hide
her malicious model amid honest ones. The paper proposes to disclose
part of the parameters of the aggregated sub-models, leading to another
privacy/security trade-off.

Domingo-Ferrer et al., 2022 proposes a co-utile FL to solve the accuracy-
privacy-security conflict. The proposed solution preserves the global
model accuracy and allows defending against security attacks, but its
privacy is limited to only breaking the link between local updates and
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their originators. Although this provides a level of privacy protection,
a semi-honest server still has direct access to original unlinked updates.
Hence, it can use them to perform several privacy attacks, such as mem-
bership inference attacks and reconstruction attacks.

Chen et al., 2020; Zhang et al., 2021b employ trusted execution envi-
ronments (TEEs) on the peers (for local training) and on the servers (for
secure aggregation) in order to achieve accurate and privacy-preserving
FL. However, the limited memory size of current TEEs makes them im-
practical for large DL models or large-scale FL systems. Besides, the
authors of those papers do not consider data poisoning attacks such
as label-flipping attacks, and assume trust in the manufacturers of the
TEEs, which seems too strong an assumption.

3.6 Summary

Federated learning offers a promising solution for training ML models
on decentralized data. However, it is vulnerable to a variety of poison-
ing and privacy attacks.

Existing defenses against poisoning attacks impose a high compu-
tational cost on the server, adopt specific assumptions about the peers’
data distribution or the fraction of malicious peers, or are ill-suited for
high-dimensional models.

On the other side, existing defenses against privacy attacks have dif-
ferent trade-offs between accuracy, privacy, and security, and impose
significant computation and communication overheads on the partici-
pating entities.
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Chapter 4

Efficient detection of
Byzantine attacks in
federated learning using
last-layer biases

The computational overhead at the server side can become unaffordable
as the model size and the number of peers involved in FL increase if all
the model parameters are analyzed to detect Byzantine attacks.

In this chapter, we propose a new efficient method to detect Byzan-
tine attacks in FL with a low computational overhead on the server side.
The method analyzes only the biases of the last layer of deep learning
models to detect and eliminate poisoned updates at each training round.
We test our method on two data sets (MNIST and CIFAR-10) using two
different DL model architectures and compare it with three state-of-the-
art methods. Our results show that the proposed approach achieves
similar attack detection performance as the best baseline (multi-Krum,
Blanchard et al., 2017), while significantly reducing the runtime required
for update verification and aggregation at each training round.
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The contributions in this chapter have been published in Jebreel et
al., 2020.

The chapter is structured as follows. Section 4.1 introduces prelim-
inary notions and formalizes the threat model being considered. Sec-
tion 4.2 details our method to defend against Byzantine attacks. Sec-
tion 4.3 describes and reports the results of our experiments. Finally,
Section 4.4 gathers conclusions.

4.1 Preliminaries

4.1.1 Bias in neural networks

The biological neuron is known to fire only when its processed input ex-
ceeds a certain threshold value. The same mechanism is present in arti-
ficial neural networks (Leshno et al., 1993), where the bias (a.k.a. thresh-
old) is used to control the triggering of the activation function, i.e, it is
used to tune the output along with the weighted sum of the inputs to
the neuron, as shown in Figure 4.1. Thus, the bias helps the model in a
way that it can best fit the given data.

FIGURE 4.1: Illustration of an artificial neuron, where
x1 to xn are inputs, w1 to wn are weights, b is a bias,
and the application of an activation function σ to the

weighted sum produces the neuron’s output.

Accordingly, biases for models sharing the same architecture and
trained by several peers are assumed to be similar. This assumption
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is based on the similarity of the distribution of the local private data of
each peer, and on the identical structure of the model and the hyper-
parameters used during the training to optimize the model parameters.
In our work, we take advantage of the similarity of the last-layer biases
of the honest peers’ neural networks, which we use to differentiate ma-
licious peers from honest ones. This is illustrated in Figure 4.2, which
shows how the biases for honest peers are close together, while the bi-
ases of malicious peers providing random updates follow a random and
uncorrelated pattern.

(A) Three malicious peers (B) Four malicious peers

(C) Five malicious peers (D) Six malicious peers

FIGURE 4.2: Graphical representation of last-layer bi-
ases

We assume that, if there is a set {W1, W2, . . . , WK} of peers’ model
updates, there is a last layer L in each Wk that contains |C| neurons and
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a bias vector bL
k ∈ R|C|. Then, let BL be the set that contains all the

last-layer bias vectors bL
1 , bL

2 , . . . , bL
K of the K peers’ updates.

4.1.2 Geometric median

For a given set of m points x1, x2, ..., xm with xi ∈ Rn, the geometric
median is defined as

argmin
y∈Rn

m

∑
i=1
∥xi − y∥2 , (4.1)

where the value of the argument y is the point that minimizes the sum of
Euclidean distances from the xi’s to y. The geometric median does not
change if up to half of the sample data are arbitrarily corrupted (Lop-
uhaa, 1989). Therefore, it provides a robust way for identifying the bi-
ases of honest peers, because the geometric median will be closer to the
majority who are honest.

4.1.3 Threat model

We consider a number of Byzantine peers K′ < K
2 − 1, which is consis-

tent with the Byzantine resilience property. The property states that a
method is considered to be Byzantine-resilient if the inequality (2K′ +
2) < K is satisfied (Blanchard et al., 2017). We assume the attackers to
perform the random Gaussian noise poisoning attack (Li et al., 2019b;
Wu et al., 2020b) to degrade the global model’s performance and pre-
vent it from converging. Furthermore, we assume the FL server to be
honest and not compromised, and the attackers to have no control over
the aggregator or the honest peers.

4.2 Efficient detection of Byzantine attacks

We consider the typical FL scenario, described in Section 2.2, where
there is one server who uses the FedAvg aggregation method (McMahan
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et al., 2017a) to coordinate the training process of K peers. The peers
cooperatively train a shared global model W by using their local data.
A fraction of such peers may be malicious. Honest peers compute their
updates correctly and send the result to the server. However, malicious
peers may deviate from the prescribed protocols and send random up-
dates aiming at degrading the global model.

The key idea of our approach is that, at each global training round,
the server assigns a score to each participating peer and uses that score
to consider or not the peer’s update at the aggregation phase. Unlike
state-of-art methods, we do not analyze the entire peers’ updates. In-
stead, we focus only on the last-layer biases of peers’ updates to filter
out malicious updates.

Algorithm 1 formalizes the methodology we propose. The algorithm
has a set of hyper-parameters K, C, BS, E, η and τ, where τ is the confi-
dence value used to detect malicious peers (see Section 2.2 about the
meaning of the other hyperparameters).

At the first global training round, the server starts a federated learn-
ing task by initializing the global model W0. Then it selects a random
set S of m peers, where m = max(C · K, 1), transfers Wt to each peer in
S, and asks them to train the model (locally) using the defined hyper-
parameters. Each peer trains the model using her private local data and
transfers the updates Wt+1

k to the server, who aggregates updates to cre-
ate a new global model for the next training round Wt+1.

The server then decides whether a peer is honest or malicious by
using a scoring function. The scoring function GetScores receives the
set of last-layer biases BL and computes its geometric median GeoMed.
After that, it finds the set of distances Dist between the GeoMed and each
bL

k . Then, the server sorts Dist and computes Q1, Q3, IQR = Q3− Q1.
Next, by using the hyper-parameter τ, the scoring function assigns 1 to
a peer k if distk ≤ Q3 + τ × IQR; else 0.
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Once the server has obtained the set Scores, it performs the aggrega-
tion phase of updates Wt+1

k for each k ∈ S such that scorek = 1. We pro-
pose replacing Equation (2.1) in FedAvg by Wt+1 = ∑k∈S,scorek=1

dk
sd Wt+1

k ,
where sd = ∑k∈S,scorek=1 dk. Note that, since ∑k∈S,scorek=1

dd
sd = 1, the con-

vergence of the proposed averaging procedure at the server side is guar-
anteed as long as FedAvg converges.

4.3 Experiments

In this section, we empirically evaluate the effectiveness of our method
and compare it with several state-of-the-art methods.

4.3.1 Experimental setup

Experiments have been carried out on two public data sets: MNIST and
CIFAR-10. For both data sets, we divided the training data set into
100 equally sized shards, which were distributed among 100 simulated
peers.

For MNIST, we used a small DL model with 21,840 trainable param-
eters. The earlier layers were convolutional layers that extracted the fea-
tures and passed them to the last two fully connected layers: fully con-
nected layer 1 (FC1), and fully connected layer 2 (FC2). FC1 contained
50 neurons with 1 bias for each neuron, while FC2 contained 10 neurons
with 1 bias for each neuron. The output of FC2 was fed to a SoftMax
layer that introduced the final probabilities of the 10 classes. For CIFAR-
10, we used a large DL model that contained 14,728,266 trainable pa-
rameters in total. The earlier layers extracted the features and they had
only one fully connected layer (FC1) that contained 10 neurons with 1
bias for each neuron. The output of the fully connected layer was fed to
a softmax layer that introduced the final probabilities of the 10 classes.

We trained the small DL model for 30 global rounds. Each peer
trained the model locally using the stochastic gradient descent (SGD)
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with 5 local epochs, local batch size = 20, learning rate = 0.001, and mo-
mentum = 0.9. We trained the large DL model for 60 global rounds.
Each peer trained the model locally using the stochastic gradient de-
scent (SGD) with 5 local epochs, local batch size = 50, learning rate =
0.01 and momentum = 0.9.

For both models, we used the precision as a performance metric. Pre-
cision is the amount of true positives TP divided by the sum of true
positives and false positives FP, that is TP/(TP + FP).

In the experiments the server selected a fraction C = 15% of peers
at each round. We limited the number of malicious updates per round
between 1 to 6 to keep m′ < m/2− 1.

4.3.2 Experimental evaluation

Figure 4.3 shows the evolution of the classification precision achieved
by the small DL model at each round when no detection is performed.
The dashed line shows the precision when all the peers acted honestly.
The global model achieves a precision around 96% after 30 rounds. In
addition to the all-honest case, we considered different scenarios where
a fraction of the peers were malicious. In our experiments, malicious
peers trained their model honestly and, after that, they added some ran-
dom noise to each parameter in their model from a Gaussian distribu-
tion with mean 0 and standard deviation 0.5 for the small DL model,
and with mean of 0 and standard deviation 0.2 for the large DL model.
It is noticeable that the precision of the model decreases as the number
of malicious updates per round increases.

We next considered training with detection of malicious peers. We
chose τ to be −0.5 in this case, that is, we consider each peer with a
distance greater than the median to be malicious. We compared the
results of our method with three state-of-art methods: Median, Krum,
and Multi-Krum. Figure 4.4 shows the precision of the small DL model
when subjected to up to 6 random updates per round. We can see that
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FIGURE 4.3: Evolution of the small DL model precision
with MNIST under random attacks when no detection

is performed

both Median and Krum have similar performance, and that both Multi-
Krum and our method outperform them and obtain virtually identical
results. The reason behind this identical performance is that our method
takes the most honest set of updates, like Multi-Krum.

FIGURE 4.4: Evolution of the small DL model precision
with MNIST under random attacks with detection
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In Figure 4.5 we show the performance of our method with the large
DL model and CIFAR-10 w.r.t. the values of τ. The dashed line shows
the baseline precision when all peers acted honestly, which is around
84% after 60 rounds. With τ = 1 our method filtered out most of the
malicious peers when they were far enough from the majority. How-
ever, we can see that between training rounds 22 and 31 some malicious
peers were able to escape detection, and that their effect on the model
precision was devastating. With τ = 0.5 most malicious peers were elim-
inated and with τ = −0.5, all of them were eliminated.

FIGURE 4.5: Evolution of the large DL model precision
with CIFAR-10 under random attacks with detection

Even more relevant, Figure 4.6 shows that, in addition to our method
offering detection as good as state-of-the-art methods, it is also signifi-
cantly more computationally efficient than its counterparts. The reason is
that for each peer our method only focuses on the last-layer parameters.

4.4 Conclusions

We have shown that, by focusing on a specific aspect of the learning
model (biases), we can efficiently detect Byzantine attacks in FL. As
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FIGURE 4.6: Runtime (in seconds, log scale) for each
method: small DL model on the left and large DL

model on the right.

shown in the experiments, our method achieves state-of-the-art accu-
racy while significantly decreasing the runtime of the attack detection
at the server side. The scalability of our method is particularly useful
when using large DL models with millions of parameters and peers. Al-
though our results are promising, choosing the value of τ is challenging.
The increase or the decrease of the value of τ must depend on the pro-
portion of the malicious peers in the system. The higher the expected
number of malicious peers the smaller the value of τ.
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Protocol 1: Byzantine-attack robust aggregation of updates us-
ing last layer biases scores.

Input: K, C, BS, E, η, τ
1 initialize W0

2 for each round t = 0, 1,. . . do
3 m←max([C · K], 1)
4 S = random set of m peers.
5 for each peer k ∈ S in parallel do
6 Wt+1

k = peerUpdate(k, Wt)
7 end
8 Scores = GetScores(S)
9 Wt+1 = ∑k∈S,scorek=1

dk
sd Wt+1

k where sd = ∑k∈S,scorek=1 dk
10 end
11 Function peerUpdate(k, Wt)
12 W ←Wt

13 for each local epoch i = 1, 2, . . . E do
14 for each batch β of size BS do
15 W ←W − η∇L(W, β)
16 end
17 end
18 return W
19 end
20 Function GetScores(S)
21 Let BL be the set of biases of the last layers for each peer k ∈ S
22 GeoMed = GeometricMedian(BL)
23 Dist = the distances between the GeoMed and each bL

k ∈ BL

24 Compute Q1, Q3 of Dist
25 IQR = Q3−Q1
26 Scores = [ ]
27 for each k ∈ S do
28 if distk ≤ Q3 + τ × IQR then
29 Add(1, Scores)
30 else
31 Add(0, Scores)
32 end
33 end
34 return Scores
35 end
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Chapter 5

LFighter: defending against
the label-flipping attack in
federated learning

Although it is easy to perform, the label-flipping attack has a significantly
negative impact on the source class accuracy and, sometimes, on the
overall model accuracy (Tolpegin et al., 2020). Moreover, the attack’s
impact increases as the number of attackers and their flipped examples
increase (Steinhardt, Koh, and Liang, 2017; Tolpegin et al., 2020). Fur-
thermore, as the dimensionality of the model increases and the local data
of peers become more diverse, detecting the attack becomes even more
difficult.

In this chapter, we present LFighter, a novel defense against the LF
attack that is effective regardless of the peers’ data distribution or the
model dimensionality. Specifically, we make the following contribu-
tions:

• We conduct in-depth conceptual and empirical analyses of the at-
tack behavior, and we find a useful pattern that helps to better dis-
criminate between the attackers’ poisoned updates and the honest
peers’ good updates. Specifically, we find that the contradictory
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objectives of attackers and honest peers on the source class ex-
amples are reflected in the parameters’ gradients connected to the
source and target class neurons in the output layer, making those
gradients good discriminative features for attack detection. More-
over, we observe that those features stay robust under different
data distributions and model sizes.

• We propose a novel defense that dynamically extracts the potential
source and target classes’ gradients from the peers’ local updates,
clusters those gradients, and analyzes the resulting clusters to filter
out potentially poisoned updates before model aggregation.

• We demonstrate the effectiveness of our defense against the LF
attack through an extensive empirical analysis on three data sets
with different deep learning model sizes, peers’ local data dis-
tributions, and ratios of attackers. In addition, we compare our
approach with several state-of-the-art defenses and show its su-
periority at simultaneously delivering low test error, high overall
accuracy, high source class accuracy, low attack success rate, and
stability of the source class accuracy.

The contributions in this chapter have recently been submitted to a
top journal.

This chapter is organized as follows. Section 5.1 introduces the threat
model being considered and the assumptions on the local data distribu-
tion. Section 5.2 provides theoretical and empirical analyses of the label-
flipping attack, and details the experimental setup. Section 5.3 presents
the methodology of the proposed defense. Section 5.4 experimentally
evaluates the robustness and performance of LFighter, and compares it
with several state-of-the-art methods. Conclusions are gathered in Sec-
tion 5.5.
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5.1 Assumptions and threat model

Assumptions on training data distribution. Since the local data of the
peers can come from heterogeneous sources (Bonawitz et al., 2019; Wang
et al., 2019), they may be either identically distributed (IID) or non-IID.
In the IID setting, each peer holds local data representing the whole dis-
tribution, which makes the locally computed gradient an unbiased esti-
mator of the mean of all the peers’ gradients. The IID setting requires
each peer to have examples of all the classes in a similar proportion as
the other peers. In the non-IID setting, the distributions of the peers’
local data sets can be different in terms of the classes represented in the
data and/or the number of examples each peer has of each class. We as-
sume that the peers’ training data distributions may range from non-IID
to pure IID.

Threat model. We consider an attacker or a coalition of K′ attack-
ers, with K′ < K/2 (see Section 5.3 for justification). The K′ attackers
perform the LF attack by flipping their training examples labeled csrc to
a chosen target class ctarget before training their local models. Further-
more, we assume the aggregator to be honest and non-compromised
and the attacker(s) to have no control over the aggregator or the honest
peers. The attackers’ goal is to make the global model classify the ex-
amples belonging to csrc as ctarget at test time and to degrade as much as
possible the performance of the global model on the source class exam-
ples.

5.2 Analysis of the label-flipping attack

The effectiveness of any defense against the LF attack depends on its
ability to distinguish good updates sent by honest peers from bad up-
dates sent by attackers. In this section, we conduct comprehensive the-
oretical and empirical analyses of the attack behavior to find a discrimi-
native pattern that better differentiates good updates from bad ones.
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5.2.1 Theoretical analysis of the LF attack

To understand the behavior of the LF attack from an analytical per-
spective, let us consider a classification task where each local model is
trained with the cross-entropy loss over one-hot encoded labels. First, the
vector o of the output layer neurons (i.e., the logits) is fed into the softmax
function to compute the vector p of probabilities as

pk =
eok

∑
|C|
j=1 eoj

, k = 1, . . . , |C|.

Then, the loss is computed as

L(y, p) = −
|C|

∑
k=1

yk log(pk),

where y = (y1, y2, . . . , y|C|) is the corresponding one-hot encoded true
label and pk denotes the confidence score predicted for the kth class. Af-
ter that, the gradient of the loss w.r.t. the output oi of the ith neuron (i.e.,
the ith neuron error) in the output layer is computed as

δi =
∂L(y, p)

∂oi

= −
|C|

∑
j=1

∂L(y, p)
∂pj

∂pj

∂oi
= −∂L(y, p)

∂pi

∂pi
∂oi
−∑

j ̸=i

∂L(y, p)
∂pj

∂pj

∂oi
= pi − yi . (5.1)

Note that δi will always be in the interval [0, 1] when yi = 0 (for the
wrong class neuron), while it will always be in the interval [−1, 0] when
yi = 1 (for the true class neuron).

The gradient ∇bL
i w.r.t. the bias bL

i of the ith neuron in the output
layer can be written as

∇bL
i =

∂L(y, p)
∂bL

i
=

∂L(y, p)
∂oi

∂oi

∂bL
i

= δi
∂σL

∂(wL
i · aL−1 + bL

i )
, (5.2)
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where aL−1 is the activation output of the previous layer L− 1.
Likewise, the gradient ∇wL

i w.r.t. the weights vector wL
i connected

to the ith neuron in the output layer is

∇wL
i =

∂L(y, p)
∂wL

i
=

∂L(y, p)
∂oi

∂oi

∂wL
i

= δiaL−1 ∂σL

∂(wL
i · aL−1 + bL

i )
. (5.3)

From Equations (5.2) and (5.3), we can notice that δi directly and
highly impacts on the gradients of its connected parameters. For ex-
ample, for the ReLU activation function, which is widely used in DL
models, we get

∇bL
i =

{
δi , if (wL

i · aL−1 + bL
i ) > 0;

0, otherwise;

and

∇wL
i =

{
δiaL−1, if (wL

i · aL−1 + bL
i ) > 0;

0, otherwise.

The objective of the attackers is to minimize pcsrc and maximize pctarget

for their csrc examples, whereas the objective of honest peers is exactly
the opposite. We notice from Expressions (5.1), (5.2), and (5.3) that these
contradicting objectives will be reflected on the gradients of the param-
eters connected to the relevant source and target output neurons. For
convenience, in this work, we use the term relevant neurons’ gradients in-
stead of the gradients of the parameters connected to the source and tar-
get output neurons. Also, we use the term non-relevant neurons’ gradients
instead of the gradients of the parameters connected to the neurons dif-
ferent from source and target output neurons. As a result, as the training
evolves, the magnitudes of the relevant neurons’ gradients are expected
to be larger than those of the non-relevant and non-contradicting neu-
rons. Also, the angle between the relevant neurons’ gradients for an
honest peer and an attacker is expected to be larger than those of the
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non-relevant neurons’ gradients. That is because the error of the non-
relevant neurons will diminish as the global model training evolves, es-
pecially when it starts converging because honest and malicious partici-
pants share the same training objectives for non-targeted classes. On the
other hand, the relevant neurons’ errors will stay large during model
training because of the contradicting objectives. Therefore, the relevant
neurons’ gradients are expected to carry a more valuable and discrim-
inative pattern for attack detection than the whole model gradients or
the output layer gradients, which carry less relevant information for the
attack.

5.2.2 Experimental setup

This section describes the used data sets and models, and the training
and attack settings.

Data distribution and training. We defined the following bench-
marks by distributing the data from the data sets described in Chapter 2
among the participating peers in the following way:

• MNIST-CNN-IID. We randomly and uniformly divided the MNIST
training data among 100 participating peers to generate IID data.
The CNN model was trained for 200 iterations. In each iteration,
the FL server asked the peers to train their models for 3 local epochs
and a local batch size of 64. The participants used the cross-entropy
loss function and the stochastic gradient descent (SGD) optimizer
with a learning rate = 0.001 and momentum = 0.9 to train their
models.

• MNIST-CNN-non-IID. We adopted a Dirichlet distribution (Minka,
2000) with a hyperparameter α = 1 to generate non-IID data for 100
participating peers. The training settings and hyper-parameters
were the same as for MNIST-CNN-IID.
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• CIFAR10-ResNet18-IID. We randomly and uniformly divided the
CIFAR10 training data among 20 participating peers to generate
IID data. The ResNet18 model was trained during 100 iterations.
In each iteration, the FL server asked the 20 peers to train the
model for 3 local epochs and a local batch size 32. The peers
used the cross-entropy loss function and the SGD optimizer with
a learning rate = 0.01 and momentum = 0.9.

• CIFAR10-ResNet18-non-IID. We adopted a Dirichlet distribution
(Minka, 2000) with a hyperparameter α = 1 to generate non-IID
data for 20 participating peers. The training settings were the same
as for the CIFAR10-ResNet18-IID benchmark.

• CIFAR10-ShuffleNetV2-IID. We adopted the same training data
distribution and training settings for ShuffleNetV2 as in CIFAR10-
ResNet18-IID. The only difference was the learning rate = 0.001.

• IMDB-BiLSTM. We randomly and uniformly split the 40K training
examples among 20 peers. The BiLSTM model was trained during
50 iterations. In each iteration, the FL server asked the 20 peers to
train the model for 1 local epoch and a local batch size of 32. The
peers used the binary cross-entropy with logit loss function and
the Adam optimizer with learning rate = 0.001.

Attack scenarios. With the MNIST benchmarks, the attackers flipped
the examples with the source class 7 to the target class 1. With CIFAR10
benchmarks, the attackers flipped the examples with the label Dog to
Cat before training their local models, whereas for IMDB, the attackers
flipped the examples with the label positive to negative.

5.2.3 Empirical analysis of the LF attack

To empirically validate the analytical findings discussed in Section 5.2.1,
we performed the following experiment with the CIFAR10-ResNet18-
IID benchmark. First, a chosen peer trained her local model on her data
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honestly, which yielded a good update. Then, the same peer flipped the
labels of the source class Cat to the target class Dog and then trained her
local model on the poisoned training data, which yielded a bad update.
After that, we computed the magnitudes of and the angle between i)
the whole updates, ii) the output layer gradients, iii) the relevant gra-
dients related to csrc and ctarget. Table 5.1 shows the obtained results,
which confirm our analytical findings. It is clear that both whole gra-
dients had approximately the same magnitude, and the angle between
them was close to zero. On the other hand, the difference between the
output layer gradients was large and even more significant in the case
of the relevant neurons’ gradients. As for non-relevant neurons, their
gradients’ magnitude and angle were not significantly affected because,
in such neurons, there was no contradiction between the objectives of
the good and the bad updates.

TABLE 5.1: Comparison of the magnitudes and the an-
gle of the gradients of a good and a bad update for the
whole update, the output layer parameters, the param-
eters of the relevant source and target neurons, and the

parameters of the non-relevant neurons.

Gradients Whole Output layer Relevant neurons Non-relevant neurons

Magnitude Good 351123 72.94 23.38 55.30
Bad 351107 100.23 64.43 65.95

Angle 0.41 69.19 115 18

To underscore this point and check how the gradients of the non-
relevant neurons vanish as the training evolves while the gradients of
the relevant neurons remain larger, we show the gradients’ magnitudes
during training in Figure 5.1. The magnitudes of those gradients for the
MNIST-CNN-IID and the CIFAR10-ResNet18-non-IID benchmarks are
shown for ratios of attackers 10% and 30%. We can see that although
the attackers’ ratio and the data distribution had an impact on the mag-
nitudes of those gradients, the gradients’ magnitudes for the relevant
source and target class neurons always remained larger.

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



5.2. Analysis of the label-flipping attack 53

0 25 50 75 100 125 150 175 200
Training iteration

1

2

3

4

5

6

7

M
ag

ni
tu

de

Neurons gradients
Relevant (10% attackers)
Relevant (30% attackers)
Non-relevant (10% attackers)
Non-relevant (30% attackers)

(A) MNIST-CNN-IID

0 20 40 60 80 100
Training iteration

2

4

6

8

10

12

M
ag

ni
tu

de

Neurons gradients
Relevant (10% attackers)
Relevant (30% attackers)
Non-relevant (10% attackers)
Non-relevant (30% attackers)

(B) CIFAR10-ResNet18-non-IID

FIGURE 5.1: Gradient magnitudes during training for
relevant and non-relevant neurons

We also studied the impact of the model dimensionality and the lo-
cal data distribution on differentiating between good updates and bad
updates. We used exploratory analysis to visualize the local gradients
resulting from simulating an FL scenario under the LF attack (with a
ratio of attackers = 30%) for some of the benchmarks defined in Sec-
tion 5.2.2. Besides the whole gradients, we visualized the output layer’s
gradients and the relevant neurons’ gradients. We used Principal Com-
ponent Analysis (PCA) on the selected gradients and plotted the first
two principal components. We next report what we observed.
1) Impact of the model dimensionality. Figures 5.2 and 5.3 show the
gradients of whole local updates, the gradients corresponding to the
output layers, and the relevant gradients corresponding to the source
and target neurons from the CIFAR10-ShuffleNetV2-IID and CIFAR10-
ResNet18-IID benchmarks.

The figures show that when the model size is small (ShuffleNetV2),
good and bad updates can be separated, whichever set of gradients is
considered. On the other hand, when the model size is large (ResNet18),
the attack’s influence does not seem to be enough to distinguish good
updates from bad ones if using whole updates’ gradients; yet, the gra-
dients of the output layer or those of the relevant neurons still allow for
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a crisp differentiation between good and bad updates.
In fact, several factors make it challenging to detect LF attacks by an-

alyzing an entire high-dimensional update. First, the computed errors
for the neurons in a certain layer depend on all the errors for the neurons
in the subsequent layers and their connected weights (Rumelhart, Hin-
ton, and Williams, 1986). Thus, as the model size gets larger, the impact
of the attack is mixed with that of the non-relevant neurons. Second,
the early layers of DL models usually extract common features that are
not class-specific (Nasr, Shokri, and Houmansadr, 2019). Finally, in gen-
eral, most parameters in DL models are redundant (Denil et al., 2013).
These factors cause the magnitudes of the whole gradients of good and
bad updates and the angles between them to be similar, thereby making
DL models with large dimensions an ideal environment for a successful
label-flipping attack.

(A) Whole (B) Output layer (C) Relevant neurons

FIGURE 5.2: CIFAR10-ShuffleNetV2-IID benchmark
gradients

2) Impact of the data distribution. Figures 5.4 and 5.5 show the gra-
dients of the whole local updates, the gradients corresponding to the
output layers, and the relevant gradients corresponding to the source
and target neurons from the MNIST-CNN-IID and MNIST-CNN-non-
IID benchmarks. Figure 5.5 shows that, despite the model used for the
MNIST-non-IID benchmark being small, distinguishing between good
and bad updates was harder than in the IID setting shown in Figure 5.4.
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(A) Whole (B) Output layer (C) Relevant neurons

FIGURE 5.3: CIFAR10-IID benchmark gradients

It also shows that using the relevant neurons’ gradients provided the
best separation compared to whole update gradients or output layer
gradients.

(A) Whole (B) Output layer (C) Relevant neurons

FIGURE 5.4: MNIST-CNN-IID benchmark gradients

Figure 5.6 shows that the combined impact of model size and the
data distribution in the CIFAR-ResNet18-non-IID benchmark made it
very challenging to separate bad updates from good ones using the
whole update gradients or even using the output layer gradients. On
the other hand, the relevant neurons’ gradients gave a clearer separa-
tion.

From the previous results, we can observe that analyzing the gradi-
ents of the parameters connected to the source and target class neurons
led to better discrimination between good updates and bad ones for both
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(A) Whole (B) Output layer (C) Relevant neurons

FIGURE 5.5: MNIST-CNN-non-IID benchmark gradi-
ents

(A) Whole (B) Output layer (C) Relevant neurons

FIGURE 5.6: CIFAR10-ResNet18-non-IID benchmark
gradients
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the IID and the non-IID settings. We can also observe that, in general,
those gradients formed two clusters: one for the good updates and an-
other for the bad ones. Moreover, the attackers’ gradients were more
similar among them, which caused their clusters to be denser than the
honest peers’ clusters.

Based on the analyses and observations presented so far, we con-
clude that an effective defense against the label-flipping attack needs to con-
sider the following aspects:

• Only the gradients of the parameters connected to the source and
target class neurons in the output layer must be extracted and an-
alyzed.

• The extracted gradients need to be separated into two clusters that
are compared to identify which of them contains the bad updates.

• A cluster with more similar gradients is more likely to be bad.

5.3 Design of LFighter

In this section, we present our proposed defense against the label-flip-
ping attack in federated learning systems by considering the observa-
tions and conclusions discussed in the previous section.

Unlike other defenses, our proposal does not require a prior assump-
tion on the peers’ data distribution, is not affected by model dimension-
ality, and does not require prior knowledge about the proportion of at-
tackers.

We formalize our method in Algorithm 2. The aggregator server A
starts a federated learning task by selecting a random set S of m peers,
initializes the global model W0, and sends it to the m selected peers.
Then, each peer k ∈ S locally trains Wt on her data Dk and sends her
local update Wt+1

k back to A. Once A receives the m local updates, it
computes their corresponding gradients as {∇Wt

k = (Wt −Wt+1
k )/η|k ∈
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S}. After that, A separates the gradients connected to the output layer
neurons to obtain the set {∇L,t

k |k ∈ S}.

Protocol 2: Defending against the label-flipping attack
Input: K, C, BS, E, η, T
Output: WT , the global model after T training iterations

1 A initializes W0

2 for each iteration t ∈ [0, T − 1] do
3 m← max(C · K, 3)
4 S← random set of m peers
5 A sends Wt to all peers in S
6 for each peer k ∈ S in parallel do
7 Wt+1

k ←PEER_UPDATE(k, Wt)// A sends Wt to each peer
k who trains Wt using her data Dk locally, and
sends her local update Wt+1

k back to the aggregator
8 end
9 Let {∇L,t

k |k ∈ S} be the peers’ output layer gradients at
iteration t

10 for each peer k ∈ S do
11 for each neuron i ∈ [1, |C|] do
12 Let ||∇L,t

i,k || be the magnitude of the gradients
connected to the output layer neuron i of the peer k
at iteration t

13 end
14 end
15 Let ||∇L,t

i,S ||= ∑
k∈S
||∇L,t

i,k || // Neuron-wise magnitude

aggregation
16 Let imax1,S, imax1,S be the neurons with the highest two

magnitudes in (||∇L,t
1,S||, .., ||∇L,t

i,S ||, .., ||∇L,t
|C|,S||)

// Identifying potential source and target classes

17 bad_peers←FILTER({∇L,t
k |k ∈ S}, imax1,S, imax1,S)

18 A aggregates Wt+1 ← FedAvg({Wt+1
k |k /∈ bad_peers}).

19 end

Identifying the potential source and target classes. After separat-
ing the gradients of the output layer, we need to identify the potential
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source and target classes, which is key to our defense. As we have
shown in the previous section, the magnitudes of the gradients con-
nected to the source and target class neurons for the attackers and honest
peers are expected to be larger than the magnitudes of the other non-
relevant classes. Thus, we can dynamically identify the potential source
and target class neurons by analyzing the magnitudes of the gradients
connected to the output layer neurons. To do so, for each peer k ∈ S,
we compute the neuron-wise magnitude of each output layer neuron’s
gradients ||∇L,t

i,k ||. After computing the output layer neuron magnitudes
for all peers in S, we aggregate their neuron-wise gradient magnitudes
into the vector (||∇L,t

1,S||, .., ||∇L,t
i,S ||, .., ||∇L,t

|C|,S||). We then identify the po-
tential source and target class neurons imax1,S and imax2,S as the two
neurons with the highest two magnitudes in the aggregated vector.

Filtering bad updates. We filter out bad updates by using the FILTER
procedure detailed in Procedure 1. First, we extract the gradients con-
nected to the identified potential source and target classes imax1,S and
imax2,S from the output layer gradients of each peer. Then, we use the
k-means (Hartigan and Wong, 1979) method with k = 2 to group the
extracted gradients into two clusters cl1 and cl2. Once the two clusters
are formed, we need to decide which of them contains the potentially
bad updates. To make this critical decision, we consider two factors: the
size and the density of clusters. Specifically, we tag the smaller and/or
denser cluster as potentially bad. This makes sense because, when the
two clusters have similar densities, the smaller one is probably the bad
one. On the other hand, if the two clusters are close in size, the denser
and more homogeneous cluster is probably the bad one. This is because
the higher similarity between the attackers’ relevant gradients makes
their cluster usually denser, as discussed in the previous section. To
compute the density of a cluster, we compute the pairwise angle θij be-
tween each pair of gradient vectors i and j in the cluster. Then, for each
gradient vector i in the cluster, we find θmax,i as the maximum pairwise
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angle for that vector. That is because, no matter how far apart two at-
tackers’ gradients are, they will be closer to each other due to the larger
similarity of their directions compared to that of two honest peers. After
that, we compute the average of the maximum pairwise angles for the
cluster to obtain the inverse density value dns of the cluster. In this way,
the denser the cluster, the lower dns will be. After computing dns1 and
dns2 for cl1 and cl2, we compute score1 and score2 by re-weighting the
computed clusters’ inverse densities proportionally to their sizes. If both
clusters have similar inverse densities, the smaller cluster will probably
have the lowest score or, if they have similar sizes, the denser cluster
will probably have the lowest score. Finally, we use score1 and score2 to
decide which cluster contains the potentially bad updates. We compute
the set bad_peers as the peers in the cluster with the minimum score.

Aggregating potentially good updates. After identifying the poten-
tially bad peers, the server A computes FedAvg({Wt+1

k |k /∈ bad_peers})
to obtain the updated global model Wt+1.

5.4 Experimental evaluation

We evaluated the robustness of LFighter against the LF attack scenarios
described in Section 5.2.2 and compared it with several countermeasures
discussed in Chapter 3, including the standard FedAvg (McMahan et al.,
2017a) aggregation method (not meant to counter poisoning attacks), the
median (Yin et al., 2018), the trimmed mean (TMean) (Yin et al., 2018),
multi-Krum (MKrum) (Blanchard et al., 2017), FoolsGold (FGold) (Fung,
Yoon, and Beschastnikh, 2020), Tolp (Tolpegin et al., 2020) and FLAME
(Nguyen et al., 2022). We used the MNIST-CNN-non-IID, the CIFAR10-
ResNet-non-IID and the IMDB-BiLSTM benchmarks with the local data
distribution and training settings described in 5.2.2. We report the aver-
age results of the last 10 training iterations to ensure a fair comparison
among defenses.
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Procedure 1: Filtering potentially bad updates

1 FILTER({∇L,t
k |k ∈ S}, imax1,S, imax1,S):

2 data← {∇L,t
i,k |(k ∈ S, i ∈ {imax1,S, imax1,S})}

3 cl1, cl2 ← kmeans(data, num_clusters = 2)
// Computing cluster inverse densities

4 dns1 ← CLUSTER_INVERSE_DENSITY(cl1)
5 dns2 ← CLUSTER_INVERSE_DENSITY(cl2)

// Re-weighting clusters inverse densities
6 score1 = |cl1|/(|cl1|+|cl2|) ∗ dns1
7 score2 = |cl2|/(|cl1|+|cl2|) ∗ dns2
8 if score1 < score2 then
9 bad_peers← {k|k ∈ cl1}

10 else
11 bad_peers← {k|k ∈ cl2}
12 return bad_peers

13 CLUSTER_INVERSE_DENSITY({∇i}n
i=1):

14 for each ∇i do
15 for each ∇j do
16 Let θij be the angle between ∇i and ∇j

17 Let θmax,i = maxj(θi)

18 dns = 1
n ∑i θmax,i

19 return dns

Our code and data are available for reproducibility purposes at https:
//github.com/NajeebJebreel/LFighter.

Evaluation metrics. We used the following evaluation metrics on
the test set examples for each benchmark to assess the impact of the
LF attack on the learned model and the performance of the proposed
method w.r.t. the state-of-the-art methods:

• Test error (TE). Error resulting from the loss function used in train-
ing. The lower TE, the better.

• Overall accuracy (All-Acc). Number of correct predictions divided
by the total number of predictions for all the examples. The greater
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All-Acc, the better.
• Source class accuracy (Src-Acc). Number of the source class exam-

ples correctly predicted divided by the total number of the source
class examples. The greater Src-Acc, the better.

• Attack success rate (ASR). Proportion of the source class examples
incorrectly classified as the target class. The lower ASR, the better.

• Coefficient of variation (CV). Ratio of the standard deviation σ to the
mean µ, that is, CV = σ

µ . The lower CV, the better.
While TE, All-Acc, Src-Acc, and ASR are used in previous works to eval-
uate robustness against poisoning attacks (Blanchard et al., 2017; Tolpe-
gin et al., 2020; Fung, Yoon, and Beschastnikh, 2020), we also use the
CV metric to assess the stability of Src-Acc during training. We justify
our choice of this metric in Section 5.4. An effective defense needs to
simultaneously perform well in terms of TE, All-Acc, Src-Acc, ASR, and
CV.

Robustness to the LF attack. Here, we present the results with a 40%
ratio of attackers that, for m = 20 peers, corresponds to m′ = (m/2)− 2
attackers. This is the theoretical upper bound of the number of attackers
MKrum (Blanchard et al., 2017) can defend against. Table 5.2 shows the
obtained results with the three used benchmarks.

With the MNIST-CNN-non-IID benchmark, we can see that Tolp,
LFighter, MKrum and FLAME effectively defended against the attack
with comparable results for all metrics. The median and trimmed mean
achieved good performance in this benchmark due to the small variabil-
ity of the MNIST data set, which made each local update of an honest
peer an unbiased estimator of the mean of all the good local updates.
It can also be seen that FGold failed to counter the attack and achieved
poor performance for all the metrics. Another interesting note is that,
despite not being meant to mitigate poisoning attacks, FedAvg achieved
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a good performance in this benchmark. That was also observed in She-
jwalkar et al., 2021, where the authors argued that, in some cases, Fe-
dAvg is more robust against poisoning attacks than many of the state-
of-the-art countermeasures.

TABLE 5.2: Performance of methods under 40% at-
tacker ratio. Best score is in bold. Second best score

is underlined. NA denotes no attack is performed.

Metric Benchmark FedAvg (NA) FedAvg Median TMean MKrum FGold Tolp FLAME LFighter
TE

MNIST-CNN-non-IID

0.13 0.19 0.23 0.23 0.18 0.28 0.16 0.15 0.13
All-Acc% 96.21 95.11 93.15 93.11 94.87 86.85 96.24 96.36 96.30
Src-Acc% 94.84 83.66 81.13 80.74 91.44 0.00 94.25 92.04 93.68
ASR% 0.49 9.44 7.68 7.98 1.56 88.52 0.58 1.26 0.68
TE

CIFAR10-ResNet18-non-IID

0.85 0.93 0.96 0.96 1.33 0.95 1.03 1.07 0.98
All-Acc% 75.81 73.32 72.77 72.83 65.51 72.95 71.43 68.42 72.82
Src-Acc% 65.48 24.22 23.53 21.62 11.05 29.92 14.52 11.33 56.98
ASR% 14.90 52.93 53.74 55.61 71.62 46.00 65.23 65.21 12.10
TE

IMDB-BiLSTM

0.28 1.13 0.96 0.98 8.87 0.35 0.35 0.31 0.35
All-Acc% 88.59 56.09 59.26 58.75 49.93 87.72 87.51 86.08 87.57
Src-Acc% 86.03 12.43 18.87 17.84 0.00 85.75 85.42 82.71 85.44
ASR% 13.97 87.57 81.13 82.16 100.00 14.25 14.58 17.29 14.56

With the CIFAR10-ResNet18-non-IID benchmark, we see that all meth-
ods, except LFighter, performed poorly due to the combined impact of
the data distribution and the model dimensionality on the differentia-
tion between the good and bad updates. On the other hand, thanks
to the rich discriminative pattern we used to distinguish between good
and bad updates, LFighter was robust against the attack and largely out-
performed the others in the source class accuracy and the attack success
rate. Since LFighter considered only the source and target class neuron
gradients –the gradients relevant to the attack– and excluded the non-
relevant gradients, it was able to differentiate between the good and bad
ones successfully.

With the IMDB-BiLSTN benchmark, FGold, LFighter, Tolp, and FLAME
effectively defended against the attack, and largely outperformed the
other methods for all the metrics. FGold and Tolp performed well in
this benchmark because the number of classes in the output layer was
only two; hence, all the parameters’ gradients in the output layer were
relevant to the attack.
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To summarize, LFighter effectively defended against the label-flipping
attack, outperforming several state-of-the-art defenses in the CIFAR10-
ResNet18-non-IID benchmark, where the local data are non-IID and the
model size is large.

Accuracy stability. The stability of the global model convergence
(and its accuracy in particular) during training is a problem in FL, espe-
cially when training data are non-IID (Li et al., 2018; Karimireddy et al.,
2020). Furthermore, with an LF attack targeting a particular source class,
the evolution of the accuracy of the source class becomes more unstable.
Since an updated global model may be used after some intermediate
training rounds (as in Hard et al., 2018), this may entail degradation of
the accuracy of the source class at inference time. Keeping the accu-
racy stable is needed to prevent such consequences. In the following,
we study this aspect by using the CV metric to measure the stability
of the source class accuracy. Table 5.3 shows the CV of the accuracy of
the source class in the used benchmarks for the different defense mech-
anisms. We can see that LFighter outperformed the other methods in
most cases and achieved stability very close to that of FedAvg when the
attackers’ ratio was 0% (i.e., absence of attack).

TABLE 5.3: Coefficient of variation (CV) of the source
class accuracy during training for the considered
benchmarks with 40% attacker ratio. NaN value in the
table resulted from zero values of the source class accu-
racy in all the training rounds. The best figure in each

column is shown in boldface.

Benchmark FedAvg (NA) FedAvg Median TMean MKrum FGold Tolp FLAME LFighter
MNIST-CNN-non-IID 0.081 0.275 0.433 0.426 0.437 1.35 0.098 0.103 0.097
CIFAR10-ResNet18-non-IID 0.142 0.281 0.278 0.277 0.45 0.261 0.507 0.582 0.152
IMDB-BiLSTM 0.102 0.352 0.266 0.267 NaN 0.095 0.094 0.098 0.094

To provide a clearer picture of the effectiveness of our defense, Fig-
ure 5.7 shows the evolution of the accuracy of the source class as training
progresses when the attacker ratio was 40% in the CIFAR10-ResNet18-
non-IID and IMDB-BilSTM benchmarks. It is clear from the figure that
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the accuracy achieved by our defense was the most similar to the accu-
racy of FedAvg when no attack was performed.

(A) CIFAR10-ResNet18-non-IID (B) IMDB-BiLSTM

FIGURE 5.7: Evolution of the source class accuracy
with 40% attackers ratio

Impact of attackers’ ratio. We studied the impact of the ratio of
attackers on the performance of all the methods using the CIFAR10-
ResNet18-non-IID benchmark and the following range of ratios: {0%,
10%, 20%, 30%, 40%, 50%}. Figure 5.8 reports the obtained results. Note
that we scaled the TE by 10 to make it noticeable. It is clear that the
performance of all methods, except LFighter, significantly degraded as
the ratio of attackers in the system increased. In contrast, LFighter suc-
cessfully excluded the bad updates from the global model aggregation.
This shows that our method is robust against the attack regardless of the
ratio of attackers.

Runtime. Figure 5.9 shows the runtime in seconds of each method
(on the server side) for one training iteration. Excluding FedAvg, which
just averages updates, our results show that FGold had the lowest run-
time in all cases. On the other hand, the runtime of our method was
similar to that of Tolp, which ranked second after FGold. Given the
effectiveness of our method in countering the LF attack, the runtime in-
curred by our method can be viewed as very reasonable compared to
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FIGURE 5.8: Robustness against the label-flipping at-
tack with the CIFAR10-Mild benchmark

other methods.
Robustness to multi-label LF attack. In addition to the single-label

LF attack considered so far, we also evaluated the performance of LFighter
and the other methods under the multi-label LF attack (Fang et al., 2020)
scenario. In this attack, each attacker flips the label of each training
example from class ci to class c(i+1) mod |C|. For this experiment, we
used the CIFAR10-ResNet18-non-IID benchmark with a ratio of attack-
ers equal to 40%.

The results in Table 5.4 show that our method was also robust to this
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FIGURE 5.9: Runtime overhead in seconds.

attack and mitigated its influence on both test error and overall accu-
racy. Moreover, it outperformed all the other methods at providing the
lowest test error and the highest overall accuracy. Note that this attack
has a higher negative impact on the overall performance of the global
model compared to the single-label LF attack considered in the rest of
the chapter.

TABLE 5.4: Robustness to multi-LF attack. Best score is
in bold. Second best score is underlined. NA denotes

no attack is performed.

Metric FedAvg (NA) FedAvg Median Tmean MKrum FGold Tolp FLAME LFighter
TE 0.85 1.47 1.17 1.14 1.54 1.16 1.09 1.19 0.94
All-Acc% 75.81 62.61 62.72 64.30 48.88 63.03 66.72 61.81 72.32

Impact of feature similarity between the source and the target classes.
We report here the impact of the feature similarity between the source
and the target class samples on the performance of both the LF attack
and our defense. We used the CIFAR10-ResNet18-non-IID benchmark
with a ratio of attackers equal to 40%. The following three attack scenar-
ios were implemented:
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1. Source and target classes with high feature similarity: the attackers
flipped the examples with the label Dog to Cat.

2. Source and target classes with moderate feature similarity: the at-
tackers flipped the examples with the label Truck to Car.

3. Source and target classes with high feature dissimilarity: the at-
tackers flipped the examples with the label Frog to Plane.

Results reported in Table 6.6 reveal that the higher the feature sim-
ilarity between the two classes, the more effective the attack is. This is
because, when the features of the two classes are more similar, their de-
cision boundaries overlap more, which makes the attacker’s task easier.
This also explains why ASR was about 15% in the Dog-Cat scenario in
the absence of attacks. Nevertheless, our defense was effective in all
scenarios and achieved a similar ASR to FedAvg when no attack was
present.

TABLE 5.5: Impact of feature similarity between the
source and target class

Metric Method Source-Target
Dog-Cat Truck-Car Frog-Plane

All-Acc%
FedAvg (NA) 75.81 75.81 75.81
FedAvg 73.32 73.78 75.21
LFighter 72.82 72.90 74.62

Src-Acc%
FedAvg (NA) 65.48 81.62 87.40
FedAvg 24.22 56.75 75.10
LFighter 56.98 78.73 81.80

ASR%
FedAvg (NA) 14.90 8.41 0.50
FedAvg 52.93 29.90 6.10
LFighter 12.10 8.50 0.70

Impact of the local data distribution. We studied the impact of
the local data distribution on the performance of our defense using the
CIFAR10-ResNet18-non-IID benchmark with a ratio of attackers = 40%.
We generated local data for 20 peers with different degrees of non-IIDness
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using different values of the Dirichlet distribution parameter α ∈ {0.5,0.7,1,5,10,1000}.
Figure 5.10 shows the per quantity and per class data distribution of the
first 10 peers. We selected just 10 random peers to make it easier to read
the figure. It can be seen that lower values of α correspond to higher
non-IIDness.

FIGURE 5.10: Local data distributions of 10 peers gen-
erated using the Dirichlet distribution with different α

values using the CIFAR10 training data.

Table 5.6 shows that high non-IIDness of the peers’ local data neg-
atively impacted on the overall accuracy of the final global model. In
fact, the non-IIDness of the local data of peers is a challenge to the per-
formance and convergence of FL, as it has been observed in several FL
studies such as Zhao et al., 2018. It can also be seen that higher non-
IIDness (lower α) of the local data distribution corresponds to higher
LF ASRs. This is because the larger divergence in local updates caused
by high non-IIDness makes it more challenging to differentiate between
good and poisoned updates. Nevertheless, it appears that our defense
was able to effectively mitigate the impact of the attack without signifi-
cantly reducing accuracy on the main task.
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TABLE 5.6: Impact of the non-IIDness of the local data

Metric Method α
0.5 0.7 1 5 10 1K

All-Acc%
FedAvg (NA) 74.22 74.57 75.81 76.41 76.44 77.87
FedAvg 73.06 72.56 73.32 73.06 74.72 75.23
LFighter 72.07 72.34 72.82 74.03 74.71 75.31

Src-Acc%
FedAvg (NA) 60.61 61.72 65.48 64.81 65.23 67.13
FedAvg 21.32 23.63 24.22 21.32 24.22 24.44
LFighter 54.14 56.83 56.98 59.24 61.32 63.15

ASR%
FedAvg (NA) 10.91 12.54 14.92 16.63 15.32 14.57
FedAvg 57.30 54.62 52.93 57.33 54.14 54.18
LFighter 14.81 14.62 12.10 12.11 11.93 11.97

Impact of the local learning rate. The learning rate is one of the
most important hyper-parameters affecting the performance of DL mod-
els in both centralized and federated learning. Choosing an appropriate
value for the learning rate depends on several factors, such as model
dimensionality and training data complexity (Roy, 1994). We used the
CIFAR10-ResNet18-non-IID benchmark with a ratio of attackers = 40%
and different learning rates. Table 5.7 shows that larger learning rate val-
ues (up to 0.05) led to better global model performance. We can also note
that, with larger learning rates, which resulted in better global model
performance, our method defended better against the attack.

Impact of the local batch size. The batch size determines how many
training examples the model sees at once during training. Larger batch
sizes can provide computational speed-ups but usually lead to poor gen-
eralization. The reason for this is not fully understood in the field (Keskar
et al., 2016). We studied the impact of the local batch size on the perfor-
mance of our defense using the CIFAR10-ResNet18-non-IID benchmark
with a ratio of attackers = 40% and different batch sizes. Table 5.8 shows
that smaller batch sizes correspond to better global model performance
in the used benchmark. Also, as long as the global performance was
good, our method defended effectively against the attack.
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TABLE 5.7: Impact of the learning rate

Metric Method Learning rate
0.0001 0.001 0.01 0.05 0.1

All-Acc%
FedAvg (NA) 55.24 64.75 75.81 76.77 74.94
FedAvg 54.23 63.31 73.32 73.81 71.56
LFighter 53.79 62.81 72.82 73.82 72.84

Src-Acc%
FedAvg (NA) 46.72 56.13 65.48 64.52 64.72
FedAvg 17.93 19.91 24.22 19.64 8.03
LFighter 39.74 49.33 56.98 60.65 60.01

ASR%
FedAvg (NA) 19.41 17.14 14.92 13.12 11.41
FedAvg 47.42 49.42 52.93 58.70 69.15
LFighter 21.31 19.04 12.10 9.53 10.40

TABLE 5.8: Impact of the local batch size

Metric Method Local batch size
16 32 64 128

All-Acc%
FedAvg (NA) 77.03 75.81 72.58 65.70
FedAvg 74.76 73.32 69.41 64.35
LFighter 74.60 72.82 70.42 66.46

Src-Acc%
FedAvg (NA) 64.70 65.48 60.03 56.93
FedAvg 25.70 24.22 19.32 20.11
LFighter 60.72 56.98 56.43 47.76

ASR%
FedAvg (NA) 14.10 14.92 18.81 17.61
FedAvg 51.70 52.93 56.80 53.84
LFighter 12.21 12.10 12.81 19.10

5.5 Conclusions

We have conducted a comprehensive analysis of the label-flipping attack
behavior. From it, we have observed that the contradictory objectives
of attackers and honest peers turn the parameter gradients connected to
the source and target class neurons into robust discriminative features to
detect the attack. Accordingly, we have presented LFighter, a novel de-
fense that dynamically extracts those gradients and uses them as input
features to an adapted clustering method in order to detect attackers.

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



72 Chapter 5. Defending against the label-flipping attack in FL

The empirical results we report show that our defense is effective and
simultaneously achieves better test error, overall accuracy, source class
accuracy, and attack success rate than related works.

Moreover, unlike the related works, our defense was still robust to
significantly large ratios of attackers.

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



73

Chapter 6

FL-Defender: combating
targeted attacks in
federated learning

Targeted attacks are more serious than untargeted poisoning attacks,
given their stealthy nature and severe security implications (Steinhardt,
Koh, and Liang, 2017; Fung, Yoon, and Beschastnikh, 2020; Tolpegin et
al., 2020; Awan, Luo, and Li, 2021; Jebreel et al., 2022b).

The existing defenses against these attacks (discussed in Chapter 3)
have several limitations, two of the most significant ones being that they
are constrained by the distribution of data among peers and/or the di-
mensionality of the model.

In this chapter, we analyze the behavior of targeted attacks on FL,
and then we propose a robust defense against them based on that be-
havior analysis. In particular, our contributions are as follows:

• We first analyze the label-flipping attack and the backdoor attack
on FL of deep-learning models to understand how these attacks
behave. We find that an unbalanced distribution of the peers’ local
data and a high dimensionality of the DL model make the detec-
tion of attacks quite challenging. Moreover, we observe that the
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attack-related last-layer neurons exhibit a different behavior from
the attack-unrelated last-layer neurons, which makes the last-layer
gradients useful features for detecting such targeted attacks.

• We propose FL-Defender, a method that can mitigate the attacks
regardless of the model dimensionality or the distribution of the
peers’ data. First, we use the peers’ last-layer gradients to engineer
more robust discriminative features that capture the attack behav-
ior and discard redundant information. Specifically, we compute
the peer-wise angle similarity for the peers’ last-layer gradients
and then compress the computed similarity vectors using princi-
pal component analysis (PCA) to reduce redundant information.
Finally, we penalize the peers’ updates at the model aggregation
stage based on their angular deviation from the centroid of the
compressed similarity vectors.

• Experimental results on three data sets with different DL model
sizes and peer data distributions demonstrate the effectiveness of
our approach at defending against the attacks. Compared with
several state-of-the-art defenses, FL-Defender achieves better per-
formance at retaining the accuracy of the global model on the main
task, reducing the attack success rate, and causing minimal com-
putational overhead on the server.

The contributions in this chapter have been published in Jebreel and
Domingo-Ferrer, 2023.

This chapter is organized as follows. Section 6.1 introduces the threat
model being considered and the assumptions on the local data distribu-
tion. Section 6.2 analyzes the behavior of label-flipping and backdoor
attacks, and shows the robustness of the engineered features. Section 6.3
presents the methodology of the proposed defense. Section 6.4 details
the experimental setup and reports the obtained results. Finally, conclu-
sions are gathered in Section 6.5.
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6.1 Threat model and local data distribution

Threat model. We consider a number of attackers K′ ≤ K/5, that is,
no more than 20% of the K peers in the system. For example, with mil-
lions of users (Davenport and Davenport, 2018) in Gboard (Hard et al.,
2018), controlling just a small percentage of user devices requires the
attacker(s) to compromise a large number of devices, which demands
huge effort and resources and is therefore impractical. Furthermore, we
assume the FL server to be honest and not compromised, and the attack-
ers to have no control over the aggregator or the honest peers.

Attacker’s goals. The attacker’s goal for the LF attack is to cause the
learned global model to classify the source class examples into the target
class at test time, while maintaining the benign model performance for
the non-source class examples. The attacker’s goal for the BA is to fool
the global model into falsely predicting the attacker’s chosen class for
any target example carrying the backdoor pattern, while maintaining
the benign model performance for non-poisoned examples.

Defender’s goal. The goal of the defender is to obtain a non-poisoned
and accurate global model by excluding poisoned updates and consid-
ering good updates in the model aggregation.

Assumptions on training data distribution. Since the local data sets
of the peers may come from heterogeneous sources (Bonawitz et al.,
2019; Wang et al., 2019), they may be either identically distributed (IID)
or non-IID. In the IID setting, each peer holds local data representing
the whole distribution. In the non-IID setting, the distributions of the
peers’ local data sets can be different in terms of the classes represented
in the data and/or the number of samples each peer holds for each class.
Consequently, each peer may have local data with i) all the classes be-
ing present in a similar proportion as in the other peers’ local data (IID
setting), ii) some classes being present in a different proportion (non-IID
setting).
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6.2 Analyzing targeted attacks against FL

This section is key in our work. We study the behavior of label-flipping
and backdoor attacks to find robust discriminative features that can de-
tect such attacks.

Let us consider an FL classification task where each local model is
trained with the cross-entropy loss over one-hot encoded labels as fol-
lows. First, the activation vector o of the last-layer neurons (a.k.a. logits)
is fed into the softmax function to compute the vector p of probabilities
as follows:

pk =
eok

∑
|C|
j=1 eoj

, k = 1, . . . , |C|. (6.1)

Then, the loss is computed as

L(y, p) = −
|C|

∑
k=1

yk log pk , (6.2)

where y = (y1, y2, . . . , y|C|) is the corresponding one-hot encoded true la-
bel and pk denotes the confidence score predicted for the kth class. After
that, the gradient of the loss w.r.t. the output oi of the ith neuron (a.k.a
the ith neuron error) in the output layer is computed as

δi =
∂L(y, p)

∂oi
= pi − yi . (6.3)

The gradient∇bL
i w.r.t. the bias bL

i connected to the ith neuron in the
output layer can be written as

(6.4)∇bL
i = δi

∂σL

∂(wL
i · aL−1 + bL

i )
,

where aL−1 is the activation output of the previous layer. Likewise, the
gradient∇wL

i w.r.t. the weights vector wL
i connected to the ith neuron in

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



6.2. Analyzing targeted attacks against FL 77

the output layer is

(6.5)∇wL
i = δiaL−1 ∂σL

∂(wL
i · aL−1 + bL

i )
.

From Equations (6.4) and (6.5), we can notice that δi directly and
highly impacts on the gradients of the output layer’s weights and bi-
ases.

Behavior of label-flipping attacks. In FL, an LF attacker always tries
to minimize pcsrc for any sample in his training data, including samples
that belong to class csrc. On the other side, he always tries to maximize
pctarget for samples that belong to csrc during model training. Since this
goes in the opposite direction of the objective of honest peers for exam-
ples in csrc, the attack will entail substantial alteration of δcsrc and δctarget ,
as it can be seen from Expression (6.3). In turn, from Expressions (6.4)
and (6.5), it follows that altering δcsrc and δctarget directly alters the biases
and weights corresponding to the output neurons of csrc and ctarget dur-
ing the training of the attacker’s local model. Hence, the impact of the
attack can be expected to show in the gradients of the last-layer neu-
rons corresponding to csrc and ctarget. However, the last layer is likely
to contain other neurons unrelated to the attack where both the attacker
and the honest peers share the same objectives, which makes the attack
harder to spot. Considering all layers is still worse, because in the lay-
ers different from the last one the impact of the attack will be even less
perceptible (as it will be mixed with more unrelated parameters). More-
over, there are two other factors that increase the difficulty of detecting
the attack by analyzing the update as a whole: i) the early layers usually
extract common features that are not class-specific (Nasr, Shokri, and
Houmansadr, 2019) and ii) in general, most parameters in DL models
are redundant (Denil et al., 2013). That causes the magnitudes and an-
gles of the bad and good updates to be similar, which makes models
with large dimensionality an ideal environment for a successful label-
flipping attack.
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Behavior of backdoor attacks. Backdoor attacks might be viewed as
a particular case of label-flipping attacks because the attacker flips the
label of a training sample when it contains a specific feature or pattern,
whereas he retains the correct label when the sample does not contain
the pattern (benign sample). However, since the global model will cor-
rectly learn from a majority of honest peers and, in the clean samples,
from the attackers as well, the received global model will probably over-
look the backdoor pattern and assign the correct classes to the poisoned
sample, especially in the early training iterations. This will prompt the
attackers to try to minimize pcsrc and maximize pctarget for the poisoned
samples, which can be expected to stand out in the magnitudes and the
directions of the gradients contributed by the attackers. On the other
hand, since the attackers also try to maximize pcsrc for their benign sam-
ples, the impact of the backdoor attacks is expected to be stealthier com-
pared to that of LF attacks even when looking at the last-layer gradients.

Engineering more robust features to detect attacks. From the above
analysis, it is clear that focusing on analyzing last-layer gradients is
more helpful to detect targeted attacks than analyzing all layers. Nev-
ertheless, the presence of a large number of attack-unrelated gradients
in the last layer may still render attack detection difficult. Getting rid of
those redundant and unrelated gradient features could help obtain more
robust discriminatory features for targeted attacks. Since the impact of
the targeted attacks is directly reflected in the directions of gradients of
attack-related neurons, comparing the difference in directions between
the gradients of a good update and a poisoned update can be expected
to better capture the attack’s behavior. If we look at the angular sim-
ilarity of the peers’ last-layer gradients, the similarity values between
good and poisoned updates are expected to display unique characteris-
tics in the computed similarity matrix. PCA can be used to capture those
unique characteristics from the matrix and reduce redundant features.

Empirical analysis. To empirically validate our previous concep-
tual discussion, we used 20 local updates resulting from simulating an
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FL scenario under the LF and BA attacks with each of the CIFAR10-IID
and CIFAR10-non-IID benchmarks, where 4 updates (that is, 20%) were
poisoned. In these two benchmarks, the ResNet18 (He et al., 2016) archi-
tecture, which contains about 11M parameters, was used. In addition,
training data were randomly and uniformly distributed among peers
in CIFAR-IID, while we adopted a Dirichlet distribution (Minka, 2000)
with α = 1 to generate non-IID data for the 20 peers in CIFAR10-non-IID.
The details of the experimental setup are given in Section 6.4.1.

Then, for each benchmark and attack scenario, we computed the fol-
lowing:

• The first two principal components (PCs) of the all-layer gradients
for each local update. Next, we computed the centroid (CTR) of
the first two PCs for the 20 local updates. After that, we computed
the angle between CTR and every pair of PCs for each update.

• The centroid (CTR) of the last-layer gradients for the 20 local up-
dates and the angle between CTR and each last-layer gradient for
each update.

• The first two PCs of the last-layer gradients for each local update.
Then, we computed the centroid (CTR) of the first two PCs of the
20 last-layer gradients. After that, we computed the angle between
CTR and every pair of PCs for each last-layer gradient.

• The cosine similarity for the 20 peers’ last-layer gradients. Then,
we computed the first two PCs of the computed similarity matrix.
After that, we computed the centroid (CTR) of the first two PCs of
the 20 similarity vectors. Finally, we computed the angle between
CTR and every pair of PCs of each similarity vector.

Once the above computations were completed, we visualized the
magnitude of each input, and the angle between the input and its corre-
sponding centroid.
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Fig. 6.1 shows the visualized vectors for the CIFAR-IID benchmark.
For the LF attack, we can see that analyzing the first two PCs of the
all-layer gradients (All) led to poisoned updates and good updates with
very similar magnitudes and angular deviation from the centroid, which
made it quite challenging to tell them apart. The same applies to ana-
lyzing the last-layer gradients (Last). On the other hand, analyzing the
first two PCs of the last-layer gradients (Last-PCA) led to an apparent
separation between good and bad updates. This also applied to analyz-
ing the engineered features (Engineered). For the BA, the results were
similar with the difference that our engineered features allowed better
separation than Last-PCA. This confirms our conceptual discussion that
redundant and attack-unrelated gradients make the attacks stealthier.

CL

LF

Good update
Poisoned update

BA

LastAll Last-PCA Engineered

FIGURE 6.1: Deviation of CIFAR10-IID gradient fea-
tures from the centroid

Fig. 6.2 shows the visualized vectors for the CIFAR-non-IID bench-
mark, where the data were non-IID among peers. For the LF attack,
we can see that only our engineered features provided robust discrim-
ination between good and bad updates. For the BA, even if our engi-
neered features allowed better separation, it was challenging to tell up-
dates apart. This is because of the impact of the non-IIDness and also
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because BAs are stealthier than LF attacks. This again confirms our in-
tuitions and shows that our engineered features are more useful than
the alternatives to detect targeted attacks.

LF

Good update
Poisoned update

BA

LastAll Last-PCA Engineered

FIGURE 6.2: Deviation of CIFAR10-non-IID gradient
features from the centroid

We were able to conclude from these analytical and empirical ex-
plorations that a high model dimensionality and the distribution of the
peers’ training data highly impact on the ability to discriminate between
good updates and updates poisoned by targeted attacks. Fortunately, it
also became evident that we can use the last-layer gradients to engineer
more robust discriminative features for attack detection.

6.3 FL-Defender design

In this section, we present the design of FL-Defender, our proposed de-
fense against FL targeted poisoning attacks. Our aims are: 1) to pre-
vent attackers from achieving their goals by mitigating the impact of
their poisoned updates on the global model, 2) to maintain the global
model performance on the main task, 3) to stay robust against the at-
tacks regardless of the model size or the peers’ data distribution, and
4) to avoid substantially increasing the computational cost at the server.
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According to the lessons learned in the previous section, our defense
first extracts the last-layer gradients of the peers’ local updates, com-
putes the the peer-wise cosine similarity, and then compresses the com-
puted similarity vectors using PCA to reduce redundant information
and extract more robust features. After that, it computes the centroid
of the compressed similarity vectors and computes the cosine similarity
values between the centroid and each compressed vector. The similarity
values are accumulated during training and used, after re-scaling them,
to re-weight the peers’ updates in the global model aggregation.

We formalize our method in Algorithm 2. The aggregator server A
starts a federated learning task by initializing the global model W0 and
the history vector H0 that is used to accumulate the similarities between
the directions of the peers’ engineered features and their centroid.

Then, in every training iteration t, A selects a random subset S of m
peers and sends the current global model Wt to the m selected peers.
Each peer k ∈ S locally trains Wt on her data Dk and sends her local
update Wt+1

k back to A. Once A receives the m local updates, it separates
the gradients of the last layers to obtain the set {∇Lt+1

k |k ∈ S}.
Cosine similarity. In Procedure 1, we compute the cosine similar-

ities among gradients of the last layers to capture the discrepancy be-
tween the gradients from the honest peers and those from the attackers.
This discrepancy is caused by their contradicting objectives. The cosine
similarity between two gradients ∇i and ∇j is defined as

cs(∇i ,∇j) = cos φ =
∇i · ∇j

||∇i||·||∇j||
. (6.6)

This way, if ∇i and ∇j lie in the same direction, their cosine similarity
will be 1, and their similarity value will decrease as their directions dif-
fer more. The cosine similarity measures the angular similarity among
gradients and is more robust than the Euclidean distance because, even
if the attackers scale their model update gradients to avoid detection,
they need to keep their directions to achieve their objectives.
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Procedure 2: FL-Defender: Combating targeted attacks in FL
Input: K, C, BS, E, η, T, τ
Output: WT , the global model after T training rounds

1 A initializes W0, H0 = {H0
k = 0}K

k=1;
2 for each round t ∈ [0, T − 1] do
3 m← max(C · K, 1);
4 S← random set of m peers;
5 A sends Wt to all peers in S;
6 for each peer k ∈ S in parallel do
7 Wt+1

k ←peer_UPDATE(k, Wt); // A sends Wt to each
peer k who trains Wt using her data Dk locally, and
sends her local update Wt+1

k back to the aggregator.
8 end
9 Let {∇1, . . . ,∇i , . . . ,∇m} be the gradients of the last layers

of {Wt+1
k |k ∈ S};

10 {ς1, . . . , ςi , . . . , ςm} ←COMPUTE_SIMILARITY({∇1, . . . ,∇i , . . . ,∇m}, τ);
11 for each peer k ∈ S do
12 ςt

k ← Assign({ς1, . . . , ςi , . . . , ςm}); // Assign the
computed similarities to their corresponding
peers.

13 Ht
k = Ht−1

k + t+1
T × ςt

k; // Accumulate the weighted
similarities of the peer to the centroid.

14 end
15 Q1← FIRST_QUARTILE(Ht);
16 γ = Ht −Q1; // Subtract Q1 from every entry in Ht.

Since attackers are expected to be below Q1,
this will make their trust values in γ negative.

17 for each peer k ∈ (1, . . . , K) do
18 γk ← max(γk , 0); // Attacker trusts are brought to

0 to neutralize them in the aggregation.
19 end
20 γ = γ/maxk(γ); // Normalize trust in peers updates to

0-1 range.
21 A aggregates Wt+1 ← 1

∑k∈S γk
∑k∈S γkWt+1

k .
22 end
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Procedure 1: Compute peers’ compressed gradients similarity
to their centroid
1 COMPUTE_SIMILARITY({∇1, . . . ,∇i , . . . ,∇m}, τ):
2 {cs1,1, . . . , csi,j, . . . , csm,m} ←COSINE_SIMILARITY({∇1, . . . ,∇i , . . . ,∇m})

// ∀i, j ∈ (1, . . . , m), csi,j is the cosine similarity
between ∇i and ∇j.

3 Let P be the number of the first PCs that explain at least τ of
the variance in the computed similarity matrix.

4 {(p1
i , . . . , pP

i )}m
i=1 ←PCA({cs1,1, . . . , csm,m}, npcs = P)

// (p1
i , . . . , pP

i ) are the first P PCs of
{csi,1, . . . , csi,m}.

5 CTR←Median({(p1
i , . . . , pP

i )}m
i=1) // CTR is the

component-wise centroid of the compressed
similarity vectors.

6 Let ςi be the cosine similarity between (p1
i , . . . , pP

i ) and CTR;
7 return (ς1, . . . , ςi , . . . , ςm).

Compressing similarity vectors. Since the number of peers is ex-
pected to be large in FL, we use principal components analysis to com-
press the computed similarity matrix and reduce the attackers’ chance
to hide their impact on the high-dimensional similarity matrix. PCA re-
turns a compact representation of a high-dimensional input X ∈ RN by
projecting it onto a subspace RP of dimension P < N so that the unique
characteristics of the input are reduced to that subspace. P is the number
of used principal components and is the primary hyper-parameter PCA
needs to compress its input data. In less noisy and non-complex data,
small values of P (e.g., 2 or 3) are enough to capture most of the variance
in the input data. In our case, however, the distribution of the similarity
matrix is expected to become more complex as the non-IIDness of the
local data and the model dimension increase. Hence, we use a num-
ber P of principal components that explains at least a threshold τ of the
variance of the computed matrix.

Similarity between compressed vectors and their centroid. After
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compressing the peers’ similarity vectors into their first P PCs, we ag-
gregate the latter component-wise using the median to obtain their cen-
troid CTR ∈ RP. Since we assume the majority of the peers (≥ 80%)
to be honest, the centroid is expected to fall into the heart of a majority
of good components. After that, we compute the cosine similarity be-
tween the centroid and each peer’s pair of PCs. Good components are
expected to have a similar direction to the centroid and thus have simi-
larity values close to one. On the other hand, poisoned components are
expected to be farther from the centroid with values closer to −1.

Update history and compute trust scores. We use the similarity val-
ues with the centroid to update the similarity history vector H for the
selected m peers. This guarantees that, as the training evolves, the clos-
est peers to the centroid are assigned larger similarity values than the
farthest peers. Since we assume the centroid falls amid the honest peers,
honest peers have larger accumulated similarity values than attackers.
Note that the attackers may exploit this point to subvert our defense by
launching attacks in the last training rounds after behaving honestly and
accumulating high similarity values in the previous rounds. To counter
this strategy, in every training round t we scale the computed similar-
ities by (t + 1)/T before updating H. This also forces the peers to re-
frain from behaving maliciously as the training evolves, because they
will quickly lose the high similarity values they accumulated earlier. We
demonstrate the effectiveness of such scaling in Section 6.4.2. After up-
dating the similarity history vector H, we compute the first quartile Q1
for the values in H and then subtract it from the similarity value accu-
mulated by every peer. That is, we shift every similarity value in H to
the left by Q1 and we assign the shifted similarities to the peers’ trust
scores vector γ. Since the accumulated similarities of attackers are low,
they are likely to be below Q1 and hence they become negative after the
shift. After that, we set negative trust scores in γ to 0, in order to neutral-
ize attackers when using trust scores as weights in the final aggregation
(see below). Finally, we normalize the scores in γ to be in the range [0, 1]
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by dividing them by their maximum value.
Re-weighting and aggregating updates. In the final step of Algo-

rithm 2, the server uses the trust scores in γ to re-weight the correspond-
ing local updates and aggregates the global model using the re-weighted
local updates. Note that, since 1

∑k∈S γk
∑ γk = 1, the convergence of the

proposed aggregation procedure at the server side is guaranteed as long
as FedAvg converges.

6.4 Experiments

In this section we compare the performance of our method with that
of several state-of-the-art countermeasures against poisoning attacks.
For reproducibility, our code and data are available at https://github.
com/anonymized30/FL-Defender.

6.4.1 Experimental setup

Data distribution and training. We defined the following benchmarks
by distributing the data from the data sets described in Chapter 2 among
the participating peers in the following way:

• MNIST-non-IID. We adopted a Dirichlet distribution (Minka, 2000)
with a hyper-parameter α = 1 to generate non-IID data for 20 par-
ticipating peers. We used a two-layer convolutional neural net-
work (CNN) with two fully connected layers (number of model
parameters ≈ 22K). The CNN model was trained during 200 it-
erations. In each iteration, the FL server asked the peers to train
their models for 3 local epochs with a local batch size 64. The par-
ticipants used the cross-entropy loss function and the stochastic
gradient descent (SGD) optimizer with learning rate = 0.01 and
momentum = 0.9 to train their models.
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• CIFAR10-IID. We randomly and uniformly divided the CIFAR10
training data among 20 peers. We used the ResNet18 CNN model (He
et al., 2016) with one fully connected layer (number of parameters
≈ 11M). The ResNet18 model was trained during 100 iterations. In
each iteration, the FL server asked the 20 peers to train the model
for 3 local epochs with a local batch size 32. The peers used the
cross-entropy loss function and the SGD optimizer with learning
rate = 0.01 and momentum = 0.9.

• CIFAR10-non-IID. We took a Dirichlet distribution with a hyper-
parameter α = 1 to generate non-IID data for 20 participating peers.
The training settings were the same as in CIFAR10-IID.

• IMDB. We randomly and uniformly split the 40K training exam-
ples among 20 peers. We used a Bidirectional Long/Short-Term
Memory (BiLSTM) model with an embedding layer that maps each
word to a 100-dimensional vector. The model ends with a fully
connected layer followed by a sigmoid function to produce the
final predicted sentiment for an input review (number of parame-
ters ≈ 12M). The BiLSTM model was trained during 50 iterations.
In each iteration, the FL server asked the 20 peers to train the
model for 1 local epoch with a local batch size 32. The peers used
the binary cross-entropy with logit loss function and the Adam op-
timizer with learning rate = 0.001.

Attack settings. i) Label-flipping attacks. In the MNIST experiments,
the attackers flipped the examples with the label 9 to 4 before training
their local models, while they flipped the examples with the label Dog to
Cat in the CIFAR10 experiments. For IMDB, the attackers flipped the ex-
amples with the label positive to negative. ii) Backdoor attacks. In MNIST,
the attackers embedded a 3× 3 square with white pixels in the bottom-
right corner of the examples belonging to class 9 and changed their label
to class 0. In CIFAR10, the attackers embedded the same pattern in the
examples belonging to class Car and changed their label to class Plane
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before training their local models. In all the experiments, the number of
attackers K′ ranged in {0, 2, 4}, which corresponds to ratios of attackers
in {0%, 10%, 20%}, respectively.
Defense settings. For the method in Tolpegin et al., 2020, we looped
through all the last-layer neurons and considered the neuron that best
separates its gradients into two clusters as the potential source class.
Then, we identified the smaller group as potentially poisoned and ex-
cluded it from model aggregation. For FLAME (Nguyen et al., 2022), we
used ϵ = 3705 for image classification benchmarks and ϵ = 4191 for the
NLP benchmark, as suggested in the original paper. For our method,
we used a number P of first principal components that capture at least
τ = 90% of the variance.
Evaluation metrics. We used the following evaluation metrics on the
test set examples to assess the impact of the attacks on the learned model
and the performance of the proposed method w.r.t. the state of the art:

• Test error (TE). This is the error resulting from the loss functions
used in training. The lower the test error, the more robust the
method is against the attack.

• Overall accuracy (All-Acc). This is the number of correct predictions
divided by the total number of predictions.

• Source class accuracy (Src-Acc). We evaluated the accuracy for the
subset of test examples belonging to the source class. Note that one
may achieve a good overall accuracy while degrading the accuracy
of the source class.

• Attack success rate (ASR). This is the proportion of targeted exam-
ples (with the source label or the backdoor pattern) that are incor-
rectly classified into the label desired by the attacker.

An effective defense against the attacks needs to retain the benign per-
formance of the global model on the main task while reducing ASR.
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6.4.2 Experimental evaluation

We evaluated the robustness of our defense against LF and BAs and
compared it with several countermeasures discussed in Chapter 3: me-
dian (Yin et al., 2018), trimmed mean (TMean) (Yin et al., 2018), multi-
Krum (MKrum) (Blanchard et al., 2017), FoolsGold (FGold) (Fung, Yoon,
and Beschastnikh, 2020), Tolp (Tolpegin et al., 2020) and FLAME (Nguyen
et al., 2022). We also compared with the standard FedAvg (McMahan et
al., 2017a) aggregation method (that is not meant to counter security at-
tacks). We report the average results of the last 10 training rounds to
ensure a fair comparison among methods.

Robustness against label-flipping attacks. Table 6.1 shows the per-
formance of defenses under the LF attack in the MNIST-non-IID bench-
mark. Due to the small size of the model, all methods stayed robust
against the attack for all attacker ratios considered. Although FedAvg is
not meant to mitigate poisoning attacks, it achieved a good performance
in this benchmark. That was also observed in Shejwalkar et al., 2021,
where the authors argued that, in some cases, FedAvg could achieve
good performance against poisoning attacks.

TABLE 6.1: Robustness against the label-flipping at-
tack in the MNIST-non-IID benchmark. K′% denotes
the ratio of attackers. Boldfaced values are the best re-
sults among all defenses. Underlined values are the

second-best results.

Method→ FedAvg Median TMean MKrum FGold Tolp FLAME OursK′% ↓ Metric↓

0

TE 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03
All-Acc% 98.94 99.01 98.94 99.04 98.98 99.02 98.98 98.99
Src-Acc% 97.82 98.12 97.82 98.32 98.02 98.32 98.41 98.71
ASR% 0.40 0.40 0.40 0.30 0.50 0.30 0.40 0.30

10

TE 0.04 0.04 0.03 0.04 0.03 0.03 0.04 0.04
All-Acc% 98.92 98.96 98.99 98.95 98.92 98.96 98.97 98.86
Src-Acc% 96.73 98.02 97.62 98.02 97.72 98.12 97.72 98.61
ASR% 1.29 0.50 0.69 0.40 0.50 0.40 0.69 0.40

20

TE 0.06 0.04 0.04 0.04 0.04 0.05 0.05 0.04
All-Acc% 98.77 98.95 98.88 98.88 98.94 98.89 98.86 98.97
Src-Acc% 95.04 97.03 96.53 97.92 98.02 96.43 96.23 98.81
ASR% 2.97 1.49 1.78 0.30 0.50 1.78 1.88 0.30
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Table 6.2 shows the performance of defenses under the LF attack in
the CIFAR10-IID benchmark. When no attack is performed, all methods
achieved comparable performance to FedAvg for the test error and the
overall accuracy. However, in the presence of attacks, only FoolsGold,
Tolp and our method performed well regarding the source class accu-
racy and attack success rate. MKrum achieved the worst performance
because it considers all layers, which caused a lot of false positives and
false negatives. Note that the theoretical upper bound on the number
of attackers MKrum (Blanchard et al., 2017) can resist is K′ = (K/2)− 2,
which corresponds to K′ = 8 in our setting. The performance of the rest
of the methods (FedAvg, Median, TMean and FLAME) was diminished
with regard to the protection of the source class, even though the data
distribution were IID. The reason was the large model size.

TABLE 6.2: Robustness against the label-flipping at-
tack in the CIFAR10-IID benchmark. K′% denotes the
ratio of attackers. Boldfaced values are the best results
among all defenses. Underlined values are the second-

best results.

Method→ FedAvg Median TMean MKrum FGold Tolp FLAME OursK′% ↓ Metric↓

0

TE 0.80 0.80 0.81 0.83 0.80 0.82 0.80 0.80
All-Acc% 76.93 76.35 76.91 76.83 77.24 76.37 76.57 76.65
Src-Acc% 63.6 65.30 66.50 65.70 67.60 65.41 64.25 65.53
ASR% 15.60 14.40 13.50 13.40 12.70 16.68 13.13 12.85

10

TE 0.80 0.78 0.79 0.84 0.84 0.86 0.80 0.80
All-Acc% 76.96 76.50 76.47 77.04 76.87 76.14 76.48 76.49
Src-Acc% 55.20 55.80 57.90 53.90 65.60 65.10 56.98 65.22
ASR% 23.40 23.00 20.60 24.50 15.00 15.81 19.01 15.63

20

TE 0.85 0.81 0.81 0.95 0.84 0.94 0.83 0.81
All-Acc% 75.27 76.31 75.76 75.21 76.42 74.88 75.67 75.61
Src-Acc% 44.00 54.20 47.70 38.90 63.00 64.00 42.52 63.85
ASR% 33.60 25.30 31.60 37.70 16.40 16.37 32.04 15.11

Table 6.3 shows the performance of defenses under the LF attack in
the CIFAR10-non-IID benchmark. Looking at the results, we can see the
influence of the data distribution and the model size on the performance
of the methods. However, thanks to the robust engineered features, our
method preserved the global model performance while preventing the
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attackers from performing successful label-flipping attacks. Note that
FoolsGold and Tolp achieved limited robustness in this benchmark com-
pared to what they did in CIFAR10-IID.

TABLE 6.3: Robustness against the label-flipping at-
tack in the CIFAR10-non-IID benchmark. K′% denotes
the ratio of attackers. Boldfaced values are the best re-
sults among all defenses. Underlined values are the

second-best results.

Method→ FedAvg Median TMean MKrum FGold Tolp FLAME OursK′% ↓ Metric↓

0

TE 0.85 0.95 0.89 0.90 0.98 1.16 0.85 0.85
All-Acc% 75.88 74.40 74.86 74.18 73.93 75.17 75.37 75.25
Src-Acc% 66.70 66.10 66.10 65.90 52.90 62.10 61.66 65.01
ASR% 14.90 13.60 14.80 15.50 21.40 17.00 14.91 13.42

10

TE 0.93 0.92 0.97 1.04 0.92 1.19 0.87 0.88
All-Acc% 74.96 74.12 74.62 71.60 74.08 74.44 75.14 74.96
Src-Acc% 48.40 51.70 50.40 39.10 58.40 49.72 45.73 64.60
ASR% 28.70 25.10 28.70 31.90 18.80 29.67 30.01 13.33

20

TE 0.92 0.91 0.96 1.08 0.93 1.19 0.89 0.90
All-Acc% 75.22 74.28 74.18 69.84 74.51 73.41 73.51 74.16
Src-Acc% 44.20 48.80 42.60 21.50 51.10 42.93 32.33 65.41
ASR% 29.60 32.30 33.60 51.50 25.50 34.5 44.92 13.24

Table 6.4 shows the performance of defenses under the LF attack in
the IMDB benchmark. We can see FGold, Tolp, FLAME and our defense
achieved similar high robustness against the attacks. Moreover, they
outperformed the other methods by a large margin at providing ade-
quate and simultaneous protection for all the metrics. FGold performed
well in this benchmark because it is its ideal setting: updates for honest
peers were somewhat different due to the different reviews they gave,
while updates for attackers became very close to each other because they
shared the same objective. Tolp and FLAME performed well because the
task was binary classification, and there was no redundant information
from other classes.

Robustness against backdoor attacks. Fig. 6.3 shows the results for
the backdoor attacks. We employed as a baseline FedAvg when no at-
tacks were performed. We can see that, in general, all methods achieved
similar overall accuracy to the baseline. This is because a BA does not
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TABLE 6.4: Robustness against the label-flipping at-
tack in the IMDB benchmark. K′% denotes the ratio of
attackers. Boldfaced values are the best results among
all defenses. Underlined values are the second-best re-

sults.

Method→ FedAvg Median TMean MKrum FGold Tolp FLAME OursK′% ↓ Metric↓

0

TE 0.28 0.27 0.28 0.28 0.28 0.28 0.28 0.28
All-Acc% 88.55 88.75 88.55 88.61 88.73 88.88 88.77 88.65
Src-Acc% 85.88 86.12 85.88 86.12 86.16 86.28 86.48 86.22
ASR% 14.12 13.88 14.12 13.88 13.84 13.72 13.52 13.78

10

TE 0.40 0.34 0.37 0.45 0.29 0.29 0.29 0.30
All-Acc% 81.52 84.21 82.94 79.57 88.66 88.42 88.48 88.32
Src-Acc% 66.07 72.74 69.52 61.65 86.44 85.92 86.38 86.24
ASR% 33.93 27.26 30.48 38.35 13.56 14.08 13.62 13.76

20

TE 0.63 0.49 0.53 0.85 0.30 0.30 0.30 0.31
All-Acc% 72.50 77.11 75.97 64.9 88.45 88.24 88.22 88.18
Src-Acc% 46.04 56.26 53.78 30.36 86.40 86.06 86.12 86.26
ASR% 53.96 43.74 46.22 69.64 13.60 13.94 13.88 13.74

change the labels of the benign samples during training. Regarding
ASR, we notice that FGold, Tolp, FLAME, and our method achieved
comparable results to the baseline in the MNIST-non-IID benchmark
(with 20% attackers). On the other hand, the attackers achieved attack
success rates of about 100% with the other methods. For CIFAR10-IID
(with 20% attackers), our method achieved the lowest ASR compared to
the other methods, which (except FLAME) failed to counter the BA. For
CIFAR10-non-IID (with 10% of attackers), only FLAME and our method
stayed robust against the attack. For CIFAR10-non-IID (with 20% of at-
tackers), only FLAME and our method were able to mitigate the attack
compared to the other methods, which failed against it.

To sum up, our defense performed effectively against label-flipping
attacks, while it improved over the state-of-art methods against back-
door attacks.

Next, we will explore the effects of various hyper-parameters and
components on our defense approach while keeping the attacker ratio
fixed at 20%.

Impact of the explained variance threshold. We studied the impact
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(A) MNIST-non-IID (K′% = 20) (B) CIFAR10-IID (K′% = 20)

(C) CIFAR10-non-IID (K′% = 10) (D) CIFAR10-non-IID (K′% = 20)

FIGURE 6.3: Robustness against backdoor attacks

of the explained variance threshold τ on the performance of our defense.
We used values of τ ∈ {50%, 60%, 70%, 80%, 90%, 95%} in the CIFAR10-
non-IID benchmark under the backdoor attack. Figure 6.4 shows the
overall accuracy and the attack success rate for different threshold val-
ues. It can be seen that higher threshold values for the explained vari-
ance (up to 90%) mitigated the attack better. However, a threshold greater
than 90% achieved almost the same performance as 90%. This justifies
our choice of τ = 90%.

Impact of the local data distribution. We studied the impact of the
local data distribution on the performance of our defense in the CIFAR10
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FIGURE 6.4: Impact of the explained variance thresh-
old

benchmark under the label-flipping and backdoor attacks. We gener-
ated local data with different degrees of non-IIDness using different val-
ues of the Dirichlet distribution parameter α ∈ {0.5, 0.7, 1, 3, 5, 10, 20}.

TABLE 6.5: Impact of the non-IIDness of the local
data distribution on the performance of our defense
using the α parameter of the Dirichlet distribution in
CIFAR-10. Lower values of α correspond to higher

non-IIDness.

α→ 0.5 0.7 1 3 5 10 20
Attack↓ Metric↓

LF

TE 0.93 0.92 0.90 0.89 0.88 0.87 0.87
All-Acc% 70.34 72.90 74.16 74.84 75.65 75.16 75.26
Src-Acc% 53.52 64.3 65.40 63.60 64.54 63.51 63.75
ASR% 21.03 15.52 13.24 13.71 14.40 13.43 12.72

BA All-Acc% 71.48 73.36 74.67 75.42 75.43 75.85 75.95
ASR% 9.32 21.44 27.31 7.85 6.36 5.21 3.77

Table 6.5 shows that the higher the non-IIDness of local data, the
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lower the overall accuracy. In fact, the non-IIDness of the local data
of peers is a challenge to the performance and convergence of FL, as
it has been observed in several FL works such as Zhang and Li, 2021;
Zhang and Li, 2022. It can also be seen that higher non-IIDness (lower
α) of the local data distribution corresponds to higher LF ASRs and
lower BA ASRs. A possible explanation for these opposite behaviors
is that the high divergence in local updates caused by high non-IIDness
i) makes it more challenging to differentiate between good and poisoned
updates and thus increases the LF ASR, and ii) highly perturbs the few
BA-related weights in poisoned updates and thus renders BAs less ef-
fective. Nevertheless, our defense, in general, was able to mitigate the
attack impact without losing much accuracy on the main task.

Impact of feature similarity between the source and target class.
We studied the impact of the similarity in features between the source
and the target class samples on the attack’s performance and our de-
fense’s performance. We conducted the LF attack in the CIFAR10-non-
IID benchmark with FedAvg and our defense. Also, we conducted the
attack with FedAvg when no attack was performed and used it as a base-
line. We adopted the following three attack scenarios:

1. Source and target classes with high feature similarity: the attackers
flipped the examples with the label Dog to Cat.

2. Source and target classes with moderate feature similarity: the at-
tackers flipped the examples with the label Truck to Car.

3. Source and target classes with high feature dissimilarity: the at-
tackers flipped the examples with the label Frog to Plane.

Table 6.6 shows the obtained results. We can see that the higher the
feature similarity between the source and the target classes, the higher
the attack success rate. That is because the more similar the two classes’
features, the larger the overlapping between their decision boundaries,
which makes the attacker’s task easier. This also explains why ASR was
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TABLE 6.6: Impact of feature similarity between the
source and target class

Source-Target→ Dog-Cat Truck-Car Frog-Plane
Metric↓ Method↓

All-Acc%
Baseline 75.88 75.88 75.88
FedAvg 75.22 74.38 74.84
Ours 74.16 74.18 74.21

Src-Acc%
Baseline 66.70 79.50 85.51
FedAvg 44.20 65.10 83.93
Ours 65.41 78.90 86.00

ASR%
Baseline 14.90 6.73 0.41
FedAvg 29.60 18.30 0.88
Ours 13.24 7.61 0.47

about 15% with the Dog-Cat scenario (when no attack was performed).
On the other hand, the more distinct the features of the two classes, the
clearer the separation between their decision boundaries, which makes
the attack less effective, as with the Frog-Plan scenario.

We could also see that our defense effectively protected against the
attack with all scenarios and achieved an ASR close to the baseline.

Effectiveness of scaling similarity scores by training rounds. The
attackers may perform a timing attack to trick our defense and achieve
higher ASR. We considered a scenario where the attackers behave hon-
estly until they accumulate large similarity scores and then maliciously
behave in the last training rounds to have a greater impact on the ag-
gregated model. We performed the LF attack with the CIFAR-non-IID
benchmark in the last (10th) training round. We then used our defense
(without and with the scaling factor) to counter the attack. Figure 6.5
shows the effectiveness of the scaling factor against this adaptive LF at-
tack. With scaling, we achieved a higher source class accuracy and a
lower attack success rate.

Impact of the attackers’ malicious behavior rate. The attackers may
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FIGURE 6.5: Effectiveness of scaling similarity scores
by training rounds

also follow another strategy to increase the attack impact in the aggre-
gated global model by not always acting maliciously. To study the im-
pact of this strategy, we simulated the LF attack in CIFAR10-non-IID
when the attackers launched the attack, at each local epoch, with a prob-
ability p′ ∈ {0%, 25%, 50%, 75%, 100%}. Table 6.7 shows that our de-
fense was effective against all the malicious behavior rates of the attack-
ers.

TABLE 6.7: Impact of the attackers’ malicious behavior
rate (p′)

Metric↓, p′ → 0% 25% 50% 75% 100%
TE 0.85 0.86 0.86 0.88 0.90
All-Acc% 75.25 75.12 74.93 74.31 74.16
Src-Acc% 65.01 65.25 65.54 64.83 65.41
ASR% 13.42 12.97 13.14 13.45 13.24

Runtime overhead. We measured the CPU runtime of our method
and compared it with that of the other methods. Table 6.8 shows the
per-iteration server runtime overhead in seconds for each method. The
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results show that our method ranked second best after FoolsGold, which
achieved the smallest runtime (excluding FedAvg, which just averages
updates and is not meant to counter any attacks). Nevertheless, the run-
time overhead of our method can be viewed as a good investment, given
its effectiveness at combating the targeted attacks.

TABLE 6.8: CPU runtime per iteration on the server
side (in seconds). Boldfaced values are the smallest
runtimes among all defenses, excluding FedAvg. Un-

derlined values are the second-smallest runtimes.

Benchmark↓Method→ FedAvg Median TMean MKrum FGold Tolp FLAME Ours
MNIST-CNN 0.0091 0.1110 0.0895 0.0297 0.0137 0.3783 0.0220 0.0170
CIFAR10-ResNet18 0.1993 1.6784 1.4432 1.9461 0.2966 1.1480 3.3530 0.6616
IMDB-BiLSTM 0.2000 2.0813 1.7949 2.2210 0.2985 0.5755 3.4681 0.5245

6.5 Conclusions

We have studied the behavior of targeted attacks against FL and we have
found that robust features for attack detection can be extracted from
the gradients of the last layers of deep learning models. Accordingly,
we have engineered robust discriminative features for attack detection
by computing the peer-wise similarities of gradient directions and then
compressing them using PCA to reduce redundant information. Then,
we have built on the engineered features to design FL-Defender, a novel
and effective method to defend against attacks. FL-Defender re-weights
the peers’ local updates during the global model aggregation based on
their historical deviation from the centroid of the engineered features.
The empirical results show that our method performs very well at de-
fending against label-flipping attacks regardless of the peers’ data dis-
tribution or the model size. Also, it improves over the state of the art at
mitigating backdoor attacks. Besides, it maintains the benign model per-
formance on the main task and causes minimal computational overhead
on the server.
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Chapter 7

Enhanced security and
privacy via fragmented
federated learning

Achieving a balance between accuracy, privacy, and security is a tough
challenge for FL (Li et al., 2020; Kairouz et al., 2019; Blanco-Justicia et
al., 2021). On the one hand, good updates may reveal private infor-
mation, whereas poisoned updates can compromise the model’s avail-
ability and/or integrity. On the other hand, enhancing privacy through
update distortion can harm accuracy, while doing so through update ag-
gregation can harm security as it prevents the server from filtering out
poisoned updates.

Our goal in this chapter is to address the following puzzle: “Can we
prevent a semi-honest server from performing privacy attacks on individual up-
dates while learning an accurate global model and ensuring protection against
poisoning attacks?”

To do so, we propose fragmented federated learning (FFL), a framework
in which peers randomly exchange fragments of updates among them
before sending them to the server. In particular, we bring the following
contributions:
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• We propose a novel lightweight protocol that i) allows peers to
privately exchange and mix random fragments of their updates,
ii) enables the server to correctly aggregate the global model from
the mixed updates, and iii) prevents the server from recovering the
complete original updates or linking them to their originators.

• We propose a new reputation-based defense tailored to FFL against
security attacks. Specifically, the server selects peers for training
and adaptively aggregates their mixed updates according to their
global reputations. Also, honest peers do not exchange fragments
with peers having low local reputations. Reputations are com-
puted based on the quality of the updates the peers send and the
fragments they exchange.

• We provide extensive theoretical and empirical analyses to assess
the accuracy, privacy and security offered by FFL, and we quantify
the computation overhead and communication cost it incurs.

The contributions in this chapter have been published in (Jebreel et
al., 2022a).

This chapter is organized as follows. Section 7.1 describes the attacks
being considered. Section 7.2 presents the fragmented federated learn-
ing framework. Section 7.3 and Section 7.4 provide privacy and security
analyses of FFL. Section 7.5 and Section 7.6 provide convergence and
complexity analyses of FFL. Section 7.7 details the experimental setup
and evaluates our approach w.r.t. accuracy, robustness against attacks,
and runtime. Section 7.8 gathers the conclusions.

7.1 Attack models

Privacy attack model. We focus on a semi-honest server As, who follows
the protocol honestly, but tries to infer information about the private
local data of peers. Even though privacy attacks may also be orches-
trated by peers based on the successive global models, the performance
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of such attacks is quite limited and degrades significantly as the num-
ber of peers increases (Melis et al., 2019). Server-side attacks are much
stronger, especially when the server sees local updates individually and
can link them to their originators. Chapter 3 has discussed several pri-
vacy attacks against FL. To mount any of those attacks, the server needs
to access individual local updates. Therefore, our goal is to disable pri-
vacy attacks by preventing the server from obtaining the peers’ original
updates.

Security attack model. In our work, we consider a number of at-
tackers K′ ≤ K/5, that is, no more than 20% of the K peers in the system.
Although some works in the literature assume larger percentages of at-
tackers, finding more than 20% of attackers in real-world FL scenarios
is highly unlikely. For example, with the millions of users (Davenport
and Davenport, 2018) of Gboard (Hard et al., 2018), controlling even a
small percentage of user devices requires the attacker(s) to compromise
a large number of devices, which demands huge effort and resources
and is therefore impractical. We assume the K′ attackers carry out two
types of attacks: (1) untargeted attacks based on Gaussian noise (Li et al.,
2019b; Wu et al., 2020b) and (2) targeted attacks based on label-flipping
(Biggio, Nelson, and Laskov, 2012; Fung, Yoon, and Beschastnikh, 2018).
Furthermore, we assume that the attacker(s) have no control over the
server or the honest peers.

7.2 Fragmented federated learning

In this section, we present the fragmented federated learning (FFL) frame-
work. First, we give an overview of our framework and then present its
design and protocols in detail. Table 7.1 summarizes the notation used
in this chapter.
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TABLE 7.1: Notation used in this chapter

Notation Description
W Federated learning model or update
Wt Model or update at round t
|W| Number of model parameters
λ Bitlength of a parameter
wl Weight matrix of layer l
bl Bias vector of layer l
σl Activation function of layer l
D Dimensionality of the model
L Number of layers of the model
DL Last-layer dimensionality
K Number of peers
A Aggregator server
T Number of training rounds
C Fraction of selected peers
n Number of selected peers
S Set of selected peers
Sc Set of candidate peers
E Number of local epochs
BS Size of local batch size
η Local learning rate
Wk peer k’s update
Wk,i i-th parameter of Wk
K′ Number of malicious peers
γt Global reputation vector held by the server at time t
γt

k Global reputation given by the server to peer k at time t
Q1x First quartile of the values of magnitude x
ζt

k Local reputation vector held by peer k at time t
ζt

k,j Local reputation given by peer k to peer j at time t
p Large prime (2048-bit long)
Gp Multiplicative group of integers mod p
g Generator of Gp
PRNG(.) Public pseudo-random number generator
EncpkA (·) Encryption under A’s public key
DecskA (·) Decryption under A’s private key
(Wk)mix peer k’s mixed update
(Wk)

′
mix peer k’s encrypted mixed update

srk Seed to generate k’s one-time pad (OTP)
rk OTP used to encrypt k’s fragments
m Binary mask: vector of 0’s and 1’s
¬m 1’s complement of m

7.2.1 Overview

Fig. 7.1 shows an overview of the FFL framework. The key idea is to
have the peers randomly fragment and mix their updates before send-
ing them to the server. Specifically, two peers agree on some symmetric
random indices in their update vectors and exchange the parameters
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FIGURE 7.1: Overview of the FFL framework

of those indices after they are encrypted. The peers then send the en-
crypted mixed updates to the server instead of their original updates.
Since exchanging parameters is done without changing their original
coordinate positions, the server can calculate the average of the mixed
updates after decrypting the encrypted mixed updates and obtain the
same updated global model that would result from averaging the origi-
nal updates.
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Sending mixed updates instead of the original ones breaks the link
between the updates and their originators, and does not give the server
direct access to individual updates. Thus, FFL prevents a semi-honest
server from mounting powerful privacy attacks. Also, the global model’s
accuracy is preserved because the parameters of the exchanged frag-
ments are kept unaltered. Yet, exchanging fragments between peers
should neither impose significant communication or computation over-
heads nor protect against server-side privacy attacks at the price of fa-
cilitating peer-side privacy attacks.

Thus, we design a fragment exchanging protocol based on lightweight
cryptographic tools to: i) allow the peers to exchange and mix random
fragments of their updates while incurring very minor communication
and computation overheads, ii) prevent peers from seeing each other’s
original fragments, and iii) allow the server to correctly compute the
updated global model from the mixed updates without being able to
recover the individual original updates or link them to their originators.

However, averaging updates to compute the global model goes against
countering security attacks. Also, the design of the exchange protocol
gives n′ attackers the chance of poisoning 2n′ coordinates. We tackle
both issues by designing a novel reputation-based defense tailored for
FFL that builds trust in peers based on the quality of the mixed up-
dates they send and the fragments they exchange. Specifically, the server
holds a global reputation vector and uses it to select peers for training
and adaptively aggregate their mixed updates. A peer who repeatedly
sends poisoned mixed updates will have a lower global reputation, and
thus will not be selected in future training rounds. Also, the mixed up-
dates she sends will have little to no influence on the global model ag-
gregation. On the other hand, each peer holds a local reputation vec-
tor and uses it to decide whether to exchange fragments with the other
peers. The local reputation increases or decreases based on the quality
of the fragments exchanged by peers. An attacker who exchanges poi-
soned fragments with honest peers will eventually find no honest peer
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to exchange with. The similarity between the mixed updates and their
centroid is used to measure their quality.

7.2.2 FFL design

There are K + 1 parties in the FFL framework: K peers and an aggrega-
tor server A. We assume that K′ peers (with K′ ≤ K/5) may be mali-
cious and attack the global model’s availability or integrity by sending
poisoned updates to A. Also, we assume that the aggregator server is
semi-honest and may use the peers’ updates to infer information about
their local private data. Before starting any training task, A generates
a public/private key pair (pkA, skA) and broadcasts pkA to the K peers.
Then, the server uses the metadata of the peers’ devices (like IP or MAC
addresses) to register them into the system. After that, A assigns each
peer a unique pseudonym. All parties are assumed to possess pairwise
secure communication channels using communication protocols such as
TLS or HTTPS and communicate with each other using pseudonyms.

Protocol 2 formalizes the framework we propose. At the first global
training round, A starts a federated learning task by initializing the
global model W0 and the global reputation vector γ0 ∈ RK. The global
reputation vector γ is used to select peers for training and re-weight
their mixed updates in the global model aggregation. Also, each peer k
initializes a local reputation vector ζ0

k ∈ RK−1 that is used to store a local
reputation value for each peer in the system different from k. In the first
global training round, both γ0 and ζ0

k are initialized with zero vectors.
Later in this section, we explain how γ and ζk are calculated and used
in our framework.

Adaptive selection of peers. At each round t, A uses Procedure 1
to select a set S of potential honest peers. First, the first quartile of the
global reputation Q1γt is computed. Then, peers with a global reputa-
tion greater than or equal to Q1γt are assigned to the candidate set Sc.
Finally, the server selects a random set S of n = max(C · |Sc|, 2) peers
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from Sc. As we explain later in this section, we expect the attackers (up
to 20%) to have global reputations less than Q1γt . Note that, in the stan-
dard FL setting, n = max(C · K, 1), but we replace 1 by 2 because FFL
needs at least 2 peers to be applicable. After that, A sends the global
model Wt to the peers in S through a secure channel. The server also
adds the pseudonyms of the selected peers to a public board seen by all
peers.

Local training. Each peer k ∈ S trains the received model on her
private local data to obtain her local update Wk. Then, k scales her com-
puted local update by the number of data points she holds, dk. The next
step is for k to randomly select another peer j from the public board to
exchange a fragment of her encrypted update Wk with her.

Peer selection for exchange. To avoid making herself a bridge for
poisoning the global model, k uses her local reputation vector ζt

k to de-
cide whether to exchange fragments with any other peer j. To do so, k
computes the first quartile of her local reputation vector Q1ζt

k
and as-

signs the peers in the public board that have local reputations greater
than Q1ζt

k
to the set Sck. Then, k selects a random peer j from Sck and

asks her to exchange fragments. When j receives the request from k for
fragment exchange, she checks the local reputation of k, ζt

j,k, and if ζt
j,k <

Q1ζt
j
, j rejects k’s request for exchange. Otherwise, j accepts to exchange

fragments with k, and they call protocol EXCHANGE_FRAGMENTS.
At the end of the protocol, both k and j obtain two encrypted mixed
updates with their corresponding encrypted one-time pad (OTP) seeds:
(Wk)′mix and EncpkA

(srj ) for peer k, and (Wj)′mix and EncpkA
(srk ) for peer j,

and send them to A. Note that the seeds to generate the mixed updates’
OTPs are encrypted under A’s public key and swapped between k and
j. Later in this section, we detail how local reputations are computed.

Fragments exchanging and mixing. The protocol for exchanging
fragments is key in our approach. We design this protocol to privately
and efficiently exchange fragments of updates between peers. Specifi-
cally, a peer k (the Initiator) seeks to exchange a random fragment of her

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



7.2. Fragmented federated learning 107

Procedure 2: Fragmented federated learning
Input: K, C, BS, E, η, T
Output: WT , the global model after T training rounds

1 A initializes W0, γ0 = {γ0
k = 0}K

k=1;
2 for each peer k ∈ [1, K] do
3 k initializes ζ0

k = {ζ0
k,j ̸=k = 0};

4 end
5 for each round t ∈ [0, T − 1] do
6 S←SELECT_peerS(C, γt);
7 A sends Wt to all peers in S
8 for each peer k ∈ S in parallel do
9 k calls (Wt+1

k )′mix , EncpkA
(srj )← peer_UPDATE(k, Wt);

10 k sends (Wt+1
k )′mix , EncpkA

(srj ) to A;
11 A decrypts EncpkA

(srj ) with its private key to obtain srj ;
12 A generates rj ← PRNG(srj );
13 A decrypts (Wt+1

k )′mix with rj as (Wt+1
k )mix ← (Wt+1

k )′mix ⊕ rj;
14 end
15 COMPUTE_SIMILARITY();
16 UPDATE_REPUTATIONS();
17 Let νt be the computed trust vector from Expression (7.8);
18 A aggregates Wt ← 1

∑k∈S dk
∑ νt

k(Wt+1
k )mix ;

19 end
20 Function peer_UPDATE(k, Wt)
21 Wk ←Wt;
22 for each local epoch e ∈ [1, E] do
23 for each batch β of size BS do
24 Wk ←Wk − η∇L(Wk , β);
25 end
26 end
27 Wk ← dkWk ;
28 exchanged=false;
29 Let Q1ζt

k
be the first quartile in ζt

k ;

30 Let Sck be the set of peers with local reputations greater than Q1ζt
k
;

31 while not exchanged do
32 j← select a random peer of Sck ;
33 if ζt

j,k ≥ Q1ζt
j

then

34 (Wmix)′ , EncpkA
(srj )← EXCHANGE_FRAGMENTS(k, j);

35 exchanged=true;
36 return (Wmix)′ , EncpkA

(srj );
37 end
38 end
39 end
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Procedure 1: Adaptive selection of peers
1 SELECT_peerS(C, γt):
2 Sc← [ ];
3 Let Q1γt be the first quartile of γt;
4 for each global reputation γt

k ∈ γt do
5 if γt

k ≥ Q1γt then
6 Add(k, Sc);

7 n← max(C · |Sc|, 2);
8 S← select a random set of n peers from Sc;
9 return S;

update with another peer j (the Acceptor). Both peers leverage a key ex-
change protocol to jointly generate two complementing masks used to
fragment their updates. The fragments are then encrypted using one-
time pads, that is, random sequences added to the fragments, that allow
Initiator and Acceptor to combine their updates but prevent each other
from accessing their counterpart’s update parameters. These one-time
pads can only be removed by the central server after they have been
mixed using the secret information provided by both peers.

Let PRNG(·) be a public pseudo-random number generator that takes
an integer as a seed. Let Gp be the multiplicative group of integers
modulo a large prime p (2048-bit long), and g a generator of the group.
All subsequent operations with vectors are performed coordinate-wise.
Protocol EXCHANGE_FRAGMENTS is as follows:

1. Peer k randomly generates integers a, srk and sρk , and sends ga

mod p and EncpkA (srk ) to j.

2. Peer j generates integers b, srj and sρj and computes gb mod p,
rj = PRNG(srj ) and ρj = PRNG(sρj ), with the last two numbers
having bitlength |W|λ (the bitlength of an update, that is, number
of parameters times the bitlength of a parameter). Peer j gener-
ates a mask m = PRNG(gab mod p) of 0’s and 1’s of bitlength |W|
(equal to the number of update parameters) and its 1-complement
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inverse mask ¬m such that m ⊕ ¬m = 1|W| (adding modulo 2 a
mask to its 1-complement inverse yields the all ones mask). Then,
peer j sends gb mod p, EncpkA (srj ), Wj ⊕ rj ⊕ ρj, and (Wj ⊙¬m)⊕
ρj to k, where ⊙ is an operator between an update and a mask that
preserves the i-th update parameter if the i-th mask bit is 1, and
clears to 0 the i-th update parameter if the i-th mask bit is 0.
The random uniform binary mask m will be used to fragment both
peer j’s and peer k’s updates. Also, both rj and ρj are OTPs known
to j only, and used by peer j to hide her original fragments from
peer k.

3. Peer k computes rk = PRNG(srk ) and ρk = PRNG(sρk ) both of
length |W|λ. Peer k generates m = PRNG(gab mod p) and its in-
verse ¬m. Then, peer k computes her encrypted mixed update as
follows:

(Wk)
′
mix = (Wk)mix ⊕ rj

= Wk ⊕ (Wk ⊙m)

⊕ (Wj ⊕ rj ⊕ ρj)⊕ ((Wj ⊙¬m)⊕ ρj). (7.1)

In Expression (7.1), the result of subexpression Wk ⊕ (Wk ⊙ m) is
to clear to 0 all parameters of Wk at coordinates where the mask m
has a 1. On the other hand, subexpression Wj⊕ (Wj⊙¬m) clears to
0 all parameters of Wj where the mask m has a 0. Bitwise adding
both subexpressions yields the mixed update (Wk)mix. Note that
the two appearances of ρj cancel each other and rj encrypts the
mixed update into (Wk)

′
mix. Since the mask m is random, the mixed

update can be expected to contain the same number of 1s and 0s.
Hence, (Wk)mix can be expected to contain half of the coordinates
from Wj and the other half from Wk. Another important remark
is that the mixed update is encrypted using rj, whereas peer k has
only EncpkA (srj ), so k cannot obtain the full cleartext mixed update.

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



110 Chapter 7. Enhanced security and privacy via fragmented FL

After that, peer k sends (Wk ⊕ rk ⊕ ρk), and (Wk ⊙ ¬m)⊕ ρk to j.
She also sends (Wk)

′
mix , EncpkA (srj ) to the server.

Receiving EncpkA (srj ) allows the server to decrypt the encrypted
mixed update but does not allow it to extract any original fragment
separately or link it to the fragment’s originator, as we show in
Section 7.3. Moreover, the use of the Diffie-Hellman key exchange
method (Diffie and Hellman, 1976) to generate seed gab ensures
that no one but peer k and peer j knows the generated mask m.

4. Similarly, peer j computes her encrypted mixed update as:

(Wj)
′
mix = (Wj)mix ⊕ rk

= Wj ⊕ (Wj ⊙m)

⊕ (Wk ⊕ rk ⊕ ρk)⊕ ((Wk ⊙¬m)⊕ ρk).

(7.2)

Finally, peer j sends (Wj)
′
mix , EncpkA (srk ) to the server.

A naive and simpler way to exchange fragments would be to encrypt the
updates coordinate by coordinate by using the server public key before
exchanging fragments. However, this would cause significant commu-
nication and computation overheads for both the server and the partici-
pants. Instead, our protocol uses OTPs as a means to encrypt the mixed
updates. In other words, we rely on symmetric-key encryption, which
is much more efficient when dealing with models that may contain mil-
lions of parameters.

Decryption of encrypted mixed updates. When at training round
t the server receives a mixed encrypted update (Wt+1

k )′mix and its cor-
responding encrypted seed EncpkA (srj ), it uses its private key to ob-
tain the clear seed srj = DecskA (EncpkA (srj )). Then A regenerates rj us-
ing srj as a seed to PRNG(·) and bitwise adds rj to (Wt+1

k )′mix to obtain
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(Wt+1
k )mix. A does the same for all k ∈ S to get the plain mixed updates

{(Wt+1
k )mix|k ∈ S}.

Computation of reputation and trust values. We explain how rep-
utations are computed and used to neutralize potential attackers in the
system. First, the similarities between the mixed updates and their cen-
troid are computed to measure their quality. Second, the global and local
reputations are updated based on the computed similarities. Third, the
global reputations are used to compute the trust values for the senders
of the mixed updates, and these trust values finally weight the mixed
updates when aggregating them to obtain the new global model. The
above three steps are detailed next:

1. Compute similarity. In this procedure, the server computes the cor-
responding mixed gradients of the set {(Wt+1

k )mix|k ∈ S}. For a mixed
update (Wt+1

k )mix, A computes its corresponding gradient as

(∇t
k)mix = (Wt − (Wt+1

k )mix)/η. (7.3)

The impact of untargeted attacks is expected to be evident in the mag-
nitudes of whole poisoned updates, whereas the impact of the targeted
attacks is expected to be more evident in the last-layer gradients that
carry the indicative features and map directly to the prediction prob-
ability (Fung, Yoon, and Beschastnikh, 2020). Therefore, we indepen-
dently analyze the whole mixed gradients and the last layer of mixed
gradients and then combine the results to simultaneously counter both
untargeted and targeted attacks. To do so, A first computes the magni-
tude of each mixed gradient and obtains {||(∇t

k)mix|||k ∈ S}. Then, it
computes the median of the computed magnitudes, medt

mix. Since most
mixed updates are good, medt

mix is expected to fall amid good mixed
updates. After that, A computes the distance between medt

mix and each
magnitude ||(∇t

k)mix|| as

dst
k = |medt

mix − ||(∇t
k)mix|||. (7.4)

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



112 Chapter 7. Enhanced security and privacy via fragmented FL

For each peer k, dst
k represents how far the magnitude of the peer’s

mixed update is from medt
mix. In the case of untargeted attacks, poi-

soned mixed updates are expected to deviate more from medt
mix and

thus result in larger dst values. It would also be possible to compute dis-
tances based on the updates themselves and the median update rather
than their magnitudes, but this would cause a higher computational
overhead on the server. To capture the behavior of targeted attacks,
A extracts the mixed gradients of the last layer L and obtains the set
{(∇t

k)mix,L|k ∈ S}. Then, A computes medt
mix,L as the coordinate-wise

median of the previous set. Since honest peers share the same objec-
tive and are a majority, the median of the mixed last-layer gradients is
expected to lie in the same direction as the honest peers’ last-layer gradi-
ents. Thus, A computes the cosine similarity between medt

mix,L and each
(∇t

k)mix,L as

cst
k = cos φ =

(∇t
k)mix,L ·medt

mix,L

||(∇t
k)mix,L||·||medt

mix,L||
. (7.5)

This yields a cosine similarity value cst+1
k ∈ [−1, 1] for each peer’s mixed

update. Note that poisoned mixed updates, being a minority, can be
expected to have lower cosine similarity with medt

mix,L than good mixed
updates.

To compute a combined similarity value that captures the behaviors
of both untargeted and targeted attacks, A performs the following steps:

1. Normalize and invert the computed distances into the range [0, 1]
as dst

k = 1− dst
k/maxj∈S(dst

j).

2. Normalize the cosine similarity vector cst into the range [0, 1] as
cst

k = (cst
k + 1)/2.

3. Compute the aggregated similarity value of k as simt
k = αdst

k + (1−
α)cst

k .
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In this way, smaller simt
k values are likely to correspond to potential poi-

soned mixed updates. The hyperparameter α ∈ [0, 1] is used to tune the
simultaneous detection of untargeted and targeted attacks.

2. Update reputations. After computing the vector simt containing
similarities for all peers k ∈ S, A updates the global reputations of those
peers as

γt+1
k = γt

k + (simt
k −Q1simt ), (7.6)

where Q1simt is the first quartile of similarity values. Based on its com-
puted similarity simt

k, k’s global reputation increases or decreases: a
similarity less than Q1simt causes a reputation decrease and may lead
to negative reputation. If k is an attacker and always sends poisoned
mixed updates, its global reputation will get smaller and smaller and
thus he will be excluded by the server from future selection for training.
However, an honest peer k could also experience a reputation decrease
if she sent an update with a poisoned fragment during the exchange.
Therefore, A also sends simt

k − Q1simt to k, who uses it to update the
local reputation of the peer j with whom k has exchanged fragments in
training round t:

ζt+1
k,j = ζt

k,j + (simt
k −Q1simt ). (7.7)

This ensures that, when k obtains a small similarity value because of
j’s poisoned fragment, she reduces j’s local reputation. As a result, if j
exchanges poisoned fragments with the other peers, she will get a bad
local reputation among all honest peers and thus become an outcast, so
that no honest peer will accept to exchange fragments with him in the
future.

3. Adaptive model aggregation. The server adaptively aggregates the
received mixed updates using the global reputations of their senders.
First, A computes the trust vector νt as

νt = max(tanh (γt+1 −Q1γt+1), 0). (7.8)
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The hyperbolic tangent function (tanh) squashes its negative inputs into
the range [−1, 0[, and its positive inputs into the range ]0, 1]. Since the
attackers are expected to have values lower than Q1γt+1 , tanh will make
their trust scores in νt less than 0. The maximum in Expression (7.8) sets
the attackers’ trust values to 0. Note that, since the reputations of honest
peers are likely to increase in every training round, their trust scores
will converge to 1 as training evolves, due to the use of tanh. Finally, the
server uses the values in the computed trust vector νt to re-weight and
aggregate the mixed updates (line 18 of Protocol 2). Since the attackers’
trust values are 0, their updates are neutralized in the aggregation.

7.3 Privacy analysis

In this section, we theoretically demonstrate the effectiveness of FFL
against privacy attacks.

7.3.1 Privacy between peers

Proposition 1. Two peers j and k exchanging fragments in Protocol EX-
CHANGE_FRAGMENTS do not learn each other’s fragments.

Proof. Since the protocol is symmetric, we only need to prove that peer k
does not learn peer j’s fragments. peer k receives the following from peer
j: gb mod p, EncpkA (srj ), Wj ⊕ rj ⊕ ρj, and (Wj ⊙ ¬m)⊕ ρj. Then peer
k can compute the common mask m, but she cannot decrypt srj , which
would allow her to re-create rj. However, peer k can add Wj ⊕ rj ⊕ ρj

and (Wj ⊙ ¬m) ⊕ ρj, which, combined to k’s knowledge of m, allows
k to learn the bits of rj that encrypt parameters for which bits in the
mask are 0. However, in the mixed update (Wk)mix computed by peer
k in Expression (7.1), all parameters from peer j corresponding to mask
positions equal to 0 are cleared to 0. Hence, the bits of rj discovered by
k do not allow her to retrieve any parameter of j.
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Note that a third-party intruder observing the exchange of fragments
cannot do better than any of the two peers at learning the other peer’s
parameters. In fact, the intruder is likely to be in a worse position, be-
cause he does not know m unless it is leaked by one of the peers.

7.3.2 Unlinking peers from their updates

Proposition 2. Given a mixed update (Wk)mix obtained by a peer k after ex-
changing fragments, the probability that a certain subset of u parameters in Wk

is entirely present in peer k’s mixed update (Wk)mix is (1/2)u.

Proof. By construction of Protocol EXCHANGE_FRAGMENTS, in the
mixed update (Wk)mix the original parameters of peer k are found only
where the mask m has bits with value 0. Now, the probability of a spe-
cific set of u positions in m being 0 is (1/2)u if the generator PRNG used
to obtain m is good.

A consequence of Proposition 2 is that mixing updates effectively un-
links them from their originators: indeed, the probability that a specific
set of parameters in the original update survives in the mixed update
decreases exponentially with the set size. The effectiveness of unlinking
updates against privacy attacks is examined in the next sections.

7.3.3 Robustness against membership inference attacks

Membership inference attacks (MIAs) (Nasr, Shokri, and Houmansadr,
2019; Melis et al., 2019) leverage a peer’s local update Wk to infer if a
specific data point (x, y) was part of her training data. In Nasr, Shokri,
and Houmansadr, 2019, a semi-honest server exploits the distinguish-
able pattern that (x, y) leaves on Wk. To carry out the attack, the server
trains a binary classifier using some available data containing member
and non-member data points and the components of a model trained
on the member data points. The binary classifier predicts a member-
ship score for any target data point (x, y). The membership score is the
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probability that (x, y) belongs to a target peer’s training data. The attack
components include: the calculated gradient vector on the data point,
the activations of the intermediate layers of the peer’s model, the activa-
tion of the output layer, and a scalar representing the loss of the model
on the data point. The authors demonstrate that the gradient vector on
the target data point is the most important component for the success of
the attack. According to the way a semi-honest server performs MIAs,
we can state the following proposition.

Proposition 3. Given a mixed update (Wk)mix of a peer k, it is not possible to
correctly predict the membership score of a target data point (x, y) belonging to
k by using (Wk)mix.

Proof. The binary classifier needs the learned pattern (that is, the cor-
rect attack components) to correctly predict the membership score of
(x, y). However, in FFL, the semi-honest server will compute an in-
termediate layer activation fk,l(x) = σl((wk,l)mix · x + (bk,l)mix) instead of
fk,l(x) = σl(wk,l · x + bk,l). This will result in random activations and a ran-
dom loss scalar as well. Based on that, calculating the gradient vector by
backpropagating from a wrong loss scalar through the parameters of a
mixed model will result in a completely random attack component, and
hence in a random membership score prediction for the data point (x, y).
Therefore, FFL prevents the semi-honest server from correctly predict-
ing the membership score of any target data point.

7.3.4 Robustness against property inference attacks

Property inference attacks (Ganju et al., 2018; Melis et al., 2019) try to
infer specific properties about the training data by recognizing patterns
within a peer’s local model. Melis et al., 2019 show how to infer proper-
ties of a peer’s training data that are uncorrelated to the main task fea-
tures. The idea of the attack is to use a peer’s update to infer properties
that characterize a subset of her training data. A semi-honest server can
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use some auxiliary data, with and without the property, to generate up-
dates with and without that property. Then, it uses the gradients of the
generated updates as input features to train a binary classifier. The bi-
nary classifier is used to distinguish if an input gradient was computed
on data with the same target property. Finally, when the server receives
a target peer’s update Wk, it extracts its gradient as

∇Wk =
W −Wk

η
. (7.9)

Then the server passes ∇Wk to the binary classifier to determine if the
peer’s data have the target property.

We can notice that, like the classifier in the MIA attack, the classifier
in this attack mainly depends on the original gradient vectors. FFL pre-
vents the server from obtaining the whole original gradient of the target
peer. In general, her mixed gradient is inconsistent with the pattern the
binary classifier was trained on. Thus, the classifier decision will most
likely be inaccurate.

7.3.5 Robustness against reconstruction attacks

Reconstruction attacks (Zhu and Han, 2020; Zhao, Mopuri, and Bilen,
2020; Geiping et al., 2020) are much stronger than the previous ones,
since they can extract both the original training inputs and the labels
from a peer’s local gradient. The idea behind these attacks is that a
peer’s update Wk is computed based on both the global model W and
the peer’s training data (xk , yk). Since a semi-honest server has both W
and Wk, it can obtain the training data by inverting the update gradient.
First, the server computes peer k’s gradient ∇Wk by using Expression
(7.9). After that, it tries to invert the gradient and to find the unknown
training data (xk , yk) that result in the same extracted gradient: it starts
by randomly initializing a dummy input x∗ and a label input y∗, and
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feeds these “dummy data” to the global model W to get “dummy gra-
dients” ∇W∗ as

∇W∗ = ∇L(W, (x∗, y∗)). (7.10)

Then, the server repeatedly modifies the dummy data in an adversarial
perturbation way, based on the difference between the dummy gradi-
ent ∇W∗ and peer k’s original gradient ∇Wk. A small distance between
∇W∗ and ∇Wk means that the dummy data are similar to the original
data. The authors of Zhu and Han, 2020; Zhao, Mopuri, and Bilen, 2020
use the Euclidean distance between∇Wk and∇W∗ as the objective func-
tion to modify the dummy data, whereas Geiping et al., 2020 employ the
cosine similarity. The objective function used in Geiping et al., 2020 is
given by

argminx∗ ,y∗

(
1− < ∇Wk ,∇W∗ >
||∇Wk||||∇W∗||

)
. (7.11)

Based on the above we can state the following proposition.

Proposition 4. A mixed gradient (∇Wk)mixed, sent by a peer k, cannot be
leveraged by the server to estimate a target data point (x, y) in k’s local data.

Proof. When using a mixed gradient (∇Wk)mixed instead of the original
∇Wk, the objective functions used in the reconstruction attacks will in
general result in a random reconstructed data point because in general
there is no original data point corresponding to that mixed gradient.

Proposition 4 guarantees that by providing the server with mixed
updates instead of the original ones, FFL effectively prevents the semi-
honest server from performing reconstruction attacks.

7.4 Security analysis

When exchanging fragments with another honest peer k, an attacker j′

can follow one of three strategies:
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• Strategy 1. Exchange her poisoned fragment with k and send a
poisoned mixed update to the server containing her other poi-
soned fragment and the good fragment of k. With an expected
number of n/5 attackers in a training round, there is a chance of
poisoning at most 2n′ = 2n/5 mixed updates and at most n′ = n/5
coordinates.

• Strategy 2. Exchange her poisoned fragment with k and send a
fully poisoned mixed update to the server. Thus, there is a chance
of poisoning at most 2n′ = 2n/5 mixed updates and at most 2n′ =
2n/5 coordinates.

• Strategy 3. Exchange her poisoned fragments with the other peers
and submit fully good updates to the server. The attacker does
this to increase his global reputation and discredit the honest peers
in front of the server. This strategy poisons fewer updates than
Strategies 1 or 2: at most n′ = n/5 mixed updates and at most
n′ = n/5 coordinates.

Now let us see how FFL can counter the above strategies and neu-
tralize the impact of poisoned mixed updates on the global model ag-
gregation. In Strategy 1, since the number of untouched good coordi-
nates is a majority (4n/5), the poisoned mixed updates will have less
similarity to the centroid of the mixed update. This lower similarity
will decrease the global reputations of both attackers and some honest
peers, and the local reputations of the attackers. But since an honest
peer is more likely to select another honest peer for the exchange, hon-
est peers will find an opportunity to increase their global reputations
and offset the harm caused by the attackers’ poisoned fragments. That
is because the probability of an honest peer selecting another honest
peer is (n − n′ − 1)/(n − 1) = (4n − 5)/(5n − 5), whereas the probabil-
ity of selecting an attacker is (n′)/(n− 1) = n/(5n− 5). Moreover, as the
training evolves, the attackers will obtain smaller and smaller local rep-
utations (less than the first quartile in the local reputation vectors). As
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a result, honest peers will not accept exchanging fragments with them.
This will force attackers to send their poisoned updates directly to the
server or keep them. If they send them, their global reputations will
decrease more and more to be below the first quartile Q1γ, which will
completely neutralize their influence on the global model, because they
will not be selected for future training. On the other hand, if they refrain
from sending their poisoned updates, they will neutralize themselves.
Note that, even if some attackers managed to have global reputations
slightly greater than the first quartile in the early training rounds, they
would have less influence on the global model aggregation than honest
peers, because they will have small trust scores. Fig. 7.2 shows an exam-
ple of how the average trusts of honest peers and attackers evolve as the
training evolves when the attackers follow Strategy 1. In Strategy 2, the

FIGURE 7.2: Peer average trust evolution during train-
ing in the CIFAR10-VGG16 benchmark

situation does not differ much. The attackers will get still lower similar-
ity values than under Strategy 1, because they send fully poisoned up-
dates, which will be farther from the centroid than the poisoned mixed
updates sent by the honest peers. This will be reflected in their global
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and local reputations, which will lead to attackers getting neutralized.
As for Strategy 3, the attackers will get good global reputations because
they always send good mixed updates; however, they will get low local
reputations with honest peers. This will deter honest peers from mak-
ing future exchanges with the attackers. Hence, the attackers will end
up being unable to poison the mixed updates sent by honest peers.

7.5 Convergence analysis

To prove the convergence of FFL, first we need to prove that applying
the adaptive aggregation in Protocol 1 on the mixed updates gives the
same result as applying FedAvg on the original updates when all peers
are honest.

Proposition 5. Given that parameters move among peers but remain in their
original coordinates when mixing updates, applying the adaptive aggregation
in Protocol 1 on the mixed updates when all peers are honest produces the same
result as applying FedAvg on the original updates.

Proof. Let gc : Rn 7→ R be the coordinate-wise average operator which
aggregates each coordinate independently from the others, and (W1,i ,. . . ,Wn,i)
be the i-th coordinate parameters for n local updates. Let π : Rn 7→ Rn

be a random permutation function that is applied to the i-th coordi-
nate parameters to yield one of n! possible permutations. Given the
permutation-insensitivity property of gc, it holds that

gc(W1,i , . . . , Wn,i) = gc(π(W1,i , . . . , Wn,i)) (7.12)

for any permutation function π. Hence, applying gc on mixed updates
will produce the same result as applying it on the original updates as
long as the exchanged parameters remain in their original coordinates.

FedAvg is a weighted average operator that aggregates the parame-
ters coordinate-wise proportionally to the number of data points of their
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senders. Let us assume the server gives a trust score of 1 to every sender
as they are honest. Given that each peer k weights her original local up-
date by her number of data points dk, the adaptive aggregation process
in Protocol 1 will produce the same global model as applying FedAvg
on the original local updates.

Proposition 6. Given the process in Protocol 1, the convergence of FFL is
guaranteed as long as FedAvg converges.

Proof. Given Proposition S.5, we just need to prove that FFL fulfills two
conditions: 1) it removes poisoned mixed updates from model aggrega-
tion and 2) it does not modify the parameters of good mixed updates in
the adaptive aggregation phase.

Condition 1: As the training evolves, the attackers who exchange
poisoned fragments or send poisoned updates are expected to obtain
low global and local reputations and thus not be selected by the server
or honest peers for future training or fragments exchange. Therefore,
poisoned mixed updates are expected to be removed from the global
model aggregation.

Condition 2: As the training evolves, peers with global reputations
greater than Q1γ are expected to be honest and thus be repeatedly se-
lected by the server for future training rounds. This will make their
global reputations greater and greater, and thus their trust values will
converge to 1 due to the use of the tanh functions. That is,

lim
t→∞ tanh ((γt

k|γ
t
k > Q1γt )−Q1γt ) = 1. (7.13)

As a result, the parameters of the mixed updates of those peers will stay
unaltered. Since honest peers above Q1γ are about 75% of the K peers
in the system, the average of their mixed updates is expected to be an
unbiased estimator of the average of the K peers’ original updates when
all peers are honest. Let W∞

∗ be the global model obtained when all peers
are honest, and let (W∞

k )mix and W∞
k be, respectively, peer k’s mixed and
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original updates, after ∞ iterations. Let H be the set of expected honest
peers with global reputations greater than Q1γt . Then we have

lim
t→∞

1
∑k∈H dk

∑
k∈H

νt
k(Wt

k)mix ≃
1

∑k∈H dk
∑

k∈H
(W∞

k )mix

≃ 1
∑k∈H dk

∑
k∈H

dkW∞
k ≃W∞

∗ .
(7.14)

This shows that Condition 2 is satisfied.

7.6 Complexity analysis

In this section, we analyze the computation and communication cost
overheads of FFL.

7.6.1 Computation overhead of FFL

We examine the computation overhead added by FFL to standard FL for
the server and peers, and we compare it with related works in the state
of the art. We also consider the last-layer dimensionality DL when look-
ing at FFL and FoolsGold (Fung, Yoon, and Beschastnikh, 2020). Note
that the last layer usually contains a very small number of parameters
compared to the whole model parameters and thus has a much lower
dimensionality. For example, in the VGG16 model we use in our experi-
ments, the model contains about 15 million parameters, whereas its last
layer contains about 250K parameters.

Server side. The computation overhead on the server side can be
broken down into the following parts: (1) selecting peers for training
based on their global reputations, which costs O(n); (2) decrypting n
encrypted seeds and their corresponding n OTP-encrypted mixed up-
dates, which costsO(nc + nD), with c being a constant; (3) extracting the
gradients of the mixed updates, computing their magnitudes, comput-
ing the median of the computed magnitudes and the distances between
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the computed magnitudes and their median, which costs O(nD + nD +
n log n + n), (4) computing the median of the last-layer gradients of n
mixed updates and the cosine similarity between the last-layer gradients
to their median, which costs O(n log nDL + nDL); and (5) computing the
similarity vector simt, updating the global reputation vector and finally
computing the trust vector νt, which costs O(n). Therefore, the overall
computation overhead of the server is O(n(D + log n + DL log n + DL +
1)).

Peer side. The peer’s computation overhead can be broken down
into the following parts: (1) computing the first quartile of her local
reputation vector using the Quickselect algorithm, which costs O(n);
(2) computing the 2048-bit Diffie-Hellman power, which costs O(1); (3)
fragmenting the local update, encrypting two updates using the two
generated OTPs, and subtracting one OTP-encrypted update from the
other, which costs O(D + 2D + D); and (4) encrypting a 3072-bit seed
and finally updating the local reputation of a single peer in a single in-
dex, which costs O(1 + 1). Therefore, the overall computation overhead
of a peer is O(n + D).

Now, let us compare the computation overhead of FFL with that of
the following methods: BREA (So, Güler, and Avestimehr, 2020), the
median (Yin et al., 2018), the trimmed mean (Yin et al., 2018), multi-
Krum (Blanchard et al., 2017), and FoolsGold (Fung, Yoon, and Beschast-
nikh, 2020). Note that, while BREA tries to counter both privacy and
security attacks, the other methods are only meant to counter security
attacks.

Table 7.2 shows that FFL imposes less computation overhead on the
server than the other methods. If we compare the computation overhead
of FFL with that of BREA on both the server and the peer, FFL is much
more efficient and thus more suitable for large-scale FL applications.
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TABLE 7.2: Comparison of computation overhead

Framework Server(s) peer
FFL O(n(D + log n + DL log n + DL + 1)) O(n + D)
BREA O((n2 + nD) log2 n log log n) O(nD + n2)
Median O(n log nD) 0
Trimmed mean O(n log nD) 0
Multi-Krum O(n2D) 0
FoolsGold O(n2DL) 0

7.6.2 Communication cost of FFL

Here we turn to the total communication cost of FFL with respect to the
model size D and the number of peers n. These two parameters are
relevant because D has a high impact on the size of the transmitted mes-
sages whereas n has a high impact on their number. We also use c to
denote a constant communication cost for any sent or received parame-
ter with a constant size, such as the encrypted seeds.

Server side. The communication cost at the server side can be broken
down into the following parts: (1) sending one global model to each
peer and receiving one OTP-encrypted mixed update from each peer,
which costsO(2nD); and (2) sending a 32-bit global reputation γk to each
peer and receiving a 3072-bit encrypted seed with each OTP-encrypted
mixed update, which costs O(∼ 3nKbit) = O(nc). Therefore, the overall
communication cost of the server is O(2nD + nc).

Peer side. The peer’s communication cost can be broken down into
the following parts: (1) receiving one global model from the server and
sending one OTP-encrypted mixed update to the server, which costs
O(2D); (2) sending two OTP-encrypted updates and receiving two OTP-
encrypted updates, which costsO(4D); and (3) exchanging two 2048-bit
Diffie-Hellman powers (see Lepinski and Kent, 2008 for justification of
this 2048 length) and two 3072-bit encrypted seeds (see Barker et al.,
2006 for justification of this 3072 length) with another peer, plus send-
ing 3072-bit encrypted seed to the server and receiving a 32-bit global
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TABLE 7.3: Comparison of communication cost, where
δ is the message expansion factor resulting from HE,
and c is a constant communication cost for any sent or
received parameter with a constant size, such as the

encrypted seeds.

Framework Server(s) peer
FL O(2nD) O(2D)
FFL O(2nD + nc) O(6D + 6c)
BREA O(2nD + n2c) O(2nD + D + n)
PEFL O(4δnD + δD) O(δD + D)
ShieldFL O(13δnD) O(2δD)

reputation γk from it, which costs O(6c). Therefore, the overall commu-
nication cost for each peer is O(6D + 6c).

Now, let us compare the communication cost of FFL with that of each
of the standard FL, BREA (So, Güler, and Avestimehr, 2020), PEFL (Liu
et al., 2021) and ShieldFL (Ma et al., 2022b). Table 7.3 shows the com-
munication complexity of each framework on the server(s) and the peer.

In standard FL, the server sends n copies of the global model to n
peers and receives n local updates back, which costs O(2nD). FFL im-
poses the same cost on the server plus O(nc), which corresponds to the
received n encrypted seeds, and the sent n global reputations. Since the
server receives the encrypted seeds along with her encrypted mixed up-
dates in the same messages and sends the 32-bit global reputations along
with the updated global models in the same messages, FFL sends and
receives the same number of messages as in standard FL. Moreover, the
server only incurs 3072 bits ≈ 0.0004 MB communication overhead for
every received mixed update and 32 bits for every sent updated global
model, which is negligible compared to the sizes of the current state-
of-art deep learning models. For example, the sizes of the three deep
learning models we use in our experimental analysis below are 0.0874
MB (for a CNN model), 58.9131 MB (for a VGG model), and 50.6453 MB
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(for a BiLSTM model). Therefore, FFL imposes almost the same commu-
nication cost on the server as standard FL.

On the peer’s side, in FFL each peer sends and receives 6 updates
in total and also incurs 6c additional cost, as note above. Therefore, the
number of messages a peer needs to send or receive is 6 in total, which
is three times as many as in standard FL. Nevertheless, the communica-
tion cost each peer incurs is reasonable in exchange for the benefit she
receives in protecting her privacy and learning a more accurate global
model, and also in comparison with the other works.

To put these values in context, let us compare them with the commu-
nication cost of BREA, PEFL, and ShieldFL, three state-of-the-art frame-
works that provide a similar level of privacy and accuracy as FFL.

In BREA, the server sends and receives the same number of updates.
However, it incurs an additional quadratic communication cost from re-
ceiving the locally computed Euclidean distances from the n peers. This
quadratic term can make the server a bottleneck of communication as
the number of peers in the system increases. FFL, however, imposes a
much lower communication cost on the server, as we have shown. On
the peer side, the communication cost of BREA depends on both the
number of peers n and the model dimensionality D. In real-world FL
scenarios, we expect both n and D to be large, and hence a significant
communication cost will be imposed on the peer. In contrast, the com-
munication cost on the peer side in FFL is independent of the number of
peers in the system.

Both PEFL and ShieldFL are HE-based frameworks that expand up-
dates by some factor δ (which is usually large) and thus add a necessar-
ily significant communication and computation overhead on the server
and peers. PEFL tries to reduce the size of an encrypted update by us-
ing a packing technique, which results in roughly a threefold message
expansion, as the authors claim. This makes the server’s communication
cost aboutO(12nD + 3D) and the peer’s cost aboutO(4D). Note that the
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packing and HE cause a high computation overhead on the peers’ de-
vices. Moreover, the two non-colluding servers in these two frameworks
exchange encrypted updates and some other parameters between them
several times so that they can filter the poisoned updates while protect-
ing privacy, which involves exchanging several large-size messages.

To summarize, FFL imposes almost the same communication cost
on the server as standard FL (without privacy preservation), and only
a marginally higher communication cost on peers. This makes it more
suitable for real-world privacy-preserving FL than the state-of-the-art
methods.

To confirm the theoretical communication analysis above, we next
provide some actual communication times that may illustrate the feasi-
bility of our approach’s (and its practical benefits w.r.t. related works).
To this end, we have considered the average speeds of mobile internet
communication among countries worldwide 1. Specifically, the current
average download speed, upload speed and latency are, respectively,
31.01 megabits per second (Mbps), 8.66 Mbps and 29 milliseconds (ms).

According to these figures, we next report the communication and
latency times of FFL for the MNIST-CNN and the CIFAR1010-VGG16
benchmarks, and we compare them with those of standard FL and BREA.
Comparing with BREA makes sense because it is, like our framework, a
single-server framework and it also involves exchanging messages be-
tween peers. We were not able to compare with PEFL or ShieldFL be-
cause they do not give the exact value of the expansion factor δ used
and also because they are two-server frameworks. In this setting, the
sizes of the CNN and VGG16 models are 0.0874MB (0.6992Mbit) and
58.9131MB (471.3048Mbit), which represent small and large DL models.
Also, we consider 100K peers in the system, which would correspond to
a large-scale FL system.

Communication times are based on the following constraints:

1https://www.speedtest.net/global-index. Checked on Aug. 1, 2022.
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• When a peer receives (downloads) a message from the server, we
consider her/his download speed.

• When a peer sends a message to the server, we consider her/his
upload speed.

• When two peers exchange messages, we consider their upload
speed.

We next report communication times for each framework’s server-
peer and peer-peer interaction for one training round.

FL communication time. In standard FL, each peer downloads a
copy of the global model from the server and uploads her/his local up-
date to the server, so there is no peer-peer communication. Thus, the
server-peer communication time for the MNIST- CNN is
0.6992Mbit/31.01Mbps + 0.6992Mbit/8.66Mbps ≈ 0.1033 seconds. By
adding one latency for downloading and one for uploading, we obtain
that the total communication time is 0.1033 + 2× 29/1000 ≈ 0.1613 sec-
onds. The communication time of CIFAR10-VGG16 can be computed
following the same steps, which result in a total communication time of
about 69.6797 seconds.

FFL communication time. In FFL, there are server-peer and peer-
peer communications. In the server-peer communication, each peer down-
loads from the server a copy of the global model along with a 32-bit
global reputation value in the same message. Also, each peer uploads
one OTP-encrypted mixed update to the server along with a 3, 072 bit
encrypted seed in the same message. Thus, the server-peer communica-
tion time for MNIST-CNN is (0.6992Mbit + 0.000032Mbit)/31.01Mbps +
(0.6992Mbit + 0.003072Mbit)/8.66Mbps ≈ 0.1036 seconds. In the peer-
peer communication, each peer sends one 2, 048-bit Diffie-Hellman power
and receives one 2, 048-bit Diffie-Hellman power. Also, s/he sends two
OTP-encrypted updates plus a 3, 072 bit encrypted seed and receives
the same. Thus, the peer-peer communication time is (4× 0.6992Mbit +
2× 0.002048Mbit + 2× 0.003072Mbit)/8.66Mbps ≈ 0.3241 seconds. By
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adding the latencies, we get a total communication time for MNIST-
CNN of about 0.1036 + 2× 29/1000 + 0.3241 + 4× 29/1000 = 0.6018 sec-
onds. The communication time of CIFAR10-VGG16 can be computed
following the same steps, which result in a total communication time of
about 287.4900 seconds. Therefore, the FFL communication time over-
heads over the standard FL for MNIST-CNN and CIFAR10-VGG16 are
273.09% and 312.59%, respectively.

BREA communication time. In BREA (So, Güler, and Avestimehr,
2020), there are server-peer and peer-peer communications. In the server-
peer communication, each peer downloads a copy of the global model
from the server. Also, each peer uploads to the server a 100K floating-
point vector (the locally computed Euclidean distances) and then up-
loads the aggregated shares. We consider the vector to be a 32-bit floating-
point. Thus, the server-peer communication time for MNIST-CNN is
(0.6992Mbit)/31.01Mbps + (0.6992Mbit + 0.000032Mbit× 100, 000)/8.66Mbps ≈
0.4728 seconds. In the peer-peer communication, each peer sends 100K
shares and receives 100K shares. Thus, the peer-peer communication
time is (2 × 0.6992Mbit × 100, 00)/8.66Mbps ≈ 16, 147.8060 seconds.
By adding latencies, we get a total communication for MNIST-CNN of
about 0.4728 + 3× 29/1000 + 16, 147.8060 + 200, 000× 29/1000 = 21, 948.3658
seconds. The communication time for CIFAR10-VGG16 can be com-
puted following the same steps, which result in a total communication
time of about 10, 890, 507.4916 seconds. Therefore, the BREA communi-
cation time overheads over standard FL for MNIST-CNN and CIFAR10-
VGG16 are 13, 607, 070.37% and 15, 629, 283.44%, respectively.

These figures, summarized in Table 7.4, show that the communica-
tion time imposed by FFL is significantly lower than that of the BREA,
which provides similar security and privacy to FFL.

Note that we do not include the time required to establish communi-
cations, which is expected to be small compared to the message-dependent
times we consider.
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TABLE 7.4: Comparison of communication time in
seconds for one training round for the MNIST-CNN
and CIFAR10-VGG16 benchmarks. S-P indicates the
server-peer communication time. P-P indicates the

peer-peer communication time.

Framework/
Benchmark

MNIST-CNN CIFAR10-VGG16
S-P P-P Latency Total time S-P P-P Latency Total time

FL 0.1033 0 0.0580 0.1613 69.6217 0 0.0580 69.6797
FFL 0.1036 0.3241 0.1740 0.6018 69.6220 217.6939 0.1740 287.4900
BREA 0.4728 16,147.8060 5,800.0870 21,948.3658 69.9912 10,884,637.4134 5,800.0870 10,890,507.4916

7.7 Experiments

In this section, we report empirical results on three real data sets for the
most relevant security and privacy attacks discussed above. Our code
and data are available for reproducibility purposes2.

7.7.1 Experimental setup

In all the experiments, the Acceptor, respectively the Initiator, looped
through all the layers of her update and generated a random binary
maskl for each layer l ∈ [1, L], where L is the total number of layers
in the global model W. At the end, the Acceptor, resp. the Initiator, set
mask = maskl ||. . . ||maskL, where || is the concatenation operator, and
used mask to exchange a random fragment.

We used the Diffie-Hellman key exchange protocol with the secure
2048-bit MODP group (Lepinski and Kent, 2008) to generate the secret
shared seeds of the fragments’ masks, and we used PyCryptodome,
20213 to encrypt and decrypt the OTP seeds with the recommended
3072-bit key size. Note that, with PyTorch, the parameter bitlength is
λ = 32. We used a value of α = 0.2 because we found it gives better
simultaneous detection of untargeted and targeted attacks. That is be-
cause targeted attacks are stealthier than untargeted ones.

2https://github.com/anonymized30/FFL
3PyCryptodome is a Python package that includes a self-contained set of cryptographic

primitives at a low-level.
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Data distribution and training. We tested the robustness of FFL against
poisoning attacks on three ML tasks: tabular data classification, image
classification and sentiment analysis. We defined the following bench-
marks by distributing the data from the data sets, described in Chapter 2
among the participating peers in the following way:

• Adult-MLP. We randomly and uniformly split the training exam-
ples of the Adult data set among 20 FL peers. We used a multi-
layer perceptron (MLP) with one input layer, one hidden layer and
one output layer that contains about 5K learnable parameters. The
output layer is followed by a Sigmoid function to produce the final
predicted class for an input record. The MLP was trained during
100 rounds. In each round, the FL server selected 10 peers and
asked them to train the model for 1 local epoch and a local batch
size 64. The peers used the binary cross-entropy with logit loss
function and the Adam optimizer with a learning rate = 0.001 to
train their models.

• MNIST-CNN. We randomly and uniformly split the MNIST 60K
training examples among 100 simulated peers of an FL setting. We
used a two-layer convolutional neural network (CNN) with two
fully connected layers. The CNN model was trained during 200
rounds. In each round, the FL server randomly chose 50 peers and
asked them to train the model for 3 local epochs and a local batch
size 64. The peers used the cross-entropy loss function and the
stochastic gradient descent (SGD) optimizer with a learning rate =
0.001 and momentum = 0.9 to train their models.

• CIFAR10-VGG16. We randomly and uniformly split the CIFAR10
50K training examples among 20 FL peers. We used the VGG16
CNN model with one fully connected layer (Simonyan and Zis-
serman, 2014). The VGG16 model was trained during 100 rounds.
In each round, the FL server randomly chose 10 peers and asked
them to train the model for 3 local epochs and a local batch size
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32. The peers used the cross-entropy loss function and the SGD
optimizer with a learning rate = 0.01 and momentum = 0.9 to train
their models.

• IMDB-BiLSTM. We randomly and uniformly split the IMDB 40K
training examples among 20 FL peers. We used a Bidirectional
Long/Short-Term Memory (BiLSTM) model, which has an embed-
ding layer of 100 dimensions for each token. The model ends with
a linear layer followed by a Sigmoid function to produce the final
predicted sentiment for an input review. The BiLSTM model was
trained during 100 rounds. In each round, the FL server randomly
chose 10 peers and asked them to train the model for 1 local epoch
and a local batch size 32. The peers used the binary cross-entropy
with logit loss function and the Adam optimizer with a learning
rate = 0.001 to train their models.

To evaluate the effectiveness of FFL at defeating reconstruction at-
tacks, we used the code provided by the authors of Geiping et al., 2020,
who perform reconstruction attacks with the ConvNet64 model described
in their paper (with about 3 million parameters) and some images from
the CIFAR10 validation set.
Evaluation metrics. We used the following evaluation metrics on the
test set examples to assess the impact of the attacks on the learned model
and the performance of the proposed framework w.r.t. the state of the
art:

• Test error (TE). This is the error resulting from the loss functions
used in training. The lower the test error, the more robust the
method is against the attack.

• Overall accuracy (All-Acc). This is the number of correct predictions
divided by the total number of predictions.

• Source class accuracy (Src-Acc). We evaluated the accuracy for the
subset of test examples belonging to the source class. One may
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achieve a good overall accuracy while degrading the accuracy of
the source class.

• Attack success rate (ASR). This is the proportion of targeted exam-
ples (with the source label) that are incorrectly classified into the
label desired by the attacker.

An effective defense needs to retain the benign performance of the global
model on the main task while reducing ASR.

7.7.2 Experimental evaluation

Robustness against poisoning attacks

We next report results on the robustness of FFL against two security
attack strategies: in Strategy 1, the attacker generates two poisoned frag-
ments, one of which he exchanges with another peer k, and he sends to
the server a mixed update consisting of his other poisoned fragment and
the good fragment of k; in Strategy 2, the attacker exchanges a poisoned
fragment with k and sends a poisoned update to the server.

Also, we compare the performance of FFL with the performance
of FedAvg (McMahan et al., 2017a), the median (Yin et al., 2018), the
trimmed mean (Yin et al., 2018), multi-Krum (Blanchard et al., 2017), and
FoolsGold (Fung, Yoon, and Beschastnikh, 2020) on standard FL. Notice
that FedAvg does nothing to counter security attacks (it systematically
aggregates all received updates).

We evaluated TE and All-Acc under the Gaussian noise untargeted
attack, and TE, Src-Acc, and ASR under the label-flipping targeted at-
tack. We used standard FL with FedAvg when no attacks were per-
formed as a baseline to show the impact of attacks on the model per-
formance. In our experiments, the percentage of attackers was 20% for
all four benchmarks.

Gaussian noise attack. The attackers added Gaussian noise to their
updates to prevent the model from converging (Li et al., 2019b; Wu et
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TABLE 7.5: Robustness against Gaussian noise attacks.
Best scores are in bold.

Benchmark/
Method

Adult-MLP MNIST-CNN CIFAR10-VGG16 IMDB-BiLSTM
TE All-Acc% TE All-Acc% TE All-Acc% TE All-Acc%

FL

FedAvg (no attacks) 0.349 82.56 0.112 96.69 0.881 80.77 0.475 88.63
FedAvg 1.198 75.08 2.322 9.65 10.324 10.0 0.618 67.7
Median 0.349 82.87 0.115 96.62 1.020 78.91 0.524 88.33
Trimmed mean 0.350 82.61 0.114 96.64 1.046 80.23 0.457 88.79
Multi-Krum 0.350 82.69 0.126 96.18 0.998 78.86 0.565 87.72
FoolsGold 44.051 69.47 2.741 8.92 12.813 9.02 2.694 51.61

FFL Strategy 1 0.349 82.84 0.112 96.67 0.931 79.74 0.536 88.15
Strategy 2 0.350 82.86 0.113 96.61 0.938 79.26 0.542 87.48

al., 2020b). Specifically, they added noise with 0 mean and 0.5 standard
deviation for the MLP and CNN model parameters, and 0.2 standard
deviation for VGG16 and BiLSTM parameters.

Table 7.5 shows the results under this attack. First, we can see the
significant negative impact of the attack on the performance of FedAvg
regarding both the test error and the overall accuracy. The case was even
worse with FoolsGold because the added noise made the attackers’ last
layers more diverse than the honest peers’. FooldGold assumes peers
with similar last layers to be attackers and those with diverse last layers
to be honest. Thus, it considered poisoned updates and excluded good
updates in the model aggregation. The rest of the methods, including
FFL, achieved comparable results to the baseline. Since the added noise
made the magnitudes of the poisoned updates different from those of
good updates, we observe that i) the median and the trimmed mean
were able to neutralize the poisoned parameters in model aggregation,
ii) multi-Krum was able to exclude the poisoned updates due to the
larger Euclidean distances they had, and iii) FFL was able to exclude poi-
soned mixed updates because their deviations from their medians were
larger than those of good mixed updates. We can also see that, in most
cases (Adult-MLP, MNIST-CNN and CIFAR10-VGG16), FFL achieved
the lowest test error among all methods. As the training evolved, FFL
set the trust values of honest peers to 1 and thus fully considered their
contributions. Note that FFL achieved similar performance under attack
strategies 1 and 2.
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TABLE 7.6: Robustness against label-flipping attacks.
Best scores are in bold.

Benchmark/
Method

Adult-MLP MNIST-CNN CIFAR10-VGG16 IMDB-BiLSTM
TE Src-Acc% ASR% TE Src-Acc% ASR% TE Src-Acc% ASR% TE Src-Acc% ASR%

FL

FedAvg (no attacks) 0.350 39.06 60.94 0.112 95.43 0.49 0.881 70.73 14.51 0.519 87.16 12.84
FedAvg 0.374 10.98 89.02 0.130 93.39 1.26 0.913 53.82 29.34 0.562 63.61 36.39
Median 0.354 31.28 68.72 0.117 93.48 1.07 0.943 58.01 24.81 0.643 59.92 40.08
Trimmed mean 0.353 32.12 67.88 0.118 93.58 1.07 0.943 58.43 25.54 0.649 58.20 41.80
Multi-Krum 0.350 39.34 60.66 0.113 95.33 0.39 0.896 42.60 39.33 0.886 39.05 60.95
FoolsGold 0.351 39.72 60.28 0.111 95.14 0.39 0.989 67.41 16.62 0.549 86.86 13.14

FFL Strategy 1 0.350 39.66 60.34 0.111 95.33 0.39 0.849 68.90 13.20 0.544 86.64 13.36
Strategy 2 0.350 39.50 60.50 0.112 95.04 0.49 0.892 68.80 15.00 0.524 86.16 13.84

Label-flipping attack. In the label-flipping attack, attackers flip the
labels of correct training examples from one class (a.k.a. the source class)
to another class and train their models according to the latter (Biggio,
Nelson, and Laskov, 2012; Fung, Yoon, and Beschastnikh, 2018). For
Adult, the attackers flipped each example with the label ”> 50K” to
”≤ 50K”, while they flipped each example with the label ”7” to ”1” for
MNIST. For CIFAR10, the attackers flipped each example with the la-
bel ”Cat” to ”Dog”. For IMBD, they flipped the ”positive” reviews to
”negative”.

Table 7.6 shows the results under the label-flipping attack. For the
Adult-MLP benchmark, the FedAvg performance under the attack sig-
nificantly degraded for Src-Acc and ASR. However, TE slightly increased
and kept close to that of the baseline (FedAVg - no attacks). The reason
for that is that the Adult data set is highly imbalanced, with a skew
toward the ”≤ 50K” class label. The median and the trimmed mean
achieved low TE, but saw degraded performance for Src-Acc and ASR
because they discarded a large number of coordinates in the global model
aggregation. Multi-Krum, FoolsGold and FFL achieved similar results
to the baseline with slightly greater Src-ACC and slightly lower ASR.
Since the Adult data set’s training data were randomly and uniformly
distributed among the peers, some of them had larger percentages of
the target class examples compared to the original class distribution of
the data set. The original percentage of the examples belonging to the
target class ”≤ 50K” in the data set is about 75.22%, which caused bias
in the global model against the minority class ”> 50K”. This made the
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updates of those honest peers having higher percentages of the target
class close to the attackers’ updates. Since multi-Krum, FoolsGold and
FFL excluded or penalized some honest peers with updates close to the
attackers’ updates, the global model became less biased against the mi-
nority class ”> 50K” and, hence, the source class accuracy slightly in-
creased.

For MNIST-CNN, the performance of FedAvg, median and trimmed
mean slightly degraded compared to the baseline.

An interesting note is that FedAvg was not highly affected by the
attack. The reasons for that are the small size of the model and the sim-
ple and balanced distribution of the data set. That was also observed
in Shejwalkar et al., 2021, where the authors argued that, in some cases,
FedAvg could be robust against poisoning attacks.

For CIFAR-VGG16, Src-Acc degraded from 70.73% to 53.82%, and
ASR increased from 14.51% to 29.34% with FedAvg. On the other hand,
FedAvg achieved TE lower than that of the median, the trimmed me-
dian and FoolsGold. That is because the attackers flipped the labels in
the examples for only one class and kept the labels of the other classes
unchanged. The median and the trimmed mean decreased Src-Acc and
increased ASR because of the large size of the VGG16 model. Chang
et al., 2019 have shown that the estimation errors of the median and
the trimmed mean scale up with the size of the model in a square-root
manner. Multi-Krum achieved the worst performance regarding Src-
Acc and ASR because the small impact of the attack was not detectable
in the large model. Therefore, multi-Krum identified some attackers as
honest while identifying some honest peers as attackers, which led to
its poor performance. FFL achieved the best performance among all
the methods for all three metrics. FoolsGold scored the second-best af-
ter FFL regarding Src-Acc and ASR. FFL and FoolsGold achieved such
good performance because they analyzed the last-layer gradients, which
contain more useful information for detecting the behavior of targeted
poisoning attacks. However, FoolsGold achieved the greatest TE among
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the other methods because it did not consider the full contributions of
the honest peers. FFL, however, considered almost all the full contribu-
tions of the honest peers and thus achieved the lowest TE.

For the IMDB-BiLSTM benchmark, FFL and FoolsGold achieved the
best performance among all methods, most of which were negatively
impacted by the large size of the BiLSTM model. FFL and FoolsGold
outperformed the other methods by a large margin in achieving good
values for all metrics. FoolsGold performed well in this benchmark be-
cause it was its ideal setting: updates from honest peers were somewhat
different due to the different reviews they gave, whereas updates for at-
tackers became very close to each other because they shared the same
objective.

To summarize, the results show that FFL can effectively defend against
untargeted and targeted poisoning attacks while preserving the benign
model performance. Moreover, FFL outperforms the state-of-the-art de-
fenses in achieving good model performance while preventing the at-
tackers from mounting successful security attacks and hindering the
semi-honest server from mounting privacy attacks.

Protection against the reconstruction privacy attack

We next report results on the protection offered by FFL against the most
powerful privacy attack, namely the reconstruction attack proposed in
Geiping et al., 2020. Notice that this attack does not require auxiliary
data and can estimate the private training data by inverting their corre-
sponding gradients.

Fig. 7.3 shows the results when two peers, k and j, sent their updates
computed on just their private images (left column of the figure) to the
server. In the FL setting (middle column of the figure), the server was
able to reconstruct their private images with high accuracy. However,
when they mixed fragments of their updates before sending them (FFL
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FIGURE 7.3: Reconstruction of two input images from
the gradients of two peers. Left: Two input images.
Middle: Reconstruction from original gradients (FL).

Right: Reconstruction from mixed gradients (FFL).

setting, right column of the figure), the server was only able to obtain
noise instead of the original images.

Similarly, Fig. 7.4 shows the results when two peers k and j sent their
updates computed on a batch of 8 images to the server. The figure ex-
emplifies on two different batches of input images; the first example is
given in the three upper rows and the second one in the three lower
rows. In the FL setting, the server was able to recover a lot of informa-
tion about the peers’ training data. However, when they mixed their
updates before sending them to the server (FFL setting), the latter just
got a totally random batch of images.

Runtime of FFL

Table 7.7 reports the CPU runtimes in seconds per training round for
mixed update decryption, global reputation calculation and model ag-
gregation on the server side, and local model computation, fragment ex-
changing and mixing on the peers’ side. Note that the reported runtimes
for exchanging and mixing fragments are the average for a single peer.
We computed the runtime for the three benchmarks with 10, 50 and 100
updates per training round to illustrate how the runtime scales with the
number of updates. On the server side, we report the total runtime for
all methods; in contrast, on the peer side, we report the overhead (extra
runtime) with respect to standard FL.
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FIGURE 7.4: The three upper rows show the recon-
struction by the server of a batch of 8 input images
based on the gradients of a peer. The first row shows
the input private images, the second row shows the
reconstructions from the FL original gradients of the
peer, and the third row the reconstructions from the
FFL mixed gradients of the peer. The three lower
rows report another analogous example with a differ-

ent batch of input images.

It can be seen that, as the number of updates and the model size in-
crease, the FFL server’s runtime grows less than for the other methods,
which confirms our computation cost analysis in Section 7.6.1. In partic-
ular, with CIFAR10-VGG16, FFL achieved the lowest runtime among all
non-baseline methods. Furthermore, unlike FFL, the other methods are
unable to thwart privacy attacks or provide adequate protection against
security attacks.

Regarding the runtime overhead incurred by each peer, the max-
imum runtime overhead resulting from exchanging and mixing frag-
ments was about 1.319 seconds for the largest model we used, which
was VGG16. Also, it is worth noting that the increase in the number
of updates had little impact on the overhead of the peers because their
computations essentially depend on the model dimensionality.

Nevertheless, the FFL runtime is very small if we compare it with
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TABLE 7.7: CPU runtime in seconds of FFL in compari-
son with standard FL for one training round. Columns
Dec. and Aggr. contain the decryption runtime of en-
crypted mixed updates, and the global reputation cal-
culation and aggregation runtime on the server side
(S). Column Mix. reports the overhead (extra runtime)
on the peer side (P) with respect to standard FL; this
overhead results from local reputation calculation and

the EXCHANGE_FRAGMENTS protocol of FFL.

Benchmark Adult-MLP MNIST-CNN CIFAR10-VGG16 IMDB-BiLSTM

# of updates Method S P S P S P S P
Dec. Aggr. Mix. Dec. Aggr. Mix. Dec. Aggr. Mix. Dec. Aggr. Mix.

10

FedAvg (FL)

0

0.001

0 0

0.001

0 0

0.064

0 0

0.071

0
Median (FL) 0.002 0.002 0.858 0.816
TMean (FL) 0.003 0.007 1.201 0.843
MKrum (FL) 0.004 0.013 0.822 0.690
FGold (FL) 0.01 0.017 0.497 0.256
FFL 0.064 0.021 0.231 0.113 0.016 0.578 0.372 2.308 1.106 0.321 1.773 1.081

50

FedAvg (FL)

0

0.002

0 0

0.002

0 0

0.194

0 0

0.275

0
Median (FL) 0.007 0.008 6.843 4.135
TMean (FL) 0.015 0.045 7.097 4.267
MKrum (FL) 0.014 0.015 7.044 5.657
FGold (FL) 0.042 0.035 1.609 1.129
FFL 0.263 0.04 0.239 0.509 0.033 0.583 1.875 4.726 1.188 1.612 3.536 1.174

100

FedAvg (FL)

0

0.004

0 0

0.004

0 0

0.341

0 0

0.517

0
Median (FL) 0.015 0.013 16.582 8.926
TMean (FL) 0.035 0.111 16.645 8.929
MKrum (FL) 0.028 0.031 27.875 16.893
FGold (FL) 0.086 0.063 6.180 2.273
FFL 0.359 0.043 0.249 1.01 0.035 0.594 3.675 4.883 1.319 3.236 3.583 1.282

that of Zhang et al., 2020, which provides a level of privacy similar to
ours but without being able to neutralize poisoned updates. Specifically,
for an LSTM model containing only 4.02 million parameters, Zhang et
al., 2020 report a runtime overhead for each peer of about 176 seconds
and a total runtime for the server of 174 seconds to aggregate 50 local
updates. Note also that the hardware specifications employed by Zhang
et al., 2020 are superior to ours. Therefore, the peers in FFL can turn
a blind eye to the computational overhead they incur in exchange for
protecting their privacy, countering security attacks and learning a more
accurate global model.

7.8 Conclusions

In this chapter, we have presented fragmented federated learning (FFL),
a novel approach based on cooperation among peers in FL systems to
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preserve their privacy without renouncing robust and accurate aggre-
gation of their updates to the global model. FFL offers a practical solu-
tion where peers privately and efficiently exchange random fragments
of their updates before sending them to the server. We have also pro-
posed a novel reputation-based defense tailored for FFL that builds trust
in the peers based on the quality of the mixed updates they send and
the fragments they exchange. We have demonstrated that the proposed
framework can effectively counter privacy and security attacks. All the
above is achieved while obtaining a global model’s accuracy similar to
that of standard FL (when no attack is performed) and imposing afford-
able communication cost and computation overhead on the participat-
ing parties. The efficiency of FFL makes it applicable to large-scale FL
systems.
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Chapter 8

Defending against
backdoor attacks by
layer-wise feature analysis

In Chapter 1, we have discussed how backdoor attacks can compromise
both federated and centralized learning. We have also shown in Chap-
ter 6 that countermeasures applied during the training phase of FL may
not work well with large DL models and highly non-IID data among
peers. In this chapter, we explore how to defend against BAs at the test
time when the trained model is used for inference.

Among all backdoor defenses in the CL literature, backdoor detec-
tion is one of the most important defense paradigms, where defenders
attempt to detect whether a suspicious object (e.g., model or sample)
is malicious. Currently, most existing backdoor detectors assume poi-
soned samples have different feature representations from benign sam-
ples, and they tend to focus on the layer before the fully connected layers
(Chen et al., 2019a; Tang et al., 2021; Hayase and Kong, 2021). Two in-
triguing questions arise: (1) Is this layer always the most critical place for
backdoor detection? (2) If not, how to find the critical layer for designing more
effective backdoor detection?
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CIFAR10-ResNet18 GTSRB-MobileNetV2

BadNets Blended BadNets Blended

FIGURE 8.1: PCA-based visualization of features of be-
nign (green) and poisoned samples (red) generated by
the layer before the fully connected layers of models
attacked by BadNets Gu et al., 2019 and Blended Chen
et al., 2017. As shown in this figure, features of poi-
soned and benign samples are not well separable on

the GTSRB benchmark.

In this chapter, we give a negative answer to the first question (see
Figure 8.1). To answer the second one, we conduct a layer-wise feature
analysis of poisoned and benign samples from the target class. We find
out that the feature difference between benign and poisoned samples
tends to reach the maximum at a critical layer, which can be easily lo-
cated based on the behaviors of benign samples. Specifically, the critical
layer is the one or near the one that contributes most to assigning benign sam-
ples to their true class. Based on this finding, we propose a simple yet
effective method to filter poisoned samples by analyzing the feature dif-
ferences (measured by cosine similarity) between incoming suspicious
samples and a few benign samples at the critical layer. Our method
can serve as a ‘firewall’ for deployed DNNs to identify, block, and trace
malicious inputs. In short, the main contributions of the chapter are
four-fold:

• We demonstrate that the features of poisoned and benign samples
are not always clearly separable at the layer before fully connected
layers, which is the one typically used in existing defenses.
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• We conduct a layer-wise feature analysis aimed at locating the crit-
ical layer where the separation between poisoned and benign sam-
ples is neatest.

• We propose a backdoor detection method to filter poisoned sam-
ples by analyzing the feature differences between suspicious and
benign samples at the critical layer.

• We conduct extensive experiments on two benchmark data sets to
assess the effectiveness of our proposed defense.

The contributions in this chapter have been accepted for publication
to The Pacific-Asia Conference on Knowledge Discovery and Data Min-
ing (PAKDD 2023).

This chapter is organized as follows. Section 8.1 recalls related work,
including state-of-the-art BAs and defenses. Section 8.2 performs the
layer-wise feature analysis. Section 8.3 describes the threat model being
considered, and presents our defense method against BAs at the infer-
ence time. Section 8.4 describes the experimental setup and presents
comprehensive results on two benchmark data sets. Section 8.5 outlines
how the proposed defense can be adopted in federated learning. Sec-
tion 8.6 is a conclusion.

8.1 Related work

In this chapter, we focus on backdoor attacks and defenses in image
classification. Other deep learning tasks are out of our current scope.
Backdoor attacks. BadNets (Gu et al., 2019) was the first backdoor at-
tack, which randomly selected a few benign samples and generated
their poisoned versions by stamping a trigger patch onto their images
and reassigning their label as the target label. Later Chen et al., 2017
noted that the poisoned image should be similar to its benign version
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for stealthiness; these authors proposed a blended attack by introduc-
ing trigger transparency. However, these attacks are with poisoned la-
bels and therefore users can still detect them by examining the image-
label relation. To circumvent this, Turner, Tsipras, and Madry, 2019 pro-
posed the clean-label attack paradigm, where the target label is consis-
tent with the ground-truth label of poisoned samples. Specifically, in this
paradigm, adversarial attacks were exploited to perturb the selected be-
nign samples before conducting the standard trigger injection process.
Nguyen and Tran, 2020b adopted image warping as the backdoor trig-
ger, which modifies the whole image while preserving its main content.
Besides, Nguyen and Tran, 2020a proposed the first sample-specific at-
tack, where the trigger varies across samples. However, such triggers
are visible and the adversaries need to control the whole training pro-
cess. More recently, Li et al., 2021d introduced the first poison-only in-
visible sample-specific attack to address these problems.
Backdoor defenses. Existing backdoor defenses fall into three main cat-
egories: input filtering, input pre-processing, and model repairing.

• Input filtering: which intends to differentiate benign and poisoned
samples based on their distinctive behaviors, like the separability
of the feature representations of benign and poisoned samples. For
example, Hayase and Kong, 2021 introduced a robust covariance
estimation of feature representations to amplify the spectral sig-
nature of poisoned samples. Zeng et al., 2021 proposed to filter
inputs inspired by the understanding that poisoned images tend
to have some high-frequency artifacts. Gao et al., 2022 proposed
to blend various images on the suspicious one, since the trigger
pattern can still mislead the prediction no matter what the back-
ground contents are.

• Input pre-processing: which modifies each input sample before
feeding it into the deployed DNN. Its rationale is to perturb poten-
tial trigger patterns and thereby prevent backdoor activation. Liu,
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Xie, and Srivastava, 2017 proposed the first defense in this cate-
gory where they used an encoder-decoder to modify input sam-
ples. Rosenfeld et al., 2020 employed randomized smoothing to
generate a set of input neighbors and averaged their predictions.
Further, Li et al., 2021c demonstrated that if the location or appear-
ance of the trigger is slightly different from that used for training,
the attack effectiveness may degrade sharply. Based on this, they
proposed to pre-process images with spatial transformations.

• Model repairing: which aims at erasing backdoors contained in
the attacked DNNs. For example, Liu, Xie, and Srivastava, 2017;
Zhao et al., 2020; Li et al., 2021b showed that users can effectively
remove backdoors by fine-tuning the attacked DNNs with a few
benign samples. These methods were inspired by catastrophic
forgetting (Kirkpatrick et al., 2017). Liu, Dolan-Gavitt, and Garg,
2018 revealed that model pruning can also remove backdoors ef-
fectively, because backdoors are mainly encoded in specific neu-
rons. Very recently, Zeng et al., 2022 proposed to repair compro-
mised models with adversarial model unlearning.

In this chapter, we focus on input filtering, which is very convenient to
protect deployed DNNs.

8.2 Layer-wise feature analysis

We notice that the predictions of attacked DNNs for both benign sam-
ples from the target class and poisoned samples are all the target la-
bel. The attacked DNNs mainly exploit class-relevant features to pre-
dict these benign samples while they use trigger-related features for poi-
soned samples. We suggest that defenders could exploit this difference
to design effective backdoor detection. To explore their main differences,
we conduct a layer-wise analysis, as follows.
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Definition 1 (Layer-wise centroids of target class features). Let f ′ be an
attacked DNN with a target class t. Let Xt = {xi}

|Xt |
i=1 be benign samples with

true class t, and let {a1
i , . . . , aL

i }
|Xt |
i=1 be their intermediate features generated by

f ′. The centroid of t’s benign features at layer l is defined as âl
t = 1

|Xt | ∑
|Xt |
i=1 al

i ,
and {â1

t , . . . , âL
t } is the set of layer-wise centroids of t’s benign features.

Definition 2 (Layer-wise cosine similarity). Let al
j be the features generated

by layer l for an input xj, and let csl
j be the cosine similarity between al

j and the
corresponding t’s centroid âl

t. The set {cs1
j , . . . , csL

j } is said to be the layer-wise
cosine similarities between xj and t’s centroids.

Settings. We conducted six representative attacks on four classical bench-
marks: CIFAR10-ResNet18, CIFAR10-MobileNetV2, GTSRB-ResNet18,
and GTSRB-MobileNetV2. The six attacks were BadNets (Gu et al., 2019),
the backdoor attack with blended strategy (Blended) (Chen et al., 2017),
the label-consistent attack (LC) of Turner, Tsipras, and Madry, 2019,
WaNet (Nguyen and Tran, 2020b), ISSBA (Li et al., 2021d), and IAD (Nguyen
and Tran, 2020a). More details on the data sets, DNNs, and attack set-
tings are presented in Section 8.4. Specifically, for each attacked DNN f ′

with a target class t, we estimated {â1
t , . . . , âL

t } using 10% of the benign
test samples labeled as t. Then, for the benign and poisoned test sam-
ples classified by f ′ into t, we calculated the layer-wise cosine similar-
ities between their generated features and the corresponding estimated
centroids. Finally, we visualized the layer-wise means of the computed
cosine similarities of the benign and poisoned samples to analyze their
behaviors.
Results. Figure 8.2 shows the layer-wise means of cosine similarity for
benign and poisoned samples with the CIFAR10-ResNet18 benchmark
under the BadNets and ISSBA attacks. As we go deeper into the at-
tacked DNN layers, the gap between the direction of benign and poi-
soned features gets larger until we reach a specific layer where the back-
door trigger is activated, causing poisoned samples to get closer to the
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(A) BadNets (B) ISSBA

FIGURE 8.2: Layer-wise behaviors of benign samples
from the target class and poisoned samples (generated
by BadNets and ISSBA) on CIFAR-10 with ResNet-18

target class. Figure 8.3 shows the same phenomenon for the GTSRB-
MobileNetV2 benchmark. Further, we can see that for BadNets the la-
tent features of benign and poisoned samples are similar in the last layer
of the features extractor (i.e., layer 17).

Regardless of the attack or benchmark, when we enter the second
half of DNN layers (which usually are class-specific), benign samples start
to get closer to the target class before the poisoned ones, that are still farther
from the target class because the backdoor trigger is not yet activated. This
makes the difference in similarity maximum in one of those latter layers,
which we call the critical layer. In particular, this layer is not always the
one typically used in existing defenses (i.e., the layer before fully-connected
layers). Besides, we show that it is very likely to be either the layer
that contributes most to assigning the benign samples to their true target
class (which we name the layer of interest or LOI, circled in blue) or one
of the two layers before the LOI (circled in brown).

Results under other attacks for these benchmarks are presented in
Section 8.4.2. The results there also provide confirmation that the above
distinctive behaviors hold regardless of the data sets or models being
used. From the analysis above, we can conclude that focusing on those
circled layers can help develop a simple and robust defense against
backdoor attacks.
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(A) BadNets (B) ISSBA

FIGURE 8.3: Layer-wise behaviors of benign samples
from the target class and poisoned samples (generated
by BadNets and ISSBA) on GTSRB with MobileNetV2

8.3 The proposed defense

Threat model. Consider a user that obtains a suspicious trained fs that
might contain hidden backdoors. We assume that the user has limited
computational resources or benign samples, and therefore cannot repair
fs. The user wants to defend by detecting at inference time whether a
suspicious incoming input xs is poisoned, given fs. Similar to existing
defenses, we assume that a small set of benign samples Xval is available
to the user/defender. We denote the available samples that belong to a
potential class t as Xtval . Let m = |Xtval | denote the number of available
samples labeled as t.

Method design. Based on the lessons learned in Section 8.2, our method
to detect poisoned samples at inference time consists of four steps. 1)
Estimate the layer-wise features’ centroids of class t for each of layers
⌊L/2⌋ to L using the class’s available benign samples. 2) Compute the
cosine similarities between the extracted features and the estimated cen-
troids, and then compute the layer-wise means of the computed cosine
similarities. 3) Identify the layer of interest (LOI), sum up the cosine
similarities in LOI and the two layers before LOI (sample-wise), and
compute the mean and standard deviation of the summed cosine simi-
larities. 4) For any suspicious incoming input xs classified as t by fs, 4.1)
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compute its cosine similarities to the estimated centroids in the above-
mentioned three layers, and 4.2) consider it as a potentially poisoned
input if its summed similarities fall below the obtained mean by a spe-
cific number τ of standard deviations (called threshold in what follows).

Algorithm 2 summarizes our defense. For each potential target class
t ∈ {1, . . . C}, we first feed the available m benign samples to fs and ex-
tract their intermediate features in the second half of layers to obtain the
set {(aL/2

i , . . . , aL
i )}m

i=1 (if L is odd, take the integer part of L/2 instead of
L/2 here and in what follows). Note that we can reduce computation
by focusing on the second half of layers because the LOI and the two
layers before the LOI are among the latter layers of the DNN. After that,
we compute the layer-wise centroids of the extracted features for each
layer l ∈ {L/2, . . . , L} (Line 5). Then, we compute the cosine similar-
ity between the benign features of each layer and their corresponding
centroid (Line 6).

Then, we aggregate the computed similarities to approximate the
similarity centroid in each layer l ∈ {L/2, (L/2) + 1, . . . , L− 1, L} (Line
7).

Next, we use {ĉsL/2
t , ĉs(L/2)+1

t , . . . , ĉsL
t }, to locate the layer of interest

LOIt that contributes most to assigning t’s benign samples to their true
class t. We use Procedure 1 to locate LOIt. We compute the difference be-
tween the approximated similarity of each layer and its preceding one,
and we identify the layer with the maximum difference as LOIt. For ex-
ample, if the maximum difference is |ĉsl

t− ĉsl−1
t |, then layer l is the layer

of interest.
Once we locate LOIt, we estimate the behavior of benign samples in

that layer and in the two layers previous to it. For each sample xi ∈ Xtval ,
we sum up its computed cosine similarities in the three layers (Line 9).
After computing the summed similarities of the m samples and obtain-
ing the set {csi}m

i=1, we compute the mean µt and the standard deviation
σt of the set.

To detect potentially poisoned samples, for any suspicious incoming
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Algorithm 2: Detecting backdoor attacks via layer-wise feature
analysis

Input: Suspicious trained DNN fs; Validation samples Xval ;
Threshold τ; Suspicious input xs

Output: Boolean value (True/False) tells if xs is poisoned
1 for each potential target class t ∈ {1, . . . , C} do

// An offline loop
2 Xtval ←Split t’s benign samples from Xval
3 m← |Xtval |
4 {a⌊L/2⌋

i , . . . , aL
i }m

i=1 ←Layers’ features generated by fs for
{xi ∈ Xtval}

5 âl
t ← 1

m ∑m
i=1 al

i // Estimate t’s centroid at layer
l ∈ {⌊L/2⌋, . . . , L}

6 csl
i ← CosineSimilarity(al

i , âl
t) // Similarity of al

i to its
centroid

7 ĉsl
t ← 1

m ∑m
i=1 csl

i // Aggregate computed benign similarities
at layer l

8 LOIt ← IdentifyLayerOfInterest({ĉs⌊L/2⌋
t , . . . , ĉsL

t })
9 csi ← csLOIt−2

i + csLOIt−1
i + csLOIt

i
10 µt, σt ← MEAN({csi}m

i=1), STD({csi}m
i=1)

11 end
12 IsPoisoned← False
13 ŷs ← fs(xs) // ŷs is the predicted class by fs for xs
14 for each potential target class t ∈ {1, . . . , C} do
15 if ŷs = t then
16 {csLOIt−2

s , csLOIt−1
j , csLOIt

j } ←
CosineSimilarity({al

s, âl
t}

LOIt
l=LOIt−2)

17 css ← csLOIt−2
s + csLOIt−1

s + csLOIt
s

18 if css < (µt − τ × σt) then
19 IsPoisoned← True
20 end
21 return IsPoisoned

input xs classified as t by fs at inference time, we extract its features in
LOIt and the two preceding layers, compute their cosine similarities to
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Procedure 1: Identifying layer of interest (LOI)

1 IdentifyLayerOfInterest({ĉs⌊L/2⌋, . . . , ĉsL}):
2 maxdi f f ← ĉs⌊L/2⌋+1 − ĉs⌊L/2⌋

3 LOI ← ⌊L/2⌋ + 1
4 for l ∈ {⌊L/2⌋ + 2, . . . , L} do
5 ldi f f ← ĉsl − ĉsl−1

6 if ldi f f > maxdi f f then
7 maxdi f f ← ldi f f
8 LOI ← l

9 return LOI

the corresponding estimated centroids {csLOIt−2
s , csLOIt−1

s , csLOIt
s }, and

sum them up to get css. Then, we identify xs as a potentially poisoned
sample if css < µt − τ × σt, where τ is an input threshold chosen by the
defender that provides a reasonable trade-off between the true positive
rate TPR and the false positive rate FPR. Figure 8.6 shows an example
of the distributions of the summed cosine similarities of benign and poi-
soned features to the estimated benign centroids (in the three identified
layers) under the label-consistent attack of Turner, Tsipras, and Madry,
2019.

(A) CIFAR10-ResNet18 (B) GTSRB-MobileNetV2

FIGURE 8.6: Distributions of the summed cosine sim-
ilarities of benign and poisoned samples under the
label-consistent attack on CIFAR10 with ResNet18 and

GTSRB with MobileNetV2 benchmarks
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TABLE 8.1: Statistics of the used data sets and DNNs

Data set # Available samples DNN model # Layers
CIFAR-10 1,000 ResNet18 10

GTSRB 1,263 MobileNetV2 19

8.4 Experiments

8.4.1 Experimental setup

We used the BackdoorBox (Li et al., 2022) open toolbox for conducting
all attacks and re-implemented the other defenses used in our work. The
source code, pre-trained models, and poisoned test sets of our defense
are available at https://github.com/NajeebJebreel/DBALFA.
Data sets and models. We used two classic benchmark data sets, namely
CIFAR10 (Krizhevsky, 2009) and GTSRB (Stallkamp et al., 2011). We
used the ResNet18 (He et al., 2016) on CIFAR10 and the MobileNetV2 (San-
dler et al., 2018) on GTSRB. The data sets and DNN models employed,
along with the number of benign samples at the defender’s disposal, are
outlined in Table 8.1. Note that, for ease of computation, we consider as
a layer each convolutional block other than the first convolutional layer
and the last fully connected layer.
Training setting. We used the cross-entropy loss and the SGD optimizer
with a momentum 0.9 and weight decay 5× 10−4 on all benchmarks. We
used initial learning rates 0.1 for ResNet18 and 0.01 for MobileNetV2,
and trained models for 200 epochs. The learning rates were decreased
by a factor of 10 at epochs 100 and 150, respectively. We set the batch
size to 128 and trained all models until they converged.
Attack baselines. We evaluated each defense under the six attacks men-
tioned in Section 8.2: BadNets, Blended, LC, WaNet, ISSBA, and IAD.
They are representative of visible attacks, patch-based invisible attacks,
clean-label attacks, non-patch-based invisible attacks, invisible sample-
specific attacks, and visible sample-specific attacks, respectively.
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Attack setting. For both CIFAR10 and GTSRB, we took the following
settings. The target class on all data sets was 1 for BadNets (Gu et
al., 2019), the backdoor attack with blended strategy (Chen et al., 2017)
(Blended), the invisible sample-specific attack (Li et al., 2021d) (ISSBA),
and the input-aware dynamic attack (Nguyen and Tran, 2020a) (IAD).
The target classes for the label-consistent attack (Turner, Tsipras, and
Madry, 2019) and WaNet (Nguyen and Tran, 2020b) were 2 and 0, re-
spectively, on all data sets. We used a 2× 2 square as the trigger pattern
for BadNets (as suggested in Gu et al., 2019). We adopted the random
noise pattern, with a 10% blend ratio, for Blended (as suggested in Chen
et al., 2017). The trigger pattern adopted for the LC attack was the same
used in BadNets with maximum perturbation size 16. For WaNet, we
set the noise rate to ρn = 0.2, the control grid size to k = 4, and the
warping strength to s = 0.5 on all data sets, as suggested in the WaNet
paper (Nguyen and Tran, 2020b).

For WaNet, ISSBA, and IAD, we took their default settings. Besides,
we set the poisoning rate to 5% for BadNets, Blended, LC, and ISSBA.
For WaNet and IAD, we set the poisoning rate to 10%. We implement
baseline attacks based on the codes in BackdoorBox (Li et al., 2023). For
IAD (Nguyen and Tran, 2020a), we trained the classifier and the trigger
generator concurrently. We attached the dynamic trigger to the samples
from other classes and relabeled them as the target label. Figure 8.7
shows an example of poisoned samples generated by different attacks.
Defense baselines. We compared our defense with six representative
defenses, namely randomized smoothing (RS) (Rosenfeld et al., 2020),
ShrinkPad (ShPd) (Li et al., 2021c), activation clustering (AC) (Chen et
al., 2019a), STRIP (Gao et al., 2022), SCAn (Tang et al., 2021), and fine-
pruning (FP) (Liu, Dolan-Gavitt, and Garg, 2018). RS and ShPd are two
defenses with input pre-processing; AC, STRIP, and SCAn are three ad-
vanced input-filtering-based defenses; FP is based on model repairing.
Defense setting. For RS, we generated 100 neighbors of each input
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Benign sample

BadNets Blended LC WaNet ISSBA IAD

Poisoned sample

FIGURE 8.7: Example benign samples and their poi-
soned versions generated by six representative back-

door attacks

with a mean = 0 and a standard deviation = 0.1, as suggested in Co-
hen, Rosenfeld, and Kolter, 2019. We set the shrinking rate to 10%
for ShPd and padded shrinked images with 0-pixels to expand them
to their original size, as suggested in Li et al., 2021c. For FP, we pruned
95% of the dormant neurons in the last convolution layer and fine-tuned
the pruned model using 5% of the training set. We adjusted RS, ShPd,
and FP to be used as detectors for poisoned samples by comparing the
change in prediction before and after applying them to an incoming in-
put. For AC, STRIP, SCAn, and our defense, we randomly selected 10%
from each benign test set as the available benign samples. Then, for AC,
we used the available benign samples, from each class, for normalizing
benign and poisoned test samples and identifying potential poisoned
clusters. For STRIP, we blended each input with 100 random inputs
from the available benign samples using a blending value α = 0.5, as
suggested in Gao et al., 2022. Then, we identified inputs with entropy
below the 10-th percentile of the entropies of benign samples as poten-
tially poisoned samples. For SCAn, we identified classes with scores
larger than e as potential target classes, as suggested in Tang et al., 2021,
and identified the cluster that did not contain the available benign sam-
ples as a poisoned cluster. For our defense, we used a threshold τ = 2.5,
which gave us a reasonable trade-off between TPR and FPR on both
benchmarks.
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TABLE 8.2: MA% and ASR% under the selected
backdoor attacks on the CIFAR10-ResNet18 and the
GTSRB-MobileNetV2 benchmarks. Best scores are in

bold.

Benchmark↓ Metric↓,Attack→ BadNets Blended LC WaNet ISSBA IAD

CIFAR10-ResNet18 MA% 91.45 92.19 91.98 91.13 94.74 94.42
ASR% 97.20 100.0 99.96 99.04 100.0 99.66

GTSRB-MobileNetV2 MA% 97.00 97.27 97.45 96.09 98.43 98.81
ASR% 95.49 100.0 100.0 91.82 100.0 99.63

Evaluation metrics. We used the main accuracy (MA) and the attack
success rate (ASR) to measure attack performance. Specifically, MA is
the number of correctly classified benign samples divided by the total
number of benign samples, and ASR is the number of poisoned samples
classified as the target class divided by the total number of poisoned
samples. We adopted TPR and FPR to evaluate the performance of all
defenses, where TPR is computed as the number of detected poisoned
inputs divided by the total number of poisoned inputs, whereas FPR is
the number of benign inputs falsely detected as poisoned divided by the
total number of benign inputs.

8.4.2 Results

Performance of attacks. Table 8.2 shows the performance of the selected
attacks on the CIFAR10-ResNet18 and the GTSRB-MobileNetV2 bench-
marks. It can be seen that sample-specific attacks (e.g., ISSBA and IAD)
performed better than other attacks in terms of MA and ASR.
Main results. We ran each defense five times and computed the average
results for a fair comparison. As shown in Tables 8.3 and 8.4, existing de-
fenses failed to detect attacks with low TPR or high FPR in many cases,
especially on the GTSRB data set. For example, AC failed in most cases
on GTSRB, although it had promising performance on CIFAR-10. In con-
trast, our method had good performance in detecting all attacks on both
data sets. There were only a few cases (4 over 28) where our approach
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TABLE 8.3: Main results (%) on the CIFAR-10 data
set. Boldfaced values are the best results among all de-
fenses. Underlined values are the second-best results.

Attack→ BadNets Blended LC WaNet ISSBA IAD Avg
Defense↓ TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

RS 9.84 8.00 7.35 5.76 9.21 7.52 98.48 10.00 8.83 8.72 13.28 6.36 24.50 7.73
ShPd 94.28 13.31 49.72 12.89 69.87 13.18 36.25 17.69 95.22 5.50 42.74 7.56 64.68 11.69

FP 96.10 17.13 96.23 16.16 94.76 17.31 96.01 18.64 98.98 19.53 97.08 22.52 96.53 18.55
AC 99.52 31.14 100.00 30.69 100.00 31.16 99.18 32.44 99.94 34.22 82.99 31.32 96.94 31.83

STRIP 68.70 11.70 65.20 11.70 66.00 12.80 7.90 12.30 56.20 11.40 2.10 14.00 44.35 12.32
SCAn 96.60 0.77 100.00 0.00 0.02 5.05 98.55 1.06 99.89 2.61 84.19 0.13 79.88 1.60
Ours 99.38 1.35 100.00 1.59 100.00 1.20 91.04 1.48 98.97 1.17 99.12 1.26 98.09 1.34

TABLE 8.4: Main results (%) on the GTSRB data set.
Boldfaced values are the best results among all de-
fenses. Underlined values are the second-best results.

Attack→ BadNets Blended LC WaNet ISSBA IAD Avg
Defense↓ TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

RS 13.20 22.10 10.12 20.40 9.23 19.15 10.10 17.20 8.61 16.98 17.70 17.60 11.49 18.91
ShPd 94.97 12.16 11.58 10.68 96.16 10.60 66.11 14.81 95.92 8.26 31.07 16.10 65.97 12.10

FP 89.05 18.80 30.56 3.70 94.71 50.02 67.12 3.24 94.22 7.05 94.37 5.75 78.34 14.76
AC 0.30 8.84 0.00 5.67 4.83 5.42 0.42 25.87 99.06 17.48 43.85 10.73 24.74 12.34

STRIP 32.00 9.00 80.40 10.80 7.40 11.00 34.20 11.40 13.00 13.60 6.60 10.60 28.93 11.07
SCAn 46.05 2.57 46.02 4.03 30.45 11.39 54.07 1.88 96.85 0.17 0.09 19.41 45.59 6.58
Ours 99.99 6.23 100.00 6.72 100.00 5.95 100.00 6.49 100.00 5.43 100.00 4.67 100.00 5.92

was neither optimal nor close to optimal. In these cases, our detection
was still on par with state-of-the-art methods, and another indicator (i.e.,
TPR or FPR) was significantly better than them. For example, when de-
fending against the blended attack on the GTSRB data set, the TPR of
our method was 69.44% larger than that of FP, which had the smallest
FPR in this case. These results confirm the effectiveness of our detection.
Resistance to adaptive attacks. The adversary may adapt his attack
to bypass our defense by optimizing the model’s original loss Lorg and
minimizing the layer-wise angular deviation between the features of the
poisoned samples and the features’ centroids of the target class’s benign
samples. We studied the impact of this strategy by introducing the co-
sine distance between the features of poisoned samples and the target
class centroids as a secondary loss function Lcd in the training objective
function. Also, we introduced a penalty parameter β, which yielded a
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TABLE 8.5: Adaptive attack. Top, impact of penalty
factor β on MA and ASR. Bottom, impact of penalty

factor β on TPR and FPR.

β 0 0.5 0.6 0.7 0.8 0.9 0.91 0.92 0.95
MA (%) 91.45 92.96 92.06 92.65 92.63 90.33 79.97 69.13 10
ASR (%) 97.20 96.72 96.93 96.63 96.29 96.88 96.41 97.36 100

β→ 0 0.5 0.6 0.7 0.8 0.9 0.91 0.92 0.95Defense↓ Metric (%)↓

AC TPR 99.52 99.20 99.16 45.69 26.26 26.22 23.81 13.38 0.00
FPR 31.14 29.46 28.85 8.21 7.72 6.21 0.25 7.80 0.00

SCAn TPR 96.60 96.55 96.60 72.80 56.19 0.00 0.00 0.00 0.00
FPR 0.77 1.38 4.60 1.14 0.10 0.00 0.00 0.00 0.00

Ours TPR 99.38 99.41 98.18 97.43 97.52 94.20 24.20 0.00 0.00
FPR 1.35 1.96 1.44 1.15 0.53 1.40 4.17 0.00 0.00

modified objective function (1− β)Lorg + βLcd. The role of β is to con-
trol the trade-off between the angular deviation and the main accuracy
loss. We then launched BadNets on CIFAR10-ResNet18 under the mod-
ified objective function. Table 8.5 (top subtable) shows MA and ASR
with different penalty factors. We can see that values of β < 0.9 slightly
increased the main accuracy because the second loss acted as a regular-
izer to the model’s parameters, which reduced over-fitting. Also, ASR
stayed similar to the non-adaptive ASR (when β = 0). However, the
main accuracy degraded with greater β values, because the original loss
function was dominated by the angular deviation loss.

Table 8.5 (bottom subtable) shows the TPRs and FPRs of AC, SCAn,
and our defense with different penalty factors. As β increased (up to
β = 0.9), the TPR of our defense decreased from 99.38% to 94.20% while
FPR was almost unaffected. This shows that the adversary gained a
small advantage with β = 0.9. On the other hand, the other defenses
achieved limited or poor robustness compared to ours with the same β

values. With β ≥ 0.91, AC, SCAn, and our method defense failed to
counter the attack. However, looking at Table 8.5 (top subtable) we can
see the main accuracy degraded with these high β values, which made
it easy to reject the model due its low performance.
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(A) CIFAR10-ResNet18 (B) GTSRB-MobileNetV2

FIGURE 8.8: Impact of detection thresholds on TPR (%)
and FPR (%)

TABLE 8.6: Impact of poisoning rates

Poisoning Rate↓, Metric→ MA (%) ASR (%) TPR (%) FPR (%)
1% 91.52 94.15 99.64 1.25
3% 92.28 96.31 99.32 1.32
5% 91.45 97.20 99.36 1.35

10% 91.45 97.56 99.83 1.62

Effects of the detection threshold. Figure 8.8 shows the TPRs and FPRs
of our defense with threshold τ ∈ {0.5, 1, 1.5, 2, 2.5, 3} for BadNets and
WaNet. It can be seen that a threshold 2.5 is reasonable, as it offers a
high TPR while keeping a low FPR. Note that the larger the threshold,
the smaller the TPR and FPR. Users should choose the threshold based
on their specific needs.
Effects of the poisoning rate. We launched BadNets on CIFAR10-ResNet18
using different poisoning rates ∈ {1%, 3%, 5%, 10%} to study the impact
of poisoning rates on our defense. Table 8.6 shows the attack success
rate (ASR) increases with the poisoning rate. However, the poisoning
rate has minor effects on our TPR and FPR. These results confirm again
the effectiveness of our method.
Effectiveness of our layer selection. We compared the performance
of AC, SCAn, and our method at detecting BadNets on the GTSRB-
MobileNetV2 benchmark using latent features and critical features. We
generated latent features based on the feature extractor (i.e., the layer
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TABLE 8.7: Effectiveness of defenses with different fea-
tures. Latent features denote those generated by the
feature extractor that is typically used in existing de-
fenses. Critical features are extracted by our method

from the identified layers.

Metric→ TPR (%) FPR (%)
Defense↓, Features→ Latent Features Critical Features Latent Features Critical Features

AC 0.3 96.32 8.84 7.67
SCAn 46.05 86.19 2.57 1.96
Ours 1.31 99.99 4.93 6.23

TABLE 8.8: Performance of features from individual
layers compared to identified layers by our defense.
The LOI of WaNet and IAD are 9 and 8, respectively.

Layer 1 2 3 4 5 6 7 8 9 10 Ours

WaNet TPR (%) 0.00 0.10 0.05 0.00 0.01 0.00 68.82 98.08 59.82 0.00 91.04
FPR (%) 0.09 0.82 0.24 0.20 0.21 0.04 2.06 1.52 2.06 0.65 1.48

IAD TPR (%) 19.32 34.03 6.44 30.49 61.09 78.65 88.81 99.65 99.10 2.36 99.12
FPR (%) 1.65 1.38 1.44 1.60 2.27 1.70 1.29 1.13 1.09 1.24 1.26

before fully-connected layers) that is typically adopted in existing de-
fenses. The critical features were extracted by the layer of interest (LOI)
used in our method. Table 8.7 shows that using our features led to sig-
nificantly better performance in almost all cases. In other words, exist-
ing detection methods can also benefit from our LOI selection. Also, we
compared the performance of our method on CIFAR10-ResNet18 under
WaNet and IAD when using the features of every individual layer, and
when using LOI and the two layers before LOI. Table 8.8 shows that as
we approach the critical layer, which was just before LOI with WaNet
and at LOI with IAD, the detection performance gets better. Since our
method included the critical layer, it also was effective. These results
confirm the effectiveness of our layer selection and partly explain our
method’s good performance.
Effectiveness of cosine similarity. We also tried the Euclidean distance
as a metric to differentiate between benign and poisoned samples, as we
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TABLE 8.9: Comparison between Euclidean distance
and cosine similarity as metrics to differentiate be-
tween benign and poisoned samples (±: standard de-

viation). Best scores are in bold.

Threshold→ 0.5 1 1.5 2 2.5 3
Evaluation metric→
Similarity metric↓ TPR% FPR% TPR% FPR% TPR% FPR% TPR% FPR% TPR% FPR% TPR% FPR%

Euclidean distance
99.98

(±0.01)
24.77

(±0.64)
97.12

(±3.13)
13.64

(±0.90)
95.73

(±2.41)
8.67

(±0.36)
70.84

(±10.00)
4.69

(±0.36)
53.13

(±12.94)
3.21

(±1.78)
15.71

(±10.61)
1.56

(±0.06)

Cosine similarity
100.00

(±0.00)
33.65

(±1.11)
99.99

(±0.00)
18.74

(±0.73)
99.91

(±0.05)
8.71

(±0.88)
99.76

(±0.04)
3.89

(±0.32)
99.12

(±0.45)
0.17

(±0.13)
95.99

(±3.04)
0.40

(±0.18)

did with cosine similarity. The only difference was considering any sus-
picious input with a summed distance greater than the mean of benign
samples with τ standard deviations as potentially poisoned. Table 8.9
shows the detection performance of our defense with each of the two
metrics in the CIFAR10-ResNet18 benchmark under the IAD backdoor
attack with different thresholds. It can be seen that cosine similarity pro-
vides a better differentiation between benign and poisoned samples. A
possible explanation is that the direction of features is more important
for detection than their magnitude.
Stability comparison. We compared the stability of our defense with
that of AC, SCAn, and FP on the CIFAR10-ResNet18 and GTSRB-MobileNetV2
benchmarks. We ran each defense five times and we report the average
TPR and FPR with their standard deviations. Error bars in Figure 8.9
and Figure 8.10 show that our defense, in general, is more stable than
the others.
Runtime comparison We compared the average CPU runtime (in sec-
onds) of our defense with that of AC and SCAn on the whole benign
and poisoned test sets. Figure 8.11 shows that our defense had the short-
est runtime on CIFAR10-ResNet18 and the second shortest on GTSRB-
MobileNetV2. It had a runtime slightly longer than that of AC on GTSRB-
MobileNetV2 because MobileNetV2 contains a larger number of inter-
mediate layers, which increases the time required to analyze them.
Additional results on layer-wise feature analysis Figure 8.12 shows the
layer-wise behavior of benign and poisoned features w.r.t. the target
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(A) AC (B) SCAn

(C) FP (D) Ours

FIGURE 8.9: Stability on the CIFAR10-ResNet18 bench-
mark

class on the CIFAR10-ResNet18 benchmark under all the used attacks.
Figure 8.13 shows the same on the GTSRB-MobileNetV2 benchmark.

It can be seen that the layer with the maximum difference in cosine
similarity is likely to be one of the three circled layers (the LOI and the
two preceding layers). This happens in all cases, except for WaNet on
GTSRB-MobileNetV2. We can also notice that the layer-wise gaps are
smaller for WaNet, which is stealthier than the other attacks. Never-
theless, no matter how stealthy the attack is, the difference is always
evident in one of the circled layers.
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(A) AC (B) SCAn

(C) FP (D) Ours

FIGURE 8.10: Stability on the GTSRB-MobileNetV2
benchmark

8.5 Extending the proposed defense to FL

So far, we have seen how our proposed defense can effectively fend off
backdoor attacks, outperforming its counterparts in centralized learn-
ing. In this section, we sketch how our defense design allows for its
adoption in federated learning, specifically on the final global model
used for inference. To utilize our defense in FL, the server or any of the
peers need a small set of samples from the test data distribution. In situ-
ations where data is IID among peers, especially in cross-silo FL, this set
may be available to peers. However, in non-IID settings, and especially
in cross-device FL, the set may not be available. Nevertheless, peers can
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FIGURE 8.11: Average CPU running time in seconds.

collaborate under the server coordination to compute averages of inter-
mediate activations and other parameters required for our defense, such
as LOI, µt, and σt. Peers can then use these parameters to detect poi-
soned samples targeting the trained global model during inference. It
is worth noting that BAs typically do not affect the model’s accuracy on
the main task, and defending against them during training can impose
a high computational cost on the server. Therefore, adopting a defense
strategy during inference may be more cost-effective and efficient.

8.6 Conclusions

In this chapter, we conducted a layer-wise feature analysis of the be-
havior of benign and poisoned samples generated by attacked DNNs
at inference time. We found that the feature difference between benign
and poisoned samples tends to reach the maximum at a critical layer,
which can be easily located based on the behaviors of benign samples.
From this finding, we proposed a simple yet effective backdoor detec-
tion method to determine whether a given suspicious testing sample is
poisoned by analyzing the differences between its features and those of a
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(A) BadNets (B) Blended

(C) Label-consistent (D) WaNet

(E) ISSBA (F) IAD

FIGURE 8.12: Layer-wise behavior of benign and poi-
soned samples w.r.t. the target class in the CIFAR10-
ResNet18 benchmark, under all implemented attacks

few local benign samples. Moreover, we outlined how our proposed de-
fense can be extended to the federated learning paradigm, allowing for
easy adoption by the server or participating peers during the inference
stage. Our extensive experiments on benchmark data sets confirmed the
effectiveness of our detection. We hope our work can provide a deeper
understanding of attack mechanisms, to facilitate the design of more ef-
fective and efficient backdoor defenses and more secure DNNs.
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(A) BadNets (B) Blended

(C) Label-consistent (D) WaNet

(E) ISSBA (F) IAD

FIGURE 8.13: Layer-wise behavior of benign and poi-
soned samples w.r.t. the target class in the GTSRB-
MobileNetV2 benchmark, under all implemented at-

tacks
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Chapter 9

KeyNet: An asymmetric
key-style framework for
watermarking deep
learning models

Safeguarding deep learning models from theft or unauthorized use is
crucial for their owners, whether they are single entities (e.g., technology
companies) in centralized learning or multiple entities (e.g., banks or
hospitals) in cross-silo federated learning.

In this chapter, we propose KeyNet, a novel watermarking frame-
work that meets a wide range of desirable requirements for effective
watermarking. In particular it offers fidelity, robustness, reliability, in-
tegrity, capacity, security, authentication, uniqueness, and scalability.

KeyNet depends on three components: the WM carrier set distribu-
tion, the signature, and the marked model and its corresponding private
model. The private model is trained together with the original model to
decode the WM information from the marked model’s predictions. The
WM information is only triggered by passing a sample from the WM
carrier set signed by the legitimate owner to the corresponding marked
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model. The predictions of the marked model represent the encoded
WM information that can be decoded only by the corresponding private
model. The private model takes the predictions as input and decodes
the WM information.

Unlike in previous works (discussed in Section 9.2), a watermarked
input can take more than one label, which corresponds to the position
of the owner’s signature. Besides, the number of WM classes can be
greater than the original task classes.

To successfully embed the WM and preserve the original task accu-
racy, the owner leverages multi-task learning (MTL) to learn both the
original and the watermarking tasks together. After that, the owner dis-
tributes the marked original model, and keeps the private model secret.
The owner uses the private model as a private key to decode the original
model’s outputs on the WM carrier set.

The main contributions of this chapter can be summarized as fol-
lows:

• KeyNet provides a strong link between the owner and her marked
model by integrating two reliable authentication methods, namely
a cryptographic hashing algorithm and a verification protocol. Also,
the use of a cryptographic hash improves the capacity of embed-
ding WM information. Besides being robust against DL model
modifications such as compression and fine-tuning, KeyNet does
not allow the WM to be overwritten by attackers without losing
the accuracy of the original task.

• We demonstrate the ability of our framework to scale and finger-
print different unique copies of a DL model for different users
in the system. The information of a user is combined with the
owner’s information, the carrier is signed with the combined in-
formation, and then a unique pair of a pre-trained model along
with its corresponding private model is fine-tuned before being
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delivered to the user. After that, the owner can identify the point
of leakage with a small number of queries.

• We conduct extensive experiments and evaluate the proposed frame-
work on different DL model architectures. The results show that
KeyNet can successfully embed WMs with reliable detection ac-
curacy while preserving the accuracy of the original task. Also,
it yields a small number of false positives when tested with un-
marked models.

The contributions in this chapter have been published in NajeebJe-
breel, 2020.

The remainder of the chapter is organized as follows. Section 9.1 de-
scribes the requirements of an effective DL models watermarking frame-
work. Section 9.2 discusses related work. Section 9.3 describes the attack
model to watermarking systems. Section 9.4 presents our framework in
detail. Section 9.5 describes the experimental setup and reports the re-
sults on a variety of data sets. Section 9.6 outlines how KeyNet can be
adopted in federated learning. Finally, Section 9.7 gathers conclusions.

9.1 Requirements for watermarking of DL mod-

els

Digital watermarking techniques have been widely used in the past two
decades as a means to protect the ownership of multimedia contents like
photos, videos and audios (Hartung and Kutter, 1999; Sebé, Domingo-
Ferrer, and Herrera, 2000; Furht and Kirovski, 2004; Lu, 2004). The gen-
eral idea of watermarking is to embed secret information into a data
item (without degrading its quality) and then use the embedded secret
to claim ownership of the item.
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This concept of watermarking can also be extended to DL models.
Several authors have proposed to use digital WMs to prove the owner-
ship of models and address IP infringement issues (Uchida et al., 2017;
Zhang et al., 2018; Adi et al., 2018; Chen et al., 2019b; Le Merrer, Perez,
and Trédan, 2020; Li et al., 2019a; Rouhani, Chen, and Koushanfar, 2018;
Chen, Rouhani, and Koushanfar, 2019; Xu, Li, and Yuan, 2020). The
proposed methods fall into two main classes: i) white-box methods, which
directly embed the WM information into the model parameters and then
extract it by accessing those parameters; and ii) black-box methods, which
embed WMs in the output predictions of DL models. The latter type of
methods employ so-called trigger (or carrier) data samples that trigger
an unusual prediction behavior: these unusual trigger-label pairs con-
stitute the model watermark and they can be used by the model owner
to claim her ownership.

For a watermarking framework to be effective, several requirements
should be fulfilled (Uchida et al., 2017; Rouhani, Chen, and Koushanfar,
2018; Adi et al., 2018; Li et al., 2019a; Boenisch, 2020). These require-
ments include:

• Fidelity: The accuracy of the marked model on the original task
shall not be degraded as a result of watermark embedding.

• Robustness: The watermark shall be robust against model mod-
ifications such as model fine-tuning, model compression or WM
overwriting.

• Reliability: Watermark extraction shall exhibit a minimal false neg-
ative rate to allow legitimate owners to detect the WM with high
probability.

• Integrity: Watermark extraction shall result in a minimal amount
of false positives; unmarked models must not be falsely claimed.

• Capacity: It must be possible to include a large amount of water-
mark information in the target model.
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• Security: The watermark must not leave a detectable footprint on
the marked model; an unauthorized party must not be able to de-
tect the existence of a WM.

• Unforgeability: An attacker must not be able to claim ownership
of another party’s watermark, or to embed additional watermarks
into a marked model.

• Authentication: A strong link between the owner and her wa-
termark must be provided; reliable verification of the legitimate
owner’s identity shall be guaranteed.

• Generality: The watermarking methodology must be applicable to
different DL architectures and data sets.

• Efficiency: Embedding and extracting WMs shall not entail a large
overhead.

• Uniqueness: The watermarking methodology must be able to em-
bed a unique watermark for each user in order to distinguish each
distributed marked model individually.

• Scalability: Unique watermarking must scale to many users.

Nonetheless, simultaneously satisfying all of these requirements is
difficult to achieve (Boenisch, 2020).

9.2 Related work

The use of digital watermarking techniques has recently been extended
from traditional domains such as multimedia contents to deep learning
models. Related works can be categorized based on their application
scenario as follows.
White-box watermarking. In this scenario, the model internal weights
are publicly accessible. Uchida et al., 2017 embed an N-bit string WM
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into specific parameters of a target model via regularization. To this
end, they add a regularizer term to the original task loss function that
causes a statistical bias on those parameters and use this bias to repre-
sent the WM. To project the parameters carrying the WM information,
they use an embedding parameter X for WM embedding and verifi-
cation. Based on the same idea, Wang et al., 2020b use an additional
neural network instead of the embedding parameter to project the WM.
The additional network is kept secret and serves for WM verification.
Other works (Fan, Ng, and Chan, 2019; Wang and Kerschbaum, 2019)
also adopt the same approach for embedding the WM information in
the internal weights of DL models.
Black-box watermarking. Assuming direct access to the weights of a DL
model to extract the WM is often unrealistic, particularly when some-
one wishes to extract the WM to claim legitimate ownership of a seem-
ingly stolen model in someone else’s power. To overcome this problem,
several black-box watermarking methods have been proposed. These
methods assume access to the predictions of the model and, thus, em-
bed the WM information into the model’s outputs. The idea of these
methods is to use some samples and assign each sample a specific label
within the original task classes (Le Merrer, Perez, and Trédan, 2020; Adi
et al., 2018; Rouhani, Chen, and Koushanfar, 2018; Zhang et al., 2018;
Guo and Potkonjak, 2018). The trigger-label pairs form what is called
a trigger set or a carrier set. The carrier set is then used to embed the
WM into the target model by training the target model to memorize
its trigger-label pairs along with learning the original task. Since DL
models are over-parameterized, it is possible to make them memorize
the trigger-label samples through over-fitting (Hitaj and Mancini, 2018).
Such embedding methods are known as back-dooring methods (Adi et
al., 2018). The triggers are used later to query a remote model and com-
pare its predictions with the corresponding labels. A high proportion
of matches between the predictions and the labels is used to prove the
ownership of the model.
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Trigger set methods can be classified into several types. A first type
of methods is based on assigning a random label to each trigger. The
trigger samples themselves may be random samples from different dis-
tributions (Adi et al., 2018) or adversarial samples (Le Merrer, Perez, and
Trédan, 2020). This approach has many drawbacks. Beyond its limited
capacity regarding the number of triggers that can be used for verifica-
tion, it does not establish a strong link between the owner and her WM.
Thus, it is easy for an attacker to insert his WM by using a set of trigger-
label pairs, giving them random labels, and then claim ownership of the
owner’s model. This type of attack is called the ambiguity attack (Fan,
Ng, and Chan, 2019).

A second type of methods relies on inserting the WM information
into the original data. The inserted information may be a graphical
logo (Li et al., 2019c), the owner’s signature (Guo and Potkonjak, 2018),
a specific text string (which could be the company name) (Zhang et al.,
2018), or some pattern of noise (Zhang et al., 2018). These methods may
affect the accuracy of the model in the original task. Besides, the WM
may be vulnerable to model fine-tuning aimed at destroying the WM.
That is possible because the WM samples will be close to their coun-
terparts in the same class in the feature space. Hence, fine-tuning may
cause the WM pattern to be ignored and those samples to be classified
into their original classes again (Cao, Jia, and Gong, 2019).

Another type of black-box methods proposes to exploit the discarded
capacity in the intermediate distribution of DL models’ output to embed
the WM information (Xu, Li, and Yuan, 2020). They use non-classification
images as triggers and assign each trigger a serial number (SN) as la-
bel. SN is a vector that contains n decimal units where n is the number
of neurons in the output layer. The value of SN serves as an identity
bracelet that proves ownership of a marked model. To embed the WM
information in the softmax layer predictions, they train the target model
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to perform two tasks simultaneously: the original task, which is a multi-
class classification task, and the watermarking task, which is a regres-
sion task. They use the mean square error (MSE) as a loss function for
the watermarking task to minimize the difference between the predicted
value of a trigger and its corresponding SN. To link the owner with her
marked model, they create an endorsement by a certification authority
on the generated SNs. Ownership verification is performed by send-
ing some trigger inputs, extracting their corresponding SNs, and having
them verified by the authority. This method preserves the original task
accuracy and also creates a link between the owner and her WM model.
However, it has several drawbacks. The length of the SN depends on the
size of the output layer in the model. This may prevent the owner from
embedding a large WM. Moreover, by relying on values after the deci-
mal point to express a specific symbol in the SN, if some decimal values
are slightly changed, the entire SN will be corrupted. A modification
like model fine-tuning would lead to destroying the WM information.
In this respect, the authors do not evaluate two important types of mod-
ifications that could affect the WM, namely, model fine-tuning and WM
overwriting.

Wu et al., 2020a proposes to watermark DL models that output im-
ages. They force the marked model to embed a certain WM (e.g., logo)
in any image output by that model. They train two models together:
the marked model and the extractor model. The latter extracts the WM
from the output of the former. The marked model is distributed while
the extractor is kept secret by the owner. The paper does not evaluate
the robustness of the method against the basic attacks that may target the
marked model, such as model fine-tuning, model compression, and WM
overwriting. Besides, there is a high probability that the WM extractor
has memorized the WM in its weights; as a result, when it receives im-
ages from models different from the marked one, it might generate the
same WM each time.

A shortcoming of most of the aforementioned WM methods is that
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the WM is the same in all copies of the model Boenisch, 2020. Hence,
if the owner distributes more than one copy of a model, it is impossible
for the legitimate owner to determine which of the authorized users has
leaked it.

9.3 Attack model

To ensure the robustness of a watermarking methodology, it should ef-
fectively overcome (at least) three potential attacks:

• Model fine-tuning. In this attack, an attacker who has a small
amount of the original data retrains the WM model with the aim
of removing the WM while preserving the accuracy in the original
task.

• Model compression. The compression of a DL model’s weights
minimizes its size and speeds up its performance. Model compres-
sion may compromise the WM within the marked model, thereby
affecting its detection and extraction.

• Watermark overwriting. This type of attack is a major threat to
the WM because it might result in the attacker being able to over-
write the owner’s WM, or also to embed another WM of his own
and thus seize ownership of the WM model. We make the follow-
ing assumptions about the attacker. First, the attacker is assumed
to have a small amount of training data when compared to the
owner. Otherwise, he can use his data to train a new model from
scratch, or use the predictions of the WM model to create an un-
marked copy of it by predictive model-theft techniques (Tramèr
et al., 2016). Second, the attacker is assumed to be aware of the
methodology used to embed the WM but to be unaware of the
carrier set distribution, the owner’s signature, or the topology of
the owner’s private model. An attack is considered to be success-
ful if the attacker manages to overwrite the WM without losing
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much accuracy in the original task. The goal is to prevent the at-
tacker from overwriting the WM without significantly impairing
the original task accuracy, proportional to the amount of data he
knows. To make a realistic trade-off, the relationship between the
size of the data known by the attacker and the loss in original task
accuracy should be inversely proportional: the smaller the attacker
data, the greater the accuracy loss is.

9.4 The KeyNet framework

Instead of having the model memorize the WM through over-fitting, in
our approach we design the watermarking task as a standalone ML task
with its logical context and rules. Firstly, this task performs a one-vs-
all classification so that it can distinguish WMs from original samples
with different distributions. Second, the watermarking task learns the
features that enable it to identify the spatial information of the legiti-
mate owner’s signature. Third, it learns to distinguish the pattern of the
owner’s signature from the patterns of fake signatures. The purpose of
designing the watermarking task in this way is: i) to increase the diffi-
culty of the task so that an attacker with little training data cannot add
his WM without losing the accuracy of the original task; ii) to provide
a reliable verification method that strengthens the owner’s association
with her marked model; iii) to achieve greater security by keeping the
private model in the hands of the owner; iv) to embed a robust WM
without affecting the accuracy of the original task; v) to produce differ-
ent unique copies of a DL model for different users of the system based
on the same carrier by signing the carrier with the joint signature of the
user/owner; and vi) to scale for a large number of users and identify the
leakage point with high confidence and little effort.

KeyNet consists of two main phases: watermark embedding and wa-
termark extraction and verification. Figure 9.1 shows the global work-
flow of KeyNet. The marked DL model is used as a remote service, so
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that the user can only obtain its final predictions. KeyNet passes the final
predictions of the remote DL model to its corresponding private model,
which uses them to decode the WM information. In the ownership veri-
fication protocol we exploit the fact that each sample in the owner’s WM
carrier set can take different labels based on the position of the owner’s
signature in it. We next briefly explain the workflow of each phase.

Watermark embedding. KeyNet takes four main inputs in the WM
embedding phase: the target model (pre-trained or from scratch), the
original data set, the owner’s WM carrier set, and the owner’s infor-
mation string. The output is the marked model, its corresponding pri-
vate model, and the owner’s signature. The WM carrier set samples are
signed using the owner’s signature. After that, the signed WM carrier
set is combined with the original data set and they are used to fine-tune
(or train) the targeted model. The private model takes the final pre-
dictions of the original model as inputs and outputs the position of the
owner’s signature on the WM sample. To embed the WM information
and preserve the main task accuracy at the same time, WM embedding
leverages multi-task learning (MTL) to train the two models jointly.

MTL is an ML approach that allows learning multiple tasks in paral-
lel by sharing the feature representation among them (Caruana, 1997;
Ruder, 2017). Many MTL methods (Mrkšić et al., 2015; Li, Liu, and
Chan, 2014; Zhang et al., 2016) show that different tasks can share sev-
eral early layers, and then have task-specific parameters in the later lay-
ers. MTL also helps the involved tasks to generalize better by adding a
small amount of noise that helps them reduce over-fitting (Neelakantan
et al., 2015; Ndirango and Lee, 2019).

In our framework, the original model parameters are shared among
the original task and the watermarking task. When the marked model
receives unmarked data samples, its predictions represent the classifi-
cation decision on those samples. However, when it receives a water-
marked sample, its output represents the features that the private model
needs to distinguish the signature position on that sample. For this to be
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possible, the private model forces the shared layer (the original model
parameters) to produce a different representation of the WM samples.
We can see the private model as a private key held only by the owner
that decodes the WM information from the original model predictions.
More details about this phase are given in Sections 9.4.2 and 9.4.3.

Watermark extraction and verification. The owner can extract the
WM information from a suspicious remote DL by taking a random sam-
ple from her WM carrier set, putting her signature on one of the prede-
fined positions, and querying the remote model. After that, she passes
the remote model’s predictions to the private model. If the private model
decodes the WM information and provides the position of the signature
with high accuracy, then the owner can claim her ownership.

To verify the ownership of a remote black-box DL model, the owner
first delivers the WM carrier set and her signature to the authority. She
also tells the authority about the methodology used to sign the WM sam-
ples along with the predefined positions where the WM may be placed.
The authority (i.e., the verifier) randomly chooses a sample from the car-
rier set, puts the signature in a random position, queries the remote DL
model, and sends the model’s predictions to the owner. The owner (i.e.,
the prover) takes the predictions, passes them to her private model, and
tells the authority the position of her signature on the image. The au-
thority repeats the proof as many times as she desires. After that, the
owner’s answer accuracy is evaluated according to a minimum thresh-
old. If the owner surpasses the threshold, her ownership is regarded
as proven by the authority. More details about this phase are given in
Section 9.4.4.

The following subsections describe each phase in detail. First, we
formalize the problem. Then, we describe the methodology for signing
and labeling the WM carrier set using the hashed value of the owner’s
information. After that, we describe the WM embedding phase by train-
ing the original model and the private model on the original and the
watermarking tasks jointly. Finally, we explain the WM extraction and

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



9.4. The KeyNet framework 181

Marked DL Model
Original
Data Set

U Signed
Carrier

Set

Carrier
Set

Joint Training by Fine-
tuning or from Scratch

Loss
Watermark

Unmarked DL
Model

Private Model

Loss
Original

Private Model

Owner

Watermark Embedding Phase

Private Model

ML Service Provider

Black-box Access

Authority

Model
Prediction 

Watermark
Detected

Verification Proof

Owner

Owner's Carrier
Set + Signature

Remote
Query

Watermark Extraction and Verification Phase

                       
   

  +Information
String

FIGURE 9.1: KeyNet global workflow.

verification phase.

9.4.1 Problem formulation

The key idea of our framework is to perform two tasks at the same
time: the original classification task Torg and the watermarking task Twm.
To do so, KeyNet leverages the multi-task learning (MTL) approach to
achieve high accuracy in both tasks by sharing the parameters of the
original model between the two tasks. KeyNet adds a private model to
the original model. The original model’s objective is to correctly classify
the original data samples into their corresponding labels, while the pri-
vate model’s objective is to correctly predict the position of the owner’s
signature in a sample of the WM carrier set using the original model
predictions. We can formally represent as follows the problem being
tackled:

• Representation of the original, private and combined models.
Let Dorg = {(xi , yi)}n

i=1 be the original task data and Dwm = {cj}m
j=1

be the WM carrier set data. Let h be the function of the original
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model and f be the function of the private model. Let θ1 the pa-
rameters of h and θ2 be the parameters of f . Let signature be the
owner’s signature and PL = {(pk , lk)}z

k=1 be the set of predefined
position-label pairs (e.g. (position:top left, label: 1), (position: bot-
tom right, label: 4 )) where z is the total number of positions at
which the signature can be located on a WM carrier set sample.
Let sign be the function that puts a signature on a carrier set sam-
ple c and returns the signed sample cpk and its corresponding label
lk as

(cpk , lk) = sign(signature, c, pk).

Let Dsigned
wm be the signed carrier set samples that contain all the

(cp, l) pairs. We use Dorg and Dsigned
wm to train both h and f to per-

form Torg and Twm.

Typically, the function h tries to map each xi ∈ Dorg to its corre-
sponding yi, that is, h(xi) = yi.

Let f (h) be the composite function that aims at mapping each cpk
j

to its corresponding lk, that is, f (h(cpk )) = lk.

• Embedding phase. We formulate the embedding phase as an
MTL problem where we jointly learn two tasks that share some
parameters in the early layers and then have task-specific param-
eters in the later layers. The shared parameters in our case are θ1,
while θ2 are the WM task specific parameters. We compute the
weighted combined loss L as

L = αLoss(h(x), y) + (1− α)Loss( f (h(cp)), l),

where h(x) represents the predictions on the original task samples,
f (h(cp) represents the predictions on Dsigned

wm samples, Loss(h(x), y))
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is the loss function that penalizes the difference between the origi-
nal model outputs h(x) and the original data targets y, Loss( f (h(cp)), l)
is the loss function that penalizes the difference between the com-
posite model outputs f (h(cp)) and the signed WM carrier set’s tar-
get l, and α is the combined weighted loss parameter. Then we
seek θ1 and θ2 that make L small enough to get acceptable accu-
racy on both Torg and Twm. Once this is done, the WM has been
successfully embedded while preserving the accuracy of the orig-
inal task Torg.

• Verification phase. The verification function V checks whether
a claimer (a.k.a. the prover), who has delivered her signature and
WM carrier set Dwm to the authority (a.k.a. the verifier), is the legit-
imate owner of a remote model h

′
. If the prover is the legitimate

owner of h
′
, she will be able to pass the verification process and

thus prove her ownership of h
′
. That is because she possesses the

private model f , which was trained to decode h
′

predictions on
her signed Dwm.

Here, r represents the number of the required rounds in the veri-
fication process and T denotes the threshold needed to prove the
ownership of h

′
. Note that the authority also knows the signing

function sign used to sign Dwm samples in order to obtain (cpk , lk)
pairs.

The function V can be expressed as V({( f (h
′
(cpk )), lk , pk)}r

k=1, T) =
{True, False}.

9.4.2 Watermark carrier set signing and labeling

The methodology we use for labeling the WM carrier set is key in our
approach. In contrast to related works, which assign a unique label to
each of the WM carrier set samples, our labeling method allows for a
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single sample to carry more than one label. More precisely, any sam-
ple c ∈ Dwm can take one of z labels {lk}z

k=1, where z is the number of
predefined positions {pk}z

k=1 at which the signature of the owner can be
placed. Besides the z positions, if a sample is not signed by the legiti-
mate owner, it uses label 0 by default. Also, if the sample is not in Dwm,
it uses label 0 by default even if it is signed by the owner. Function 1
formalizes the method used to sign and label the Dwm samples.

First and foremost, the owner’s information and the metadata of her
model are endorsed by the authority. This information is a string of arbi-
trary length. After that, Function 1 returns the signed Dsigned

wm WM carrier
set consisting of pairs (signed Dwm sample, label), a signed Dsigned

di f con-
sisting of pairs (signed sample from a set Ddi f of different distribution,
0), and the owner’s signature signature used to sign the samples. The
inputs to the function are:

1. The owner’s information string in f Str that has been endorsed by
the authority.

2. The size of the signature s to be placed on the WM carrier set sam-
ples.

3. The owner’s WM carrier set Dwm.

4. The set of positions-labels pairs PL = {pk , lk}z
k=1 that defines the

signature positions and their corresponding labels.

5. A small set of samples Ddi f from other distributions than Dwm.

The function starts its work by taking the hash value for in f Str and
then converting it to a squared array of size s, as follows. In our im-
plementation we use SHA256 which yields 256 bits, that are converted
to 64 characters by digesting them to hexadecimal. The last s (with
s ≤ 64) among the digested characters are converted to a decimal vector
of length s. The decimal vector values are normalized between 0 and
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1 by dividing them by the maximum value in the vector. The normal-
ized vector is then reshaped into a squared array. The resulting array
represents the owner’s signature. Note that it is also possible to use any
hashing function different from SHA256.

Once we obtain signature, we start the labeling step of the WM car-
rier set Dwm. For each c ∈ Dwm, we replicate c for z times where z is
the total number of possible positions {pk}z

k=1 of the signature. Then we
use the sign function to place signature in the position pk to obtain the
(cpk , lk) pair.

We also leave one copy of each sample without signing and assign it
the label 0. That is, if a carrier set sample c is not signed with signature,
it will be represented by the (c, 0) pair.

We then do two steps:

1. We generate a fake information string f akeStr by making a slight
modification to in f Str. Then, we generate signature f ake following
steps similar to those above followed to generate the real owner’s
signature signature. After that, we sign the Dwm samples each with
a different fake signature and a randomly chosen position pk and,
instead of assigning to the signed sample the corresponding label
lk, we assign it the label 0. To obtain a new fake signature, we again
make a slight random modification in in f Str and generate the fake
signature in the same way as above.

2. We take samples from other distributions Ddi f and sign them with
the real owner’s signature as we did with the Dwm samples. We as-
sign them the label 0. We use samples from different distributions
to avoid triggering the WM just with the owner’s real signature.
In other words, we make the triggering of the WM from a marked
model dependent on the carrier set distribution in addition to the
pattern of the owner’s signature.

The goal of the above two steps is to make the marked model h∗ out-
put the information that tells the position of a signature only if we pass

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



186 Chapter 9. Watermarking deep learning models

to it a sample that belongs to Dwm and is signed with the real signature. Oth-
erwise, h∗ ignores the presence of any different signature from signature
on Dwm samples. This also avoids h∗ responding to samples from differ-
ent distributions than the Dwm distribution.

Finally, Function 1 returns the signed WM samples Dsigned
wm , the signed

samples from different distributions Dsigned
di f , and the signature signature

that will be used to trigger the marked model h∗. Note that this process
is performed only once, before the WM is embedded.

9.4.3 Watermark embedding

To successfully embed the WM in the original model h without compro-
mising the accuracy of the original task, we jointly train both h and the
private models f simultaneously. Since a large amount of the carrier set
samples have been signed, we first randomly select one-fifth of Dsigned

wm

for training. The random selection allows for the representation of all
the possible states while reducing the carrier set size. The signed sam-
ples from other distributions Dsigned

di f are combined with those randomly
selected and assigned to D2. In the end, we add D2 to the original task
data Dorg. The resulting combined data set D = Dorg ∪ D2 are used in
the training step as specified next.

During joint training, a batch b is taken from D. Then b is separated
into two sub-batches: {x, y} ∈ Dorg, {c, l} ∈ D2. {x} is passed to the
original model h and the loss L f (h(x), y) is calculated. On the other hand,
{c} is first passed to h, and then the predictions of the original model
h(c) are passed to the private model f ; the loss L f ( f (h(c)), l) is afterwards
calculated. Since we deal with two classification tasks, the cross-entropy
loss function is used to calculate the loss for both tasks. We use the
parameter α to balance the weight of L f (h(x), y) and L f ( f (h(c)), l) before
we add them up in the joint loss L. Parameter α allows us to choose
the best combination of the weighted loss that preserves the accuracy of
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Torg while embedding WM successfully. Then, the parameters of h, f are
optimized to minimize L.

Reducing L f (h(x), y) forces h to predict the correct class for x, while
reducing the watermarking task loss L f ( f (h(c)), l) forces the private model
to distinguish the distribution of the WM carrier set Dwm, and predict
the location of the owner’s signature in its samples. The original model,
in addition to performing the original task, also executes the first part
of the watermarking task by outputting the features needed to find the
position of the signature. By using these features as input, the private
model performs the second part of the watermarking task, which con-
sists in identifying the signature position.

Regarding the architecture of the private model f , the number of
inputs corresponds to the size of h predictions, whereas the number of
outputs corresponds to the number of classes of the WM task z + 1. We
also add at least one hidden layer in-between. The hidden layer enriches
the information coming from the original model before passing it to the
output layer of the private model.

Algorithm 1 summarizes the process of embedding the WM. It takes
an unmarked model h that might be pre-trained or be trained from scratch,
the private model f , the original data set Dorg, the signed WM carrier set
Dsigned

wm , signed samples from other distributions Dsigned
di f and the joint loss

balancing parameter α. The output of the embedding phase is a marked
model h∗ along with its corresponding private model f .

9.4.4 Watermark extraction and verification

The verification process of ownership involves a would-be owner in the
role of prover and the authority in the role of verifier. The would-be
owner claims that a remote model h

′
is part of her IP. The authority

is given the WM carrier set Dwm, the would-be owner’s signature, the
signing function sign, and remote access to h

′
. The authority sets an ac-

curacy threshold T and a number of required verification rounds r to
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decide whether h
′

is the IP of the would-be owner. In each round, the
authority randomly selects a sample c from Dwm, signs it using signature
in a random position pk, and sends the signed sample cpk to the remote
model h

′
. The predictions h

′
(cpk ) (which contain the encoded WM infor-

mation) are forwarded to the would-be owner. The latter passes them
to her private model f to obtain lk = f (h

′
(cpk ). Since the relationship be-

tween positions and labels is one-to-one, the would-be owner can use lk
to tell the authority the position pk of her signature in c. After r rounds,
the accuracy acc of the would-be owner at detecting the positions is the
number of correct answers divided by r. If acc ≥ T, then authority cer-
tifies that h

′
is owned by the would-be owner.

Note that the authority can also send the samples without signing
them or sign them using fake signatures different from signature. In this
case, the would-be owner should tell the authority that this sample does
not contain her signature. That is possible because in these cases the pri-
vate model gives them the label 0. Protocol 1 formalizes the verification
process.

9.5 Experiments

In this section, we evaluate the performance of KeyNet on two image
classification data sets and with two different DL model architectures.
First, we present the experimental setup. After that, we evaluate the
proposed framework performance against the requirements stated in
Section 9.1. We focus on robustness, authentication, scalability, capac-
ity, integrity and fidelity but, since our framework partly fulfills the rest
of requirements, we also assess its performance on each of them.

9.5.1 Experimental setup
Original task data sets and DL models. We used two image classifi-
cation data sets: CIFAR10 (Krizhevsky, 2009) and FMNIST5. CIFAR10
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has 10 classes, while FMNIST5 is a subset of the public data set Fashion-
MNIST (Xiao, Rasul, and Vollgraf, 2017); FMNIST5 contains the samples
that belong to the first five classes in Fashion-MNIST (classes from 0 to
4). Table 9.1 summarizes the original task data sets, the carrier set, and
the DL models and their corresponding private models.

Watermark carrier sets. We employed three different data sets as
WM carrier sets: STL10 (Coates, Ng, and Lee, 2011), MNIST (LeCun and
Cortes, 2010), and Fashion-MNIST (the latter was used only in attacks).
We applied Function 1 to label the carrier set’s images. Then, we passed
the carrier set, the owner’s information, the signature size, a fake signa-
ture, some samples from different distributions, and a list containing the
labeling order of the positions of the owner’s signature in the carrier set.
We used the following labeling order: (1: Top left, 2: Top right, 3: Bot-
tom left, 4: Bottom right, and 5: Image center). Function 1 assigns label
0 to an image if i) the image belongs to the carrier set but does not carry
any signature; ii) the image belongs to the carrier set but carries a signa-
ture different from the owner’s signature; iii) the image does not belong
to the carrier set distribution (even if it is signed with the owner’s real
signature). For WM accuracy evaluation, we randomly sampled 15% of
the WM carrier set. After that, we signed them in different random po-
sitions and assigned them the corresponding labels. Figure 9.2 shows
some examples of signed carrier set images and their corresponding la-
bels.

Attacker configurations. We assumed the attacker has varying per-
centages of the training data, ranging from 1% to 30% of the original
training data. The attacker’s training data were randomly sampled from
the original training data. We also assumed that the WM carrier set
distribution is a secret between the owner and the authority, so we as-
signed the attacker different WM carrier sets from those of the owner.
The attacker’s private model was slightly different as well, because the
owner’s private model and its architecture are secret. The rest of the
attacker’s configurations and hyper-parameters were the same as the

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



190 Chapter 9. Watermarking deep learning models

FIGURE 9.2: Examples of signed STL10 carrier set im-
ages employed with the CIFAR10 data set. Each image
shows the signature position and its corresponding la-

bel.

owner’s. Table 9.2 summarizes the attacker’s WM carrier sets and pri-
vate model architectures.

Performance metric. We used accuracy as performance metric to
evaluate all the original and WM tasks. Accuracy is the number of correct
predictions divided by the total number of predictions.

Training hyper-parameters. We used the cross-entropy loss function
and the stochastic gradient descent (SGD) optimizer with learning rate =
0.001, momentum = 0.9, weight decay = 0.0005, and batch size = 128. We
trained all the original unmarked models for 250 epochs. To embed the
WM from scratch, we trained the combined model for 250 epochs. To
embed the WM in a pre-trained model, we combined the private model
and fine-tuned the combination for 30 epochs.

To jointly train the original and private models, we used parameter
α to weight the original task loss and the WM task loss before optimiza-
tion. For CIFAR10 we used α = 0.9 when embedding the WM in a pre-
trained model, while we used α = 0.95 when embedding the WM into
a DL model from scratch. For FMNIST5 we used α = 0.85 to embed the
WM in a pre-trained model, while we used α = 0.9 to embed the WM
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from scratch. The experiments were implemented using Pytorch 1.6 and
Python 3.6.

9.5.2 Experiments and results

First, we made sure that an accurate private model could not be ob-
tained (and therefore the ownership of a DL model could not be claimed)
by using only the predictions of a black-box DL model. To do so, we
queried different unmarked DL models with all the signed samples in
the owner’s WM carrier set, and we used the predictions as input fea-
tures to train the private model. Table 9.3 shows the performance of the
private models obtained in this way after 250 epochs.

It can be seen that the average accuracy of the private model at de-
tecting the signature position inside the WM carrier set is as low as
32.27%. This accuracy was obtained by granting unconditional query
access to the black-box model and by using its predictions as input to
train the private model. Based on that, we decided to set threshold
T = 0.9, which is nearly three times greater than the above average ac-
curacy. Therefore, to prove her ownership of a black-box DL model, the
owner’s private model must detect the signature positions in the WM
carrier set with an accuracy greater than or equal to 90%.

In the following, we report the results of KeyNet on several experi-
ments that test its fulfillment of the requirements described in Section 9.1.

Fidelity. Embedding the WM should not decrease the accuracy of the
marked model on the original task. As shown in Table 9.4, the marked
model’s accuracy is very similar to that of the unmarked model. This is
thanks to the joint training, which simultaneously minimizes the loss for
the original task and the WM task. Also, KeyNet did not only preserve
the accuracy in the original task, but sometimes it even led to improved
accuracy. That is not surprising, because the watermarking task added
a small amount of noise to the marked model, and this helped reduce
over-fitting and thus generalize better.
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KeyNet therefore fulfills the fidelity requirement by reconciling accuracy
preservation for the original task and successfully embedding of the
WM in the target models.

Reliability and robustness. KeyNet guarantees a robust DL water-
marking and allows legitimate owners to prove their ownership with
accuracy greater that the required threshold T = 90%. Table 9.4 shows
that WM detection accuracy was almost 100%, and thus our framework
was able to reliably detect the WM.

We assess the robustness of our framework against three types of
attacks: fine-tuning (Tajbakhsh et al., 2016), model compression (Han, Mao,
and Dally, 2015; Han et al., 2015) and WM overwriting (Uchida et al.,
2017; Shafieinejad et al., 2019):

• Model fine-tuning. Fine-tuning involves retraining a DL model with
some amount of training data. It may remove or corrupt the WM
information from a marked model because it causes the model
to converge to another local minimum. In our experiments, we
sampled 30% of the original data and used them to fine-tune the
marked model by optimizing its parameters based only the loss
of the original task. Table 9.5 outlines the impact of fine-tuning
on the WM detection accuracy with all benchmarks. We can notice
that KeyNet is robust against fine-tuning and was able to preserve a
WM detection accuracy of about 97% after 200 epochs. The expla-
nation for this strong persistence against fine-tuning is that KeyNet
does not embed the WM information within the decision bound-
aries of the original task classes. Hence, the effect of fine-tuning
on the WM is very small.

• Model compression. We used the compression approach proposed
in Han et al., 2015 to prune the weight parameters in the marked
DL models. To prune a particular layer, we first sorted the weights
in the specified layer by their magnitudes. Then, we masked to
zero the smallest magnitude weights until the desired pruning
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FIGURE 9.3: Robustness against model compression.
The X-axes indicate the pruning levels we used for
each marked model. The blue bars indicate the marked
model accuracy in the original task, while the orange
bars indicate the accuracy of WM detection. The hori-
zontal dotted line indicates the threshold T = 90% used

to verify the ownership of the model.

level was reached. Figure 9.3 shows the impact of model compres-
sion on both WM detection accuracy and original task accuracy
with different pruning rates. We see that KeyNet is robust against
model compression, and the accuracy of the WM remains above
the threshold T = 90% as long as the marked model is still useful
for the original task. This is consistent, because when the marked
model becomes useless due to excessive compression, the owner
will not be interested in claiming its ownership.

• Watermark overwriting. Assuming that the attacker is aware of the
methodology used to embed the WM, he may embed a new WM
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that may damage the original one. In our experiments, we as-
sumed that the attacker knows the methodology but knows nei-
ther the owner’s carrier set nor the owner’s private model archi-
tecture. We studied the effect on the WM of the attacker’s knowing
various fractions of the original training data, ranging from 1% to
30%. We chose the lower bound 1% based on Aiken, Kim, and
Woo, 2020; the authors of that paper demonstrate that an attacker
with less than 1% of the original data is able to remove the water-
mark with a slight loss in the accuracy of the original task.

To overwrite the WM, the attacker selected her own carrier set and
signed it using Function 1 with her signature. Then she trained
her private model along with the marked model in the same way
as in Algorithm 1. Tables 9.6 and 9.7 summarize the results of WM
overwriting experiments. The attacker was able to successfully
overwrite the original WM and successfully embed her new WM,
but this was done at the cost of a substantial accuracy loss in the
original task when using a fraction of the training data up to 10%.
Thus, our watermark easily survives the attacks in the conditions
described in Aiken, Kim, and Woo, 2020. For fractions above 10%,
the accuracy of the marked model became competitive, but an at-
tacker holding such a large amount of training data can easily train
her own model and has no need to pirate the owner’s model Li et
al., 2019a.

Integrity. KeyNet meets the integrity requirement by yielding low
WM accuracy detection with unmarked models, and thus it does not
falsely claim ownership of models owned by a third party. In our ex-
periments, there were 6 classes for the watermarking task. Looking at
Table 9.8, the accuracy of falsely claimed ownership of unmarked mod-
els is not far from guessing 1 out of 6 numbers randomly, which equals
approximately 16.6%.

Authentication. KeyNet fulfills the authentication requirement by
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design. Using a cryptographic hash function such as SHA256 to gen-
erate the owners’ signatures establishes a strong link between owners
and their WMs. Furthermore, the verification protocol of KeyNet pro-
vides strong evidence of ownership. When the authority uses a fake
signature, the marked model does not respond. This dual authentica-
tion method provides unquestionable confidence in the identity of the
legitimate owner.

Security. Since KeyNet embeds the WM in the dynamic content of DL
models through joint training, and since modern deep learning models
contain a huge number of parameters, detecting the presence of the WM
in such models is infeasible. In case the attacker knows that a model
contains WM information and wants to destroy it, he will only be able
to do so by also impairing the accuracy of the model in the original task.
Regarding the security of the owner’s signature, the use of a strong
cryptographic hash function, such as SHA256, provides high security,
as we next justify. On the one hand, if the signature size s is taken long
enough, it is virtually impossible for two different parties to have the
same signature: the probability of collision for s hexadecimal digits is
1/16s, so s = 25 should be more than enough. On the other hand, even if
the owner’s signature is known by an attacker, the cryptographic hash
function makes it impossible to deduce the owner’s information from
her signature.

Unforgeability. To prove ownership of a DL model that is not his,
an attacker needs to pass the verification protocol (Protocol 1). However,
the private model allowing watermark extraction is kept secret by the le-
gitimate owner. Without the private model, even if the attacker knows
both the WM carrier set and the owner’s signature, the attacker can only
try a random strategy. Yet, the probability of randomly guessing the
right position at least a proportion T of r rounds is at most 1/z⌊Tr⌋. This
probability can be made negligibly small by increasing the number r of
verification rounds.
Thus, KeyNet partially meets the unforgeability requirement: an attacker
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can embed additional WMs into a marked model, but cannot claim own-
ership of another party’s WM.

Capacity. Capacity can be viewed from two perspectives: i) the
framework allows the inclusion of a large amount of WM information,
and ii) triggers available in the verification process are large enough.
Given that hashes are one-way functions with fixed length, the informa-
tion that can be embedded in them is virtually unlimited. In our exper-
iments, we used a medium-sized signature of s = 25 characters. Nev-
ertheless, KeyNet allows flexibility in specifying various signature sizes
and in using hash functions other than SHA256. On the other hand,
KeyNet can use a large number of samples in WM verification. In ad-
dition to using all samples belonging to a certain distribution (the WM
carrier set), it allows using samples from other distributions due to the
method of labeling and training used. The marked model gives the sig-
nature information if the signature is placed on top of a WM carrier set’s
sample, while samples from different distributions are given the label 0
(even if they are signed with the signature of the legitimate owner).

Uniqueness and scalability. KeyNet can be easily extended to pro-
duce unique copies of a DL model for each user, as well as scale to cover
a large number of users in the system. Also, it can link a remote copy of
a DL model with its user with minimal effort and high reliability.

In our experiments, we distributed two unique copies of the FMNIST5-
CNN model: one for User1 and another for User2, each copy having its
corresponding private model. We took a pre-trained FMNIST5-CNN
model and fine-tuned it for 30 epochs to embed the WM linked to a spe-
cific user. To do so, we signed two copies of the WM carrier set, where
each copy was signed using different joint signatures. Once we got two
unique carrier sets, we trained two unique marked models, each one
with its corresponding private model using Algorithm 1. In the end, we
got two unique marked copies of the model with their corresponding
private models and users. We distributed each copy to its correspond-
ing user.
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We then assumed that User 1, respectively User 2, leaked their model,
and we tried to find the leaker as follows:

1. We took a small set (say 6 samples) of the WM carrier set.

2. We signed a copy of these samples in random places with User1’s
joint signature; another copy was also signed in the same way for
User2.

3. We queried h
′
(the allegedly leaked model) with the samples signed

by User1 to obtain their predictions. We did the same with User2
samples.

4. We passed the predictions from samples signed with User1’s signa-
ture to her private model and calculated the accuracy at detecting
the WM. We did the same with User2’s predictions and his private
model.

Figure 9.4a shows the results of model owner detection if User1 leaked
her model. We see that we were able to determine that the model copy
was most likely leaked by User1. Figure 9.4a1 shows the normalized
confusion matrix of User1’s private model in detecting the WM infor-
mation using the predictions of User1’s remote model. It shows that the
accuracy at detecting signature positions was almost 100% when we sent
the samples signed by User1. Figure 9.4a2 shows the normalized confu-
sion matrix of User2’s private model in detecting the WM information by
using the predictions of User1’s remote model when the samples were
signed with User2’ signature. Since User1’s model was trained to distin-
guish only User1’s signature position, it output features that led User2’s
private model to provide label 0 for samples signed by User2.

Figure 9.4b provides similar results when User2 leaked his model.
The same conclusions hold. Note that the private models were unable
to distinguish the signature positions and output the label 0 when they
were fed with predictions of non-corresponding marked models and
non-corresponding signatures. This is an interesting feature of KeyNet,
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since all the remote models and their private models learned a common
representation of label 0.

Regarding scalability, if we want to query a remote model in case
we have u users and we decide to use m signed samples for verification,
then the number of remote model queries will be u×m, and hence linear
in u.

Efficiency and generality. The efficiency of KeyNet is related to the
size of the output of the model to be marked. The smaller the number of
output neurons, the fewer the parameters of the private model. On the
other hand, our framework allows embedding the WM from scratch or
by fine-tuning; the latter contributes to efficiency. Regarding generality,
even though in our work we use image classification tasks that output
softmax layer probabilities (confidence) for the input image with each
class, KeyNet can be extended to cover a variety of ML tasks that take
images as input and output multiple values such as multi-labeling tasks,
semantic segmentation tasks, image transformation tasks, etc.

9.6 Extending the proposed defense to FL

We have seen how KeyNet can effectively embed successful watermark
in DL models in the centralized learning paradigm. In this section, we
discuss how can we extend it to the federated learning, where several
parties share the ownership of the trained global model. This can be ac-
complished by having the server select and sign the watermark carrier
set using Function 1 of the KeyNet framework. Fortunately, the signa-
ture method used in Function 1 allows the server to include the informa-
tion of all participating peers and obtain a joint signature that includes
the information of all parties and the model they intend to train. After
the WM carrier set is signed, the server randomly and uniformly dis-
tributes it to the peers. In addition to the original model, the server
provides them with the private model combined with the original, as is
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(A1)

(A2)

(A) With predictions of User1’s copy

(B1)

(B2)

(B) With predictions of User2’s copy

FIGURE 9.4: Normalized confusion matrices of the
accuracy in detecting the individual copies of the
FMNIST5-CNN model distributed among two users.
Figure 9.4a shows the detection accuracy of the pre-
dictions of User1’ copy. Figure 9.4a1 shows the con-
fusion matrix of User1’s private model when User1’s
copy was queried by samples signed by User1. Fig-
ure 9.4a2 shows the confusion matrix of User2’s pri-
vate model when User1’s copy was queried by samples
signed by User2. Figure 9.4b shows the same results for

User2’s model.

the case with KeyNet. Since all parties share the signature used, every-
one can establish joint ownership of the trained global model without
any of them being able to use that signature to claim sole ownership of
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the public model.

9.7 Conclusions

We have presented KeyNet, a novel watermarking framework to pro-
tect the IP of DL models. We use the final output distribution of deep
learning models to include a robust WM that does not fall in the same
decision boundaries of original task classes. To make the most of this
advantage, we design the watermarking task in an innovative way that
makes it possible i) to embed a large amount of WM information, ii) to
establish a strong link between the owner and her marked model, iii) to
thwart the attacker from overwriting the WM information without los-
ing accuracy in the original task, and iv) to uniquely fingerprint several
copies of a pre-trained model for a large number of users in the system.

The results we obtained empirically prove that KeyNet is effective
and can be generalized to various data sets and DL model architectures.
Besides, it is robust against a variety of attacks, it offers a very strong
authentication linking the owners and their WMs, and it can be easily
used to fingerprint different copies of a DL model for different users.
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Function 1: Signing a WM carrier Set
Input: Owner’s information in f Str; owner’s signature size s;

owner’s WM carrier set Dwm; signature positions/labels
set PL; other distributions’ samples Ddi f

Output: signed labeled WM samples Dsigned
wm ; signed samples

from different distributions Dsigned
di f ; owner’s signature

signature
1 signature← hashAndReshape(in f Str, s) //The owner

signature
2 f akeStr ← modi f y(in f Str) //Fake information string.
3 signature f ake ← hashAndReshape( f akeStr, s), signature f ake ̸=

signature//A fake signature.
4 Dsigned

wm , Dsigned
di f = [ ], [ ]

5 for each sample c in Dwm do
6 for each position, label (pk , lk) in PL do
7 cpk ← sign(signature, c, pk)

8 Add((cpk , lk), Dsigned
wm )

9 end
10 pk ← selectRandomPosition()
11 cpk ← sign(signature f ake, c, pk)

12 Add((cpk , 0), Dsigned
wm )

13 Add((c, 0), Dsigned
wm )

14 f akeStr ← modi f y(in f Str) //New fake information
string.

15 signature f ake ← hashAndReshape( f akeStr, s), signature f ake ̸=
signature

16 end
17 for each sample d in Ddi f do
18 for each position, label (pk , lk) in PL do
19 dpk ← sign(signature, d, pk)

20 Add((dpk , 0), Dsigned
di f )

21 end
22 end

23 return Dsigned
wm , Dsigned

di f , signature
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Algorithm 1: Watermark Embedding
Input: Unmarked DL model h; private model f ; original data set

Dorg; signed WM carrier set Dsigned
wm ; signed samples from

other distributions Dsigned
di f ; batch size BS; weighted loss

parameter α
Output: Marked model h∗, corresponding private model f

1 s = size(Dsigned
wm )/5

2 D2 ← randomSample(D2, s)

3 D2 ← D2 ∪ Dsigned
di f

4 D ← Dorg ∪ D2
5 L f = crossEntropy() //Loss function
6 for each batch b of size BS in D do
7 {x, y}, {c, l} ← split(b), with {x, y} ∈ Dorg and {c, l} ∈ D2
8 L← αL f (h(x), y) + (1− α)L f ( f (h(c)), l)
9 optimize(L)

10 end
11 return h∗, f
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Protocol 1: Watermark Verification
Input: Remote access to h

′
, threshold T, number of rounds r

Output: Boolean decision d (True or False) on h
′
’s ownership

1 correct = 0
2 d = False //Decision on the ownership of h

′
.

3 for each round i = 1, 2, . . . r do
4 c← randomSample(Dwm)
5 pk ← randomPosition(), k ∈ 1, 2, . . . z
6 cpk ← sign(signature, c, pk)
7 predictions← h

′
(cpk )

8 lk ← f (predictions)
9 answer ← Position corresponding to lk

10 if answer = pk then
11 correct← correct + 1
12 end
13 acc = correct/r
14 if acc ≥ T then
15 d← True
16 return d

TABLE 9.1: Data sets and deep learning model archi-
tectures. C(3, 32, 5, 1, 2) denotes a convolutional layer
with 3 input channels, 32 output channels, a kernel of
size 5× 5, a stride of 1, and a padding of 2, MP(2, 1)
denotes a max-pooling layer with a kernel of size 2× 2
and a stride of 1, and FC(10, 20) indicates a fully con-
nected layer with 10 inputs and 20 output neurons. We
used ReLU as an activation function in the hidden lay-
ers. We used LogSoftmax as an activation function in
the output layers for all DL models. The rightmost
column contains the architecture of the corresponding

private models.

Data set WM carrier set DL model DL model architecture Private model architecture

CIFAR10 STL10 ResNet18 See He et al., 2016. FC(10,20),FC(20,10), FC(10, 6)
(496 learnable parameters)VGG16 See Simonyan and Zisserman, 2014.

FMNIST5 MNIST CNN C(3,32,5,1,2), MP(2,1),C(32,64,3,1,2), MP(2,1),
FC(4096,4096),FC(4096,5) FC(5, 10), FC(10,20), FC(20,6)

(411 learnable parameters)LeNet See LeCun et al., 2015.
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TABLE 9.2: Attacker’s WM carrier sets and private
models. The attacker’s WM carrier set and private

model differ from the owner’s.

Data set Owner’s WM carrier set Attacker’s WM carrier set Attacker’s private model architecture

CIFAR10 STL10 Fashion-MNIST FC(10,20),FC(20,30), FC(30, 6)
(980 learnable parameters)

FMNIST5 MNIST STL10 FC(5, 20), FC(20,10), FC(10,6)
(360 learnable parameters)

TABLE 9.3: Accuracy of the private models at detecting
the position of the owner’s signature in the WM carrier
set when trained for 250 epochs with the predictions of

black-box models.

Data set Black-box DL model Watermark detection accuracy %

CIFAR10 ResNet18 31.25
VGG16 30.14

FMNIST5 CNN 34.42
LeNet 33.26

TABLE 9.4: Fidelity results. Column 3 shows the
accuracy of the unmarked models in the original
tasks (baseline accuracy) before embedding the WM.
Columns (4, 5) show the accuracy of the marked model
in the original task after embedding WM by fine-
tuning a pre-trained model or by training the com-
bined model from scratch. Columns (6, 7) show the ac-
curacy of the private model in detecting the WM using
the predictions of the corresponding marked model.
To embed the WM in a pre-trained model, we fine-
tuned it for 30 epochs while we trained models from

scratch for 250 epochs.

Data set DL model Unmarked model
Accuracy %

Marked model
Accuracy %

Watermark detection
Accuracy %

By Fine-tuning
(30 epochs)

From Scratch
(250 epochs) By Fine-tuning From Scratch

CIFAR10 ResNet18 91.96 92.07 92.53 99.96 99.97
VGG16 90.59 90.52 91.74 99.68 99.89

FMNIST5 CNN 92.08 92.42 92.32 99.98 99.90
LeNet 90.68 89.94 89.94 99.55 99.79
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TABLE 9.5: Fine-tuning results. In the fine-tuning at-
tack, the marked models were retrained based on the

original task loss only.

Data set CIFAR10 FMNIST5
DL model ResNet18 VGG16 CNN LeNet

Number of epochs 50 100 200 50 100 200 50 100 200 50 100 200
Marked model

Accuracy % 92.40 92.33 92.47 91.31 91.64 91.69 92.30 92.52 92.40 89.84 90.06 90.12

Watermark detection
Accuracy % 98.19 98.05 99.12 97.20 94.72 96.67 97.35 97.02 96.92 98.23 97.42 96.4

TABLE 9.6: Overwriting attack results with CIFAR10
marked models. The table shows the accuracy before
and after overwriting each marked model and its cor-
responding private model depending on the fraction of
training data known by the attacker (from 1% to 30%).

Data set CIFAR10
DL model ResNet18 VGG16

Data fraction % 1 3 6 10 20 30 1 3 6 10 20 30
Marked model

Accuracy before % 92.53 92.53 92.53 92.53 92.53 92.53 91.74 91.74 91.74 91.74 91.74 91.74

Marked model
Accuracy after % 39.05 63.75 83.31 86.35 89.91 90.9 34.61 71.86 81.2 83.9 88.07 89.67

Owner’s WM detection
Accuracy after % 24.53 20.35 22.27 28.3 37.33 41.15 32.32 30.88 28.61 32.48 30.32 44.4

Attacker’s WM detection
Accuracy % 99.97 99.89 99.95 99.9 99.94 99.97 99.69 99.68 99.89 99.87 99.9 99.96

TABLE 9.7: Overwriting attack results with FMNIST5
marked models. The table shows the accuracy before
and after overwriting each marked model and its cor-
responding private model depending on the fraction of
training data known by the attacker (from 1% to 30%).

Data set FMNIST5
DL model CNN LeNet

Data fraction % 1 3 6 10 20 30 1 3 6 10 20 30
Marked model

Accuracy before % 92.32 92.32 92.32 92.32 92.32 92.32 89.94 89.94 89.94 89.94 89.94 89.94

Marked model
Accuracy after % 76.18 81.88 87.86 89.1 91.38 91.84 74.64 79.44 86.36 88.86 89.58 89.52

Owner’s WM detection
Accuracy after % 26.97 28.53 38.52 46.83 70 68.03 26.32 18.71 43.99 57.4 75.83 65 .66

Attacker’s WM detection
Accuracy % 100 100 100 100 100 100 99.25 99.65 99.84 99.92 99.89 99.92
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TABLE 9.8: Integrity results with unmarked models.
Each private model was tested with two different un-
marked models: one model has the same topology as
its corresponding marked model, the other one has a
different topology. The last four columns show the ac-
curacy detection obtained with the unmarked models.

Data set DL model Watermark detection accuracy
with marked models%

Watermark detection accuracy
with unmarked models %

Same topology Accuracy Different topology accuracy
CIFAR10 ResNet18 99.97% ResNet18 18.92% VGG16 19.80%
CIFAR10 VGG16 99.89% VGG16 7.92% ResNet18 12.32%
FMNIST5 CNN 99.98% CNN 12.96% LeNet 10.97%
FMNIST5 LeNet 99.55% LeNet 17.93% CNN 17.75%
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Chapter 10

Conclusions and future
work

In this thesis, we have found that defenses against poisoning attacks
impose high computational overhead on the server, adopt unrealistic
assumptions on the peers’ data distribution, or are ill-suited for high-
dimensional DL models. Based on that, we have proposed three de-
fenses against poisoning attacks to overcome the limitations of existing
defenses and make FL more secure. Our proposed defenses against poi-
soning attacks include a method that analyzes the biases of the last layer
to neutralize Byzantine poisoning attacks efficiently; LFighter, which
dynamically extracts and clusters the relevant gradients of the label-
flipping (LF) attack from the last layer to counter the attack; and FL-
Defender, which extracts squeezed discriminative features from the peers’
last-layer gradients and uses them to mitigate the impact of the targeted
poisoning attacks. On the other hand, we have found that existing de-
fenses against privacy attacks have different trade-offs between accu-
racy, privacy, security, and efficiency. Motivated by that, we have pro-
posed fragmented federated learning (FFL), which addresses the security-
privacy-accuracy conflict by extending cooperation between peers in FL
systems to preserve their privacy without renouncing robust, efficient,
and accurate aggregation of their updates to the global model.
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We also identified two security vulnerabilities shared by federated
and centralized learning, which are backdoor and model stealing at-
tacks. With that motivation, we have developed two robust defense
mechanisms to thwart these attacks within the centralized learning paradigm,
and have demonstrated how they can be readily adapted to the FL paradigm.

We have conducted extensive experiments on real data sets, which
demonstrate the effectiveness of the proposed defenses at making ML
more secure and private.

Specifically, our contributions are the following:

• In Chapter 4, we have proposed a new method to detect Byzan-
tine attacks in FL that is both efficient and low-cost on the server
side. The method focuses on analyzing only the biases of the last
layer of deep learning models, which enables the detection and
elimination of poisoned updates at each training round. The ef-
fectiveness of this method has been demonstrated through tests
on two different data sets and different DL architectures, and the
results have been compared with three state-of-the-art methods.
This comparison shows that our approach achieves similar attack
detection performance as the best baseline method, multi-Krum,
while significantly reducing the runtime required for update veri-
fication and aggregation at each training round.

• In Chapter 5, we have presented a novel defense against the label-
flipping (LF) attack, called LFighter, which is effective regardless
of the peers’ data distribution or model dimensionality. First, we
have conducted in-depth analyses of the attack behavior and found
that the gradients connected to the source and target class neu-
rons in the output layer are good discriminative features for attack
detection. These features stay robust under different data distri-
butions and model sizes. Based on that, the LFighter we propose
dynamically extracts the potential source and target classes’ gra-
dients from the peers’ local updates, clusters those gradients, and
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analyzes the resulting clusters to filter out potential poisoned up-
dates before model aggregation. We have demonstrated the effec-
tiveness of LFighter against the LF attack through extensive ex-
periments on three data sets with different deep learning model
sizes, peers’ local data distributions, and ratios of attackers. Ad-
ditionally, we have compared our approach with several state-of-
the-art defenses. We have shown its superiority at simultaneously
delivering low test error, high overall accuracy, high source class
accuracy, low attack success rate, and stability of the source class
accuracy.

• In Chapter 6, we have analyzed the behavior of label-flipping (LF)
and backdoor attacks, and observed that the last-layer gradients
can be used to extract useful features for detecting targeted attacks.
Then, we have designed FL-Defender, which leverages those gradi-
ents to mitigate targeted attacks against FL regardless of model
dimensionality or the distribution of the peers’ data. On the one
hand, FL-Defender engineers more robust discriminative features
by computing the peer-wise angle similarity for the peers’ last-
layer gradients and compressing the computed similarity vectors
using PCA to reduce redundant information. On the other hand,
FL-Defender penalizes peers’ updates at the model aggregation
stage based on their angular deviation from the centroid of the
compressed similarity vectors. Experimental results on three data
sets with different DL model sizes and peer data distributions have
demonstrated the effectiveness of FL-Defender at defending against
targeted attacks. FL-Defender outperforms several state-of-the-art
defenses in retaining the accuracy of the global model on the main
task, reducing the attack success rate, and causing minimal com-
putational overhead on the server.

• In Chapter 7, we have proposed the fragmented federated learning
(FFL) framework to solve the security-privacy-accuracy conflict in
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FL. FFL introduces a lightweight protocol that enables peers to pri-
vately exchange and mix random fragments of their updates. This
makes it difficult for the server to link the updates to their origi-
nators or recover the complete original updates, thereby prevent-
ing the semi-honest server from conducting successful privacy at-
tacks. The protocol also allows the server to aggregate the mixed
updates into a global model correctly. To defend against poison-
ing attacks, a novel reputation-based defense mechanism is being
integrated into the FFL design that uses the quality of the updates
and fragments exchanged to assign global and local reputations
to peers. The server then selects peers for training and adaptively
aggregates their mixed updates based on their global reputations,
whereas honest peers are incentivized not to exchange fragments
with peers having low local reputations. Experiments on four real
data sets have demonstrated that FFL can effectively counter pri-
vacy and security attacks while maintaining the global model’s ac-
curacy. All of the above is achieved while imposing affordable
communication cost and computation overhead on the participat-
ing parties, making FFL applicable to large-scale FL systems.

• In Chapter 8, we have presented a novel approach for detecting
backdoor attacks in DNNs at inference time. Specifically, we have
proposed a mechanism to identify the critical layer within the DNN
where the distinction between malicious and benign samples is
most apparent. We can then apply a filtering mechanism by using
feature differences at that identified layer to screen any question-
able samples that enter the system. This innovative method allows
for real-time detection of poisoned samples in DNNs, which can
be applied during inference to the models trained in centralized
learning and to the final global models trained through federated
learning.

• In Chapter 9, we have introduced a novel digital watermarking
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framework known as KeyNet, which satisfies the majority of the
criteria necessary for an effective DNN watermarking framework.
The framework consists of three main components: a watermark
(WM) carrier set, owner information, and a marked model with
its corresponding private model, which are utilized to embed and
verify WM information. Additionally, KeyNet allows for the cre-
ation of unique fingerprints for various copies of a DL model, in-
tended for different users within the system. Furthermore, it is
possible to extend the framework to the FL paradigm, and offer a
useful means to protect the intellectual property of the owners of
DL models in centralized and federated learning.

Overall, the FL-related proposed methods present promising solu-
tions for enhancing the security and privacy of FL, which could help its
successful adoption in real-world applications. Also, the two defenses
against backdoor and model stealing attacks can improve the security of
both FL and CL.

10.1 Publications

Next, we enumerate the publications that back the contents of this thesis,
ordered as outlined above:

1. Najeeb Jebreel, Alberto Blanco-Justicia, David Sánchez and Josep
Domingo-Ferrer. "Efficient detection of Byzantine attacks in fed-
erated learning using last layer biases." In Modeling Decisions for
Artificial Intelligence: 17th International Conference, MDAI 2020, Sant
Cugat, Catalonia, September 2–4, 2020, pp. 154-165. Springer In-
ternational Publishing, 2020. CORE ranking: B.

2. Najeeb Moharram Jebreel, Josep Domingo-Ferrer, David Sánchez
and Alberto Blanco-Justicia. "Defending against the label-flipping
attack in federated learning." Submitted to a 1st-decile journal.
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3. Najeeb Moharram Jebreel and Josep Domingo-Ferrer. "FL-Defender:
Combating targeted attacks in federated learning." Knowledge-Based
Systems 260 (2023): 110178. Impact Factor: 8.139 (1st decile).

4. Najeeb Moharram Jebreel, Josep Domingo-Ferrer, Alberto Blanco-
Justicia and David Sánchez. "Enhanced security and privacy via
fragmented federated learning." IEEE Transactions on Neural Net-
works and Learning Systems (2022). Impact Factor: 14.255 (1st decile).

5. Najeeb Moharram Jebreel, Josep Domingo-Ferrer and Yiming Li.
"Defending Against Backdoor Attacks by Layer-wise Feature Anal-
ysis." Accepted to The Pacific-Asia Conference on Knowledge Discov-
ery and Data Mining (PAKDD 2023). CORE ranking: A. Best Paper
Award (143 papers were accepted out of 822 submissions).

6. Najeeb Moharram Jebreel, Josep Domingo-Ferrer, David Sánchez
and Alberto Blanco-Justicia. "Keynet: An asymmetric key-style
framework for watermarking deep learning models." Applied Sci-
ences 11(3) (2021): 999. Impact Factor: 2.838 (2nd quartile).

10.2 Future work

There are several potential future work directions that can be explored:

1. We have evaluated our method to detect Byzantine attacks by us-
ing the biases of the last layer against the random attacks based on
Gaussian noise under the IID setting. To fully evaluate its effec-
tiveness, we plan to extend our analysis to other types of Byzantine
attacks, such as the multi-label flipping attack (Fang et al., 2020).
Also, we plan to evaluate its effectiveness under various non-IID
settings.

2. We plan to further investigate the performance of LFighter with
other DNN architectures, such as transformers, and data sets with
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higher-resolution images and a larger number of classes, such as
Imagenet. Additionally, we intend to explore the defense’s ability
to withstand different attack strategies. For instance, we will in-
vestigate its efficacy against a scenario where some attackers flip
the label from ci to cj, and others flip the label from ck to cl . We
aim to provide insights into the defense mechanism’s versatility
and applicability to a broad range of scenarios.

3. Combining multiple attack features could provide a more robust
defense against poisoning attacks. For example, one could com-
bine the features obtained by LFighter with those obtained by FL-
Defender to improve targeted attack detection. Those features could
also be combined with extracted features from internal layers to
enable a comprehensive defense against untargeted and targeted
poisoning attacks. However, this integration will need to be evalu-
ated through experiments comparing the performance of different
defense combinations. Besides, it will increase the computation
overhead on the server. The latter consequence motivates devel-
oping an efficient combination of such features.

4. While FFL provides a more efficient solution for private and se-
cure FL compared to several existing works, there is still room for
making it more efficient by reducing the number of exchanged pa-
rameters. To accomplish this, we propose to study the sensitiv-
ity of each layer in the model to privacy leakage and to perform
the exchange protocol on only the most sensitive layers. For ex-
ample, in CNNs, earlier layers extract common features among all
classes, which are less sensitive to privacy than later layers that ex-
tract more class-specific features. By selectively exchanging only
the sensitive layers, we can reduce communication and computa-
tion costs and improve the overall efficiency of FFL. We also plan
to investigate the performance of FFL when working with non-IID
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data and different DNN architectures to gain insights into the ro-
bustness and generalizability of FFL.

5. When facing backdoor attacks with highly non-IID data distribu-
tions and large model sizes, FL-Defender and the other state-of-
the-art defenses perform poorly against the attack. This shows
that defending against BAs during training under such a scenario
is still challenging. To address this challenge, we can think on in-
tegrating our proposed defense against BAs at inference time with
both LFighter and FL-Defender. This approach is expected to en-
hance the overall robustness of FL against targeted attacks, includ-
ing both LF and BA. However, it is important to note that the ef-
fectiveness of the proposed defense strategy will need to be thor-
oughly tested and evaluated in different scenarios before it can be
widely adopted.

6. We also plan to conduct further comprehensive experiments to
validate the effectiveness of our last two defense mechanisms against
backdoor and model stealing attacks in FL.

7. We plan to explore another threat model for DL model stealing,
which involves stealing a remote black-box model accessed via an
API through its predictions. To counter this threat, we plan to
investigate an effective way to watermark the created surrogate
models on the adversary side. This would involve embedding
a unique and identifiable watermark into the surrogate model,
which could then be used to detect and verify the presence of
the watermark in the model. By doing so, owners of trained DL
models will have an additional means to protect their IP besides
KeyNet.

8. Although there has been extensive research on protecting against
poisoning and privacy attacks in the typical horizontal FL frame-
work, relatively few attacks and defense mechanisms have been
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proposed for the vertical FL or the federated transfer learning. As
interest in these frameworks continues to grow, it becomes increas-
ingly crucial to investigate their vulnerabilities to privacy and poi-
soning attacks. This line of research has the potential to yield novel
attack models and defense strategies that can be tailored to the
unique characteristics of vertical FL and federated transfer learn-
ing. By conducting further studies on the security of these frame-
works, we can ensure that they are well-protected against poten-
tial threats and continue to be valuable tools in the field of machine
learning.

9. This thesis focused on fully-supervised federated learning where
all local data are labeled. In the future, we plan to investigate
the vulnerabilities of semi-supervised federated learning (SSFL) to
poisoning and privacy attacks and then propose effective defenses
against those attacks. In SSFL, peers train the shared global model
using their local data, which consists of labeled and unlabeled ex-
amples. The global model benefits from the additional information
the unlabeled data provides, resulting in improved performance
and reduced reliance on large amounts of labeled data. SSFL thus
offers a practical approach for situations where data privacy is cru-
cial and labeled data is limited.

10. In this thesis, the focus was on classification tasks, which are widely
used in machine learning applications. In the future, we plan to
explore other ML tasks, including regression, object detection, se-
mantic segmentation, and machine translation.
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So, Jinhyun, Başak Güler, and A Salman Avestimehr (2021). “Turbo-
aggregate: Breaking the quadratic aggregation barrier in secure fed-
erated learning”. In: IEEE Journal on Selected Areas in Information The-
ory 2.1, pp. 479–489.

Stallkamp, Johannes, Marc Schlipsing, Jan Salmen, and Christian Igel
(2011). “The German traffic sign recognition benchmark: a multi-
class classification competition”. In: IJCNN.

Steinhardt, Jacob, Pang Wei Koh, and Percy Liang (2017). “Certified de-
fenses for data poisoning attacks”. In: Proceedings of the 31st Interna-
tional Conference on Neural Information Processing Systems, pp. 3520–
3532.

Sun, Ziteng, Peter Kairouz, Ananda Theertha Suresh, and H Brendan
McMahan (2019). “Can you really backdoor federated learning?” In:
arXiv preprint arXiv:1911.07963.

Tajbakhsh, Nima, Jae Y Shin, Suryakanth R Gurudu, R Todd Hurst, Christo-
pher B Kendall, Michael B Gotway, and Jianming Liang (2016). “Con-
volutional neural networks for medical image analysis: Full train-
ing or fine tuning?” In: IEEE Transactions on Medical Imaging 35.5,
pp. 1299–1312.

Tang, Di, XiaoFeng Wang, Haixu Tang, and Kehuan Zhang (2021). “De-
mon in the Variant: Statistical Analysis of DNNs for Robust Back-
door Contamination Detection”. In: USENIX Security.

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



234 Bibliography

Tolpegin, Vale, Stacey Truex, Mehmet Emre Gursoy, and Ling Liu (2020).
“Data poisoning attacks against federated learning systems”. In: Eu-
ropean Symposium on Research in Computer Security. Springer, pp. 480–
501.

Tramèr, Florian, Fan Zhang, Ari Juels, Michael K Reiter, and Thomas
Ristenpart (2016). “Stealing machine learning models via prediction
apis”. In: 25th {USENIX} Security Symposium ({USENIX} Security
16), pp. 601–618.

Turner, Alexander, Dimitris Tsipras, and Aleksander Madry (2019). “Label-
consistent backdoor attacks”. In: arXiv preprint arXiv:1912.02771.

Uchida, Yusuke, Yuki Nagai, Shigeyuki Sakazawa, and Shin’ichi Satoh
(2017). “Embedding watermarks into deep neural networks”. In: Pro-
ceedings of the 2017 ACM on International Conference on Multimedia Re-
trieval, pp. 269–277.

Wang, Binghui and Neil Zhenqiang Gong (2018). “Stealing hyperparam-
eters in machine learning”. In: 2018 IEEE Symposium on Security and
Privacy (SP). IEEE, pp. 36–52.

Wang, Hongyi, Kartik Sreenivasan, Shashank Rajput, Harit Vishwakarma,
Saurabh Agarwal, Jy-yong Sohn, Kangwook Lee, and Dimitris Pa-
pailiopoulos (2020a). “Attack of the tails: Yes, you really can back-
door federated learning”. In: Advances in Neural Information Process-
ing Systems 33, pp. 16070–16084.

Wang, Jiangfeng, Hanzhou Wu, Xinpeng Zhang, and Yuwei Yao (2020b).
“Watermarking in deep neural networks via error back-propagation”.
In: Electronic Imaging 2020.4, pp. 22–1.

Wang, Tianhao and Florian Kerschbaum (2019). “Robust and Undetectable
White-Box Watermarks for Deep Neural Networks”. In: arXiv preprint
arXiv:1910.14268.

Wang, Xiaofei, Yiwen Han, Chenyang Wang, Qiyang Zhao, Xu Chen,
and Min Chen (2019). “In-edge ai: Intelligentizing mobile edge com-
puting, caching and communication by federated learning”. In: IEEE
Network 33.5, pp. 156–165.

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



Bibliography 235

Wold, Svante, Kim Esbensen, and Paul Geladi (1987). “Principal compo-
nent analysis”. In: Chemometrics and intelligent laboratory systems 2.1-3,
pp. 37–52.

Wu, Hanzhou, Gen Liu, Yuwei Yao, and Xinpeng Zhang (2020a). “Wa-
termarking Neural Networks with Watermarked Images”. In: IEEE
Transactions on Circuits and Systems for Video Technology.

Wu, Zhaoxian, Qing Ling, Tianyi Chen, and Georgios B Giannakis (2020b).
“Federated variance-reduced stochastic gradient descent with robust-
ness to byzantine attacks”. In: IEEE Transactions on Signal Processing
68, pp. 4583–4596.

Xiao, Han, Kashif Rasul, and Roland Vollgraf (2017). “Fashion-mnist: a
novel image dataset for benchmarking machine learning algorithms”.
In: arXiv preprint arXiv:1708.07747.

Xie, Cong, Oluwasanmi Koyejo, and Indranil Gupta (2020). “Fall of em-
pires: Breaking byzantine-tolerant sgd by inner product manipula-
tion”. In: Uncertainty in Artificial Intelligence. PMLR, pp. 261–270.

Xu, Huazhe, Yang Gao, Fisher Yu, and Trevor Darrell (2017). “End-to-
end learning of driving models from large-scale video datasets”. In:
Proceedings of the IEEE conference on computer vision and pattern recog-
nition, pp. 2174–2182.

Xu, Xiangrui, Yaqin Li, and Cao Yuan (2020). ““Identity Bracelets” for
Deep Neural Networks”. In: IEEE Access 8, pp. 102065–102074.

Yao, Andrew C (1982). “Protocols for secure computations”. In: 23rd an-
nual symposium on foundations of computer science (sfcs 1982). IEEE,
pp. 160–164.

Yao, Yuanshun, Zhujun Xiao, Bolun Wang, Bimal Viswanath, Haitao Zheng,
and Ben Y Zhao (2017). “Complexity vs. performance: empirical anal-
ysis of machine learning as a service”. In: Proceedings of the 2017 In-
ternet Measurement Conference, pp. 384–397.

Yin, Dong, Yudong Chen, Ramchandran Kannan, and Peter Bartlett (2018).
“Byzantine-robust distributed learning: Towards optimal statistical

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



236 Bibliography

rates”. In: International Conference on Machine Learning. PMLR, pp. 5650–
5659.

Zeng, Yi, Si Chen, Won Park, Z Morley Mao, Ming Jin, and Ruoxi Jia
(2022). “Adversarial unlearning of backdoors via implicit hypergra-
dient”. In: ICLR.

Zeng, Yi, Won Park, Z Morley Mao, and Ruoxi Jia (2021). “Rethinking
the backdoor attacks’ triggers: A frequency perspective”. In: ICCV.

Zhang, Chengliang, Suyi Li, Junzhe Xia, Wei Wang, Feng Yan, and Yang
Liu (2020). “Batchcrypt: Efficient homomorphic encryption for cross-
silo federated learning”. In: 2020 USENIX Annual Technical Confer-
ence, pp. 493–506.

Zhang, Chiyuan, Samy Bengio, Moritz Hardt, Benjamin Recht, and Oriol
Vinyals (2021a). “Understanding deep learning (still) requires rethink-
ing generalization”. In: Communications of the ACM 64.3, pp. 107–115.

Zhang, Jialong, Zhongshu Gu, Jiyong Jang, Hui Wu, Marc Ph Stoecklin,
Heqing Huang, and Ian Molloy (2018). “Protecting intellectual prop-
erty of deep neural networks with watermarking”. In: Proceedings of
the 2018 on Asia Conference on Computer and Communications Security,
pp. 159–172.

Zhang, Wei and Xiang Li (2021). “Federated transfer learning for intel-
ligent fault diagnostics using deep adversarial networks with data
privacy”. In: IEEE/ASME Transactions on Mechatronics 27.1, pp. 430–
439.

Zhang, Wei and Xiang Li (2022). “Data privacy preserving federated
transfer learning in machinery fault diagnostics using prior distri-
butions”. In: Structural Health Monitoring 21.4, pp. 1329–1344.

Zhang, Wenlu, Rongjian Li, Tao Zeng, Qian Sun, Sudhir Kumar, Jieping
Ye, and Shuiwang Ji (2016). “Deep model based transfer and multi-
task learning for biological image analysis”. In: IEEE Transactions on
Big Data.

Zhang, Yuhui, Zhiwei Wang, Jiangfeng Cao, Rui Hou, and Dan Meng
(2021b). “ShuffleFL: gradient-preserving federated learning using trusted

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



Bibliography 237

execution environment”. In: Proceedings of the 18th ACM International
Conference on Computing Frontiers, pp. 161–168.

Zhang, Zhuosheng, Jiarui Li, Shucheng Yu, and Christian Makaya (2021c).
“SAFELearning: Enable Backdoor Detectability In Federated Learn-
ing With Secure Aggregation”. In: arXiv preprint arXiv:2102.02402.

Zhao, Bo, Konda Reddy Mopuri, and Hakan Bilen (2020). “idlg: Im-
proved deep leakage from gradients”. In: arXiv preprint arXiv:2001.02610.

Zhao, Pu, Pin-Yu Chen, Payel Das, Karthikeyan Natesan Ramamurthy,
and Xue Lin (2020). “Bridging mode connectivity in loss landscapes
and adversarial robustness”. In: ICLR.

Zhao, Yue, Meng Li, Liangzhen Lai, Naveen Suda, Damon Civin, and
Vikas Chandra (2018). “Federated learning with non-iid data”. In:
arXiv preprint arXiv:1806.00582.

Zhu, Ligeng and Song Han (2020). “Deep leakage from gradients”. In:
Federated Learning. Springer, pp. 17–31.

UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel



UNIVERSITAT ROVIRA I VIRGILI 
PROTECTING MODELS AND DATA IN FEDERATED AND CENTRALIZED LEARNING 
Najeeb Moharram Salim Jebreel


	Abstract
	Resum
	Resumen
	Acknowledgements
	Introduction
	Motivation
	Contributions
	Outline

	Background
	Deep neural networks
	Federated learning
	Principal components analysis
	Data sets and computational resources

	Attacks and defenses in FL
	Poisoning attacks against FL
	Untargeted attacks
	Targeted attacks

	Privacy attacks against FL
	Membership inference attacks
	Property inference attacks
	Distribution estimation attacks
	Reconstruction attacks

	Defenses against poisoning attacks in FL
	Defenses against privacy attacks in FL
	Defenses against both poisoning and privacy attacks in FL
	Summary

	Efficient detection of Byzantine attacks in FL
	Preliminaries
	Bias in neural networks
	Geometric median
	Threat model

	Efficient detection of Byzantine attacks
	Experiments
	Experimental setup
	Experimental evaluation

	Conclusions

	Defending against the label-flipping attack in FL
	Assumptions and threat model
	Analysis of the label-flipping attack
	Theoretical analysis of the LF attack
	Experimental setup
	Empirical analysis of the LF attack

	Design of LFighter
	Experimental evaluation
	Conclusions

	Combating targeted attacks in FL
	Threat model and local data distribution
	Analyzing targeted attacks against FL
	FL-Defender design
	Experiments
	Experimental setup
	Experimental evaluation

	Conclusions

	Enhanced security and privacy via fragmented FL
	Attack models
	Fragmented federated learning
	Overview
	FFL design

	Privacy analysis
	Privacy between peers
	Unlinking peers from their updates
	Robustness against membership inference attacks
	Robustness against property inference attacks
	Robustness against reconstruction attacks

	Security analysis
	Convergence analysis
	Complexity analysis
	Computation overhead of FFL
	Communication cost of FFL

	Experiments
	Experimental setup
	Experimental evaluation
	Robustness against poisoning attacks
	Protection against the reconstruction privacy attack
	Runtime of FFL


	Conclusions

	Defending against BAs by layer-wise feature analysis
	Related work
	Layer-wise feature analysis
	The proposed defense
	Experiments
	Experimental setup
	Results

	Extending the proposed defense to FL
	Conclusions

	Watermarking deep learning models
	Requirements for watermarking of DL models
	Related work
	Attack model
	The KeyNet framework
	Problem formulation
	Watermark carrier set signing and labeling
	Watermark embedding
	Watermark extraction and verification

	Experiments
	Experimental setup
	Experiments and results

	Extending the proposed defense to FL
	Conclusions

	Conclusions and future work
	Publications
	Future work

	Bibliography



