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Summary 

Personalized medicine has emerged to improve cancer treatment beyond classical 

approaches. The identification of genetic mutations by molecular analyses dominate 

personalized medicine initiatives promoting clinical benefit, but they often present 

limited predictive capacity for treatments. An alternative to these are functional assays, 

which expose cancer cells to different therapeutic options to identify which will be the 

most effectives in eliminating the tumor. Although these techniques are less 

widespread than those based on genetic studies, the first clinical trials using functional 

assays obtained good results. Even so, there are important limitations to the 

application of these techniques, including the obtention of sufficient biological material 

to perform these assays or the deterioration of the primary samples under ex vivo 

conditions. Dynamic BH3 Profiling (DBP) is a functional assay that allows a rapid 

prediction of treatment efficacy, thus avoiding sample decline. In this thesis, we focus 

on finding new effective treatments for pediatric B-cell Precursor Acute Lymphoblastic 

Leukemia (BCP-ALL), especially in the small percentage of patients who relapse after 

being treated with standard-of-care therapy. Using DBP in in vitro models, we identified 

cytotoxic chemotherapeutics and targeted therapies after short incubations. In addition, 

we also detected adaptations conferring resistance to the applied drug mediated by 

antiapoptotic proteins of the BCL-2 family. These observations pointed to the potential 

use of BH3 mimetics, specific inhibitors of antiapoptotic proteins already utilized in the 

clinic, in combination with other anticancer treatments. In our BCP-ALL models we 

identified antiapoptotic adaptations after treatment using DBP, which helped us to 

rationally design new combinations of chemotherapeutics or targeted therapies with a 

specific BH3 mimetic to block the observed adaptation. These new combinations 

boosted treatment efficacy or allowed a reduction of its concentration while maintaining 

cytotoxicity. DBP also predicted the efficacy of anticancer treatments and treatment-

related antiapoptotic adaptations in pediatric BCP-ALL PDX models. Finally, we 

performed this functional assay directly on different pediatric patient samples 

presenting limited therapeutic options. Following clinicians’ suggestions, we tested 

several compassionate drug use candidates. Some of the treatments identified by DBP 

were added to the patients' treatment, achieving complete remission in some cases. 

Another limitation of DBP is the number of cells required to perform the assay, 

especially in solid tumors, where biopsies provide a limited number of viable cells are 

usually obtained. Microfluidic platforms allow to perform typical laboratory assays by 

automatizing and miniaturizing the process, thus reducing cell requirement. Therefore, 
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we developed a microfluidic chip that automatically generates a BIM peptide gradient 

needed to perform the DBP assay on a small number of treated cancer cells in different 

microwells. In addition, we also adapted the detection method to be performed in situ in 

the same chip by fluorescence microscopy. To validate our microfluidic prototype, we 

used gastrointestinal stromal tumor (GIST) models to compare the results obtained in 

this microfluidic platform with the standard FACS-based DBP assay, achieving similar 

results. Finally, we performed these assays with a GIST patient sample, where we 

could identify a cytotoxic treatment combination, predicted by both the FACS-based 

DBP and the new microfluidic version, the latter with a 10-fold reduction in the required 

number cells. 
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1.1. Pediatric cancer and leukemia 

In ancient Greece, the physician Hippocrates started to name karkinos to his patients’ 

tumors, Greek for crab. Many years later, cancer (the Latin equivalent for crab) is used 

to define the group of diseases sharing an abnormal growth of cells with the ability to 

invade other tissues1. In 2020, almost 20 million new cases of cancer were diagnosed 

and 10 million deaths2, remaining one of the main causes of death worldwide and 

representing an important health problem.  

1.1.1. Pediatric cancer 

Cancer in children and young adults is uncommon compared to the whole population. 

However, more than 200.000 people under 19 years old were diagnosed with cancer 

worldwide in 20202. In high-income countries, around 80% of cases are cured3, but the 

survival rates in the low-income ones are worse4; being pediatric cancer the first cause 

of death in children. 

Pediatric cancers present important differences compared to adult since they are not 

usually caused by environmental factors. Furthermore, only a small subset of cancers 

present hereditary factors, and the cause for genetic alterations that lead to cancer 

remain mostly unknown. Another difference with adult cancers is tumor location. While 

overall highest incidence cancers are breast, prostate, lung and colorectal, in children 

between 0 and 19 years old the most prevalent cancers are leukemias, brain tumors 

and lymphomas2 (Figure 1). 
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Figure 1. Crude incidence (in blue) and mortality (in red) of different types of cancer in 
childs and young adults from 0 to 19 years old in the year 2020. Data from Ferlay J, Ervik 
M, Lam F, Colombet M, Mery L, Piñeros M, Znaor A, Soerjomataram I, Bray F (2020). Global 
Cancer Observatory: Cancer Today. Lyon, France: International Agency for Research on 
Cancer. Available from: https://gco.iarc.fr/today 

 

In general, pediatric cancers have better outcomes than adult cancers. Children 

tolerate better high doses of treatment, which may explain their higher survival 

compared to adults. Nevertheless, chemotherapeutic treatments cause deleterious side 

effects that include nausea, fatigue, allergic reactions, or the immune system 

weakening that leads to infections. Moreover, children are highly affected by 

chemotherapies that target proliferating cells as they are treated during development. 

Despite pediatric patients are often cured, anticancer treatments can cause health 

complications such as cardiomyopathy, stroke, pulmonary fibrosis, osteopenia, or 

intellectual and cognitive impairments, among others. Moreover, pediatric cancer 

patients have 19 times more probabilities to develop secondary tumors in their lives5. 

Altogether, treatment for pediatric cancer patients is effective but induces devastating 

side effects, highlighting the urgent need for new therapies that are equally efficient but 

without undesired toxicities. 

1.1.2. Pediatric leukemia 

Leukemias account for approximately one-third of all pediatric cancers. These tumors 

arise from an uncontrolled growth of hematopoietic cells. They typically origin in the 

bone marrow, where these cells are produced, and due to their accelerated growth 

they rapidly displace healthy immune cells. Over time, cancer cells move into the 

bloodstream from where they can invade other organs such as the spleen, the lymph 

nodes, the liver or the central nervous system. Depending on the origin of these 

tumoral cells, pediatric leukemias can be classified as acute lymphoblastic leukemia 

(ALL) arising from lymphocytes, acute myeloid leukemia (AML) from myeloid cells and 

mixed lineage leukemias from cells that present characteristics from both lineages 

(Figure 2). In some cases where the growth of cancer cells is not accelerated, they are 

defined as chronic lymphoblastic leukemia (CLL) or chronic myeloid leukemia (CML). 

Chronic leukemias are more prevalent in adults, but they can also be found in children. 

Similarly as for other pediatric cancers, the underlying causes for pediatric leukemias 

seem to be multifactorial and not completely understood. There are several genetic risk 

factors, such as Down’s syndrome which increases 20-fold the chance of developing 

leukemia6, but these factors only explain a fraction of all the cases. Some evidence 
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suggest a two-step process, where at first genetic changes occur in utero but are not 

sufficient to develop leukemia, and secondary genetic changes caused by exposure to 

different agents (for example an infection) causing the malignant proliferation of 

hematopoietic cells7. 

 

Figure 2. Hematopoietic system development in the bone marrow. All cell types arise from 
a stem cell that differentiates in the two distinct subtypes, myeloid precursors and lymphoid 
precursors. From cancer.gov. 

 

Patients with pediatric leukemia can suffer anemia, thrombocytopenia or neutropenia 

caused mainly by the bone marrow occupation by cancer cells, where healthy cells are 

compromised. The most usual symptoms include fever, bruising and bone pain, while 

infiltration to other organs can produce other symptoms depending on the site of 

invasion8. Blood counts are the initial line of diagnosis to identify pediatric leukemias 

since hematopoietic cells are first affected by this disease. However, the final diagnosis 

is performed using bone marrow aspirates (and sometimes also peripheral blood). 

Cells from the bone marrow are morphologically studied to identify abnormalities and 

immunophenotypically characterized by flow cytometry using specific markers to 

determine the type of leukemia. Lastly, lumbar puncture is usually performed to discard 

central nervous system infiltration of the tumor. Clinicians use bone marrow aspirates 
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to identify the number of leukemic cells compared to normal cells and monitor the 

disease progression, or minimal residual disease (MRD). Classically, this determination 

was performed using light microscopy and applying a cutoff of 1 blast per 20 healthy 

cells to determine remission, but new techniques like flow cytometry or tumor-specific 

amplification with PCR allow the identification of up to 1 blast in 100,000 healthy cells, 

increasing sensibility in the detection of leukemic cells9,10. 

Depending on the subtype and different risk factors, treatment of pediatric leukemias 

may vary to achieve a complete remission. Chemotherapy combinations which include 

vincristine, anthracyclines, L-asparaginase and corticosteroids, among others are 

normally used to treat pediatric leukemias. Depending on the subtype, targeted drugs 

can also be used to inhibit specific genetic alterations such as imatinib or derived 

treatments for cells presenting the BCR-ABL1 fusion gene11, or gemtuzumab 

ozogamicin12 and venetoclax13 for AML. In some cases, bone marrow transplantation is 

necessary to maintain a complete remission and avoid relapse. Finally, in recent years 

the use of immunotherapy has greatly improved the efficacy of pediatric leukemia 

treatment14. With the inclusion of new therapeutic strategies, the prognosis has 

improved over the years, achieving 5-year survival rates of 90% for ALL and 70% for 

AML. Even with these good survival rates, there are subgroups of childhood leukemia 

with worse prognosis that require more aggressive treatments. 

1.1.3. B-cell precursor acute lymphoblastic leukemia 

Three out of four pediatric leukemias are ALL. Depending on the cell type precursor, 

these can be classified as T-cell ALL or B-cell precursor ALL (BCP-ALL). Our research 

is focused on the BCP-ALL subtype since it accounts for 85% of all pediatric ALL 

cases15.  

1.1.3.1. Genetic classification 

BCP-ALL patients can be classified in several subgroups based on different recurrent 

genetic alterations. These subgroups are normally used as a risk stratification tool 

since there is a good correlation with the malignancy of the tumor. These genetic 

alterations include aneuploidies and chromosomal translocations, generating 

oncogenic fusion proteins (Figure 3). The World Health Organization established an 

official classification in 201616, but during the past years new studies have increased 

the subgroups used to classify BCP-ALL patients. Further genetic changes are present 

in the cancer cell, as every subtype has secondary alterations in different pathways 
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that promote tumor progression17. For example, variations in the RAS pathway are 

normally observed in the hyperploid subtype or JAK mutations in the BCR-ABL1-like 

subtype. These heterogeneous secondary alterations can partially explain the different 

clinical responses observed in patients from the same subgroup18. Moreover, the 

characterization of these genetic variants allowed the inclusion of different targeted 

therapies that improved treatment efficacy. Despite these advances in newly diagnosed 

patients, relapsed patients often present resistant cells with different adaptations19, 

which are not completely understood and hamper risk stratification.  

Alterations in chromosome number lead to different subtypes of BCP-ALL. The most 

common, accounting for 20-25% of all cases, is hyperdiploidy in leukemic cells that 

gained at least 5 chromosomes and it is associated with a good disease prognosis. 

Amplification of chromosome 21, also known as iAMP21, represents around 3% of the 

pediatric cases and with actual treatment regimens it is also considered a good 

prognosis subtype. Finally, chromosome loss, or hypodiploidy with less than 44 

chromosomes, has been detected; with cases of near-haploidy (24 to 29 

chromosomes), low-hypodiploidy (ranging between 33 and 39 chromosomes), high-

hypodiploid (40 to 43 chromosomes) and near-diploid with 44 chromosomes. All these 

subtypes represent a minority, only 1-2% of the total cases, but with worse prognosis17. 

 

Figure 3. Subclassification of childhood ALL. Blue wedges refer to B-cell precursor ALL, 
yellow to recently identified subtypes of B-ALL, and red wedges to T-lineage ALL. From 
Mullighan CG. Genomic characterization of childhood acute lymphoblastic leukemia. Semin 
Hematol. 2013 Oct;50(4):314-24. doi: 10.1053/j.seminhematol.2013.10.001. Epub 2013 Oct 4. 
PMID: 24246699; PMCID: PMC3848419. 
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Other genetic alterations include chromosome translocations that generate fusion 

proteins. Around 25% of patients present the favorable translocation t(12;21) 

(p13;q22), which encodes for the fusion gene ETV6-RUNX1. KMT2A (MLL) 

rearrangements that affect approximately 5% of patients and are associated with a 

poor prognosis. Other translocations that account for around 5% of cases include the 

TCF3-PBX1 and the BCR-ABL1 gene fusion (Philadelphia chromosome-positive or 

Ph+). Interestingly, the treatment of patients that belong to these subgroups has clearly 

improved with the use of tyrosine kinase inhibitors such as imatinib for Ph+ cases11. 

Rearrangements on DUX4, MEF2D and ZNF384 genes lead to other subgroups with 

an incidence of around 5% with different prognoses. Lastly, the fusion gene TCF3-HLF 

accounts for a minority of the cases but presents the worse prognosis of all the 

chromosomal rearrangement subgroups17. 

When none of the genetic changes mentioned above are detected, patients are 

classified as “other BCP-ALL”. However, new insights have identified molecular 

signatures that help to further stratify these patients. The most important groups are the 

BCR-ABL1-like (or Ph-like) and the ETV6-RUNX1-like subgroups, accounting for 15% 

and 3% of the cases, respectively. They do not present the fusion gene, but they have 

similar transcriptional profiles as the observed in tumors with these rearrangements. 

Furthermore, PAX5 translocations, mutations in IKZF1 and rearrangements on IGH or 

NUTM1 have been identified in a minority of pediatric BCP-ALL patients, extending the 

knowledge of the genetic background of this disease. 

1.1.3.2. Treatment for BCP-ALL patients 

Over the years, the development of new treatments and risk stratification based on 

different factors have significantly improved pediatric ALL patients’ response, achieving 

a 5-year survival rate of almost 95% (Figure 4). However, current strategies have 

reached an efficacy plateau and new therapies are needed to further improve ALL 

treatment20. Risk-based treatments allow the use of milder chemotherapy with fewer 

side effects in cases with good prognosis and more aggressive combinations to 

increase the elimination of high-risk subtypes tumors. Several factors have shown 

prognostic value for risk stratification21 such as the age, white blood cells count at 

diagnosis or leukemia infiltration in the central nervous system or the testes, among 

others. As mentioned above, genetic abnormalities are also used to assign treatments. 

Lastly, throughout the treatment process, MRD is used to determine treatment efficacy 

and to adapt the therapy to make it more aggressive or to reduce side effects. 
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Moreover, MRD also predicts future relapses and allows clinicians to adapt 

consolidation treatment decisions22. 

 

Figure 4. Change in overall survival of pediatric patients treated on the historical St. Jude 
Total Therapy studies. From Inaba H, Mullighan CG. Pediatric acute lymphoblastic leukemia. 
Haematologica 2020;105(11):2524-2539; https://doi.org/10.3324/haematol.2020.247031. 
Licensed under CC BY-NC 4.0. 

 

The first phase of treatment after diagnosis is the remission induction part. The 

objective of this 4 week-regime is to achieve a complete remission eliminating all 

cancer cells using chemotherapy. In fact, 98% of the patients are successfully treated 

with this strategy. Of the remaining 2%, half of them die because of treatment-related 

toxicities and the other half present disease progression23. The induction phase has 

three main drug components; 1) vincristine, a vinca alkaloid that interacts with tubulin 

and impairs mitosis, 2) a corticosteroid such as dexamethasone or prednisone and 3) 

L-asparaginase (including PEG-asparaginase, E. coli L-asparaginase or Erwinia L-

asparaginase), an enzyme that depletes plasma levels of asparagine and affects 

leukemic cells’ metabolism. In high-risk patients, an anthracycline (either doxorubicin or 

daunorubicin) is added to the treatment regime, which intercalates into the DNA and 

blocks DNA and RNA synthesis in replicating cells.  
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When a complete remission is achieved, patients enter a long process with different 

phases to ensure that the cancer is fully eliminated. Most protocols are based on the 

Berlin-Frankfurt-Münster strategy24, including those from the National Cancer Institute 

in the United States and the Sociedad Española de Hematología y Oncología 

Pediátrica in Spain. This protocol includes 4 main phases: 

1) Consolidation: Treatment with cyclophosphamide (DNA crosslinker), 

mercaptopurine (inhibitor of purine synthesis) and low-dose cytarabine 

(antimetabolic agent). 

2) Interim maintenance: Four administrations of high-dose methotrexate (inhibitor 

of DHFR). 

3) Reinduction: With the same drugs used in the remission induction and the 

consolidation phases. 

4) Maintenance: Daily mercaptopurine and weekly low-dose methotrexate. In 

difficult cases, vincristine and corticosteroid are also included. Generally, this 

phase is extended for up to 2-3 years after complete remission. 

All the drugs included in the treatment regime are cytotoxic and cause side effects. 

Risk stratification, as explained above, helps to adapt therapy to reduce dosing and 

avoid short and long-term secondary effects. In high-risk patients, aggressive 

treatments are used to achieve complete elimination of the tumor, but they also reduce 

patients’ quality of life. 

Along with this complex regime, other interventions are applied to solve different 

problems caused by BCP-ALL. During treatment, several drugs are included to avoid 

Central Nervous System (CNS) infiltration of blasts, even if they do not present CNS 

compromise at diagnosis. Some agents used in the standard protocol, such as 

dexamethasone, L-asparaginase and methotrexate already affect infiltrated leukemic 

cells at the CNS. However, to further eliminate blasts, intrathecal chemotherapy is 

added during treatment. Depending on the risk factor, methotrexate alone or in 

combination with cytarabine and hydrocortisone may be injected into the spinal cord25. 

In very high-risk or refractory to the induction phase patients, hematopoietic stem cell 

transplantation (HSCT) might be used to improve treatment efficacy, but it is normally 

employed in relapsed patients26. 

Thanks to the increased knowledge on genetic BCP-ALL profiles, different therapies 

are being added to the treatment regime to improve efficacy. The most successful 

example are ABL1 inhibitors for BCR-ABL1-positive patients, which include imatinib 
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and the second-generation agent dasatinib. The addition of both inhibitors to 

chemotherapy regimens have increased the 5-year free survival rate11,27. Other options 

explored in clinical trials include the monoclonal antibodies blinatunomab (against 

CD19) and inotuzumab ozogamicin (against CD22), that have demonstrated 

therapeutic efficacy in relapsed and refractory (R/R) BCP-ALL patients28,29.  

Engineered CAR T cells against CD19 and CD22 have also been evaluated to treat 

R/R BCP-ALL patients with encouraging results30,31. However, leukemic cells often 

adapt and now a bivalent CAR T platform to target both CD19 and CD22 is under 

study32. Other preclinical studies suggested different targeted agents to enhance 

chemotherapy. For example, some cases of the BCR-ABL1-like subtype responded to 

dasatinib. Furthermore, more than 50% of them present JAK-STAT signaling activation 

that could be inhibited by ruxolitinib33. Finally, the BCL-2 inhibitor venetoclax (which will 

be extensively reviewed in further sections) has shown therapeutic efficacy in multiple 

hematological malignancies. In fact, several BCP-ALL subtypes, including KMT2A-

rearranged, Ph+ and TCF-HLF, have shown to be dependent on BCL-2 and sensitive 

to its inhibition with venetoclax in preclinical models34–36. 

In relapsed cases, patients are still risk-stratified based on the different factors 

commented above. These patients enter a reinduction phase like the first induction on 

high-risk BCP-ALL, or an alternative regime that includes high-dose methotrexate and 

cytarabine. After this reinduction, almost 85% of patients achieve a complete remission 

again37. Then, patients follow a chemotherapy regime or a HSCT, but the overall 

survival of relapsed patients is less than 50%. Posterior relapses are usually more 

aggressive and complete remissions are more difficult to obtain, emphasizing the need 

for new therapeutic strategies for R/R BCP-ALL patients. 

  



13 
 

1.2. Apoptosis 

1.2.1. Morphological discovery of apoptosis 

Apoptosis is a physiological process that removes old or damaged cells38. It is 

activated by different stimuli such as immune reactions, tissue damage and a wide 

variety of agents39. Kerr and colleagues first described apoptosis in 1972 when they 

characterized a programmed process of cell deletion with nuclear and cytoplasmic 

condensation forming the so-called apoptotic bodies, that are later phagocytized and 

degraded by other cells40. The process was described in 1972, but individual 

characteristics of this mechanism were previously found, such as the formation of small 

cytoplasmatic vesicles with condensed chromatin41,42 and its characterization by 

electron microscopy43,44. These findings led to the identification of shrinkage necrosis 

(the first term used to refer to the apoptotic cell death process) in multiple processes 

such as embryonic development, cellular turnover in adult tissue and in response to 

treatment in tumor cells, which led to the description of the structural characteristics of 

this type of programmed cell death40. 

Morphologically, the apoptotic process starts with cell shrinkage and pyknosis 

(irreversible condensation of chromatin). Later, the “budding” stage appears, 

characterized by plasma membrane blebbing (membrane protrusions typically found in 

the apoptotic process), the separation of cell fragments and the formation of apoptotic 

bodies (cytoplasm pieces with tightly packed organelles and in some cases nuclear 

fragments enclosed in the plasma membrane). The elimination of these apoptotic 

bodies is achieved by phagocytic cells and degraded in phagolysosomes45. In general, 

this regulated process avoids intracellular material release to not trigger an 

inflammatory response upon cell death46. Typically apoptotic cells inhibit the 

inflammatory response, for example with the release of TGF-β or the activation of 

PPARγ that blocks the production of inflammatory cytokines47. This process differs 

from necrosis, which is characterized by cellular swelling and plasma membrane 

breaking which leads to an inflammatory response48. However, apoptosis is not always 

immunologically silent49 and recent studies showed that the liberation of mitochondrial 

DNA in response to apoptotic activation induces the production of IFN and subsequent 

immunogenic cell death50. 
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1.2.2. Molecular mechanism of apoptosis 

First insights on the molecular mechanism involved in apoptosis were observed in the 

development of Caenorhabditis elegans51. Apoptosis is an energy-dependent cellular 

program controlled by caspases, a group of cysteine-aspartic proteases that initiate 

and execute this pathway. This process is activated autonomously as a cellular suicide 

program or triggered by the interaction between an immune cell with a damaged cell52. 

Three distinct pathways that initiate apoptotic cell death and converge in the same 

execution mechanism have been described. 

1.2.2.1. Caspases 

A dozen different caspases have been identified in humans, and more than half of 

them are implicated in the apoptotic process (including the initiator caspases 8, 9 and 

10 and the executioner caspases 3, 6 and 7). Caspases recognize specific four-residue 

sequences of other proteins and cleaves a cysteine-histidine dyad in the target 

protein53. All caspases are produced as inert proenzymes with a prodomain, containing 

a p20 and a p10 domains that remain inactive until there is a cleavage between them54, 

which exposes the substrate specificity pocket. The active form always presents two 

p20/p10 heterodimers and two active sites55. Executioner caspases are activated by 

upstream caspases forming a cascade that amplifies the apoptotic signaling. However, 

most initiator caspases become active by other means, including caspase-8 (explained 

in the extrinsic pathway section) and caspase-9 (explained in the intrinsic pathway 

section). 

Once initiated, apart from activating downstream caspases, these proteins cleave other 

substrates, activating or inactivating target proteins. Most proteins altered by caspases 

are involved in apoptosis, such as endonucleases (for DNA fragmentation), nuclear 

laminins (that cause nuclear shrinking and budding), cytoskeletal proteins (that 

compromise the cellular structure) and proteins that regulate apoptotic blebbing56. The 

function and regulation of all these proteins will be further discussed in the execution 

pathway section. 

1.2.2.2. Extrinsic pathway 

The orchestrators of the extrinsic activation of apoptosis are the death receptors which 

are trimeric transmembrane receptors from the TNF receptor superfamily57. These 

receptors present an extracellular region rich in cysteine and a death domain in the 
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intracellular region58. Each receptor has its corresponding death ligand, also trimeric 

transmembrane proteins from the TNF family produced by different cell types that 

typically promote cell death. Both receptor and ligands organize themselves in a 

trimeric way59, which is indispensable for the activation of the apoptotic cascade60 

(Table 1).  

Death receptor Death ligand 

TNFR1 (also p55)61 TNF and lymphotoxin a58 

FASR (also CD95 or Apo1)62 FASL (also CD95 ligand)63 

DR3 (also TRAMP, WSL-1, Apo3 or 

LARD)64 
TL1A65 

TRAIL-R1 (also DR4)66 TRAIL (also Apo2 ligand)67 

TRAIL-R2 (also DR5, Apo2 or KILLER)67 TRAIL (also Apo2 ligand)67 

Table 1. Known death receptors and their corresponding ligands. 

 

Death receptors are crucial for the transmission of the death signal from outside the 

target cell to the cytoplasm. FAS and TRAIL receptors, when they are activated by their 

death ligands, recruit FADD68 to form the death-inducing signaling complex or DISC69. 

Regarding TNFR1 and DR3, once activated by the corresponding ligand, recruit 

TRADD70. Both the receptor and TRADD assemble with RIP1 and a series of ubiquitin 

ligases that define the function of the complex. When there is a compromised 

ubiquitination of RIP1, TRADD and RIP1 they detach from TNFR1 and recruit cytosolic 

FADD71, forming a complex that works similarly to DISC. FADD in the DISC interacts 

with procaspase-8 monomers and brings two of them to close proximity, exposing their 

active sites and triggering its activation. This autocatalytic activity causes the activation 

of caspase-8 and the stabilization of the complex avoiding inactivation by spontaneous 

changes in their structure. Active caspase-8 engage other executioner caspases and 

cleaves BID that activates the intrinsic pathway (explained below), multiplying the 

apoptotic cascade72. Intracellular regulation of the extrinsic pathway can prevent 

apoptotic cell death after the interaction between the death receptor and its ligand, 

being the most important proteins c-FLIP that blocks FADD and caspase-873 and Toso 

that inhibits caspase-8 cleavege74. 
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1.2.2.3. Perforin/granzyme pathway 

Cytotoxic T-cell lymphocytes and natural killer (NK) cells can induce apoptosis using 

their death ligands. However, they can also induce apoptotic cell death in virus-infected 

cells or transformed cells independently of the death receptor pathway. When these 

cells recognize a specific target (peptide-MHC complexes for T-cell lymphocytes and 

positive stimulatory signals in NK cells75) there is an increase in cytosolic Ca2+ that 

causes the movement of the microtubule-organizing center towards the malignant cell 

that has to be eliminated. Cytotoxic granules use the microtubules to migrate and fuse 

with the membrane releasing their cargo to the extracellular space76. Perforin is one of 

the proteins present in these cytotoxic granules and assembles itself to insert in the 

target cell plasma membrane and form pores77. This allows the entry of other proteins 

present in the cytotoxic granules such as granzyme proteins. Granzyme B provokes a 

fast induction of apoptosis by cleaving different key proteins involved in the apoptotic 

pathway; 1) activation of executioner caspases 3 and 7 that directly induce apoptosis78 

and 2) BID cleavage and further activation of executioner caspases via the intrinsic 

pathway79. On the other hand, granzyme A induces apoptotic cell death in a caspase-

independent manner acting in different key processes, for example impairing ATP 

generation and producing reactive oxygen species (ROS)80, cleaving SET and 

impairing its function of preserving chromatin structure and promoting DNA repair and 

liberating endonucleases that cause DNA degradation81. Interestingly, cytotoxic T-cell 

lymphocytes and NK cells are resistant to the cytotoxic granules that they excrete82, 

enabling the elimination of multiple malignant cells. 

1.2.2.4. Intrinsic pathway 

The intrinsic pathway of apoptosis involves a series of intracellular signaling 

independently of receptors. The central part of this process is the mitochondrial outer 

membrane permeabilization (MOMP) that marks cell’s commitment to apoptotic cell 

death83. Intrinsic apoptosis can be initiated by 1) the absence of growth factors, 

hormones or cytokines, 2) the presence of damaging agents such as radiation, toxins, 

hypoxia, hyperthermia, viral infections, cytotoxic agents or free radicals45 or 3) cellular 

alterations such as DNA damage, endoplasmic reticulum stress, microtubular alteration 

or mitotic defects84. These proapoptotic stimuli affect the mitochondrial membrane 

integrity and finally induce MOMP85, which liberates different proteins from the 

intermembrane space of the mitochondria to the cytosol86. The BCL-2 family of 

proteins, which will be extensively reviewed in the following section, tightly regulates 

MOMP. 
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After MOMP, cytochrome c is released to the cytosol, where it binds to Apaf-1 and 

procaspase-9 to form the apoptosome87. This complex is formed by the oligomerization 

of seven APAF1-cytochrome-c units in an ATP-dependent process, which produces 

conformational changes that expose the WD region of APAF1 and favors the binding of 

procaspase-9 to the center of the apoptosome, engaging its auto-proteolytic 

activation88. Active caspase-9 can then activate downstream caspases when is bound 

to the apoptosome, but procaspase-9 has a higher binding affinity to the activation 

complex. This causes the formation of a “molecular timer” characterized by the 

continuous binding/activation/processing/release of caspase-9 dependent on the 

concentration of free procaspase-9, which tightly controls the duration of the 

executioner caspases activation89. SMAC (or DIABLO) and OMI are also released 

when MOMP is engaged and block the activity of XIAP, preventing its antiapoptotic 

activity (inhibition and marking for degradation of caspase-9, caspase-3 and caspase-

7)90. In a second phase, several proapoptotic proteins including AIF and endonuclease 

G (that do not need caspase activation) and CAD (that has to be activated by caspase-

3) also escape from the mitochondria and translocate to the nucleus where they 

produce DNA fragmentation and chromatin condensation91–93. 

MOMP is the critical step for apoptotic cell death94. Inhibition of caspases does not 

avoid cell death, since MOMP impairs essential metabolic processes of the cell. Partial 

MOMP, where only some mitochondria are depolarized can avoid caspase activation95, 

but this process causes genomic stability and promotes that cells become 

tumorigenic96. 

1.2.2.5. BCL-2 family of proteins 

The balance between proapoptotic and antiapoptotic proteins from the BCL-2 family 

determines MOMP engagement. All the members of this family contain from one up to 

four BCL-2 homology (BH) domain, from BH1 to BH497.  

Pore-forming proteins, also known as effector BCL-2 proteins, include BAX, BAK and 

BOK. These proteins contain BH1-BH3 domains and are the effectors of MOMP. BAX 

and BAK, that share the same sequences in their BH domains, are found in different 

parts of the cell. BAX is soluble and present in the cytosol in its inactive form and 

translocates to the mitochondria once activated, while BAK is anchored in the outer 

mitochondrial membrane (OMM). Both proteins are monomers in their inactive form 

and once activated they expose their BH3 domain that inserts in the hydrophobic 

groove of another effector protein to form an homodimer98, that later oligomerize with 
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other effectors to form pores in the OMM99. Several studies have proposed how these 

homodimers assemble to form a toroidal pore100, but the exact mechanism is still 

unclear. Once pores are formed, cytochrome c and other proteins involved in the 

intrinsic pathway are released to the cytosol101. BOK presents a similar structure as 

BAX and BAK, but its function has not been fully characterized. Studies with double 

knock-out (BAX and BAK) and triple knock-out (BAX, BAK and BOK) demonstrate that 

BOK also acts as an effector protein and can be redundant with BAX and BAK102. 

However, BOK is not affected by BH3-only proteins, and seems to be constitutively 

active and controlled by proteosomal degradation. Thus, if proteasomal activity is 

compromised, BOK is stabilized to induce MOMP and cell death103. 

BH3-only activator proteins BIM and BID, that only present a unique BH3 domain, 

directly activate BAX and BAK104. Regarding BID, the active truncated form is 

generated by caspase-cleavage (known as tBID). Interestingly, both activators interact 

with BAX and BAK, but BIM has a higher affinity to BAX and tBID to BAK105. Activator 

proteins engage BAX and BAK to expose their BH3 domain inducing the dimerization 

with another activated effector protein. This is a “hit and run” process that allows the 

activator to perform its function again. PUMA and NOXA which  are normally classified 

as sensitizer proteins (see below), can marginally activate BAX and BAK, yet with a 

lower extent compared to BIM and tBID106,107. Because all these activator proteins 

present a BH3 domain, they can also block antiapoptotic proteins (explained below) 

and neutralize their pro-survival activity. BIM and PUMA are controlled transcriptionally 

while BID is cleaved post-translationally as a regulation mechanism. 

Antiapoptotic BCL-2 proteins protect cells from apoptosis by inhibiting both the effector 

and activator proteins. This group of proteins includes BCL-2, BCL-xL, MCL-1, BCL-W 

and BFL-1, and all of them contain four BH domains. The BH1-BH3 domains from 

these proteins form a hydrophobic groove that binds to the BH3 domain from the 

proapoptotic proteins108, which is exposed in active effector proteins and in the 

activators. All antiapoptotic proteins have a high affinity for the activator proteins (BIM 

and tBID), yet they have different affinities to effector proteins. BAX is recognized by all 

antiapoptotic proteins, being BCL-xL the one that has less affinity. However, only BCL-

xL, BFL-1 and MCL-1 bind and block BAK97. Apart from direct inhibition of effector 

proteins, BCL-xL can retrotranslocate BAX and BAK to the cytosol diminishing the 

cell’s ability to form mitochondrial pores and protecting them from apoptosis109. 

A fourth group of proteins called sensitizers, presenting only a BH3 domain, favor 

apoptosis by inhibiting the antiapoptotic proteins, thus displacing activators and 
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effectors. BAD, BIK, BMF, HRK, NOXA and PUMA present different affinities for the 

antiapoptotic proteins, which are summarized in Figure 5110. 

 

Figure 5. BCL-2 familiy of proteins and their interactions. Top: scheme of the interactions 
between the BCL-2 family of proteins and the effect of different proapoptotic stimuli. Bottom: 
chart with the specific interactions between activator and sensitizer BCL-2 proteins and the 
effector and antiapoptotic proteins. Reprinted by permission from Nature Springer from Singh, 
R., Letai, A. & Sarosiek, K. Regulation of apoptosis in health and disease: the balancing act of 
BCL-2 family proteins. Nat Rev Mol Cell Biol 20, 175–193 (2019). 
https://doi.org/10.1038/s41580-018-0089-8. 

 

This interconnected network of proteins represent a complex interactome, where the 

balance between proapoptotic and antiapoptotic proteins determines BAX/BAK 

activation, MOMP and apoptotic engagement97. Several models have been historically 

proposed to explain the interplay of the BCL-2 family of proteins that decide cell fate. 

The displacement model postulated that BH3-only proteins disrupt the blocking 

interaction between antiapoptotic proteins and active BAX and BAK. While the direct 

activation model proposed that antiapoptotic proteins blocked BH3-only activators, and 

other BH3-only proteins were required to liberate the activators and promote the 

activation of BAX and BAK. Over the years with the increasing knowledge on the BCL-

2 family of proteins, there is a consensus in a unified model, where antiapoptotic 
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proteins block both BH3-only activators and active effector proteins, thus requiring their 

displacement to promote MOMP and apoptosis111. 

Every cell type expresses different levels of BCL-2 proteins that determines their 

predisposition for apoptosis. For instance, some cells do not express BAX and BAK, 

being completely refractory to apoptosis. Other cells present a high expression of 

antiapoptotic proteins compared to proapoptotics, which makes them poorly primed for 

apoptosis. Finally, when the balance between antiapoptotic and proapoptotic proteins 

is more even, a small change in this equilibrium can produce MOMP, a state defined as 

“primed for apoptosis”112. These differences in apoptotic priming determine cells' 

predisposition to undergo apoptosis and are crucial for a myriad of processes in 

healthy tissues. While during development tissues constantly renew, the apoptotic 

machinery is highly regulated which make cells “primed” for apoptosis, most adult 

tissues (with some exceptions such as the hematopoietic system) are refractory to 

apoptosis113. When a cell is exposed to apoptotic stimuli, the BCL-2 family balance 

changes. For example, DNA damaging chemotherapy upregulates BAX, PUMA and 

NOXA and represses BCL-2 activation through p53114,115. Similarly, the inhibition of 

different kinases cause activation of other proapoptotic proteins such as BIM or BAD 

that promote apoptosis116,117. Apoptotic priming and the role of different BCL-2 proteins 

in cancer cells will be extensively reviewed below. 

1.2.2.6. Execution pathway 

All apoptotic pathways converge in caspase-3 activation, which is the most important 

protein in the execution of apoptotic cell death. Normally, inactive caspase-3 (like other 

executioner caspases, -6 and -7) are expressed as dimers and when activated 

conformational changes expose two active sites. Caspase-3 cleaves multiple 

substrates that lead to apoptosis. In fact, around 1000 proteins have been identified as 

substrates for executioner caspases118. Caspase-3 activates the execution of apoptotic 

cell death and targets proteins in the nucleus, the plasma membrane, and the 

mitochondria, among others. Experimental studies have demonstrated that a single 

activation of one of the caspase-3 targets is not sufficient to induce apoptotic cell 

death, which shows the complex cascade that this protease triggers. That is why 

different authors have defined apoptosis as “death by a thousand cuts”119. 

In the nucleus, caspase-3 recognizes and cleaves proteins such as CAD, lamins and 

acinus, which produce DNA fragmentation93, nuclear matrix degradation120 and 

chromatin condensation121, respectively. In the cytosol, cleavage of pp125FAK and α-
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actinin impairs cells’ ability to form peripheral adhesions and attach to the extracellular 

matrix122,123 or ROCKI and PAK2 that block the correct polymerization of actin and 

cause the formation of blebs124–126. Other processes activated by caspase-3 involve 

changes in the cells’ physiological processes, being one of the most studied p75 

cleavage, a subunit of the complex I from the electron transport chain, that disrupts 

ATP production127. All these well-controlled processes end up with the clearance of the 

apoptotic bodies by phagocytes (including macrophages, dendritic cells and 

neutrophils). Executioner caspases are also involved in the clearance process inducing 

the production of lysophospatidylcholine which is a signal to recruit macrophages128. 

Then, exposure of phosphatidylserine (PS) at the outer leaflet of the plasma membrane 

functions as an “eat me” signal for phagocytes recognition and elimination. Flipases are 

responsible for translocating PS from the outer to the inner plasma membrane, but they 

become inactive during apoptosis because of the action of caspase-3129,130. Caspase-3 

also cleaves XKR8 which promotes the formation of a scramblase complex that 

exposes PS to the outer plasma membrane131. 

Caspase-7 and caspase-3 show high redundancy on substrate recognition, yet studies 

with knockouts demonstrate that some processes during apoptosis are specific to each 

caspase132. Caspase-6 is activated by caspase-3 and -7 and exerts several unique 

functions. One of the substrates of caspase-6 is caspase-8, which in turn cleaves BID 

to induce MOMP. As active caspase-6 requires activation of caspase-3 and -7, this 

acts as a positive feedback loop that further amplifies cytochrome c release and 

caspase activation133. Active caspase-6 also translocates to the nucleus where it 

cleaves specific substrates. One of them is laminin A134 which once activated favors 

nuclear disassembly and chromatin separation from the lamina135. SATB1 is also 

cleaved by caspase-6, causing its separation to loop domains that promote DNA 

fragmentation136. Other substrates specific for caspase-6 include cytokeratin 18, focal 

adhesion kinases, nuclear mitotic apparatus protein, β-amyloid precursor protein, 

topoisomerase I, transcription factor AP-2α, vimentin and hungtingtin137. 

1.2.3. BCL-2 family of proteins in cancer 

The evasion of cell death is one of the hallmarks of cancer138 and the BCL-2 family of 

proteins play a key role on this97. In fact, the BCL-2 gene was discovered as an 

oncogene responsible for some types of B-cell lymphomas with t(14;18) 

translocations139. Almost 50% of malignant tumors present inactivation or mutations in 

p53, a protein that activates several genes related to apoptosis, including the 

proapoptotic Bax, Noxa, PUMA and Bid from the BCL-2 family of proteins140. MYC is 
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another protein that is generally overexpressed in cancer, impairing the antiapoptotic 

activity of BCL-2 and BCL-xL141. These and other examples demonstrate that cancer 

cells often present alterations that change the apoptotic pathway, particularly affecting 

the BCL-2 family of proteins. 

Beyond recognizable alterations in oncogenes, changes in the BCL-2 family of proteins 

are usually found in cancer cells. Increased expression of antiapoptotic BCL-2 proteins 

are a common marker of tumors with poor prognosis and can be caused by 

chromosomal translocation, gene amplification, gene transcription or posttranslational 

processing142. BCL-2 overexpression is found in several B-cell malignancies and 

correlates with treatment resistance143; also causing multidrug resistance in lung 

cancer144 and protection against paclitaxel in ER-positive breast cancer145, among 

others. Similarly, MCL-1 increased expression correlates with treatment resistance in 

non-small cell lung cancer or ovarian cancer146, while BCL-xL overexpression causes 

treatment failure in ovarian cancer147. Apart from these, genetic alterations affecting the 

BCL-2 family are also common in different cancers. For example, around 50% of the 

microsatellite subtype of colon cancer present mutations in the BAX gene148, different 

cancers present somatic amplifications of MCL-1 and BCL2L1 (encoding BCL-xL) and 

deletions of BOK and BBC3 (encoding PUMA)149; also loss of BIM has been detected 

in mantle cell lymphoma150. Just to name a few examples. 

But the BCL-2 family of proteins can also dynamically change upon anticancer 

treatment. Most chemotherapies and targeted therapies used to treat cancer produce 

cell death via the intrinsic pathway of apoptosis. This causes changes in the balance 

between pro and antiapoptotic proteins that finally leads to apoptotic cell death. For 

example, MEK inhibition inactivates BIM phosphorylation which causes its 

accumulation therefore favoring the initiation of apoptosis151, the increase in BAD when 

mutant JAK is pharmacologically inhibited152, or the MCL-1 downregulation after mTOR 

inhibition in colorectal cancer153 or CDK9 inhibition in B-cell lymphoma154. However, 

cancer cells often adapt to treatment using the antiapoptotic members of the BCL-2 

family of proteins. Increased dependence on antiapoptotic proteins after treatment to 

avoid apoptosis is a fast process, which normally precedes other resistance 

mechanisms that need more time to occur such as mutations. For example, HER2-

positive breast cancer becomes resistant to chemotherapy by overexpressing BCL-

2155. Antiapoptotic adaptations after treatment are heterogeneous and vary depending 

on the drug and the type of cancer156. 
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Altogether, the BCL-2 family of proteins play a central role in cancer cell survival and 

the tumorigenic process, but they also control cell death in response to anticancer 

treatment. Therefore, the pharmacological intervention of this family of proteins has 

been proposed as an important target to improve cancer therapy. 

1.2.4. BH3 mimetics 

Several strategies have emerged to pharmacologically intervene the intrinsic pathway 

of apoptosis. However, the most explored one is the development of compounds that 

mimic BCL-2 sensitizer proteins, inhibiting their antiapoptotic counterparts, thus 

promoting apoptosis by freeing activator and effector proteins. As mentioned, adult 

cancer cells are more primed for apoptotic cell death than healthy cells, and anticancer 

treatments change the balance between pro and antiapoptotic BCL-2 proteins. This 

evidence suggests that pharmacological inhibition of antiapoptotic proteins could 

selectively affect cancer and help to improve the elimination of malignant cells. The first 

examples of antiapoptotic protein inhibitors were peptides derived from the BH3 

domain of sensitizer BCL-2 proteins that had specificity for the hydrophobic grove of 

the different antiapoptotic proteins157. Nevertheless, this strategy was not successful 

due to toxicity, low cell permeability and short lifetime of the peptide158. 

Over the last two decades, great efforts have been devoted to the development of 

small molecules that interact with the hydrophobic groove of the BCL-2 antiapoptotic 

proteins, the so-called BH3 mimetics. The first BH3 mimetics included several pan-

BCL-2 inhibitors such as HA14-1, gossypol and obatoclax, which showed some activity 

in different cancer models but were discarded because of their low affinity and off-

target effects. The first truly successful BH3 mimetic was ABT-737, and after that 

Abbvie developed its orally available analog navitoclax (also known as ABT-263). Both 

molecules target with nanomolar affinity the antiapoptotic proteins BCL-2, BCL-xL and 

BCL-w; and both showed in vitro efficacy in a plethora of cancer types, including 

hematological malignances and solid tumors159. Despite its promising efficacy in vitro, 

only a few clinical trials evaluated ABT-737 and navitoclax (clinicaltrials.gov). In most 

completed trials, the use of navitoclax alone or in combination with other 

chemotherapeutic agents clearly showed anticancer activity. However, despite the 

promising results, patients suffered severe side effects including thrombocytopenia 

caused by platelets high dependence on BCL-xL160. Recently, a new compound called 

AZD0466 with a similar affinity for BCL-2 and BCL-xL as navitoclax but not causing 

thrombocytopenia has been developed and is currently explored in clinical trials 
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(clinicaltrials.gov)161. However, most efforts have been focused on developing 

compounds targeting only one antiapoptotic protein to avoid toxicity. 

 1.2.4.1. Inhibition of BCL-2 

Promising results with navitoclax led to the development of venetoclax (also known as 

ABT-199), a specific BCL-2 inhibitor that does not interact with BCL-xL, hence avoiding 

platelet undesired elimination. First in vitro results showed exceptional efficacy in 

cancers dependent on BCL-2, both as a single agent or in combination with other 

anticancer drugs159. When tested in clinical trials, venetoclax showed an exceptional 

efficacy as a single agent in relapsed CLL with a response rate of around 80% with 

minimal side effects162, which ultimately led to its approval, becoming the first BH3 

mimetic approved in the United States and Europe to treat relapsed and refractory CLL 

patients. Venetoclax has also shown efficacy in AML patients, a subtype of leukemia 

with low prognosis using the actual chemotherapeutic regime. Following in vitro studies 

and several clinical trials, the inclusion of venetoclax with azacytidine to treat AML 

patients ineligible for aggressive chemotherapy increased overall survival and complete 

remission status while minimally increasing side effects163. This clinical trial also led to 

the approval in mid-2021 of venetoclax to treat certain AML patients in combination 

with hypomethylating agents. Besides these two successful trials that positioned 

venetoclax as the most promising BH3 mimetic, hundreds of clinical trials started to 

evaluate venetoclax efficacy (clinicaltrials.gov), most of them in hematological 

malignancies.  

Despite the single-agent efficacy of venetoclax in CLL, monotherapy efficacy is scarce. 

Cancer cells often adapt to BH3 mimetics through several strategies, including 

genomic mutations or increased activity of other antiapoptotic proteins as a 

compensatory mechanism. Thus, most clinical trials explore venetoclax in combination 

with standard-of-care treatment regimens. 

1.2.4.2. Inhibition of MCL-1 

MCL-1 is another antiapoptotic protein often used by cancer cells to adapt to therapy, 

both chemotherapy or targeted agents. In fact, after treatment with navitoclax or 

venetoclax, MCL-1 can sequester the free activators displaced from BCL-2 and BCL-xL 

to prevent apoptosis. One of the first selective BH3 mimetics against MCL-1 was A-

1210477, followed by several compounds, including S63845 (and the analog 

compound S64315), AMG-176, AMG-397, AZD-5991, AM8621, PRT1419 and 
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VU661013 (all with high affinity for MCL-1 in the low nanomolar range). Unlike BCL-2, 

which is preferentially expressed in hematological cancers, MCL-1 has been found 

upregulated in several cancers, both solid and liquid tumors. Dependencies on MCL-1 

have been exploited using these specific inhibitors (both as single agents or in 

combination with other anticancer drugs) with good in vitro results on diverse cancer 

types such as AML, breast cancer, glioblastoma or melanoma, among others159. 

Altogether, multiple clinical trials started using MCL-1 inhibitors (clinicaltrials.gov), most 

of them, similarly as venetoclax, to exploit their combinations with other anticancer 

drugs.  In fact, the double inhibition of antiapoptotic proteins using navitoclax or 

venetoclax and an MCL-1 inhibitor has been extensively used in preclinical models of 

solid and liquid tumors showing highly synergistic cytotoxic effects164,165. By the end of 

2022, two clinical trials started in hematological malignances using the combination of 

venetoclax and an MCL-1 inhibitor (NCT03797261 and NCT03218683), but both of 

them have been suspended or terminated due to safety reasons. This has become the 

main concern in the clinical development of MCL-1 inhibitors. Preclinical studies and 

early clinical trials did not show important side effects, but in the most recent trials, 

cardiac toxicity related to MCL-1 inhibition has been observed, causing the termination 

of several clinical trials and putting on hold the development of these BH3 mimetics. 

 1.2.4.3. Inhibition of BCL-xL 

As mentioned above, inhibition of BCL-xL induces important side effects due to the 

platelets´ elimination. Nevertheless, several specific inhibitors against BCL-xL have 

been developed including WEHI-539, A-1155463 and A-1331852. Particularly, 

preclinical studies using the latter have shown cytotoxic activity as single-agent or in 

combination with other treatments in different cancers, for example rhabdomyosarcoma 

and lymphoma166,167. However, these limitations due to side effects caused a lack of 

clinical trials exploring BCL-xL inhibitors. Recently, new compounds using the 

PROTAC technology have been proposed as an alternative to reduce platelet toxicity 

while eliminating BCL-xL dependent cancer cells. This molecule remains inactive until it 

enters the cancer cell, where it binds to BCL-xL and promotes its ubiquitination and 

posterior degradation by the proteasome168. 

 1.2.4.4. Other BH3 mimetics 

A different alternative explored regarding the BCL-2 family is directly activating effector 

proteins to induce apoptosis. For instance, the development of BTSA1, acts as an 
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analog of BIM or BID, binding to BAX and triggering its activation to start the apoptotic 

process. Preclinical studies using this BH3 mimetic have demonstrated cytotoxicity in 

AML cell lines and patient samples without affecting healthy cells; and increased 

survival in AML xenograft models169. More recently, the new orally bioavailable version 

BTSA1.2 has demonstrated synergistic effects with navitoclax in colorectal cancer 

PDXs170. 

In summary, BH3 mimetics have gained importance in cancer treatment in the last 

decades due to the outstanding venetoclax activity in CLL as a single agent. However, 

treatment with BH3 mimetics a single agents are effective only in a few types of cancer. 

Thus, current investigations focus on combining these molecules to current treatments, 

with the objective to exploit antiapoptotic addictions both intrinsic to the tumor or 

caused by drugs. This strategy requires the development of biomarkers to effectively 

guide the use of these BH3 mimetics, hence there is an important need for techniques 

that accurately predict their efficacy and guide their use in the clinic. 
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1.3. Precision medicine for cancer 

1.3.1. Precision medicine 

The National Cancer Institute defines precision medicine, or personalized medicine, as 

“the form of medicine that uses information about a person’s own genes or proteins to 

prevent, diagnose, or treat disease. In cancer, precision medicine uses specific 

information about a person’s tumor to help make a diagnosis, plan treatment, find out 

how well treatment is working, or make a prognosis”171. Classically, cancer patients are 

stratified based on different factors (such as the type of cancer, age, gender among 

many others) to assign the most suitable treatment regime to maximize tumor 

elimination while minimizing side effects. Over the years, precision medicine has 

improved cancer treatment and the quality of life of patients. However, risk stratification 

is mostly based on tumor type and patients’ molecular characteristics, while tumor 

dynamic biology is understudied. 

The first example of treatment assignment based on tumor characteristics was the 

inclusion of tamoxifen to the normal chemotherapeutic regime in estrogen receptor-

positive breast cancers, which reduced treatment failure and increased disease-free 

survival172. With the improvement of genomic technologies and the elucidation of the 

Human Genome Atlas, different targetable genomic alterations have been identified in 

different cancers. One of the most successful examples is the use of imatinib in 

patients with chronic myeloid leukemia presenting the fusion protein BCR-ABL, that 

showed superior efficacy compared to the standard-of-care treatment, and was rapidly 

approved to treat R/R cases and newly diagnosed patients173. Other examples using 

targeted therapies based on genetic alterations include HER2 amplification in breast 

cancer, BRAF mutations in melanoma or KIT alterations in gastrointestinal stromal 

tumors, where their pharmacological inhibition has improved the clinical outcome. Non-

small cell lung cancer is a type of cancer with well-characterized driver mutations and 

several subgroups. Half of the patients with these tumors present a characteristic 

EGFR mutation that can be targeted with a kinase inhibitor, showing good results 

compared to normal chemotherapeutic regimes174. 

New technological advances, such as next-generation sequencing, allows the study of 

genetic alterations in cancer patients. However, precision medicine based on genetic 

information presents several limitations. One of the most important is the 

heterogeneous response observed in patients with the same genetic background 

treated with the same drug. Non-genetic mechanisms of therapy resistance in cancer 
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cells widely vary even in similar tumors, and epigenetic changes play an important 

role175. In fact, apart from the successful examples mentioned above, several genetic 

precision medicine initiatives have failed in providing a therapeutic advantage over 

classical treatment assignment176,177. To obtain a deeper understanding of every tumor, 

other molecular determinations should be applied to complement genetic analyses, 

such as metabolomics, transcriptomics, epigenetics and proteomics. These 

requirements make almost impossible to routinely profile every tumor. Despite the 

great technical improvements developed in the last decade and the extensive 

repertoire of available drugs, overall only 10% of patients can be treated with an 

approved inhibitor178. Results obtained in different trials that applied genetic-based 

precision medicine highlight the limitations of this approach. For example, in the NCI-

MATCH trial only 38% of patients presented a targetable genetic alteration and only 

18% were finally treated with the suggested inhibitor, and most developed resistance to 

therapy. Moreover, from the treated cohort the maximum overall response rate 

obtained was 38%179. 

Even with a complete molecular characterization of the tumor, we would only obtain a 

static time-point information of the sample. Tumors are dynamic and continuously 

adapt to perturbations, for example, to anticancer treatments. Static molecular 

information can guide treatment if a vulnerability is identified, but changes in response 

to treatment conferring resistance are frequent and may include clonal selection, new 

mutations or activation of secondary pathways, among others. If the selected targeted 

therapy fails to eliminate the tumor, a new characterization of the tumor should be 

performed to identify a new therapeutic strategy. 

1.3.2. Functional precision medicine 

As an alternative to analyze the molecular components of dead cancer cells, functional 

precision medicine (FPM) directly interrogates alive cells with different perturbations 

(treatments) to identify the best drug candidate. Similarly as antibiograms applied to 

bacterial infections, that grow and expose them to a library of antimicrobial drugs to 

identify the most effective one180, FPM approaches directly test therapies on patient-

isolated cells. However, despite promising results, FPM has not been introduced yet in 

normal clinical practice, mostly because of some technical limitations that are now 

slowly beginning to change. 
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 1.3.2.1. Cancer models for FPM 

To perform functional assays on patient biopsies, the critical step is to obtain alive 

primary cancer cells. In hematological malignancies it is relatively easy to obtain 

enough cells and expose them to a panel of different drugs ex vivo. In solid tumors, 

however, obtaining enough viable cells is more challenging. Patients must undergo 

through invasive surgery to get enough tumor tissue, and normally the number of viable 

cells obtained is low, limiting the number of treatments that can be explored. Moreover, 

primary cancer cells in ex vivo conditions rapidly decay, which limits the time window to 

perform functional assays181. 

Several strategies have been proposed to expand the number of cells obtained from a 

biopsy. The establishment of cell lines from patient samples has been extensively 

used, but the process is inefficient, time-consuming and normally the resulting cell line 

does not fully recapitulate the characteristics from the parental tumor182. A more 

sophisticated technology to grow primary cancer cells is conditional reprogramming, 

where primary tumor cells are seeded in a fibroblast feeder layer with ROCK inhibitors 

and enriched media. This combination induces a proliferative state on cancer cells, that 

has been successfully used, for example, to expand cells from non-small cell lung 

cancer patients and identify an effective combination using ex vivo assays183. Although 

this method is more reliable than the establishment of cell lines, it is necessary to 

perform long incubations in 2D layers to acquire the necessary number of cells to 

perform the assay, which increases the chance of inducing alterations. 

To avoid these phenotypic changes, some researchers use advanced techniques to 

grow primary cells in conditions that resemble the native environment. This is the case 

of organoids, which are generated after inducing a pluripotent stem cell phenotype in 

cancer cells to grow them in a soft material mimicking the extracellular matrix. This 

allows expanding cells in a three-dimensional manner maintaining the tumor 

architecture, which helps to maintain the phenotypic characteristics of the original 

tumor184. In the last years, organoid technologies have greatly advanced, and several 

biobanks have been established, paving the way to apply this technology for cancer 

treatment. In fact, several preclinical studies have shown a good correlation between 

drug candidates' effectiveness in organoids and clinical efficacy in solid tumors185, and, 

for example, the FORESEE clinical trial (NCT04450706) aims to use breast cancer 

patient-derived organoids to perform a drug screening and guide treatment in a clinical 

setting. Another strategy extensively used is the generation of patient-derived 

xenografts (PDX). In these models, material from a patient’s biopsy is implanted into 
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immunodeficient mice, that allows the growth of the tumor in a similar environment 

minimizing clonal selection and phenotypic changes. PDXs are extensively used in 

research as a validation tool for drug discovery, especially in cancer186. However, the 

use of PDXs to guide cancer treatment and identify the best option, however, is not 

fully implemented. Some studies have found a good correlation between drug response 

in PDXs and patients187, but only in a small subset studies, and there is a limited 

clinical application for PDX models in FPM188. Both approaches, organoids and PDXs, 

share similar limitations. At present, both are expensive and, more importantly, they 

require an extensive time to obtain sufficient material to perform any assay (sometimes 

several months), which limits the clinical utility to guide therapy for cancer patients that 

cannot wait to receive treatment. Recently, to avoid the delay caused by the time 

needed to generate these models, PDX and organoids from breast cancer patients 

were generated at the time of diagnosis and used to perform a drug screening. One of 

the patients that recurred, was treated with an effective drug identified by these models 

with excellent results189. But this successful example does not change the fact that 

most patients will not benefit from this approach. 

Lastly, other studies directly use the whole tumor to test potential treatments and 

identify the best option. Using the material obtained from biopsies, some studies 

explore the use of slices or fragments of the tumor cultured with commercial media and 

treated with different drugs for viability studies to identify effective treatments. With this 

strategy, for example, an ex vivo platform was able to exquisitely predict treatment 

efficacy using samples from 55 patients190. Alternatively, other researchers have 

developed devices to apply different treatments directly at the tumor to measure 

efficacy after short drug exposure. One technology exploiting this idea is the CIVO 

platform, that performs several microinjections with different drugs directly on tumors to 

study their efficacy191. Recently, this platform was validated in 13 patients with soft 

tissue sarcoma without showing any important adverse effects192. An additional option 

is a microdevice designed to be implanted inside the tumor with several drug reservoirs 

that are released in distinct regions of the tumor193. The utility of this microdevice is 

now being studied in a clinical trial for breast cancer patients, but no results have been 

published yet (NCT02521363). Both techniques have the advantage of maintaining the 

tumor architecture and microenvironment, but the main limitation is that they must be 

performed in accessible tumors, limiting their application in a wide range of cancers. 
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 1.3.2.2. Assays to measure drug response 

The endpoint of functional assays used for FPM is measuring drug efficacy. Typically, 

they use methods that identify changes in cell activity or viability. These include a 

plethora of techniques, such as cell counting, metabolic activity with MTT or 

intracellular ATP concentration, different markers to identify proliferation, apoptosis 

engagement or cell death, among others. All of them aim to determine if the selected 

treatments induce cytotoxicity on cancer cells, thus they need long incubations with 

these agents to observe any effect, which can cause an ex vivo decay of the sample. 

Nevertheless, since it is relatively simple to obtain a large number of viable cells from 

leukemia patients, some functional initiatives using these approaches in liquid tumors 

achieved very promising results. One example is the use of colorimetric measurements 

for viability in primary leukemic cells exposed to different kinase inhibitors for 3 days, 

which accurately correlated with the patients genetic information194. These results 

promoted several phase II clinical trials to guide targeted therapy treatment for AML, 

ALL and CLL patients, but none of them have presented results supporting the clinical 

advantage of this technique over classical risk stratification (NCT02779283, 

NCT01620216, and NCT01441882). Also in AML, another group used a drug 

sensitivity and resistance testing platform to screen almost 200 drugs, classifying 

different subgroups of patients based on their drug response profile, and they identified 

resistance mechanisms with the study of consecutive samples195. In a pilot study 

recently published using this drug sensitivity and resistance testing, 37 relapsed and 

refractory AML patients were treated based on the results of the assay, obtaining a 

59% response rate196. Other preclinical studies have assigned treatments based on 

FPM results, even in solid tumors197,198, but at the moment they have not progressed to 

the clinic.  

Other initiatives apply different readouts than direct indicators of cytotoxicity. Several 

studies tracked the activation of specific pathways after exposure to anticancer drugs 

as indicators of efficacy. Using single-cell network profiling, a technique that uses flow 

cytometry to study the activation of several intracellular pathways after treatment in 

less than 24 hours on AML primary samples, the authors found a good correlation with 

clinical response199. Another initiative called pharmacoscopy exposes primary cells to a 

collection of candidate drugs for 18 hours and, after immunostaining, nuclear 

morphology is assessed by automated microscopy as a readout for treatment efficacy. 

The clinical pilot study used on hematological malignancies samples and EXALT 

successfully showed an increase in overall response and progression-free survival 
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when treated with the pharmacoscopy-guided drugs, twelve of them being exceptional 

responders with an increase of progression-free survival three times longer than 

previous treatments200,201. These exceptional results caused the initiation of a follow-up 

trial to further validate the utility of this functional technique (NCT04470947 or EXALT-

2).  

A successful functional assay should be performed directly on extracted primary cancer 

cells to maintain tumor characteristics and with a fast turnover time to avoid cell 

deterioration. Dynamic BH3 Profiling (DBP) is a functional assay that complies with 

these requirements and will be further explained in the next section. 

1.3.3. Dynamic BH3 profiling 

BH3 profiling is an assay developed to study apoptotic priming in cells. As already 

explained in previous sections, the balance between the proapoptotic and antiapoptotic 

BCL-2 family of proteins determines if a cell is “primed” or “unprimed” for apoptosis. 

The assay uses synthetic peptides that mimic the BH3 domain of different proapoptotic 

proteins. Using BIM, BID and PUMA BH3 peptides the overall apoptotic predisposition 

is evaluated since these peptides block all antiapoptotic proteins and directly activate 

BAX and BAK (PUMA with lower efficacy). Using peptides mimicking the sensitizer 

proteins (BAD, NOXA, MS1 or HRK) we can identify addictions to specific antiapoptotic 

proteins. 

In this assay, permeabilized cancer cells are exposed to the different BH3 peptides and 

induction of MOMP is assessed to determine apoptotic priming (different techniques 

have been used, such as fluorimetry with JC-1 or flow cytometry using antibodies 

against cytochrome c). Induction of MOMP at lower concentrations of BIM, BID or 

PUMA peptides indicates that cells are already primed for apoptosis, while in the case 

of MOMP induction with sensitizer peptides demonstrate cells dependence on specific 

antiapoptotic proteins (BCL-2, BCL-xL and BCL-w for BAD peptide, MCL-1 for NOXA 

and MS1 peptides and BCL-xL for HRK peptide). Importantly, patient cancer cells that 

present a higher apoptotic priming respond better to chemotherapy in the clinic202. The 

correlation between apoptotic priming and treatment efficacy has been validated in 

AML203, CLL204 and neuroblastoma205. Moreover, using sensitizer peptides 

dependencies on specific antiapoptotic proteins were described in leukemia206 and 

lymphoma207. 

DBP emerged as a functional predictive assay for therapy response that was based on 

BH3 profiling. Most anticancer therapies induce apoptotic cell death, therefore cells 
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treated with an effective drug will proapoptotic changes in the BCL-2 family of proteins 

and become “primed for apoptosis”. In DBP, treated cells are permeabilized and 

exposed to different concentrations of the BIM peptide to induce MOMP, and 

cytochrome c release is then detected using a specific labelled antibody. While BH3 

profiling measures the apoptotic predisposition or priming of a given sample, in DBP 

cancer cells are treated with different anticancer drugs (normally around 16 and 40 

hours) to detect dynamic changes in priming. By comparing untreated with treated 

cells, we can determine if an increase in apoptotic priming occurs (less concentration of 

BIM peptide needed to induce MOMP), indicating later cytotoxicity induced by the 

treatment (Figure 6)208. Moreover, by comparing the increase in priming in control and 

treated cells after incubation with sensitizer peptides (BAD, HRK or MS1), DBP can 

identify antiapoptotic adaptations caused by the treatment. This assay presents some 

critical advantages for FPM compared to other approaches: 

1) DBP can be performed in less than 24 hours. This allows the direct 

interrogation of primary patient samples and avoids ex vivo cellular deterioration 

caused by long culture periods. In addition, results are rapidly obtained which 

allows a fast adaptation of the treatment and a continuous follow-up to 

maximize treatment efficacy in patients. 

2) This assay is very versatile. It can be used to prospectively identify 

treatments in the clinic, but also to screen drugs and find new treatments in 

multiple models (cell lines, PDXs or primary samples).  

3) The identification of antiapoptotic adaptations using sensitizer peptides is a 

powerful asset to guide the use of BH3 mimetics to pharmacologically exploit 

antiapoptotic adaptations caused by a chemotherapeutic or targeted agents. In 

fact, it has been demonstrated in several types of cancer, that specific 

combinations with BH3 mimetics synergistically kill cells by enhancing 

cytotoxicity. 
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Figure 6. Graphical explanation of the rationale behind dynamic BH3 profiling. In 
untreated cancer cells, exposure of BIM peptide induce the start of the apoptotic process 
marked by the escape of cytohrome c from inside the mitochondria. If cells have been 
effectively treated, the drug will induce a change in the apoptotic priming and less BIM peptide 
will be necessary to start the apoptotic process. Created with BioRender. 

 

DBP has been extensively performed in a plethora of cancer types, which are 

summarized in Table 2. Most studies that apply DBP are focused on the identification 

of effective treatments using cell lines, PDXs or patient samples. Yet, several studies 

also explore the identification of antiapoptotic adaptations that can be overcome with 

BH3 mimetics. 

Type of tumor Type of samples 
Synergy with BH3 

mimetics? 
Reference 

Several 

Cell lines, mouse 

model and patient 

samples 

No Montero et al. Cell 2015208 

Breast cancer 
Cell lines and 

PDX 
No 

Brasó-Maristany et al. 

Nature Medicine 2016209 

https://doi.org/10.1016/j.cell.2015.01.042
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AML 
Cell lines and 

patient samples 
Yes 

Pallis et al. Oncotarget 

2017210 

Blastic plasmacytoid 

dendritic cell 

neoplasm 

Cell lines, PDXs 

and patient 

samples 

Yes 
Montero et al. Cancer 

Discovery 2017211 

CLL Patient samples Yes 
Deng et al. Leukemia 

2017212 

Biphenotypic B-

myelomonocytic 

leukemia 

Cell lines Yes 
Grundy et al. PLOS ONE 

2018213 

AML Cell lines No 
Grundy et al. PLOS ONE 

2018214 

Different blood 

cancers 

Cell lines and 

patient samples 
Yes 

Lee et al. Science 

Translational Medicine 

2018215 

AML Patient samples No Garcia et al. Blood 2018216 

Diffuse large B-cell 

lymphoma 

Cell lines and 

patient samples 
Yes 

de Jong et al. International 

Journal of Molecular 

Sciences 2019217 

Breast cancer Patient samples Yes 
Walsh et al. Clinical Cancer 

Research 2019218 

Melanoma 

Cell lines, PDX 

and patient 

samples 

No 
Montero et al. Nature 

Communications 2019219 

AML 
PDX and patient 

samples 
Yes 

Bhatt et al. Cancer Cell 

2020220 

https://doi.org/10.1038/leu.2017.32
https://doi.org/10.3390/ijms20236036
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Rhabdomyosarcoma 
Cell lines and 

PDX 
Yes 

Alcon et al. Cell Death & 

Disease 2020221 

AML Patient samples No 
Garcia et al. American 

Journal of Hematology222 

Breast cancer PDX Yes 
Zoeller et al. Breast Cancer 

Research 2020223 

Esophageal 

adenocarcinoma 

and malignant 

pleural 

mesotherlioma 

Cell lines and 

patient samples 
Yes 

Surman et al. Molecular 

Cancer Therapeutics 

2021224 

Thymoma and 

thymic carcinoma 

Cell lines and 

patient samples 
Yes 

Müller et al. BMC Medicine 

2021225 

Breast cancer Cell lines Yes Alcon et al. Cells 2021226 

Breast cancer Cell lines No 
Karakas et al. Cell Death 

Discovery 2021227 

Diffuse large B-cell 

lymphoma 
Cell line and PDX No 

Rys et al. Cancers (Basel) 

2021228 

Several Cell lines No 
Montinaro et al. Cell Death 

& Differentation 2021229 

BCP-ALL 
Cell lines and 

PDX 
Yes 

Seyfried et al. Leukemia 

2022165 

Table 2. Table with the published studies that use dynamic BH3 profiling to identify effective 
treatments against different types of cancer. 

 

 

https://doi.org/10.1038/s41419-020-02887-y
https://doi.org/10.1158/1535-7163.mct-20-0887
https://doi.org/10.1186/s12916-021-02158-3
https://doi.org/10.1182/blood.V130.Suppl_1.2764.2764
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Recently, a new version of DBP has been developed, called high-throughput DBP (HT-

DBP). Using the same rationale, this new technology exploits 384 well plates and 

automatic platers to treat a small number of cells with hundreds of different 

compounds. MOMP Induction is assessed using high-throughput microscopy tracking 

of cytochrome c retained inside the mitochondria. By screening different drug libraries 

HT-DBP has demonstrated an predictive capacity for effective anticancer drugs in cell 

lines, PDX and primary samples from colon cancer230, non-small cell lung cancer231 and 

breast cancer232. 

Despite the promising results obtained with the different DBP platforms, this technique 

has not been implemented for FPM. Some of these studies use DBP on patient 

samples to identify effective treatments, and in certain cases obtaining good clinical 

results based on its predictions. The most advanced studies use hematological patient 

samples to assess the increase in apoptotic priming after ex vivo treatment to evaluate 

overall response retrospectively, obtaining a good correlation between DBP predictions 

and clinical efficacy222. The inclusion of DBP as a prospective routine technique for 

clinical decisions encounters the same problems as other FPM initiatives. First, 

biopsies are not normally performed prior to treatment and when they are clinicians 

prioritize fixation or freezing the samples to perform molecular analyses. Moreover, to 

use any FPM assay prospectively, first they will have to get validated in clinical trials 

and then approved by regulatory agencies. At the date of this thesis deposition, there 

are no clinical trials evaluating the utility of DBP to prospectively guide cancer 

treatment, despite its excellent predictive capacity in preclinical studies. 

1.3.4. Microfluidics in cancer 

Microfluidic technologies use small volumes of fluids for different objectives. In recent 

years, this concept has been extensively developed and applied to different areas such 

as physical science, chemistry, biology or medicine. One of the main uses for 

microfluidics is lab-on-a-chip (LOC) approaches, devices that perform laboratory 

techniques using small chips with microchannels that control fluidics (techniques that 

include dilution, the addition of different reagents, separation, reaction and detection). 

LOC present several advantages compared to standard laboratory analyses, such as 

automatization or reduction of reagent requirements. 

When designing LOCs, different microfluidic components can be used to obtain a 

device that accomplishes the desired characteristics. These include microchannels, 

microneedles, reactors, separators, filters, mixers, micropumps, microvalves, wells or 
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3D structures233. Since all these structures are miniaturized inside a chip, LOC 

development exploits microfabrication techniques such as photolithography, wet 

etching, soft lithography, hot embossing, laser ablation or 3D printing to directly 

generate the LOC (or generate a master to produce the final LOC by replica molding). 

Different materials have been used to develop LOC, including glass, quartz and 

organic plastic silicon. Polydimethylsiloxane (PDMS) has been extensively used as the 

main material to develop LOC, especially for its biological characteristics. PDMS allows 

a fast and cheap prototype development of LOC devices, by replicating a molding on a 

master with the desired microfluidic design. Moreover, PDMS is transparent which 

allows microscopy analyses, it is bio-compatible, it is gas-permeable and, using 

plasma, it can be activated to perform irreversible bounds between different PDMS 

layers or on glass234. 

A full review on microfluidics, including the physics behind the manipulation of small 

volumes of fluids and the different applications where it has been used, is beyond the 

scope of this introduction. However, we will introduce how LOC has improved basic 

cancer research, with a special focus on devices for drug screening and FPM 

applications. 

1.3.4.1. LOC in basic cancer research 

As previously discussed, there is a growing interest in developing patient-derived 

cancer models replicating the original tumor. Microfluidics and LOCs have been 

recently used to solve different limitations observed in the generation of these models, 

including 3D cultures with hydrogels, or the formation of tumor spheroids or organoids. 

Several microfluidic devices have been designed to automatize and increase the 

throughput of these cancer models, making the overall process easier, cheaper, and 

versatile. This includes devices that retain spheroids in wells to perform different 

assays, microfluidic chips to seed cancer cells in hydrogels or the development of 

LOCs to generate patient-derived organoids235,236. One of the advantages of 

microfluidic devices is the ability to co-culture different cell types. This allows the 

generation of models that more accurately represent the original tumor, for example 

with the addition of different cells to mimic the tumor microenvironment, the 

microvasculature237 or certain aspects of the immune system238 with cellular cross-talk. 

Other biological applications where microfluidics have been extremely useful is organ-

on-a-chip devices. These models that mimic the physiological characteristics of a 

specific organ are useful to study many biological processes and diseases, but they 
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have been also applied to study key processes involved in cancer. Microfluidic devices 

that study cancer growth use co-culture systems to study the effect of different types of 

cells that are normally present in the tumor and can induce an increased growth rate; 

for example fibroblasts in breast cancer239, or epithelial and endothelial cells in non-

small cell lung cancer240. LOCs that recreate blood vessels have been also used in 

cancer research to study angiogenesis, the formation of new vessels that irrigate 

tumors, showing that the presence of renal cell carcinoma induces the outgrowth of 

endothelial cells241. Another process extensively studied in cancer is cell migration and 

invasion, related to the epithelial to mesenchymal transition (EMT). Microfluidic devices 

have assisted on bringing new insights into this process, for example, by inducing EMT 

with fibroblasts or continuous flow conditions242,243, or the increase in migration when 

cancer cells are exposed to fibroblasts or macrophages244,245. Invasive cells can reach 

the blood system to extravasate and generate metastasis in a new organ. For instance, 

chips that recreate blood vessels were used to study intravasation and extravasation, 

and describe the key role of β1 integrin in this process246,247. These are just a few 

examples on how microfluidic devices have helped to better understand critical 

processes in cancer progression. 

LOCs are also being used in cancer as diagnostic tools. Circulating tumor cells (CTC), 

cancer-derived exosomes, circulating tumor DNA and non-coding RNA can be found in 

the bloodstream of cancer patients and have been explored as prognostic factors. 

However, their isolation is challenging due to several factors, such as size and 

abundance in the blood. In this sense, microfluidics have been used to improve the 

isolation of tumor-related material, especially for CTCs. There are some available 

commercial kits to isolate CTCs based on EpCAM expression and microfluidics, for 

example using microposts or the herringbone-chip248,249. Other strategies have been 

implemented beyond antigen-based separation exploiting particular cancer cells 

characteristics; for example, separation by size, shape, electrical impedance or even 

pH250–253. Some LOCs have been also developed to isolate exosomes derived from 

tumors using immunoaffinity, filters or lateral displacement254; and circulating DNA 

(ctDNA) and RNA255,256. One of the main advantages of these microfluidic devices is 

that most of them allow sample recovery after separation. This expands the utility of 

these techniques from detection of cancer material in blood to diagnostic tool to using 

this material for several other purposes, such as functional assays with CTCs or 

genetic screenings based on isolated ctDNA. 
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1.3.4.2. Drug screening and FPM with microfluidics 

The development of organ-on-a-chip devices that include tumor cells has not only been 

used to study fundamental cancer processes but also to test the effect of different 

drugs in cancer progression and invasiveness. Studies with multiple microfluidic 

devices helped to understand the effect stromal cells on cancer cells’ resistance to 

treatment257,258, the blood-brain barrier259, extravasation260 or to guide the use of 

immunotherapy261. The multiple advantages of microfluidics allow their use to study 

new processes that were previously impossible to tackle with traditional culture 

conditions. 

The ability of LOCs to perform assays with small volumes of reagents and their high-

throughput capacities align with FPM initiatives, which include the necessity to perform 

drug screening assays with a low number of primary cells and a rapid turnover to avoid 

ex vivo deterioration. Several studies have used microfluidic chips to automatically 

generate a large number of spheroids, immobilize them in fixed positions inside a chip 

and apply different treatments to study cytotoxicity. This has the advantage to directly 

test drugs in 3D cancer cell cultures which better resembles the native organization 

compared to 2D, as demonstrated in breast262 and colon263 cancer cell lines. However, 

only some preliminary studies have been published using similar technologies with 

primary patient spheroids264–266, which emphasizes the need for further FPM 

development. 

Nevertheless, different laboratories have directly used whole tumors to perform drug 

screenings using two main strategies. The first one consists in performing 

microdissections of the tumor to obtain slices, that are then trapped in a microfluidic 

chip with different wells to protect them from shear stress. Using this strategy, tumors 

from different PDXs and even patient biopsies have been used to try the efficacy of 

different anticancer drugs as a proof-of-concept267,268. The other approach consists of 

devices that permit the culture of tumor slices and the application of anticancer 

treatments to different regions of the slice to study cytotoxicity. Several studies showed 

a good identification of cytotoxic agents, in PDXs and patient tumors269–271. However, 

the number of drugs screened has been very limited and results are still preliminary. 

Droplet microfluidics allow encapsulation of different components between immiscible 

oil phases, where every droplet works as a small reactor for the desired assay. With 

this technology, a very small number of cells can be retained in a droplet and treated 

with different drugs, increasing the number of treatments that can be tested in a solid 
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tumor biopsy. In fact, different studies used droplet microfluidics for cytotoxicity 

screenings on primary cells from brain272, nasopharyngeal273 and CLL274 cancer 

patients. More recently, thanks to the use of a sophisticated piezoelectric Braille valve 

system, a new microfluidic system generated droplets with around 100 primary cancer 

cells testing 56 different combinations of treatments. Importantly, every droplet 

condition was successfully identified using a fluorescent droplet barcode. Furthermore, 

the readout was cleaved caspase-3, which allowed to perform the assay in less than 24 

hours275. This last example shows the potential of using microfluidics in FPM assays, to 

generate new platforms and screen a large number of treatments with a limited number 

of cells from a biopsy, by shortening incubation times to avoid ex vivo deterioration. 

Using a completely different approach, the Manalis’ lab developed a microfluidic device 

with a resonator to precisely weight cellular masses with high sensitivity to small 

differences276 and perform high-throughput measurements of changes over time on cell 

growth277. This led to the identification of mass changes when cancer cells were 

effectively treated after short incubations with drugs278. With this platform that combines 

high-throughput analyses, short incubations with anticancer drugs and a readout that 

identifies treatment-related cytotoxicity, they could detect treatment efficacy directly on 

primary cells from multiple myeloma and glioblastoma patients with a good correlation 

with the clinical data, demonstrating the predictive power of this assay279,280. 

As discussed, microfluidic devices can improve and simplify FPM initiatives and 

present different advantages, like the ability to perform high-throughput assays or the 

automatization of complicated analyses to be extensively applied in the clinic. 

However, none of the devices explained above have been yet validated in a clinical trial 

setting to demonstrate their utility on improving patients’ treatment for FPM 

implementation. 
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Chapter II 

Aims of the thesis 
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This thesis has two distinct main objectives to identify effective treatments in different 

types of cancer. 

In the first section, DBP is used to guide treatment for pediatric patients with BCP-ALL, 

especially in R/R cases. To achieve that, different subobjectives have been 

established: 

I. Validation of DBP in pediatric BCP-ALL cell lines and murine models to identify 

effective chemotherapy and targeted therapies. 

II. Identification of antiapoptotic adaptations after anticancer treatment to guide the 

use of BH3 mimetics to overcome resistance mechanisms. 

III. Guide treatment for R/R pediatric leukemia patients using DBP in primary 

samples. 

In the second section, we use microfluidics to improve some limiting aspects of the 

DBP assay: 

IV. Development of a microfluidic platform to perform the DBP assay reducing the 

cell number requirement. 

V. Compare results obtained with the microfluidic-based DBP with the standard 

DBP in cell lines and primary samples to validate this new platform. 
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Chapter III 

Materials and methods 
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3.1. Cell lines  

BCP-ALL cell lines (NALM-6 and SEM) were provided by Prof. Pablo Menéndez from 

the Josep Carreras Leukaemia Research Institute. These cells were maintained in 

RMPI 1640 medium (31870, Thermo Fisher) with 10% of heat-inactivated fetal bovine 

serum (FBS) (10270, Thermo Fisher), 1% of L-glutamine (25030, Thermo Fisher) and 

1% of penicillin/streptomycin (15140, Thermo Fisher). In the case of gastrointestinal 

stromal tumors (GIST) cell lines (GIST-T1 and GIST-T1/670), cells were provided by 

Dr. César Serrano from the Vall d’Hebron Institute of Oncology and maintained in 

IMDM medium (12440, Thermo Fisher) supplemented with 15% of heat-inactivated 

FBS, 1% of L-glutamine and 1% of penicillin/streptomycin. In the case of the GIST-

T1/670, cells were cultured in the presence of 200 nM of imatinib for selective 

pressure. All cells were maintained inside a humidified Galaxy 170 S incubator (New 

Brunswick) at 37ºC and 5% of CO2. 

3.2. Drugs and treatments 

All drugs used are summarized alphabetically in Table 3. L-asparaginase was 

resuspended in sterile MiliQ water, all the other drugs were resuspended in dimethyl 

sulfoxide (DMSO) (D8418, Sigma Aldrich) to a stock concentration. Working solutions 

were obtained by further dilution with the appropriate solvent. 

Drug Target Supplier 

A-1331852 (or A133) BCL-xL inhibitor MedChemExpress 

ABT-199/Venetoclax BCL-2 inhibitor MedChemExpress 

Bortezomib 20S proteasome inhibitor MedChemExpress 

Clofarabine DNA polymerase inhibitor SellekChem 

Cyclophosphamide DNA cross linker MedChemExpress 

Cytarabine DNA synthesis inhibitor SellekChem 

Dactolisib PI3K and mTOR inhibitor LC Laboratories 



49 
 

Dasatinib Multitargeted inhibitor SellekChem 

Daunorubicin Topoisomerase II inhibitor SellekChem 

Decitabine 
DNA methyltransferase 

inhibitor 
SellekChem 

Dexamethasone Glucocorticoid SellekChem 

Doxorubicin Topoisomerase II inhibitor LC Laboratories 

Etoposide Topoisomerase II inhibitor MedChemExpress 

Fludarabine STAT1 inhibitor SellekChem 

Gefitinib EGFR inhibitor LC Laboratories 

Hydrocortisone Glucocorticoid SellekChem 

Ibrutinib BTK inhibitor SellekChem 

Idarubicin Topoisomerase II inhibitor MedChemExpress 

Imatinib Multitargeted inhibitor LC Laboratories 

L-asparaginase Enzyme BioVision 

Methotrexate DHFR inhibitor SellekChem 

Mitoxantrone Topoisomerase II inhibitor SellekChem 

Ponatinib Multi-targeted inhibitor MedChemExpress 

Prednisone Glucocorticoid SellekChem 

Quizartinib FLT3 inhibitor SellekChem 



50 
 

Ripretinib 
c-Kit and PDGFRα 

inhibitor 
SellekChem 

Ruxolitinib JAK1/2 inhibitor SellekChem 

S63845 MCL-1 inhibitor MedChemExpress 

Sorafenib Multi-targeted inhibitor MedChemExpress 

Sunitinib Multi-targeted inhibitor SellekChem 

Thioguanine DNMT1 inhibitor SellekChem 

Topotecan 
DNA topoisomerases 

inhibitor 
SellekChem 

Trametinib MEK1/2 inhibitor SellekChem 

Vincristine 
Microtubule formation 

inhibitor 
LC Laboratories 

Vorinostat HDAC inhibitor SellekChem 

Table 3. Summary table of the drugs used in this thesis, indicating their main target and the 
supplier. 

 

3.3. FACS-based dynamic BH3 profiling 

DBP protocol was previously described by Ryan and collegues281 at the Letai 

laboratory at Dana-Farber Cancer Institute. Between 300,000 and 500,000 cells per 

condition were seeded in 12-well plates and then treated with the desired anticancer 

drugs for a given time (normally between 16 and 40 hours). After incubation with the 

drugs, cells were collected in different tubes, in the case of non-adherent cells by 

directly pipetting; while in the case of adherent cells by first collecting the media and 

then trypsinizing them, then adding the cells in trypsin to the same tube of the media. 

Since the complete media is rich in proteins, the trypsin added gets inactivated. After 
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spinning down, cells were stained using the viability marker Zombie Violet (423113, 

BioLegend) for 10 minutes at room temperature, washed with PBS and then 

resuspended in 330 μL of MEB buffer (150 nM mannitol, 10 mM HEPES-KOH pH 7.5, 

150 mM KCl, 1 mM EGTA, 1 mM EDTA, 0.1% BSA and 5 mM succinate). 

In parallel, different peptide solutions were prepared using MEB buffer with 0.002% of 

digitonin (D141, Sigma-Aldrich). These solutions were prepared at a 2X of the final 

concentration as specified below, since the same volume of the cell solution and the 

peptide solution were mixed: 

- BIM BH3 peptide (AC-MRPEIWIAQELRRIGDEFNA-NH2): 10, 3, 1, 0.3, 0.1, 

0.03 and 0.01 μM. 

- BAD BH3 peptide (AC-LWAAQRYGRELRRMSDEFEGSFKGL-NH2): 10, 1 and 

0.1 μM. 

- HRK BH3 peptide (AC-SSAAQLTAARLKALGDELHQY-NH2): 100 μM. 

- MS1 BH3 peptide (AC-RPEIWMTQGLRRLGDEINAYYAR-NH2): 10 μM. 

- Positive control of alamethicin (BML-A150-0005, Enzo Life Sciences): 25 μM. 

- Negative control of DMSO: Maximum volume of DMSO used in the previous 

conditions. 

In a 96-well plate (3795, Corning), 25 μL of each peptide solution was added to all the 

wells in the same column of the plate. Then, 25 μL of each cell solution was added to 

every well of a row in the plate, exposing every anticancer treatment condition (plus the 

untreated cells) to every peptide condition. Plates were incubated for 1 hour at room 

temperature, followed by fixation for 15 minutes with 25 μL of an 8% formaldehyde 

solution, then neutralized for 10 minutes with 50 μL of N2 buffer (1.7 M tris base, 1.25 

M glycine at pH 9.1) and stained overnight at 4 ºC with 25 μL of 1:1,000 of anti-

cytochrome c antibody (Alexa Fluor® 647 anti-Cytochrome c—6H2.B4, 612310, 

BioLegend) in intracellular staining buffer (1% Tween20, 5% BSA in PBS). The 

following day, results were analyzed using a Sony SA3800 flow cytometer (SONY) or a 

BD LSRII flow cytometer (BD Biosciences) and processed with FlowJo software to 

quantify cytochrome c release (%priming). Δ%priming stands for the difference of 

%priming (or % of cytochrome c released) between non-treated cells and treated cells 

for every peptide. 

For PDX or primary patient samples, cells were also stained with fluorescent antibodies 

to label the desired cancer cell population. For ALL samples, 1:2,000 of Alexa Fluor® 

488 anti-human CD45 antibody (368536, BioLegend) and PE anti-human CD19 
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antibody (392506, BioLegend) were used. In GIST samples, 1:100 of anti-cKIT Alexa 

Fluor 647 antibody (sc13508, Santa Cruz Biotechnology) was used to identify cancer 

cells. All antibodies were diluted in HBSS buffer with 2% of FBS and incubated for 30 

minutes in ice. 

3.4. Cell death assay 

50,000 cells were seeded in a 12-well plate and treated with different anticancer 

treatments for the specified time. In experiments where a BH3 mimetic was used in 

combination, the appropriate concentration of the drug was added at the time point 

detailed in every experiment. After treatment, cells were collected in different tubes, 

either by directly pipetting for non-adherent cells or after trypsinization for adherent 

cells, as described in 3.3. After spinning down, cells were resuspended in 250 μL of 

staining buffer (100 mM HEPES free acid, 40 mM KCl, 1.4 M NaCl, 7.5 mM MgCl2 and 

25 mM CaCl2 at pH 7.4) with 1:2,000 of Alexa Fluor 647® conjugated Annexin V 

(640912, BioLegend) and 1:2,000 of DAPI (62248, Thermo Fisher). Finally, cells were 

analyzed using a Gallios flow cytometer (Beckman Coulter) and FlowJo software to 

quantify viable cells (Annexin V and DAPI negative events). Results were represented 

as the mean of %cell death (100-%viable cells). 

3.5. Protein extraction 

For liquid tumors, 2 million cells were seeded in 6-well plates and treated with the 

corresponding drugs for the established time of each experiment. After incubation, cells 

were spinned down and washed with PBS, followed by resuspension in 300 μL of RIPA 

buffer (150 mM NaCl, 5 mM EDTA, 50 mM Tris–HCl pH = 8, 1% Triton X-100, 0.1% 

SDS and EDTA-free Protease Inhibitor Cocktail (4693159001, Roche)). After an 

incubation of 30 minutes on ice and constant agitation, tubes were centrifuged at 4 ºC 

for 10 minutes at 16,000 g. The supernatant was collected in a new tube and the 

amount of extracted protein quantified with the PierceTM BCA Protein Assay Kit 

(23227, Thermo Fisher) and stored at −20°C. 

3.6. Immunoprecipitations 

To obtain protein for the immunoprecipitations (IP) the same protocol for protein 

extraction was used but changing the RIPA buffer for IP lysis buffer (150 mM NaCl, 10 

mM HEPES, 2 mM EDTA, 1% Triton X-100, 1.5 mM MgCl2, 10% glycerol and EDTA-

free Protease Inhibitor Cocktail (4693159001, Roche)). To immunoprecipitate the 
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desired protein, 5 μg of antibody against that protein was conjugated to magnetic 

beads (161-4021, Bio-Rad), that were previously cleaned with PBS-T (PBS with 0.1% 

of Tween 20), followed by incubating the beads and the antibody for 2 hours at room 

temperature with constant rotation. Control with 5 μg of rabbit-IgG antibody (CST2729, 

Cell Signaling) was also performed to ensure proper precipitation of the desired 

protein. After washing with PBS-T, an equivalent amount of protein extracts were 

added to the conjugated beads and were incubated overnight at 4 ºC with constant 

rotation. The following day, the unbound fraction was separated and stored at -20 ºC 

and the beads were washed again with PBS-T and resuspended in 40 μL of 4X 

Laemmli buffer. To separate proteins from the conjugated beads, tubes were incubated 

at 70 ºC for 10 minutes and the eluent was transferred to a new tube that was stored at 

-20 ºC. 

3.7. Immunoblotting 

Protein samples were prepared to have a final volume of 20 μL by mixing an equal 

amount of protein extract diluted with MiliQ water and 6,67 μL of 3X Laemmli buffer 

(6% SDS, 15% 2-mercaptoethanol, 30% glycerol, 0.006% bromophenol blue and 0.125 

M tris-HCl). Tubes were then heated at 96 ºC for 10 minutes to denaturalize the 

proteins. Then, samples were loaded in an SDS-PAGE gel (456-1025, Bio-Rad) 

submerged in running buffer (tris base 25 mM, glycine 250 mM and SDS 0.8%) and 

electrically separated for 2 hours (first at 50 V until exiting the stacking gel, where was 

increased to 80 V). The sandwich was constructed by intercalating a sponge, filter 

paper, a PVDF membrane (10600023, Amersham Hybond) activated in methanol, the 

SDS-PAGE gel, filter paper and another sponge, submerged in cold transfer buffer (tris 

base 25 mM, glycine 250mM and 20% methanol) and placed in a cold chamber for 3 

hours at 50-60V. To ensure that protein was properly transferred to the membrane, 

Ponceau S staining (1% acetic acid and 0.1% Ponceau S) was performed. 

The membrane was sequentially washed twice with constant agitation for 5 minutes 

with TBS (tris base 0.1M and 150 nM of NaCl) and twice with TBS-T (TBS with 0.1% of 

Tween 20). Next, the membrane was blocked for 1 hour in 50 mL of TBS-T with 2.5 g 

of fat-free powdered milk and washed three times with TBS-T. This was followed by 

overnight incubation in a cold chamber with the desired primary antibody (Table 4) 

diluted 1:1,000 in TBS-T, washed three times with TBS-T and then incubated for 1 hour 

at RT with 1:3,000 dilution of the anti-rabbit IgG HRP-linked secondary antibody 

(CST7074, Cell Signaling). Three more washes were performed with TBS-T before 

developing the membrane using Clarity ECL Western substrate (1705060, Bio-Rad) in 
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a LAS4000 imager (GE Healthcare Bio-Sciences AB). Bands were quantified using 

ImageJ software to measure the integrated optical density and normalized to the actin 

levels as a control protein. 

Antibody Reference 

Rabbit anti-BCL-2 CST4223, Cell Signaling 

Rabbit anti-BCL-xL CST2764, Cell Signaling 

Rabbit anti-MCL-1 CST5453, Cell Signaling 

Rabbit anti-BIM CST2933, Cell Signaling 

Rabbit anti-BAX CST2772, Cell signaling 

Rabbit anti-BAK CST12105, Cell signaling 

Rabbit anti-phospho ERK1/2 CST4370, Cell signaling 

Rabbit anti-phospho BIM CST4585, Cell signaling 

Rabbit anti-actin CST4970, Cell Signaling 

Table 4. Table with the antibodies used in the immunoblotting and immunoprecipitations. 

 

3.8. BCP-ALL PDX model generation 

BCP-ALL PDXs were generated at the University of Ülm by Dr. Felix Seyfried, Prof. 

Klaus-Michael Debatin and Prof. Lüder H. Meyer laboratory following previously 

described protocols282. Briefly, primary BCP-ALL cells were obtained from a blood 

sample of a patient, and xenografts were established by intravenous injection of the 

patient’s cells into female NOD/SCID mice (NOD.CB17-Prkdcscid, Charles River). All 

extractions were done after informed written consent from the legal guardians and 

following the institution’s ethical review board. Animal experiments were approved by 

the appropriate authority (Tierversuch Nr. 1260, Regierungspräsidium Tübingen). 



55 
 

3.9. Peripheral blood mononuclear cells isolation 

Peripheral blood mononuclear cells (PBMC) containing the leukemic cells was isolated 

from the other components of the blood. The patient sample was first diluted by adding 

the same volume of PBS + FBS 2%. In a new 50 mL tube, we placed 5 to 10 mL of 

Ficoll followed by 10 to 20 mL of the diluted sample added drop by drop on top of the 

Ficoll. The tube was then spinned down at 400-500 g for 30 minutes without 

acceleration or break in the centrifuge. After this centrifugation, PBMCs that 

accumulated in the interphase were carefully aspirated and transferred to a new tube. 

The PBMC fraction was then washed twice with 10 to 30 mL of PBS with 2% FBS and 

spinned down at 400-500 g for 10 minutes. Cells were then counted and seeded to 

perform the assay, or resuspended in FBS with 10% of DMSO and cryopreserved. 

3.10. Microfluidic chip design and computational simulation 

The microfluidic chip was designed in collaboration with the Biosensors for 

Bioengineering group at the IBEC with Dr. Jose Yeste, Dr. María Alejandra Ortega and 

Prof. Javier Ramón. The microfluidic chip is based on a previously published three-

shape network to generate a gradient of dilutions283. Microfluidic channels of 100 μm x 

100 μm form three stages that generate new solutions by combining two from the 

previous stage. Finally, the five different microfluidic channels (transporting 5 different 

concentrations) end in a 3 x 5 array of independently connected to cell chambers (4 

mm diameter, 3 mm height and 37 μL volume each) with an outlet for every chamber 

(Figure 7). 

 

Figure 7. AutoCAD design of the microfluidic chip. 

 



56 
 

Using COMSOL Multiphysics software (version 5.4) we tracked the molecular 

concentration and flow inside the cell chambers. Using a mesh of 5.8x106 elements a 

three-dimensional model of the microfluidic chip was simulated by combining laminar 

flow and transport of diluted species models in a stationary study. The following 

parameters were selected in order to represent the experimental conditions: i) inlet 

pressure of 200 mbar; ii) outlet pressure of 0 mbar; iii) diffusion coefficient of 2.93x10-

10 m2/s—numerically calculated using the molecular weight of the BIM peptide, MW = 

2,486 g/mol; vi) concentration of 1 µM in one of the inlet ports; and v) fluid media with 

physical properties of water at room temperature. To analyze the fluid performance 

inside the cell chambers a time-dependent 3D simulation was done considering only 

the geometry of the cell chamber and a flow rate of 9 μL/min. Pressure and flow rate 

were experimentally determined to be related by the following equation: Q=0.045 ×P, 

where P is the pressure at the inlets in units of mbar, and Q is the flow rate at every 

outlet in units of µL/min. 

3.11. SU8 mold fabrication 

To fabricate the microfluidic chip master, standard one-layer soft lithography was used, 

which was able to generate motifs of at least 100 μm (Figure 8). In a clean room, a 

silicon wafer (4’’ n-type <100>, MicroChemicals GmbH) was cleaned in a PCD-002-CE 

Plasma Cleaner (Harrick Plasma) for 20 minutes at 6.8 W and heated in a hot plate at 

95ºC for 5 minutes. To generate the motifs over the wafer, a negative SU-8 photoresist 

(2100, MicroChem Lab) was spin-coated over the wafer (first at 500 rpm for 5 seconds 

with an acceleration of 100 rpm/s followed by 3,000 rpm for 30 seconds with an 

acceleration of 300 rpm/s) obtaining a 100 µm thick layer. The wafer was softly heated 

at 65 ºC for 5 minutes and then at 95 ºC for 20 minutes to achieve solvent evaporation. 

The patterning with the microfluidic chip design was obtained by energy radiation of 

240 mJ/cm2 using a negative photoresist mask printed in high-quality acetate film. This 

was followed by cross-linking of the irradiated parts by exposing the wafer to 65 ºC for 

5 minutes and 95 ºC for 10 minutes on a hot plate. Then, the labile SU-8 photoresist 

was removed by immersion in SU-8 developer (Y020100, MicroChem Lab) for 10 

minutes and washed with 2-propanol to stop the process. Finally, the wafer was placed 

on a hot plate at 150 ºC for 60 minutes with a final decrease until reaching room 

temperature, when they were silanized to obtain a hydrophobic surface to generate 

PDMS replicas. 
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Figure 8. Graphical protocol of the fabrication of a silicon mold with SU8 resin and the replica 
molding process to generate a PDMS microfluidic chip. Adapted from “PDMS Microfluidic Chip 
Fabrication”, by BioRender.com (2022). Retrieved from https://app.biorender.com/biorender-
templates 

3.12. Fabrication of the microfluidic chip 

The microfluidic chip was composed of three distinct layers made by mixing Sylgard 

184 PDMS (Dow corning) prepolymer with curing agent in a ratio 1:10 followed by 

degasification for 1 hour: 

1) A thin layer of PDMS on top of a clean 75 x 50 mm glass slide (CLS294775X50, 

Sigma-Aldrich) was obtained by pressing the glass slide against the uncured 

polymer mix. 

2) A 1 mm thick layer without any motifs was obtained by dispensing the 

prepolymer directly into an empty Petri dish. 

3) A 2 mm with the microfluidic chip design was obtained by pouring the 

prepolymer over the SU8 master mold fixed inside a Petri dish. 

All PDMS layers were cured overnight at room temperature on a flat surface and then 

heated at 85 ºC for 4 hours. Once cured, layers were carefully peeled off and holes for 

the inlets and the outlets were made into the 2 mm layer using a 0,5 mm multi-purpose 

sampling tool puncher (Harris Uni-Core). In a clean room, the 1 mm and 2 mm layers 

were cleaned using water with soap, water and ethanol before being irreversibly bound 
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by plasma activation in the plasma cleaner at a constant oxygen pressure of 25 bar 

and power of 10,5 watts for 30 seconds. To stabilize the covalent bonds between the 

two layers, they were heated at 85 ºC for 4 hours before punching the cell chambers 

using a 4 mm multi-purpose sampling tool puncher (Harris Uni-Core). Again, the new 3 

mm PDMS layer and the glass slide with a thin PDMS layer were cleaned and 

activated in the plasma cleaner to be irreversible bound, followed by 4 hours at 85 ºC 

to finally obtain the microfluidic chip. 

3.13. Microfluidic-generated gradient characterization 

To experimentally demonstrate that the gradient generator worked as intended, a 

gradient characterization was performed by measuring both color absorbance and 

protein concentration. A solution containing 10 mg/mL of BSA (A3059, Sigma-Aldrich) 

and 10 µL/mL of blue food dye (Vahine) in MiliQ water was perfused through one inlet, 

while through the other inlet only water was perfused, both at a pressure of 200 mbar 

using a Precision Pressure Control System P2CS pump (Biophysical tools). The liquid 

coming from the outlets was used to measure the concentration of BSA with a 

PierceTM BCA Protein Assay Kit and the concentration of blue dye by identifying the 

absorbance in the 640 nm wavelength with a Benchmark Plus Microplate Reader 

(4100172C, Bio-Rad). To study the gradient in situ, 25 µg/mL of fluorescein (F2456, 

Sigma-Aldrich) in a solution of 10 mM of NaOH was perfused through one of the inlets 

and the solution without fluorescein through the other at a constant pressure of 200 

mbar. Fluorescent images were taken using a ZEISS Axio Observer Z1/7 microscope 

and treated with FIJI software to obtain a large image. 

3.14. TMRE readout optimization 

To ensure that tetramethylrhodamine (TMRE) could be used as a readout for apoptotic 

induction identification, 100,000 cells were resuspended in 1 mL of complete media 

and treated with the desired drugs. 100 µL of the cell solution was plated in 8 different 

wells of a 96-well plate for every condition and incubated with the different treatments 

for 16 hours at 37 ºC. After the incubation, media was extracted from the wells and 100 

µL of new complete media with 400 nM of TMRE (ab275547, Abcam) and 2 mM of 

Calcein AM (C1430, ThermoFisher) were added and incubated for 30 minutes at 37 ºC. 

Next, all wells were carefully cleaned with PBS and 50 µL of MEB with 0.001% of 

digitonin and the different conditions of BIM BH3 peptides were added to each well of 

each condition (control with DMSO and BIM concentrations of 10, 3, 1, 0.3, 0.1, 0.03 

and 0.01 µM), followed by incubation for 2 hours at room temperature. Several images 



59 
 

of every well were taken using a Nikon TI2 fluorescence microscope (Nikon 

Instruments). 

3.15. Image processing 

Using FIJI software macros, images obtained from the different experiments were 

separated in fluorescent fields applying the same image processing for an individual 

experiment. The complete set was uploaded to CellProfiler and individual cells were 

identified using the calcein AM (alive cells) field. For each identified cell, the intensity of 

the TMRE (apoptotic identification dye) field was quantified and a threshold to separate 

apoptotic (TMRE negative) from non-apoptotic (TMRE positive) cells were selected 

using the 10 percentile intensity in the condition of untreated cells without BIM peptide. 

To generate the apoptotic response curve necessary for DBP, the percentage of 

positive TMRE cells for each condition was used. In the case of GIST primary cells, 

only cells with a positive signal on the cKIT field were used for the quantification. 

3.16. Microfluidic-based dynamic BH3 profiling 

Before starting the cell seeding, microfluidic chips were placed in an oven at 85 ºC for 1 

hour. After that, 10 μL of sterile MiliQ water with 15 µg/mL of poly-L-lysine (0413, 

Quimigen) was added to each well and incubated at 37 ºC for 40 minutes to coat the 

well surface, followed by cleaning with more sterile MiliQ water. After well 

functionalization, 100,000 cells were resuspended in 600 μL of complete media, 

separated into 3 different tubes and treated with the desired concentration of the 

anticancer drug. 35 μL of the cell suspension was seeded in each 5 wells per row of 

the chip, having one row for every condition. Microfluidic chips were then incubated for 

16 hours at 37 ºC. After the incubation, cell chambers were refilled with complete 

media to avoid bubbles and sealed with a glass slide secured with plastic alligator clips. 

The same steps that were used in the optimization of the readout were repeated inside 

the microfluidic chip using the P2SC pump: 

1) Perfusion of complete media with 400 nM of TMRE and 2 μM of calcein AM at 

300 mbar for 15 minutes. Incubation at 37 ºC for 30 minutes. 

2) Perfusion of PBS at 300 mbar for 10 minutes. 

3) Perfusion of MEB with 0.001% of digitonin through one inlet, while through the 

other one the same buffer was perfused with BIM peptide (2 μM in the case of 

GIST-T1 cell line, 0.2 μM in the case of GIST-T1/670 and 3 µM for the primary 

sample). The pump was set at 200 mbar for 20 minutes. 
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After the DBP protocol inside the microfluidic chip, the device was incubated for 2 

hours at room temperature and several images of each cell chamber were taken using 

a Nikon TI2 fluorescence microscope and treated as previously described. 

3.17. Solid tumor disaggregation 

For solid tumor biopsies, the sample was exposed to 5 mL of DMEM/F12 (11320033, 

ThermoFisher Scientific) with 100 units of hyaluronidase (H3506, Sigma-Aldrich), 300 

units of collagenase IV (17104-019, Thermo Fisher Scientific) and 125 units of DNAse I 

(DN25, Sigma-Aldrich). Using a GentleMACS dissagregator (Miltenyl Biotec), the tumor 

was processed two times with the hTumor1 program and incubated for 30 minutes at 

37 ºC. If after the first round there were still big pieces of the tumor, the suspension 

was processed again in the disaggregator and incubated for 15-30 more minutes. After 

dissociation, the resulting suspension was filtered with a 70 µm filter and cells were 

pulled down at 500 g for 5 minutes. If required, erythrocytes were lysed by exposing 

the sample to ice-cold sterile MiliQ water for 15 seconds and adding PBS to stop the 

process. Cells were then pulled down again, resuspended in complete RPMI medium, 

counted and seeded to perform DBP or cryopreservation in liquid nitrogen. 

3.18. Statistical analysis 

All results are expressed as the mean ± S.E.M. of at least three biologically 

independent replicates, except in the case of primary or PDXs samples where it was 

impossible to perform three different experiments. Every condition was compared to its 

related control condition using two-tailed unpaired t-test and marked statistically 

significant when p-value < 0.05 (*) or p-value < 0.01 (**). GraphPad Prism 9 was used 

to perform statistical analyses and represent the results. 
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Chapter IV 

Personalization of pediatric B-cell precursor 
acute lymphoblastic leukemia treatment  
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4.1. Combining standard-of-care therapies with BH3 mimetics 
improves pediatric BCP-ALL treatment 

4.1.1. DBP identifies effective chemotherapies in BCP-ALL cell lines 

Pediatric BCP-ALL patients are normally treated with chemotherapeutic agents in the 

clinic, achieving very good responses. However, the side effects that patients suffer 

can greatly affect their quality of life during and after therapy. We hypothesized that the 

functional assay DBP can predict the efficacy of different therapies and adapt pat ients’ 

treatment to decrease dosing and side effects. We used two BCP-ALL cell lines, 

NALM-6 (from a 19-year-old man patient with near diploid karyotype and ETV6-

PDGFRβ translocation) and SEM (from a 5-year-old girl with a KMT2A-AFF1 

translocation), and a library of chemotherapeutic drugs used in the different steps of 

these patients’ treatment. This collection included vincristine, L-asparaginase, two 

corticosteroids (prednisone and dexamethasone), two anthracyclines (doxorubicin and 

daunorubicin) and the three drugs used for the intrathecal chemotherapy 

(methotrexate, cytarabine and hydrocortisone).  

First, we incubated the two BCP-ALL cell lines with the different treatments and 

performed the DBP assay (Figure 9). Most chemotherapeutic agents affect the cell 

cycle and produce apoptotic cell death when they cannot enter mitosis. Therefore, the 

incubation time with these drugs is important: if the cell cycle is not blocked, no change 

in apoptotic priming will be observed. In the NALM-6 cell line, 16 hours of incubation is 

sufficient to identify an increase in apoptotic priming with vincristine, dexamethasone, 

doxorubicin, daunorubicin, methotrexate and cytarabine (Figure 10A). But 16 hours of 

incubation in the SEM cell line produces no changes in apoptosis induction (data not 

shown). Thus, we hypothesized that this cell line requires longer incubation timepoints 

with chemotherapeutic treatments to observe the initiation of apoptosis. In this case, 

we expanded the incubation to 40 hours and observed an increase in Δ%priming with 

L-asparaginase, dexamethasone, doxorubicin, daunorubicin, methotrexate, cytarabine 

and hydrocortisone (Figure 10A). To test whether these changes in apoptotic priming 

correlate with later cytotoxicity, we performed a cell death assay with annexin V and 

DAPI at 72 h. We observed that vincristine, L-asparaginase, dexamethasone, 

doxorubicin, daunorubicin, methotrexate, cytarabine and hydrocortisone caused a 

statistically significant increase in cell death compared to the control in both cell lines 

(Figure 10B). 
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Figure 9. Graphical scheme of the DBP technique. After drug exposure for ~16 h, cells were 
plated in 96-well plates and exposed to the different BH3 peptides. After 1 h, cells were fixed 
and stained with an anti-Cytochrome C antibody overnight. Finally, analyses were performed 
using a flow cytometer for drug-response curves. Designed with BioRender.com. 

 

To test the predictive capacity of DBP in BCP-ALL we used the Receiver Operating 

Characteristic (ROC) curve analysis. This statistical method measures the predictive 

ability of a diagnostic system by representing the true positive rate versus the false 

positive rate. The area under the curve represents the predictive power between 0.5 

and 1, being a perfect predictor a test with an area under the ROC curve of 1. Most 

clinically approved tests have an area under the ROC curve of around 0.8. In our case, 

we obtained an area of ~0.8 (Figure 10C), indicating and acceptable identification of 

chemotherapeutic treatments in BCP-ALL cell lines with DBP. Although the magnitude 

of priming obtained in DBP depends on the incubation time with each drug, as they 

present different dynamics, we obtained a statistically significant correlation between 

priming and cell death (Figure 10D). These results demonstrate that DBP can be used 

to predict the efficacy of chemotherapy in BCP-ALL cell lines, as has already been 

demonstrated in other types of cancer. 
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Figure 10. Chemotherapy effectiveness prediction using DBP in BCP-ALL cell lines. A) 
DBP with BIM BH3 peptide after 16 h incubation in NALM-6 and 40 h in SEM cell lines with 
vincristine 1 nM, L-asparaginase 0.5 IU/mL, prednisone 100 nM, dexamethasone 100 nM, 
doxorubicin 100 nM, daunorubicin 100 nM, methotrexate 100 nM, cytarabine 100 nM and 
hydrocortisone 1000 nM. Δ%priming stands for the difference in %priming between treatment 
and control conditions. B) Cytotoxicity expressed as percentage of dead cells after 72 h of 
treatment with the same therapies assessed by Annexin V/DAPI staining. C) ROC curve 
analysis using the values of Δ%priming in NALM-6 and SEM cell lines establishing 20% as the 
cell death threshold for responders and non-responders. D) Correlation between Δ%priming 
and %cell death analyses. All results are expressed as the mean ± standard error of the mean 
(SEM) of at least three biologically independent replicates. Statistical significance was 
calculated using Student’s t-test comparing to control condition and considering *p < 0.05 and 
**p < 0.01. 

 

4.1.2. Chemotherapy induces antiapoptotic adaptations that can be 
targeted with BH3 mimetics 

Secondary effects resulting from anticancer therapy are particularly threatening for the 

pediatric population113. As a result, there is a trend to substitute high-dose single agent 

treatment for low-dose combinations to maximize efficacy and reduce undesired 

toxicity284. To overcome this decrease in efficacy, observed when reducing the dose of 
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standard treatment, we hypothesized that we could exploit antiapoptotic adaptations 

induced by chemotherapy, with the aim to treat patients with a first round of low-dose 

chemotherapy followed by the specific BH3 mimetic. To do this, we must first identify 

which antiapoptotic protein cells use to acquire resistance to chemotherapeutics. In this 

regard, the DBP utilizes synthetic BH3 peptides with specific affinity for the different 

antiapoptotic proteins to precisely identify these adaptations. In brief, an increase in 

apoptotic priming after incubating with the BAD BH3 peptide would mean that BCL-2, 

BCL-xL and/or BCL-w are involved in cell’s resistance. Similarly, a gain in apoptotic 

priming with HRK BH3 would indicate an enhanced BCL-xL contribution, while an MS1 

BH3 signal increase would point to MCL-1. In the NALM-6 cell line, after the incubation 

for 16 hours with dexamethasone, we tested the cells with the BAD, HRK and MS1 

peptides. For all these assays, we used a low BAD BH3 peptide concentration, due to 

the exceptional sensitivity of both BCP-ALL cell lines to this peptide. We could observe 

that the preincubation with dexamethasone induced an increase in apoptotic priming 

with all three peptides compared to untreated cells (Figure 11A), suggesting that all 

three antiapoptotic proteins play a certain role in the acquired resistance in response to 

dexamethasone. To demonstrate that the combination of dexamethasone with a BH3 

mimetic could improve treatment efficacy, we incubated NALM-6 cells with different 

treatments for 96 hours and studied cytotoxicity. In these cells, a 10-fold reduction of 

the concentration of dexamethasone was not very cytotoxic, achieving only about 20% 

of cell death (Figure 11B). Similarly, BH3 mimetics (ABT-199 against BCL-2, A133 

against BCL-xL and S63845 against MCL1) as single agents did not produce a 

significant increase in cytotoxicity in these cells neither (Figure 11B). However, when 

these cells were treated with dexamethasone and one of the BH3 mimetics was added 

after 16 hours of incubation (when antiapoptotic adaptations are observed with DBP), 

we noticed an increase in cytotoxicity with the combination compared to the two 

treatments alone when added together. To quantify the effect of the combination we 

calculated the Combination Index (CI)285, which indicates whether a combination is 

synergistic (CI<1), additive (CI=1) or antagonistic (CI>1). The combination of 

dexamethasone with any BH3 mimetics was clearly synergistic (Figure 11B), 

confirming that the antiapoptotic adaptations observed with DBP can be exploited with 

the use of BCL-2, BCL-xL or MCL-1 inhibitors. 
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Figure 11. Dexamethasone and doxorubicin induce adaptations using the three 
antiapoptotic proteins in NALM-6 cell line. A) DBP results using sensitizer peptides to study 
antiapoptotic dependencies of BCL-2 and BCL-xL with BAD 0.1 μM, BCL-xL with HRK 100 μM 
and MCL-1 with MS1 10 μM after 16 h of incubation with dexamethasone 100 nM in the NALM-
6 cell line. B) Cytotoxicity was assessed by Annexin V/DAPI staining after 96 h incubation with 
dexamethasone 10 nM, ABT-199 100 nM, A133 100 nM and S63845 1,000 nM in the NALM-6 
cell line. BH3 mimetics were added 16 h after treatment initiation. C) DBP results using 
sensitizer peptides to study antiapoptotic dependences of BCL-2 and BCL-xL with BAD 0.1 μM, 
BCL-xL with HRK 100 μM and MCL-1 with MS1 10 μM after 16 h of incubation with doxorubicin 
100 nM in the NALM-6 cell line. D) Cytotoxicity was assessed by Annexin V/DAPI staining after 
96 h incubation with doxorubicin 10 nM, ABT-199 100 nM, A133 100 nM and S63845 1,000 nM 
in the NALM-6 cell line. BH3 mimetics were added 16 h after treatment initiation. All results are 
expressed as the mean ± standard error of the mean (SEM) of at least three biologically 
independent replicates. Statistical significance was calculated using Student’s t-test compared 
to control condition and considering *p < 0.05 and **p < 0.01. Significance was also calculated 
comparing combination conditions with both single agents and considering #p < 0.05 and ##p < 
0.01. CI value is indicated on top of every combination where CI < 1 indicates synergy. 
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When analyzing doxorubicin, we also identified an increase in apoptotic priming with all 

three peptides. The difference in priming between control and doxorubicin-treated cells 

was lower with BAD and HRK than with MS1, suggesting that in this case there is a 

stronger contribution of MCL-1 (Figure 11C). Doxorubicin at a concentration of 100 nM 

was effective in NALM-6 cells (Figure 10B), but with a 10-fold reduction in 

concentration it loses its cytotoxic effect (Figure 11D). To enhance the effect of 

doxorubicin at low doses, we combined it with different BH3 mimetics to exploit the 

antiapoptotic adaptations induced by this treatment. We found that the combination of 

doxorubicin with the MCL-1 inhibitor S63845 produced a synergistic effect with a CI of 

0.52 (Figure 11D). Moreover, combinations with ABT-199 and A133 were not as 

effective, showing higher CI and validating the DBP results that indicated a higher 

MCL-1 dependence caused by doxorubicin (Figure 11D). 

Nonetheless, short treatments with L-asparaginase in NALM-6 cells produced a 

different response. Upon this agent, only BAD showed an increase in apoptotic priming 

compared with control cells (Figure 12A). These results indicate that the adaptation is 

mostly mediated by BCL-2 (and maybe BCL-w), since we have no signal after the 

incubation with HRK that would point to a contribution of BCL-xL. We then combined 

dexamethasone, that as single agent is not very cytotoxic in these cells, with BH3 

mimetics. Correlating with DBP predictions, the combination of dexamethasone with 

the BCL-2 inhibitor ABT-199 was highly synergistic (Figure 12B). Surprisingly, the 

combination with A133 also caused a synergistic effect, which was not previously 

identified with the HRK peptide in DBP (Figure 12B). Finally, the MCL-1 inhibitor, as 

expected, did not produce any cell death enhancement, confirming the results obtained 

by DBP (Figure 12B). 
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Figure 12. Adaptations produced by L-asparaginase and hydrocortisone are partially 
identified with DBP. A) DBP results using sensitizer peptides to study antiapoptotic 
dependencies of BCL-2 and BCL-xL with BAD 0.1 μM, BCL-xL with HRK 100 μM and MCL-1 
with MS1 10 μM after 16 h of incubation with L-asparaginase 0.5 IU/mL in the NALM-6 cell line. 
B) Cytotoxicity was assessed by Annexin V/DAPI staining after 96 h incubation with L-
asparaginase 0.5 IU/mL, ABT-199 100 nM, A133 100 nM and S63845 1,000 nM in the NALM-6 
cell line. BH3 mimetics were added 16 h after treatment initiation. C) DBP results using 
sensitizer peptides to study antiapoptotic dependencies of BCL-2 and BCL-xL with BAD 0.1 μM, 
BCL-xL with HRK 100 μM and MCL-1 with MS1 10 μM after 16 h of incubation with 
hydrocortisone 1,000 nM in the NALM-6 cell line. D) Cytotoxicity was assessed by Annexin 
V/DAPI staining after 96 h incubation with hydrocortisone 1,000 nM, ABT-199 100 nM, A133 
100 nM and S63845 1,000 nM in the NALM-6 cell line. BH3 mimetics were added 16 h after 
treatment initiation. All results are expressed as the mean ± standard error of the mean (SEM) 
of at least three biologically independent replicates. Statistical significance was calculated using 
Student’s t-test compared to control condition and considering *p < 0.05 and **p < 0.01. 
Significance was also calculated comparing combination conditions with both single agents and 
considering #p < 0.05 and ##p < 0.01. CI value is indicated on top of every combination where 
CI < 1 indicates synergy. 
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The last treatment where we studied antiapoptotic adaptations using specific peptides 

was hydrocortisone. In this case, after exposing the treated cells to the different 

peptides we saw a small increase in apoptotic priming, but it was not statistically 

significant (Figure 12C). When combining hydrocortisone with the different BH3 

mimetics we saw a similar synergistic effect with the three inhibitors, improving the 

cytotoxic effect of the separate treatments (Figure 12D). In this case the antiapoptotic 

adaptations after hydrocortisone were not identified by DBP, probably caused by a 

non-optimal incubation time. These results with upon hydrocortisone treatment suggest 

that we should perform a time course to see how the apoptotic priming evolves over 

time. Overall, DBP can identify most antiapoptotic adaptations that occur after treating 

NALM-6 cells with chemotherapeutic drugs. This allows us to design rational 

combinations of chemotherapy with BH3 mimetics to avoid chemotherapy-associated 

side effects or boost the efficacy of ineffective drugs. Dexamethasone and doxorubicin 

as single agents could eliminate these cells quite effectively. Yet, by identifying 

antiapoptotic adaptations, the concentration can be reduced to avoid potential side 

effects, achieving the same cytotoxicity when a BH3 mimetic is added in combination to 

the chemotherapeutic agent. On the other hand, L-asparaginase and hydrocortisone 

are treatments that produce modest cytotoxicity on their own. But adding a BH3 

mimetic in combination provides a synergistic effect that boosts overall cytotoxicity. 

In the case of the SEM cell line, we also observed antiapoptotic adaptations with these 

same treatments. Similarly as before, it was necessary to incubate these cells for 40 

hours with the different chemotherapeutic treatments, since 16 hours was not enough 

to detect apoptotic priming changes. The predictions obtained with the three sensitizer 

peptides showed a clear increase in apoptotic priming after treatment with 

dexamethasone, implying that the three antiapoptotic proteins were involved in the 

adaptation (Figure 13A). We then performed cell death assays combining 

dexamethasone with the different BH3 mimetics. Reducing the concentration of 

dexamethasone resulted in a loss of its cytotoxicity in these cells, but it could be 

restored by combining it with BH3 mimetics. Especially with the BCL-2 and MCL-1 

inhibitors a marked synergistic effect was observed, but not with the BCL-xL inhibitor 

that showed an additive effect with a CI close to 1 (Figure 13B). Another treatment that 

induced changes in apoptotic priming after incubation with sensitizer peptides was L-

asparaginase. DBP analyses showed an increase in priming with all three peptides 

(Figure 13C), a different response compared to NALM-6 (Figure 12A). By combining L-

asparaginase with the three BH3 mimetics we were able to find a synergy in all 

combinations, as predicted by DBP (Figure 13D). In this case we observed a clear 
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differential response with the two cell lines to the same treatment, since in NALM-6 

cells there was no adaptation by MCL-1. Finally, in the case of hydrocortisone 

treatment we did identify a statistically significant increase in priming with BAD, HRK 

and MS1 (Figure 13E). And we observed a synergy especially when combining it with 

ABT-199 and S63845 (Figure 13F). 

Collectively, DBP can identify antiapoptotic adaptations in BCP-ALL cell lines treated 

with chemotherapies commonly used in the clinic. When exposing these cell lines to 

dexamethasone, L-asparaginase or hydrocortisone, and doxorubicin in NALM-6 cells, 

the sequential addition of BH3 mimetics produces a synergistic effect that enhanced 

cytotoxicity. Thus, using this combination strategy we could reduce the concentration of 

effective chemotherapeutics and potential secondary effects, or enhance cytotoxicity 

for non-effective drugs, aiming to improve treatment and the quality of life of the 

patients. 



73 
 

 



74 
 

Figure 13. Similar adaptations are observed after treatment with dexamethasone, L-
asparaginase and hydrocortisone in SEM cell line. A) DBP results using sensitizer peptides 
to study antiapoptotic dependencies of BCL-2 and BCL-xL with BAD 0.1 μM, BCL-xL with HRK 
100 μM and MCL-1 with MS1 10 μM after 40 h of incubation with dexamethasone 100 nM in the 
SEM cell line. B) Cytotoxicity was assessed by Annexin V/DAPI staining after 96 h incubation 
with dexamethasone 10 nM, ABT-199 10 nM, A133 100 nM and S63845 1,000 nM in the SEM 
cell line. BH3 mimetics were added 16 h after treatment initation. C) DBP results using 
sensitizer peptides to study antiapoptotic dependencies of BCL-2 and BCL-xL with BAD 0.1 μM, 
BCL-xL with HRK 100 μM and MCL-1 with MS1 10 μM after 40 h of incubation with L-
asparaginase 0.5 IU/mL in the SEM cell line. D) Cytotoxicity was assessed by Annexin V/DAPI 
staining after 96 h incubation with L-asparaginase 0.5 IU/mL, ABT-199 10 nM, A133 100 nM 
and S63845 1,000 nM in the SEM cell line. BH3 mimetics were added 16 h after treatment 
initation. E) DBP results using sensitizer peptides to study antiapoptotic dependencies of BCL-2 
and BCL-xL with BAD 0.1 μM, BCL-xL with HRK 100 μM and MCL-1 with MS1 10 μM after 40 h 
of incubation with hydrocortisone 1,000 nM in the SEM cell line. F) Cytotoxicity was assessed 
by Annexin V/DAPI staining after 96 h incubation with hydrocortisone 1,000 nM, ABT-199 10 
nM, A133 100 nM and S63845 1,000 nM in the SEM cell line. BH3 mimetics were added 16 h 
after treatment initation. Statistical significance was calculated using Student’s t-test compared 
to control condition and considering *p < 0.05 and **p < 0.01. Significance was also calculated 
comparing combination conditions with both single agents and considering #p < 0.05 and ##p < 
0.01. CI value is indicated on top of every combination where CI < 1 indicates synergy. 

 

4.1.3. Results in BCP-ALL cell lines are recapitulated in patient-
derived xenografts 

In collaboration with the University of Ulm and Dr. Seyfried, Prof. Debatin and Prof. 

Meyer we further studied four PDX models from BCP-ALL patients. We used the same 

chemotherapeutic treatments, incubated these PDX-isolated cells for 16 hours, and 

analyzed them by DBP. Unfortunately, as primary cells rapidly lose their viability it was 

not possible to do cell death assays at longer timepoints for these samples. 

Using the BIM peptide, we observed that several treatments increased overall priming. 

For instance, we detected that daunorubicin caused an increase in priming in all PDX 

samples analyzed. In fact, after treatment most cells were already dead (Figure 14A). 

Comparing these results with cell lines, we detected in both cases high daunorubicin-

induced cell death (Figure 10A,B). Dexamethasone was another treatment that caused 

an increase in apoptotic priming in almost all PDX samples, except for X068 which did 

not respond to this drug (Figure 14A). We also detected other treatments that were 

effective for one of the PDXs, highlighting the importance of predicting which therapies 

would work in each case. For example, sample PDX X142 appeared quite resistant to 

all treatments, showing a very low apoptotic priming change (except for 

dexamethasone and daunorubicin). But they were the only cells that showed a clear 

increase in priming with hydrocortisone compared to the other three PDXs analyzed 

(Figure 14A). Other treatments also appeared as positive hits. This is the case of PDX 

X133, which showed an increase in apoptotic priming with high concentrations of L-

asparaginase, doxorubicin, methotrexate and cytarabine (Figure 14A). For PDX X068, 
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in addition to the aforementioned treatments, changes in priming were also observed 

with L-asparaginase, prednisone and doxorubicin (Figure 14A). 

The different cytotoxic effects caused by chemotherapeutic treatments vary depending 

on the sample analyzed and was more evident when we checked antiapoptotic 

adaptations. With daunorubicin we saw an increase in priming in all samples and 

peptides (Figure 14B,C,D), caused by the rapid cytotoxicity produced by this treatment. 

Overall, all PDX samples presented different responses to peptides. In the case of the 

PDX X281 no clear antiapoptotic adaptation could be observed with any agent, the 

most remarkable being a small increase after BAD peptide with dexamethasone 

suggesting an important role of BCL-2 (Figure 14B). The PDX X068 did show a clear 

BCL-2-mediated adaptation after treatment with L-asparaginase and doxorubicin 

(Figure 14B,C). In contrast, in PDX X142 we identified an increase in priming with BAD 

and HRK peptides upon treatment with dexamethasone and hydrocortisone, 

suggesting BCL-2 and BCL-xL-mediated adaptation (Figure 14B,C). Finally, PDX X133 

presented two clear adaptations: cytarabine induced an adaptation by BCL-2 (identified 

by a positive BAD and negative HRK signal), and doxorubicin through MCL-1 (positive 

signal with MS1) (Figure 14B,C,D). Other adaptations with a minor priming increase 

were also detected, especially with the BAD peptide, which suggests the potential use 

of the only BH3 mimetic approved yet for the clinic (venetoclax or ABT-199) to improve 

refractory cases’ treatment. 

These results demonstrate that patient-derived cells present different responses to 

chemotherapeutic agents and combinations with BH3 mimetics. This heterogeneity 

correlates with the differential response to treatments observed in the clinic and 

highlights the importance of using functional assays to guide therapy to maximize 

effectiveness and minimize side effects. With DBP we could quickly and accurately 

identify which treatments were effective and identify antiapoptotic adaptations that 

could be exploited with BH3 mimetics. 
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Figure 14. DBP is effective on the identification of effective treatments and antiapoptotic 
adaptations in PDX samples. DBP with A) BIM BH3, B) BAD BH3, C) HRK BH3 and D) MS1 
BH3 peptides after 16 hours of incubation with the different chemotherapeutic drugs in four 
BCP-ALL PDX samples. Δ%priming stands for the difference in %priming between treatment 
and control condition. 



77 
 

  



78 
 

4.2. Targeted treatments with BH3 mimetics could be used in 
relapsed patients 

 

4.2.1. DBP predicts targeted drug efficacy in our two BCP-ALL cell 
line models 

As previously discussed, some targeted therapies are currently explored for certain 

subtypes of BCP-ALL. These therapies could also be used to complement aggressive 

chemotherapy regimens for R/R patients, but it would be necessary to identify which 

targeted therapy will be effective for each case. In BCP-ALL several drugs have been 

proposed to be effective, including imatinib and dasatinib for Ph+ cases; trametinib in 

patients with mutated RAS286; sunitinib in cells with FLT3 mutated or overexpressed287; 

ruxolitinib for tumors with constitutive activation of the JAK/STAT signaling pathway288  

and ibrutinib when the receptor pre-BCR is active289. For this part of the project, we 

tested all these treatments in the two BCP-ALL models to identify using DBP which 

specific inhibitors would be cytotoxic for the NALM-6 and SEM cell lines. 

In contrast to the results obtained with chemotherapeutic agents, we identified changes 

in apoptotic priming in both in vitro models after a short incubation for 16 hours. 

Sunitinib (a multi-target inhibitor) caused a clear increment in priming with the BIM 

peptide in the SEM cell line, while trametinib (a widely used MEK inhibitor) also caused 

an increase in both cell lines. The other tyrosine kinase inhibitors tested did not 

significantly promote apoptotic priming (Figure 15A). To verify these predictions by 

DBP, we used the same treatments with longer incubations for cell death analyses. 

The only treatments that increased cytotoxicity compared to control conditions were 

sunitinib in SEM cells and trametinib in both cell lines, the same treatments that were 

identified by DBP (Figure 15B). We used a ROC curve analysis to assess the 

predictive ability of DBP to identify targeted cytotoxic treatments in BCP-ALL, obtaining 

an area under the curve of 1; thus, revealing a perfect cytotoxicity prediction (Figure 

15C). Furthermore, Δ% priming strongly correlated with cell death, validating that a 

This part of the thesis is based on the published paper: “Manzano-Muñoz A, Alcon C, 

Menéndez P, Ramírez M, Seyfried F, Debatin KM, Meyer LH, Samitier J, Montero J. 

MCL-1 Inhibition Overcomes Antiapoptotic Adaptation to Targeted Therapies in B-Cell 

Precursor Acute Lymphoblastic Leukemia. Front Cell Dev Biol. 2021 Sep 9;9:695225. 

doi: 10.3389/fcell.2021.695225. PMID: 34568318; PMCID: PMC8458912.” 
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higher increase in apoptotic priming is an early predictor for cytotoxicity in these cells 

and targeted agents (Figure 15D). 

 

 

Figure 15. DBP predicts cytotoxicity of targeted agents in BCP-ALL cell lines. A) DBP with 
BIM BH3 peptide after 16 h of incubation with 1,000 nM imatinib, 100 nM dasatinib, 1,000 nM 
sunitinib, 100 nM trametinib, 100 nM ruxolitinib, and 1,000 nM ibrutinib in NALM-6 and SEM cell 
lines. Δ%priming stands for the difference in %priming between treatment and control 
conditions. B) Cytotoxicity expressed as percentage of dead cells after 72 h of treatment with 
the same therapies assessed by Annexin V/DAPI staining. C) ROC curve analysis using the 
values of Δ%priming in NALM-6 and SEM cell lines establishing 10% as the cell death threshold 
for responders and non-responders. D) Correlation between Δ%priming and %cell death 
analyses. All results are expressed as the mean ± standard error of the mean (SEM) of at least 
three biologically independent replicates. Statistical significance was calculated using Student’s 
t-test comparing to control condition and considering *p < 0.05 and **p < 0.01. 

 

 4.2.2. Trametinib induces an MCL-1 adaptation in NALM-6 cell line 

The only treatment that showed a certain effect on NALM-6 cells by DBP was 

trametinib, although after 72 hours of incubation it only caused 20% of cell death. To 
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improve its efficacy, as previously described for chemotherapy, we studied whether 

trametinib caused antiapoptotic adaptations using BH3 sensitizer peptides, that could 

be then potentially exploited with BH3 mimetics. Treatment with trametinib caused an 

increase in apoptotic priming when exposed to BAD, HRK and MS1 peptides, 

suggesting that multiple antiapoptotic proteins were involved in cells’ adaptation to 

therapy (Figure 16A). To test whether antiapoptotic adaptations could be used to boost 

the effect of trametinib, we combined it with ABT-199, A133 and S63845. All three BH3 

mimetics showed a synergistic effect with the MEK inhibitor when sequentially added 

16 hours after treatment initiation. However, the dual inhibition of MEK and MCL-1 was 

significantly more effective and clearly synergistic (CI = 0.28), achieving almost a 

complete elimination of BCP-ALL cells (Figure 16B). To identify the biological 

mechanism underneath this synergy, we used western blot analyses to assess the 

BCL-2 family proteins expression. In different types of cancer, the inhibition of the 

MAPK pathway leads to an increase in BIM protein levels290, which we also observed in 

the NALM-6 cell line after treatment with trametinib (Figure 16C). The increase in the 

expression of proapoptotic BIM should activate apoptosis, but several laboratories 

reported that antiapoptotic proteins could compensate and block the excess of 

BIM291,292. When we analyzed the antiapoptotic proteins expression, we found that the 

MEK inhibitor selectively promoted MCL-1 increase, while BCL-2 and BCL-xL levels 

remained mostly unchanged (Figure 16C). To explain the increase in BIM we studied 

its phosphorylation by the MAPK pathway. Trametinib caused a decrease in ERK1/2 

phosphorylation, which in turn caused a decrease of BIM phosphorylation (Figure 17A).  

As previously described, dephosphorylation of BIM prevents its proteasomal 

degradation and causes its accumulation293. Finally, we also examined the expression 

of effector proteins to check if they were related to the mechanism of adaptation to 

trametinib treatment. In this cell line we could not detect the presence of BAX, but BAK 

underwent a non-significant increase when these cells were treated (Figure 17B). The 

changes in protein levels suggest that although trametinib had a proapoptotic action by 

increasing BIM levels, this activator protein was sequestered by antiapoptotic proteins, 

especially MCL-1. 
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Figure 16. Trametinib synergizes with S63845 in NALM-6 cells, increasing BIM and MCL-1 
protein expression. A) DBP results using sensitizer peptides to study antiapoptotic 
dependencies of BCL-2 and BCL-xL with BAD 0.1 μM, BCL-xL with HRK 100 μM and MCL-1 
with MS1 10 μM after 16 h of incubation with trametinib 100 nM in the NALM-6 cell line. B) 
Cytotoxicity was assessed by Annexin V/DAPI staining after 96 h incubation with trametinib 100 
nM, ABT-199 100 nM, A133 100 nM and S63845 1,000 nM in the NALM-6 cell line. BH3 
mimetics were added 16 h after treatment initation. C) Western blot analysis for antiapoptotic 
and BIM proteins in NALM-6 cells after 16 h of treatment with trametinib 100 nM. Quantification 
of optical density for each protein was normalized to actin, and fold-change was calculated 
comparing to protein expression in the control condition. All results are expressed as the mean 
± standard error of the mean (SEM) of at least three biologically independent replicates. 
Statistical significance was calculated using Student’s t-test compared to control condition and 
considering *p < 0.05 and **p < 0.01. Significance was also calculated comparing combination 
conditions with both single agents and considering #p < 0.05 and ##p < 0.01. CI value is 
indicated on top of every combination where CI < 1 indicates synergy. 
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Figure 17. Trametinib dephosphorylaze BIM protein and do not change effector protein 
levels. A) Western blot analysis of phospho-ERK1/2 and phospho-BIM in NALM-6 cell line after 
16 h of treatment with trametinib 100 nM. B) Western blot analysis of BAK and BAX in NALM-6 
cell line after 16 h of treatment with trametinib 100 nM. Quantification of optical density for each 
protein was normalized to actin, and fold-change was calculated comparing to protein 
expression in the control condition. All results are expressed as the mean ± SEM of at least 
three biologically independent replicates. Statistical significance was calculated using Student’s 
t-test compared to control condition and considering ∗p < 0.05 and ∗∗p < 0.01. 

 

To demonstrate that MCL-1 mostly blocks the excess of BIM caused by trametinib 

treatment, we immunoprecipitated it and studied its interactions with other BCL-2 family 

members. We could efficiently pull down MCL-1 (Figure 18A) and studied the 

expression of these two proteins after trametinib, S63845 and the combination of both 

treatments. Not surprisingly, trametinib caused an increase in BIM, while the addition of 

S63845 caused the stabilization of MCL-1 (Figure 18B), as already described 

elsewhere219,294. When we studied their interaction, we could see a clear increase in the 

binding between these two proteins when cells were treated with trametinib. In 

contrast, when the MCL-1 specific inhibitor S63845 was added, the interaction with BIM 

was completely displaced (Figure 18C). This explains the synergy observed when 

combining trametinib and S63845, where the addition of the specific BH3 mimetic 
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displaces BIM to activate apoptosis, achieving over 80% of cell death (Figure 16B). 

Interestingly, when we combined trametinib with ABT-199 or A133 only a modest 

cytotoxic effect was observed (Figure 16B). Based on these findings, we conclude that 

MCL-1 is the main antiapoptotic protein that protects towards trametinib-induced 

apoptosis in NALM-6; and that BCL-2 and BCL-xL only play a minor role. 

 

Figure 18. Synergy of trametinib and S63845 in NALM-6 is explained by an increased 
interaction between MCL-1 and BIM. A) Western blot analysis of the unbound fraction after 
MCL-1 immunoprecipitation. B) Immunodetection of MCL-1 and BIM initial expression in cell 
lysates after 16 h of incubation with trametinib 100 nM, and 2 h of incubation with S63845 1,000 
nM in the specified conditions. Quantification of optical density for each protein was normalized 
to actin and fold-change was calculated comparing to protein expression in the control 
condition. C) Western blot of the immunoprecipitated fraction was used to study the interaction 
between MCL-1 and BIM after treatment with trametinib 100 nM and 2 h with S63845 1,000 nM. 
To quantify this binding, BIM optical density was normalized to MCL-1 optical density and fold-
change was calculated comparing to protein expression in the control condition. All results are 
expressed as the mean ± SEM of at least three biologically independent replicates. Statistical 
significance was calculated using Student’s t-test compared to control condition and considering 
*p < 0.05 and **p < 0.01. 

 

 4.2.3. BH3 mimetics can be used to reduce sunitinib dosing in the 
SEM cell line 

Targeted therapies also have side effects in patients that worsen their quality of life. To 

reduce these risks, we aimed to decrease the concentration of sunitinib, which as 
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single agent produced around 60% of cell death in the SEM cell line at high 

concentrations (Figure 15C). By performing DBP, we found that sunitinib incubation 

enhanced BAD, HRK and MS1 sensitizer BH3 peptides priming, also suggesting a 

diversified antiapoptotic adaptation to this targeted therapy (Figure 19A). When we 

treated the cells with a 10-fold reduction in the concentration of sunitinib, aiming to 

diminish the potential secondary effects in the clinic, we observed that the efficacy of 

the treatment was also significantly reduced (Figure 19B). We also decreased the 

concentrations of the BH3 mimetics ABT-199 and S63845, as the concentrations 

normally used (100 nM and 1,000 nM respectively) also produced high cytotoxicity 

(data not shown). These drugs at lower concentrations killed less than 40% of the cells, 

but by combining sunitinib with the different BH3 mimetics we obtained a synergistic 

effect that boosted the efficacy of the low-dose treatment, especially when combining it 

with ABT-199 and S63845 (Figure 19B), as anticipated by DBP.  

We studied the biological mechanism behind these combinations similarly as we did for 

the NALM-6 line and trametinib. Sunitinib treatment caused a significant increase in 

BIM protein expression (Figure 19C). But unlike the previous case, MCL-1 levels were 

significantly reduced, while BCL-2 slightly decreased, and BCL-xL remained 

unchanged (Figure 19C). Sunitinib produced a proapoptotic effect by increasing BIM, 

although the antiapoptotic protein expression could not explain why the increase in BIM 

did not cause an initiation of the apoptotic process. Sunitinib has been described as a 

treatment that affects the MAPK pathway in other types of cancer295,296. In fact, when 

we studied ERK1/2 and BIM phosphorylation in sunitinib-treated SEM cells we 

detected a significant reduction, explaining the accumulation of BIM by inhibiting its 

proteasomal degradation (Figure 20A). In contrast, BAK and BAX effector proteins 

remained constant after treatment (Figure 20B). These results showed a proapoptotic 

phenotype similar to the one described above, but a paradoxical adaptation is 

observed, since antiapoptotic proteins expression was reduced rather than increased. 
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Figure 19. Sunitinib synergizes with ABT-199 and S63845 in SEM cells but antiapoptotic 
proteins are downregulated. A) DBP results using sensitizers peptides to study antiapoptotic 
dependencies of BCL-2 and BCL-xL with BAD 0.1 μM, BCL-xL with HRK 100 μM and MCL-1 
with MS1 10 μM after 16 h of incubation with sunitinib 1,000 nM in the SEM cell line. B) 
Cytotoxicity assessed by Annexin V/DAPI staining after 96 h of sunitinib 100 nM, ABT-199 10 
nM, A133 100 nM and S63845 100 nM exposure in SEM cells. BH3 mimetics were added 16 h 
after treatment initation. C) Western blot analysis for antiapoptotic and BIM proteins in SEM 
cells after 16 h of treatment with sunitinib 100 nM and sunitinib 1,000 nM. Quantification of 
optical density for each protein was normalized to actin, and fold-change was calculated 
comparing to protein expression in the control condition. All results are expressed as the mean 
± SEM of at least three biologically independent replicates. Statistical significance was 
calculated using Student’s t-test compared to control condition and considering *p < 0.05 and 
**p < 0.01. Significance was also calculated comparing combination conditions with both single 
agents and considering #p < 0.05 and ##p < 0.01. CI value is indicated on top of every 
combination where CI < 1 indicates a synergistic combination. 
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Figure 20. Sunitinib induce dephosphorilation of ERK1/2 and BIM while not affecting 
effector BCL-2 proteins. A) Western blot analysis of phospho-ERK1/2 and phospho-BIM in the 
SEM cell line after 16 h of treatment with sunitinib 100 nM and 1,000 nM. B) Western blot 
analysis of BAK and BAX in SEM cell line after 16 h of treatment with sunitinib 100 nM and 
1,000 nM. Quantification of optical density for each protein was normalized to actin, and fold-
change was calculated comparing to protein expression in the control condition. All results are 
expressed as the mean ± SEM of at least three biologically independent replicates. Statistical 
significance was calculated using Student’s t-test compared to control condition and considering 
∗p < 0.05 and ∗∗p < 0.01. 

 

We then sought to study why these cells survive the increase in BIM, and we again 

immunoprecipitated MCL-1 to explore the combination of sunitinib and S63845 (Figure 

21A). As we already observed in NALM-6 cells, treatment with S63845 caused a 

stabilization of MCL-1, while we still detected the increase in BIM caused by sunitinib 

(Figure 21B). When we studied the interaction between MCL-1 and BIM, we could 

observe that although total MCL-1 levels were reduced by the targeted agent, its 

binding to BIM increased to neutralize the excess of proapoptotic protein. Yet, when 

S63845 was added, the interaction between MCL-1 and BIM was disrupted and cell 

death restored (Figure 21C).  

The combination of sunitinib and ABT-199 were also highly synergistic, so we studied 

the molecular mechanism underlying the effectiveness of this treatment combination by 
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immunoprecipitating BCL-2 (Figure 22A). Sunitinib treatment again slightly reduced 

BCL-2 levels and promoted BIM expression (Figure 22B). When we explored the 

interaction between BCL-2 and BIM, we observed a significant increase in their binding 

when the cells were treated with sunitinib. When ABT-199 was added, this interaction 

was blocked, and BIM was then released (Figure 22C). These results show that the 

increase in proapoptotic BIM caused by low-dose sunitinib is neutralized by BCL-2 and 

MCL-1. When either of these two proteins was inhibited with a specific BH3 mimetic, 

BIM was released to restore the apoptotic process because the remaining antiapoptotic 

proteins could not neutralize it. 

 

Figure 21. Increased binding of BIM to MCL-1 causes sunitinib and S63845 synergism. A) 
Western blot analysis of the unbound fraction after MCL-1 immunoprecipitation. B) 
Immunodetection of MCL-1 and BIM initial expression in cell lysates after 16 h of incubation with 
sunitinib 100 nM, and 2 h incubation with S63845 100 nM in the specified conditions. 
Quantification of optical density for each protein was normalized to actin and fold-change was 
calculated comparing to protein expression in the control condition. C) Western blot of the 
immunoprecipitated fraction was used to study the interaction between MCL-1 and BIM after 
treatment with sunitinib 100 nM and 2 h with S63845 100 nM. To quantify this binding, BIM 
optical density was normalized to MCL-1 optical density and fold-change was calculated 
comparing to protein expression in the control condition. All results are expressed as the mean 
± SEM of at least three biologically independent replicates. Statistical significance was 
calculated using Student’s t-test compared to control condition and considering *p < 0.05 and 
**p < 0.01. 
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Figure 22. BCL-2 binds to BIM after sunitinib treatment promoting synergy with ABT-199. 
A) Western blot analysis of the unbound fraction after BCL-2 immunoprecipitation. B) 
Immunodetection of BCL-2 and BIM initial expression in cell lysates after 16 h of incubation with 
sunitinib 100 nM, and 4 h incubation with ABT-199 10 nM. Quantification of optical density for 
each protein was normalized to actin and fold-change was calculated comparing to protein 
expression in the control condition. C) Western blot of the immunoprecipitated fraction to study 
the interaction between BCL-2 and BIM after sunitinib 100 nM treatment, and 4 h with ABT-199 
10 nM. To quantify this binding, BIM optical density was normalized to BCL-2 optical density 
and fold-change was calculated comparing to protein expression in the control condition. All 
results are expressed as the mean ± SEM of at least three biologically independent replicates. 
Statistical significance was calculated using Student’s t-test compared to control condition and 
considering *p < 0.05 and **p < 0.01. 

 

 4.2.4. Pediatric BCP-ALL PDX recapitulates SEM antiapoptotic 
adaptations 

In collaboration with the University of Ulm and the Dr. Seyfried, Prof. Debatin and Prof. 

Meyer we analyzed a PDX sample derived from a patient with the same genetic 

alteration as the SEM cell line (KMT2A/AFF1). We performed DBP analyses using the 

same targeted therapies tested in BCP-ALL in vitro models and we observed a similar 

response, with an increase in apoptotic priming with the BIM peptide after sunitinib 

treatment and, with a lesser extent, with trametinib (Figure 23). Interestingly, with 
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sensitizer peptides we detected similar antiapoptotic adaptations to those observed in 

the cell line, suggesting that the combination of sunitinib with ABT-199 or S63845 could 

be beneficial for this patient (Figure 23). We then analyzed by western blot the BCL-2 

family proteins expression and observed a small reduction on MCL-1 and a clear 

increase of BIM (Figure 24). All these results demonstrate that the same effective 

combinations identified in cell lines could be applied to patients with a similar genetic 

background, as we obtained the same predictions with DBP in a PDX mouse model. 

Since we cannot perform cytotoxicity studies with PDX-isolated cells because of their 

ex vivo decay, DBP would allow the functional identification of potential treatments. 

 

Figure 23. PDX cells presenting KMT2A rearrangement show a similar DBP profile as the 
SEM cells. DBP with BIM BH3, BAD BH3, HRK BH3, and NOXA BH3 peptides after 16 h of 
incubation with 1,000 nM imatinib, 100 nM dasatinib, 1,000 nM sunitinib, 100 nM trametinib, 100 
nM ruxolitinib and 1,000 nM ibrutinib in PDX cells. Δ%priming stands for the difference in 
%priming between treatment and control condition. All results are expressed as the mean ± 
standard deviation of two technical replicates. 
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Figure 24. BCL-2 family of proteins expression in BCP-ALL PDX cells after sunitinib 
treatment. Western blot analysis for antiapoptotic and BIM proteins in BCP-ALL PDX cells after 
16 h of treatment with sunitinib 100 nM and sunitinib 1,000 nM. Quantification of optical density 
for each protein was normalized to actin, and fold-change was calculated comparing to protein 
expression in the control condition. 

  



91 
 

  



92 
 

4.3. Venetoclax is effective in refractory and relapsed primary 
samples 

In collaboration with several pediatric oncologists, especially Dr. Manuel Ramirez from 

the Hospital Niño Jesús in Madrid, we analyzed several samples from relapsed 

patients that did respond to treatment. Several hospitals sent us cryopreserved 

mononuclear cells isolated from peripheral blood or bone marrow aspirates. We then 

thawed and exposed these primary cells for 16 hours to different treatments that 

clinicians could potentially administer as compassionate drug use. These samples 

were not from BCP-ALL patients, that typically present a good therapeutic response, 

but two T-cell ALL (patients 1 and 2), two undifferentiated leukemia (patients 3 and 5) 

and two AML (patients 4 and 6) cases. 

In all cases, sufficient viable cells were obtained to perform the DBP assay without any 

major problems. Not surprisingly, most treatments did not show a great efficacy, as we 

were analyzing relapsed patient samples. However, bortezomib, a proteasome 

inhibitor, showed efficacy in patients 1, 3 and 5 (Figure 25A) at low concentrations. 

This treatment, although it has shown efficacy in vitro and in vivo in several types of 

hematological cancers297, has been associated with high toxicity to healthy cells which 

hampers its use in the clinic. Patient 1 also showed sensitivity to idarubicin, while 

patient 6 responded to mitoxantrone (Figure 25A), two chemotherapeutics that are not 

usually used in the treatment of these type of tumors but could be included as 

compassionate drug use. Importantly, we observed a generalized response to 

venetoclax, which has been approved for treating pediatric AML patients and has 

demonstrated a great efficacy in other types of childhood leukemia. In all cases, 

venetoclax induced an increase in apoptotic priming, although the response varied 

among samples. For example, in patients 1 and 6 the increase was moderate, while in 

patients 2, 3 and 4 venetoclax was highly effective (Figure 25B). Other treatments were 

also tested following oncologists’ suggestions. Overall, these results demonstrate that 

DBP could be used to identify which patients would benefit from experimental 

therapies, allowing a rapid turnover to inform clinicians who can then decide the best 

treatment. 
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Figure 25. Identification by DBP of last opportunity treatments in primary samples of 
pediatric leukemia patients. A) Heatmap of the DBP results with BIM peptide after 16 hours of 
incubation with the different suggested treatments in 6 different primary samples from pediatric 
leukemia patients. B) Graph bar with the DBP results of the same samples after treatment with 
100 nM of venetoclax for 16 hours. Δ%priming stands for the difference in %priming between 
treatment and control condition. 
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Since DBP is not yet approved as a companion diagnostic for childhood cancers, we 

could only inform pediatric oncologists that decided the treatment based on all the 

information that they had. Nonetheless, we followed the patients' progress to see if our 

predictions correlated with the clinical response, which we summarized in Table 5. In 

the case of patient 1, bortezomib was included in a chemotherapeutic combination, but 

the patient's disease was so advanced that did not survive these new rounds of 

treatment. Patient 2 suffered complications that prevented any further treatment 

strategy. But in patients 3 and 4 venetoclax was added to the treatment schedule 

following DBP predictions. Both patients reached full remission status one month after 

starting the treatment with venetoclax, proving that our functional predictions were 

correct. Patient 5 could not wait for the results of the functional assay and was treated 

with a combination of dexamethasone, cytarabine and vincristine. Although he 

managed to reach complete remission with this pulse of chemotherapy, within a few 

weeks he suffered a very aggressive relapse and did not survive. In this case we 

hypothesize that the inclusion of bortezomib or venetoclax, identified as effective 

treatments by DBP, could have helped to avoid the aggressive outcome. Finally, 

although the response to venetoclax in patient 6 was moderate, the clinicians decided 

to add it to gemtuzumab ozogamicin. The treatment started recently, so we do not have 

yet the results of the treatment outcome. Although we are currently limited by the 

number of patients analyzed, these results indicate that functional screenings, such as 

DBP, could help identify the best treatment and improve cancer treatment. In these 

initial assays, several patients have achieved a complete remission, pointing to the 

potential use of DBP to select compassionate drug use, like venetoclax. 
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Patient Treatment after DBP Treatment outcome 

Patient 1 Dexamethasone, 

vincristine, mitoxantrone, 

intrathecal and bortezomib 

(28/07/2020) 

Deceased (24/09/2020) 

Patient 2 Not applied Deceased before 

treatment 

Patient 3 Venetoclax, fludarabine 

and cytarabine 

(13/12/2021) 

Complete remission 

(04/01/2022) 

Patient 4 Venetoclax and FLAG-Ida 

(April 2022) 

Complete remission 

(20/05/2022) 

Patient 5 Dexamethasone, 

vincristine and cytarabine 

Complete remission but 

aggressive relapse and 

deceased (12/05/2022) 

Patient 6 Venetoclax and 

gemtuzumab ozogamicin 

Not known 

Table 5. Summary of the treatments used after the functional assay and patients’ outcome.  
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Chapter V 

Development of a microfluidic-based 
dynamic BH3 profiling 
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As discussed above, one of the main limitations of DBP is the number of viable cells 

required to perform the assay, and simply many solid tumor biopsies cannot be 

analyzed. To solve this problem, we sought to develop a microfluidic-based DBP 

(µDBP) to decrease the number of cells needed to do the assay and to automate the 

process so that it can be easily implemented in the clinic. In this new protocol we 

replaced the cytochrome c antibody staining by fluorescent dyes to identify cell viability 

and mitochondrial permeabilization, which also reduced the time necessary to perform 

the assay and allowed continuous cell tracking by fluorescence microscopy (Figure 26). 

 

Figure 26. The microfluidic-based protocol is faster than FACS-based DBP. Side-by-side 
representation of all the steps in the FACS-based DBP (left) and the new microfluidic-based 
DBP (right). 

This part of the thesis is based on a manuscript in revision: “Manzano-Muñoz A, Yeste 

J, A. Ortega M, Martín F, López A, Rosell J, Castro S, Serrano C, Samitier J, Ramón-

Azcón J, Montero J. Microfluidic-based dynamic BH3 profiling predicts anticancer 

treatment efficacy for functional precision medicine. Manuscript submitted.” 
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5.1. FACS-based DBP identifies effective treatments in 
gastrointestinal cancer cell lines  

To develop this new technology, we decided to use two GIST cell lines as our 

experimental models. GIST-T1 cells present a mutation in KIT and are sensitive to 

imatinib298, while the GIST-T1/670 have a secondary mutation in KIT that confers 

resistance to this small molecule299. We first characterized the response of these two 

cell lines to imatinib and gefitinib, the latter was used as a negative control. As detailed 

in previous sections, we performed FACS-based DBP after 16 hours of treatment with 

these two inhibitors, then exposed them to increasing concentrations of BIM peptide 

and measured the induction of MOMP. GIST-T1 cells treated with imatinib had a 

different response to BIM peptide as cytochrome c was released at lower concentration 

of the peptide, indicating increased apoptotic priming caused by the treatment. In 

contrast, gefitinib, an EGFR inhibitor that has no effect on these cells, produced a 

similar curve as the control cells (Figure 27A). In contrast, the GIST-T1/670 cell line 

initially responded to lower concentrations of BIM. But none of the treatments shifted 

the BIM dose-response curve, indicating that they did not affect priming in this cell line 

(Figure 27B). In summary, FACS-based DBP identified an increase in apoptotic priming 

in imatinib-treated GIST-T1 cells, whereas no changes were observed in the other 

conditions (Figure 27C). We then tested these FACS-based DBP predictions 

performing a cell death assay, and we confirmed that the only treatment that induced 

apoptosis after 96 hours of incubation was imatinib in the GIST-T1 cell line (Figure 

27D). 
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Figure 27. FACS-based DBP identifies imatinib as an effective treatment in GIST-T1 cell 
line. A) GIST-T1 and B) GIST-T1/670 FACS-based DBP curves after incubation for 16 hours 
with DMSO, imatinib and gefitinib. Results are represented as the percentage of cells with 
cytochrome c retained inside the mitochondria after incubation with increasing concentrations of 
BIM peptide. C) Quantification of % priming (percentage of cells with cytochrome c scape) in 
GIST-T1 and GIST-T1/670 cells. Values were chosen in the BIM peptide condition where the 
control cells started to engage MOMP and lose cytochrome c staining. D) Cytotoxicity was 
measured as % cell death using AnnexinV/PI staining. GIST-T1 and GIST-T1/670 cells were 
treated for 72 hours with DMSO, imatinib and gefitinib. All results are expressed as the mean ± 
S.E.M. of at least three biologically independent replicates. * indicates a p-value < 0.05. 

 

5.2. Characterization of the microfluidic-based DBP 

5.2.1. Development of the microfluidic device 

In collaboration with Dr. Jose Yeste, Dr. Maria Alejandra Ortega and Prof. Javier 

Ramón from the Biosensors for Bioengineering group at the IBEC we developed a 

microfluidic chip with the aim to identify effective anticancer treatments with fewer cells. 

We hypothesized that this improvement would allow the use DBP on small solid tumor 

biopsies or even samples obtained from non-invasive techniques such as fine-needle 

aspirates or core-needle biopsies. In addition, the microfluidic device would allow to 
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automatically obtain the BIM peptide titration needed to perform the assay, 

automatizing the process, and avoiding the requirement for specialized personnel. The 

device consisted of a network of mixers formed by 100 um x 100 um microfluidic 

channels in serpentine with two inlets where the buffer and the peptide solution were 

introduced. The five different concentrations were dispensed into three independent 

wells of 4 mm diameter where the cancer cells were seeded. This design allowed the 

seeding of control cells and two different treatments that could be exposed to 5 

different concentrations of BIM peptide (Figure 28A). Using finite elements method 

software, the distribution of the peptide along the chip was numerically calculated. 

Simulations showed that the microfluidic device generated a linear gradient with 

concentrations of 1, 0.75, 0.5, 0.25 and 0 relative to the concentration applied in one of 

the inlets (Figure 28B). 

The proper generation of these dilutions depends on the mixers size, fluid velocity, and 

diffusion coefficient of the molecule. To verify that the microfluidic chip performed 

accordingly to the simulations and the network of mixers were properly fabricated, we 

perfused fluorescein through one of the inlets and transparent buffer through the other. 

Since the chip was made of glass and PDMS, which are transparent, we could take 

fluorescence images of the entire chip, identifying the concentration of fluorescein at 

each point of the microfluidic channels by measuring the intensity of the fluorescent 

dye (Figure 28C). When we focused in one of the T-junctions where two channels met, 

we could observe that the laminar flow caused a homogenization of the two fluids when 

entering the new channel (Figure 28D). Furthermore, by studying the performance of 

the fluids inside the new channel, we could observe that by diffusion the two solutions 

were fully mixed in less than 40 mm (Figure 28E), ensuring that in the new T-junction 

we had a perfect mixing of the two initial solutions since the serpentine was longer than 

190 mm. To fully certify that the concentration generated by our device was correctly 

produced, we perfused a solution with blue dye and BSA through one inlet, and water 

through the other one. By collecting the solutions coming out of the wells and 

measuring the amount of blue dye and protein using colorimetric techniques, we could 

observe that the obtained gradient of concentrations correlated with the simulations, 

without variations among different chips, thus demonstrating the technical 

reproducibility between devices (Figure 28F). 
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Figure 28. Microfluidic dynamic BH3 profiling platform. A) Schematic representation of the 
chip including exploded view of all the parts: i) lower glass slide, ii) thin PDMS layer, iii) 
channels & chambers PDMS layer (1 mm thick), iv), chambers PDMS layer (2 mm thick), and v) 
upper glass slide. B) Simulation of peptide concentration along with the whole microfluidic 
platform. The coordinate of the slice plot is selected at the middle of the microfluidic channels. 
Relative concentration as a function of the cell chamber (inset figure). C) Fluorescence image of 
the network of microfluidic channels after injecting fluorescein in the left inlet and distilled water 
in the right inlet at a pressure of 100 mbar. D) Zoomed view of the region where both solutions 
are mixed. E) Fluorescence intensity along with the first 47 mm of the mixer channel (total 
channel length is ~190 mm); Note that the image was processed in ImageJ to be plotted as a 
straight channel. F) Colorimetric detection of BSA protein and relative absorbance of blue dye at 
the outlets of the chip measured at 562 and 640 nm, respectively, on a plate reader. Together 
with the blue dye, BSA protein was injected through one of the inlets, while MiliQ water was 
injected in the other (inlet pressure of 200 mbar). Data represent 3 independent experiments 
using different chips. 

 

Finally, we studied the inside the wells. Importantly, we needed the different peptide 

solutions to homogenously diffuse throughout each well, which was fully achieved after 

19 minutes of perfusion (Figure 29A-D). Moreover, we had to avoid potential cell 

damage due to mechanical stress caused by the flow, so the microfluidic channels 

were placed 1 mm above the surface, preventing any unwanted pressure on the cells. 

Altogether, these results demonstrate that our microfluidic platform met the 

requirements for µDBP. 

 

 



103 
 

 

Figure 29. Multiphysics simulations allow to study the distribution of liquid inside the cell 
chambers. Theoretical estimation of the peptide distribution with the experimental conditions 
over time in the cell chamber using COMSOL after A) 0 seconds, B) 40 seconds, C) 200 
seconds and D) 1200 seconds. 

 

5.2.2. Fluorescent readout for DBP 

FACS-based DBP uses cytochrome c immunostaining to identify apoptotic induction in 

cancer cells, which prolongs the time required to perform the assay. To avoid this 

limiting step and make the assay compatible with fluorescence microscopy, we used 

TMRE, a cationic dye that accumulates in healthy mitochondria and loses its 

fluorescence when MOMP is engaged. To further optimize this apoptotic marker for our 

device we used the two GIST cell models. We seeded the cancer cells on 96-well 

plates and treated them with imatinib and gefitinib for 16 hours. Before using the BIM 

peptide, we stained them with TMRE and calcein AM (a viability marker). The cells 

were then exposed to increasing concentrations of BIM peptide for two hours and we 

acquired fluorescence images in the green field (alive cells) and in the red field 

(apoptotic marker). In the GIST-T1 cell line we were able to identify alive cells thanks to 
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calcein AM staining. In the untreated condition we saw that the red TMRE signal 

decreased as the concentration of BIM peptide increased, indicating that we could 

potentially use it to identify apoptosis induction. Cells treated with imatinib lost TMRE 

intensity at a lower BIM peptide concentration, correlating with the increase in apoptotic 

priming previously observed with FACS-based DBP. However, cells treated with 

gefitinib showed a similar fluorescent pattern as the control cells (Figure 30A). In the 

GIST-T1/670 cell line we could also identify alive cells and induction of MOMP in 

response to BIM, but none of the treatments induced any significant shift, thus 

indicating unchanged apoptotic priming (Figure 30B). 

To quantify these results, we used the viability marker field (calcein AM) to 

automatically identify all alive cells. For each cell, the mean intensity of TMRE was 

quantified, applying a threshold based on the untreated control condition to differentiate 

between cells with positive and negative signal (non- apoptotic and apoptotic cells, 

respectively). With this data we could construct BIM dose-response curves, similarly as 

we previously did using FACS-based DBP. In GIST-T1 cells we obtained an apoptosis 

induction curve in the control condition, which was shifted to the left (more responsive 

to BIM, increase in priming) when these cells were treated with imatinib, but not with 

gefitinib (Figure 30C). As expected, in GIST-T1/670 cells we also obtained a response 

curve to BIM, but in this case no treatment shifted it (Figure 30D). The amount of 

apoptotic priming was quantified as the difference of TMRE negative cells comparing 

treated and untreated cells. In summary, the only experimental condition that caused 

an increase in apoptotic priming was imatinib treatment in GIST-T1 cells (Figure 30E), 

correlating with FACS-based DBP. Therefore, these results demonstrate that TMRE 

can be used to generate a fluorescence microscopy dose-response curve, that could 

be applied in our DBP microfluidic device analyses. 
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Figure 30. TMRE can be used to generate the dose-response curves required to perform 
DBP. Visualization of A) GIST-T1 cells and B) GIST-T1/670 cells seeded in a 96-well plate after 
treatment with DMSO, imatinib and gefitinib for 16 hours and exposure to increasing 
concentrations of BIM peptide. Alive cells are marked in green and TMRE (red field) is used to 
identify apoptotic from non-apoptotic cells. Scale bars, 100 μm. C) GIST-T1 and D) GIST-
T1/670 microscopy-obtained curves after incubation for 16 hours with DMSO, imatinib and 
gefitinib. Results are represented as the percentage of cells with positive TMRE signal after 
incubation with increasing concentrations of BIM peptide. E) Quantification of %priming 
(percentage of cells with negative TMRE signal) in GIST-T1 and GIST-T1/670 cells. Values 
were chosen in the BIM peptide condition where the control cells started to engage MOMP and 
lose TMRE staining. All results are expressed as the mean ± S.E.M. of at least three biologically 
independent replicates. * indicates a p-value < 0.05. 
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5.3. Microfluidic-based DBP can identify effective treatments in 
different GIST models 

5.3.1. Development of the microfluidic-based DBP using GIST cell 
lines 

After characterizing the device performance and the readout method, we integrated the 

whole process to perform the complete assay inside the microfluidic chip. We seeded 

GIST cells in different cell chambers and treated them with imatinib and gefitinib for 16 

hours. After the incubation, we labelled the cells with TMRE and calcein AM using the 

two inlets simultaneously to perfuse the staining solution. Then, we used the 

concentration gradient generator to expose the cells to a different concentration of BIM 

peptide in each column of wells. The gradient was generated by applying MEB buffer 

with digitonin through one inlet, while the same buffer with the maximum desired 

concentration of BIM peptide through the other inlet. After the required peptide 

incubation, fluorescence images were taken from all cell chambers. Similarly to the 

experiments performed in well plates, using the calcein AM green fluorescence we 

were able to identify alive cells and we observed that the intensity of TMRE decreased 

as the concentration of BIM increased. In imatinib-treated cells, the red signal 

decreased at a lower BIM concentrations compared to untreated cells, whereas in the 

case of gefitinib no significant changes were observed (Figure 31A). When we 

repeated the experiments with the resistant cell line GIST-T1/670, we detected a loss 

of TMRE intensity at the same BIM concentration in the three different conditions 

(Figure 31B). Thus, as expected, we conclude that none of the treatments primed the 

GIST-T1/670 cells for apoptosis. 
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Figure 31. Microfluidic-based DBP obtains similar results as the FACS-based DBP. 
Visualization of A) GIST-T1 and B) GIST-T1/670 cells seeded inside the cell chambers of the 
microfluidic chip after treatment with DMSO, imatinib and gefitinib for 16 hours and exposed to 
increasing concentrations of BIM peptide generated using microfluidics. Alive cells are stained 
in green and TMRE (red field) is used to identify apoptotic from non-apoptotic cells. Scale bars, 
100 μm. C) GIST-T1 and D) GIST-T1/670 microfluidic-based DBP curves after incubation for 16 
hours with DMSO, imatinib and gefitinib. Results are represented as the percentage of cells with 
positive TMRE signal after incubation with increasing concentrations of BIM peptide produced 
by the microfluidic gradient generator. E) Quantification of %priming (percentage of cells with 
negative TMRE signal) in GIST-T1 and GIST-T1/670 cells inside the microfluidic chip. Values 
were chosen in the BIM peptide condition where the control cells started to engage MOMP and 
lose TMRE staining. All results are expressed as the mean ± S.E.M. of at least three biologically 
independent replicates. * indicates a p-value < 0.05. 

 

 

Using an automatic cell identification software over the image sets obtained after 

performing the assay inside the microfluidic chip, we identified all cells using the green 

field (viable cells) and quantified all fluorescence intensity values in the red field 

(TMRE). By applying a threshold in the untreated control condition, we differentiated 

between apoptotic and non-apoptotic cells and generated dose-response curves with 

BIM. In untreated GIST-T1 cells, increasing BIM peptide exposure caused an induction 

of apoptosis that generated the curve required for the assay. In the case of imatinib-

treated cells we observed a shift of the curve to the left, indicating an increase in 

apoptotic priming. In contrast, gefitinib did not produce any apoptotic induction (Figure 

31C). Similarly, with GIST-T1/670 cells we also obtained a dose-response curve, but 

neither imatinib nor gefitinib caused a significant shift in the curve, demonstrating that 

none of the treatments caused apoptotic priming (Figure 31D). With the number of 

TMRE-positive cells we quantified the amount of apoptotic priming for each cell line 

and therapy. As expected, we only found a statistically significant increase in priming in 

the GIST-T1 cell line treated with imatinib (Figure 31E). These results demonstrate that 

µDBP provides similar results as the standard FACS-based DBP in these cell lines but 

allowing the automatization of the process inside the microfluidic chip and reducing the 

number of cells needed 10-fold (from 300k to 30k per treatment). 

 

 

 



109 
 

5.3.2. Microfluidic-based DBP identifies effective treatments in a 
primary GIST patient biopsy 

Our final goal is to use this platform to personalize cancer treatment. Therefore, we 

sought to assess its potential application in primary patient samples. In collaboration 

with Dr. César Serrano from the Vall d’Hebron Institute of Oncology, we analyzed a 

GIST patient sample, and we used it to compare the standard FACS-based DBP 

method with μDBP. The biopsy was obtained from a 69-year-old patient with a 7-year 

history of KIT exon 11-mutant GIST with peritoneal metastases. The patient had a 

good response to first-line treatment with imatinib, but subsequently suffered disease 

progression that was then treated with sunitinib, regorafenib and then an agent 

evaluated in clinical trials. The best response that was achieved with these treatments 

was a stabilization of the disease. At this point clinicians decided to perform debulking 

surgery of a 15-centimeter peritoneal mass and several adjacent nodules. The tumor 

showed classical fusiform features and intense CD117 (KIT) staining, the known 

mutation in exon 11 of KIT and a secondary mutation in exon 17 of the same gene 

(Y823D). 

Clinicians suggested ripretinib (a c-KIT inhibitor effective against a large number of KIT 

mutations) and dactolisib (a dual PI3K/mTOR inhibitor) as potential therapeutic options 

for this patient. After disaggregating the tumor cells, we tested these agents, plus 

imatinib as a negative control, and performed FACS-based DBP. We obtained a dose-

response curve with BIM, but none of the treatments caused a shift in the curve (Figure 

32A), or change in apoptotic priming when we quantified it (Figure 32B). Then we 

analyzed more thoroughly the FACS-based DBP data focusing on sensitizer peptides 

to identify antiapoptotic adaptations that could be exploited with BH3 mimetics. We 

identified an increase in apoptotic priming with the BAD peptide, but not HRK, after 

dactolisib treatment (Figure 32B). These results suggest that dactolisib treatment 

induced a BCL-2 mediated adaptation and potential therapeutic use of venetoclax. We 

then repeated the FACS-based DBP analyzing dactolisib and its combination with 

venetoclax. Importantly, the latter caused a significant increase in apoptotic priming 

(Figure 32C), demonstrating that the combination of these two treatments was effective 

on this patient sample. 
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Figure 32. Microfluidic-based DBP personalizes treatment directly in patient samples. A) 
FACS-based DBP curves after incubation for 16 hours with DMSO, imatinib, ripretinib and 
dactolisib in primary cancer cells. Results are represented as the percentage of cells with 
cytochrome c retained inside the mitochondria after incubation with increasing concentrations of 
BIM peptide. B) Quantification of % priming (percentage of cells with cytochrome c scape) in 
primary cancer cells after incubation with BIM, BAD, HRK and MS1 peptides. C) Quantification 
of % priming after BIM peptide incubation in primary cancer cells incubated for 16 hours with 
DMSO, dactolisib and the combination of dactolisib and venetoclax. D) Visualization of primary 
cancer cells seeded inside the cell chambers of the microfluidic chip after treatment with DMSO, 
dactolisib and the combination of dactolisib and venetoclax for 16 hours and exposure to 
increasing concentrations of BIM peptide generated using microfluidics. Alive cells are marked 
in green, tumoral cells in violet and TMRE (red field) is used to identify apoptotic from non-
apoptotic cells. Scale bars, 100 μm. E) Microfluidic-based DBP curves after incubation of the 
primary cancer cells for 16 hours with DMSO, dactolisib and the combination of dactolisib and 
venetoclax. Results are represented as the percentage of cells with positive TMRE signal after 
incubation with increasing concentrations of BIM peptide produced by the microfluidic gradient 
generator. F) Quantification of % priming (percentage of cells with negative TMRE signal) in 
primary cancer cells inside the microfluidic chip. Values were chosen in the BIM peptide 
condition where the control cells started to engage MOMP and lose TMRE staining. 

 

We next tested whether our microfluidic platform could also detect this effective 

combination as a proof-of-concept. We seeded the patient-isolated tumor cells inside 

the microfluidic chip and treated them with dactolisib as single agent or in combination 

with venetoclax, in addition to the control condition. We conducted the µDBP protocol, 

staining with the corresponding markers and applying the different concentrations of 

BIM, and acquired fluorescence images of all conditions. We could observe a good 

viability (stained with calcein AM), good tumor cell identification (using an anti-CD117 

fluorescent antibody) and TMRE staining that decreased its intensity with increasing 

concentrations of BIM (Figure 32D). Interestingly, the combination of dactolisib and 

venetoclax produced a decrease in TMRE intensity, indicating increased MOMP and 

apoptotic priming (Figure 32D). By identifying individual cells using the viability marker 

and quantifying the TMRE intensities, we could construct the dose-response curve as a 

function of BIM concentration. The curve of treated cells was identical to the untreated 

cells, but the combination of dactolisib and venetoclax induced a clear shift (Figure 

32E). When we quantified this change, we observed a significant increase in priming 

caused by the combination, but not with dactolisib as single drug (Figure 32F), 

correlating with FACS-based DBP results. These findings demonstrate that the µDBP 

assay could identify anticancer therapies directly on patient samples. The great 

advantage over previous versions of this new technology is that the process can be 

automated and requires a much lower number of cells, which could be compatible with 

non-invasive primary sample collection methods and in situ determinations. This may 

help the clinical implementation of this functional assay to personalize the treatment of 

cancer patients. 
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6.1. DBP is a functional assay that may help personalize BCP-
ALL treatment 

Pediatric patients with BCP-ALL often present a good response to chemotherapy and a 

low mortality300. However, the main problem for these patients are the secondary 

effects caused by the treatment, during therapy and in the long term. In contrast to  

adults, pediatric patients are in development, and several organs are more sensitive to 

apoptosis and severely affected by chemotherapy113. In addition, around 10% of cases 

are refractory or develop resistance to therapy, and they present a bad prognosis and 

high mortality rates. There is an unmet need to improve the treatment for these children 

while reducing side effects20. Every cancer is unique, but often patients are 

administered with the same chemotherapy cocktail following an established protocol24. 

Precision medicine aims to improve that and effectively identify the optimal treatment to 

achieve a therapeutic effect with minimal side effects301. 

Multiple ongoing precision medicine initiatives are based on molecular analyses such 

as immunohistochemistry, fluorescent in situ hybridization and next generation 

sequencing (NGS), among others, aiming to identify molecular alterations that can be 

pharmacologically exploited to eliminate tumor cells. Despite the good results achieved 

by some of these approaches, 80% of the clinical cases could not be treated with any 

targeted agent. Patients can be excluded for different reasons: their tumors do not 

present any alteration, lack of clinically approved inhibitors or because of a limited 

clinical efficacy176,179. To circumvent these limitations, functional assays directly expose 

primary cancer cells to different therapeutic options, including repurposed and 

experimental drugs, to evaluate cytotoxicity. This straightforward strategy allows to 

study dynamic adaptive processes and identify effective treatments for patients over 

time, in both solid and liquid tumors196,197. However, the main limitation for functional 

assays is the rapid deterioration of primary cells in ex vivo conditions, limiting the use 

of standard viability determinations. In this regard, DBP can identify apoptosis induction 

rapidly, in less than 24 hours, while primary cells remain viable. This technique has 

been extensively applied to liquid and solid tumors with good results identifying 

treatment efficacy on patient samples208,210,211,216,220,222. We used DBP on pediatric 

BCP-ALL models with two main objectives: 1) to identify effective chemotherapy in cell 

lines and 2) to find new experimental targeted therapies for R/R patients. 

As expected, most chemotherapeutic agents tested in cell models caused cytotoxicity, 

and these were predicted by DBP. Treatments such as dexamethasone, doxorubicin, 

daunorubicin, methotrexate and cytarabine increased apoptotic priming and produced 
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cytotoxicity. Other treatments, such as vincristine, L-asparaginase and hydrocortisone, 

showed a weaker correlation between Δ%priming and %cell death. This discrepancy is 

due to the incubation time with each chemotherapeutic agent. Most of these drugs 

cause cell death by interfering with biological processes of the cell (e.g., DNA damage, 

inhibiting DNA synthesis or affecting microtubule formation). Because they affect 

various vital processes, each treatment presents different dynamics and causes 

apoptosis in cells at different time points. As some treatments interfere with DNA 

replication, and apoptosis starts after a mitotic catastrophe, the doubling time of each 

cell type may affect apoptosis engagement. Therefore, by performing the DBP assay at 

a given time we obtained a variable response in apoptotic priming. To get a full picture 

of the apoptotic response for each drug, a time course analysis had to be done to 

determine the response dynamics. Still, we could identify a time point where we could 

determine treatment effectiveness: 16 hours in NALM-6 and 40 hours in SEM. This was 

validated by ROC curve analyses, obtaining a good predictive capacity. 

After the encouraging in vitro results, we analyzed several PDXs, a much closer 

biologically model to patients’ tumors. We performed DBP on cells isolated from these 

animal models and obtained comparable results to cell lines. Interestingly, each sample 

presented a different treatment response profile, emphasizing the importance of 

functional assays to identify the best treatment for each patient. Overall, daunorubicin 

was so effective in all samples that most cells were killed within 16 hours of treatment 

(initial timepoint used to avoid ex vivo deterioration of the samples), but the rest of the 

drugs performed differently. For example, in the PDX X142 most treatments were not 

cytotoxic, except dexamethasone and hydrocortisone that promoted a significant 

increase in priming. Therefore, we hypothesized that this patient would have 

responded to a treatment scheme focused on these two drugs, while other agents 

would probably have caused toxic side effects with no clinical benefit. In contrast, PDX 

X133 did not present as much priming with any treatment, but a small change in 

Δ%priming with several of them (L-asparaginase, dexamethasone, doxorubicin, 

methotrexate, cytarabine and hydrocortisone). These results suggest that in this case, 

combining several chemotherapeutics would probably maximize the therapeutic effect. 

As next steps to validate our DBP determinations, we would like to treat these PDX 

models, comparing the standard-of-care therapy with treatments guided by our 

functional predictions. In brief, two fundamental aspects could be tested: 1) if 

treatments guided by DBP can achieve greater efficacy than standard-of-care therapy 

and 2) if the new guided regimens can eliminate ineffective treatments and therefore 

reduce side effects. 
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Despite the overall good response of pediatric BCP-ALL patients to treatment, there 

are some cases of patients that are refractory or relapse (R/R). Therefore, it is 

important to find new treatments that can be effective for R/R patients, so several 

targeted therapies have been explored for BCP-ALL patients presenting target 

alterations. This may represent new therapeutic opportunities for R/R cases that lack 

treatment options. In this sense, we generated a library of inhibitors that have been 

previously studied pre-clinically for BCP-ALL with specific alterations302. Typically, 

these inhibitors are guided by genetic determinations, which can be expensive, time-

consuming and sometimes do not detect targetable alterations. Moreover, pediatric 

patients present a low frequency of somatic mutations compared to adults, thus 

reducing the number of novel targeted therapies and biomarkers that can be used to 

treat these patients303. An alternative to these molecular analyses are functional 

assays, like DBP, that can identify treatments that directly induce apoptosis in cancer 

cells regardless of their genetic background304.  

Using our BCP-ALL cell lines, we confirmed that DBP could perfectly predict targeted 

agents that increased cytotoxicity. Two of these agents seemed particularly promising: 

trametinib in both cell lines and sunitinib in the SEM line. Interestingly, DBP results 

correlated with the genetic information from these cell lines. NALM-6 cells only 

responded to trametinib inhibition of MEK, as these cells present a mutation of NRAS 

and downstream activation of the MAPK pathway, that explains the sensitivity to this 

inhibitor305. For the SEM cell line, we predicted sunitinib and trametinib effectiveness 

with DBP, that was later confirmed by cell death determinations. Sunitinib is a multi-

kinase inhibitor that targets FLT3 and has been studied to treat multiple hematological 

diseases306, and since this protein is highly expressed in this cell line correlated with 

the observed cytotoxicity287,307. Interestingly, when studying which pathways were 

affected by sunitinib in SEM cells, we observed a clear inhibition of the MAPK pathway, 

which explains why trametinib also eliminated these cells. Furthermore, when we 

tested the same treatments on a PDX model harboring the same genetic alteration as 

the SEM cell line, we detected a similar profile. In fact, we found that the only treatment 

that caused a change in apoptotic priming was sunitinib, demonstrating that DBP can 

also predict treatment efficacy in models closer to patients such as PDXs. 

These results demonstrate that DBP could impact and help improve pediatric BCP-ALL 

patients treatment. One of the advantages of DBP in liquid tumors is that it is relative 

easy to use with patient-isolated cells (directly from blood or from bone marrow 

aspirates). Thus, this assay can be repeated multiple times to adapt the therapy 
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according to the evolution of the tumor. With this idea in mind, we can apply functional 

assays with different objectives, such as stratifying patients, to use milder regimens to 

reduce side effects, discard some of the drugs that would not be effective in a particular 

regimen, or especially discover new treatments for R/R patients. 

6.2. The use of BH3 mimetics can be guided by DBP to identify 
and overcome antiapoptotic adaptations 

The emergence of BH3 mimetics, specific inhibitors of antiapoptotic proteins, has 

undoubtfully improved cancer treatment since the first approval of venetoclax to treat 

chronic lymphocytic leukemia patients308. As single agents, these molecules have 

demonstrated efficacy in several types of cancer, mainly hematological, but many 

studies suggest that they have a great potential to enhance other anticancer 

treatments, both conventional chemotherapies and targeted agents156,159,309–313. Cancer 

cells often use antiapoptotic proteins to survive treatment and acquire resistance, 

which can be overcome by BH3 mimetics142,314–316. In treatments already approved for 

BCP-ALL, to combine BH3 mimetics with other drugs would demand a biomarker to 

guide their use in patients. Importantly, functional predictions made by DBP using 

sensitizer specific BH3 peptides can identify antiapoptotic adaptations219,221,226,317, in a 

faster and cheaper way compared to more sophisticated molecular analyses. While 

DBP with the BIM peptide can detect effective chemotherapy or targeted agents for 

patients, using these sensitizer peptides we can track antiapoptotic adaptations that 

promote resistance to these compounds. Thus, adding a BH3 mimetic to the initial 

treatment scheme can boost the cytotoxic effect, maximizing the chances to fully 

eliminate cancer cells. 

Using this strategy, we could observe that various chemotherapeutic treatments 

caused antiapoptotic adaptations. Once these adaptations were identified, we 

employed specific BH3 mimetics such as ABT-199/venetoclax (BCL-2 inhibitor), A133 

(BCL-xL inhibitor) and S63845 (MCL-1 inhibitor) to determine if the combination was 

synergistic. In fact, this approach has been studied to potentially reduce chemotherapy 

dosing or improve the effectiveness of certain anticancer agents159,313. Adding the right 

BH3 mimetic a few hours after the initial treatment, when the antiapoptotic adaptation is 

detected, could enhance treatment effectiveness. We hypothesize that these 

metronomic combinations instead of directly administering both agents at the same 

time, could prevent undesired toxicities and side effects in patients, while sustaining or 

increasing their anticancer activity318. 
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When we studied NALM-6 cells we observed different antiapoptotic responses. 

Dexamethasone and doxorubicin were highly effective as single agents and promoted 

an increase in apoptotic priming with all three sensitizer peptides, suggesting a 

combined BCL-2, BCL-xL and MCL-1 mediated resistance to treatment. We next 

sought to explore a dose reduction of these cytotoxic agents aiming to prevent potential 

secondary effects in the clinic, and we observed that by reducing 10-fold their 

concentration these treatments became ineffective in NALM-6 cells. However, the 

sequential addition of a BH3 mimetic in combination with low-dose chemotherapy 

produced a synergistic effect recovering the high-dose efficacy of both dexamethasone 

and doxorubicin. All three antiapoptotic inhibitors caused a synergistic effect, 

demonstrating that all three antiapoptotic proteins were important pro-survival elements 

for these cells, but combinations with S63845 were more effective than with the other 

two BH3 mimetics. In contrast, L-asparaginase and hydrocortisone treatment produced 

low cytotoxicity in NALM-6 cells. L-asparaginase promoted a clear increase in priming 

with the BAD peptide. Not suprisingly, L-asparaginase synergized with BCL-2 and 

BCL-xL inhibitors enhancing cell death. DBP predictions with the BAD peptide 

correlated with the observed combinations, but we were unable to identify a signal with 

HRK that would indicate BCL-xL adaptation, which could point to an unidentified 

contribution of BCL-w. This discrepancy might be caused by a cross compensation 

between antiapoptotic proteins and different temporal dynamics of the adaptations. 

Similarly, treatment for 16 hours with hydrocortisone alone produced a non-significant 

small increase with all three sensitizer peptides. However, when we combined this 

treatment with BH3 mimetics we could observe a clear synergistic effect with all three 

inhibitors, again demonstrating a combined antiapoptotic adaptation. In summary, our 

observations suggest that antiapoptotic adaptations are dynamic and it would be critical 

to identify the best timing to use BH3 mimetics in combination. 

In the SEM cell line, ABT-199 and S63845 were highly cytotoxic as single agents, so 

we reduced 10-fold their concentration to explore potential synergies. We hypothesized 

that SEM cells, unlike NALM-6, strongly depended on one antiapoptotic protein and, 

when blocked, it could not be rescued by a second one. Similarly as in NALM-6 cells, 

dexamethasone caused an increase in priming with all the three sensitizer peptides; 

antiapoptotic adaptations that were later confirmed with cell death determinations. In 

particular, BCL-2 and MCL-1 inhibitors used in combination with a low dose of 

dexamethasone were strongly synergistic. Interestingly, treatment with L-asparaginase 

caused a different antiapoptotic response compared to the other cell line. In this case, 

we detected an increase in priming with all three sensitizer peptides and, as expected, 
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a clear synergy when combining this treatment with all BH3 mimetics tested (unlike 

NALM-6 cells line that did not show a MCL-1 adaptation). Although both cell lines are 

BCP-ALL, they present different genetic backgrounds and were obtained from patients 

of different ages and gender, which may explain the distinct responses to treatments. 

Finally, hydrocortisone also caused an increase in priming with the three sensitizer 

peptides. By combining this treatment with the different BH3 mimetics, we were able to 

move from the moderate cytotoxicity caused by hydrocortisone as single agent to a 

clear synergy, especially in combination with ABT-199 and S63845. Although in the 

SEM cell line we could see similar adaptations, there were important differences 

between the two that were identified with DBP, demonstrating the heterogeneity of the 

antiapoptotic adaptations. These observations again highlight the importance of 

functional determinations to guide therapy. 

Targeted therapies also caused antiapoptotic adaptations that could be identified by 

DBP. Importantly, the most effective inhibitor for each cell line also produced the most 

remarkable antiapoptotic adaptations. For instance, in NALM-6 the treatment with 

trametinib induced a multiple increase in antiapoptotic priming which correlated with a 

synergy with all three BH3 mimetics. Particularly, the combination of trametinib with 

S63845 was especially effective, boosting cell death from 20% to almost a complete 

elimination of cancer cells. In the SEM cell line, sunitinib was highly cytotoxic as a 

single agent. However, we also detected a BCL-2, BCL-xL and MCL-1-mediated 

adaptation upon treatment. Aiming for efficient synergistic combination with lower 

dosing, we next combined a 10-fold lower concentration of sunitinib with BH3 mimetics, 

and obtained the same cytotoxicity as in high-dose when adding ABT-199 and S63845. 

These results demonstrate that antiapoptotic protein-mediated adaptations are 

widespread for both chemotherapy and targeted therapies. The inclusion of BH3 

mimetics could enhance the treatment of many cancers, allowing to reduce therapeutic 

dosing and potential side effects, and boosting otherwise ineffective treatments. 

To test if the antiapoptotic adaptations observed in vitro were also present in BCP-ALL 

patients, we next studied several PDX models. When using the same 

chemotherapeutics, we could observe that again each sample exerted different 

antiapoptotic adaptations, showing a completely variable DBP profile with the sensitizer 

peptides. Interestingly, one of the samples presented the same genetic background as 

the SEM cell line (KMT2A rearrangement), and it revealed the same antiapoptotic 

adaptations in response to sunitinib, indicating that the suggested combinations with 

SEM cells could also be effective in patients. The addition of any BH3 mimetic to 
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chemotherapy or targeted agent-based regimens for patients with BCP-ALL will require 

clinical validation to demonstrate that it improves current approved treatments. 

However, the response heterogeneity may difficult the implementation of these new 

therapeutic strategies. That is why novel biomarkers to guide their use are needed to 

identify the best combination for each patient. In this regard, our results demonstrate 

that DBP identifies antiapoptotic adaptations and could be used as a biomarker for BH3 

mimetics in clinical trials. 

These results will require further in vivo validation to demonstrate that the proposed 

combinations could truly improve the treatment of patients with BCP-ALL and reduce 

secondary effects. PDXs could be used to perform a comparative study of the 

standard-of-care treatments with a combination that includes a BH3 mimetic guided by 

DBP, as a preclinical study and validation for this functional assay. 

6.3. Molecular analyses of the antiapoptotic adaptations 

As we discussed, DBP could identify which treatment would be most effective to induce 

apoptosis regardless of how this occurs. Thus, we next sought to study which 

molecular mechanisms would explain the observed response to targeted inhibitors. The 

BCL-2 family of proteins is a complex interactome strongly regulated at several 

molecular levels. For instance, changes in protein expression do not always explain the 

pro-survival adaptations observed, so it is necessary to further study BCL-2 family 

protein interactions, such as the binding between antiapoptotic proteins and the other 

members: sensitizers, effectors, and activators. 

When we studied NALM-6 response to trametinib, we observed an increase in the 

antiapoptotic protein MCL-1 and the proapoptotic protein BIM expression. The latter 

had been previously reported by protein stabilization due to ERK1/2 

dephosphorylation151,319–321. These results suggested that the proapoptotic effect 

caused by the increase in BIM is at least partially neutralized by MCL-1, and explains 

the synergy between trametinib and S63845, as already seen in other tumors322. We 

then immunoprecipitated MCL-1 and studied its interaction with BIM, and we detected 

that trametinib caused an increase in MCL-1 and BIM binding, that was disrupted by 

the addition of S63845 (Figure 33). 
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Figure 33. Representation of the mechanism of the synergy in the combination between 
trametinib and S63845 in NALM-6 cells. Created with BioRender.com. 

 

In the SEM cell line, we could also observe an increase in BIM expression upon 

sunitinib treatment, also caused by loss of ERK1/2 phosphorylation, although other 

reports suggest that it may also be caused by the inhibition of STAT3 and AKT323,324. 

This proapoptotic protein increase suggested that sunitinib activated the apoptotic 

process but could not achieve a complete elimination of tumor cells, pointing to an 

antiapoptotic adaptation. Counterintuitively, when we analyzed MCL-1 expression, we 

observed that it is decreased upon treatment, similarly as for BCL-2. These results 

contrast with the synergistic combinations observed with sunitinib and MCL-1/BCL-2 

inhibitors. We then studied the interaction between MCL-1 and BCL-2 with BIM, we 

detected an increment in their binding despite that the antiapoptotic protein expression 

was lower. This dual increase in binding clarifies the observed synergy between 

sunitinib and ABT-199/S63845 (Figure 34). Importantly, when we analyzed the BCL-2 

family expression in a PDX sample carrying the KMT2A rearrangement, we could 

similarly identify an increase in BIM and a decrease in MCL-1 expression upon 

sunitinib treatment, correlating with the SEM cells. 

 



124 
 

 

Figure 34. Representation of the mechanism of the synergy in the combination between 
sunitinib and ABT-199/S63845 in SEM cells. Created with BioRender.com. 

 

Our results demonstrate that antiapoptotic adaptations are heterogeneous. For 

instance, in BCP-ALL we detected that MCL-1 expression could increase to inhibit BIM-

mediated activation of apoptosis or decrease but exerting a higher binding affinity to 

this activator. Other researchers have determined that cancer treatments can affect 

sensitizer proteins such as NOXA or BAD152,219, increase the interaction of antiapoptotic 

proteins with other activators such as tBID or effectors such as BAK221 or upregulate of 

other antiapoptotic proteins such as BCL-2325, among others. Therefore, characterizing 

each patient cancer cells’ resistance may point to an effective use of BH3 mimetics. 

Interestingly, DBP can anticipate these antiapoptotic adaptations upon treatment, 

regardless of the underlying molecular mechanism, to identify effective combinations 

with BH3 mimetics. 

6.4. DBP may identify effective treatments for different types of 
pediatric leukemia 

Functional assays could help personalize medicine at hospitals, but first we would need 

to clinically validate them to demonstrate their efficacy. Overall, this is the main 

difficulty for functional assays implementation in the clinic. Recently, especially after the 
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success of pharmacoscopy in EXALT I201, some functional platforms are being tested in 

the clinic, like FORESEE or EXALT II clinical trials (currently recruiting), paving the way 

for other technologies such as DBP. For instance, the clinical study by Garcia and 

colleagues used DBP to predict the efficacy of lenalidomide in R/R AML patients, 

correlating the increase in apoptotic priming with this treatment efficacy in patients222. 

In our laboratory we also analyzed several R/R pediatric patient samples presenting 

various hematologic diseases (AML, T-ALL and undifferentiated leukemia) and used 

DBP to test different treatments suggested by clinicians for potential compassionate 

drug use. In several cases, the drug identified by DBP was included in the patient's 

treatment schedule and we tracked the clinical response. In two patients we identified 

that venetoclax increased apoptotic priming, and when they were treated with this 

approved BH3 mimetic they achieved a complete remission. These results highlight the 

great potential of DBP to predict the efficacy of BH3 mimetics in patients, otherwise 

difficult to identify by standard molecular techniques such as mRNA or protein 

expression determinations326. 

Although our cohort is small at the moment, based on our preliminary results, we 

believe that DBP could improve the treatment of pediatric patients with hematologic 

diseases that do not respond to the standard-of-care treatments. We aim to get 

involved in a clinical trial to fully demonstrate the therapeutic advantage of performing a 

DBP to guide treatment, especially in pediatric hematologic R/R cases.  

6.5. Microfluidic-based DBP can be used to find effective 
treatments directly on patient cancer cells 

DBP analyses on primary samples obtained from hematological diseases is feasible 

because of the accessibility to cancer cells, that are easy to isolate. In contrast, solid 

tumor biopsies are difficult to process and not always provide enough cells to perform 

the assay. To solve this problem, several approaches have been developed to increase 

the availability of cells for functional assays, including the generation of cell lines, 3D 

culture methods, and generation of organoids or PDXs, among others, as summarized 

in the introduction. A disadvantage in these techniques is the time and infrastructure 

required to obtain the necessary number of cells, and the preservation of tumors’ native 

characteristics. Even more importantly, the major limiting factor for most approaches is 

the viability of these cells in ex vivo conditions. In this regard, DBP is a rapid assay that 

avoids the deterioration of primary samples, but still has the drawback of requiring a 

high number of viable cells. Some alternatives have been developed to overcome this 

limitation, for example HT-DBP that uses 384 well plates, multi-well dispensers and 
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automated high-content fluorescence microscopy to reduce the required cells to 5,000 

per treatment. This new technique has been validated in primary colon and non-small 

lung cancer cells with excellent results230,231. However, HT-DBP requires prior 

optimization to determine the optimal concentration of BIM peptide, the use of 

specialized equipment and trained personnel. Thus it must be centralized in a 

specialized laboratory complicating its widespread application at hospitals. 

We explored a different alternative by developing a microfluidic chip to reduce the 

number of cells and automatize the assay. To validate this new platform, we directly 

compared it with the standard FACS-based DBP in GIST, both in vitro and directly on 

primary patient samples, but reducing 10-fold the number of cells required. Our 

experimental results demonstrated that the μDBP platform could identify increased 

apoptotic priming in GIST-T1 cells after treatment with imatinib, but not gefitinib that we 

used as a negative control or in the resistant GIST-T1/670 cell line. Once tested in 

vitro, we next performed μDBP and FACS-based DBP on a GIST patient biopsy as a 

proof of concept; and in both platforms we detected that the combination of dactolisib 

and venetoclax was effective and increased priming, validating the microfluidic 

prototype's predictive capacity. This new platform may represent a great advantage to 

make personalized medicine more accessible by directly testing therapies on cancer 

patient-isolated cells, as we could drastically reduce the number of cells needed (from 

300,000 per treatment in the FACS-based DBP to 30,000 in the μDBP). This reduction 

would allow the use of non-surgically obtained biopsies, for example core-needle 

biopsies or fine-needle aspirates and will enable the continuous functional monitoring 

of the tumor, anticipate adaptations and adjust treatment over time. Although the 

prototype has been developed using PDMS, an accessible material that allows fast 

fabrication, once the final prototype is obtained, could be massively produced using 

materials such as PMMA, which would help its in situ implementation at hospitals327–329. 

Moreover, the substitution of the cytochrome c antibody for TMRE to identify apoptotic 

engagement, diminishes the time needed to perform the protocol to just a few hours, 

Importantly, thanks to the automatic gradient generator, the DBP experimental 

procedure can be greatly simplified, reducing the possibility of human errors and the 

need for qualified personnel.  

This is just a first prototype, and several improvements should be made on μDBP. For 

instance, we are currently working on a new logarithmic gradient generator, which 

would allow a wider range of BIM concentrations to correctly identify changes in 

apoptotic priming. Moreover, with the current design we are limited to test only two 
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treatments (and a control) for each microfluidic chip, so we are now exploring two new 

versions of the microfluidic platform aiming for a potential commercialization: one with 

more rows to quickly test 8-10 treatments and a larger one for screening purposes. In 

both cases, it would only be necessary to have an unsophisticated microfluidic pump 

and a fluorescent read-out for a ready-to-use medical device to perform in situ 

analyses at hospitals.  
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Chapter VII 

Conclusions 
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1. DBP predicts the efficacy of chemotherapy and targeted agents in BCP-ALL 

models, which correlates with cell death determinations. 

2. DBP identifies antiapoptotic adaptations that confer resistance after treatment. 

DBP guided use of BH3 mimetics, specific inhibitors of antiapoptotic proteins, 

improves the therapeutic efficacy in various models. 

3. Antiapoptotic adaptations are heterogeneous and vary depending on the 

treatment and the cell model analyzed. The increased interaction between 

activator and antiapoptotic proteins protects cells against cancer treatment, by 

different mechanisms, an interaction that is overcome employing BH3 mimetics. 

4. DBP predicted several effective treatments in primary samples of pediatric 

leukemia patients lacking therapeutic options, achieving a complete remission 

in some cases where venetoclax was administered. 

5. The new microfluidic version of DBP identifies effective treatments in in vitro 

models and a GIST patient sample, automatizing the process and reducing the 

number of cells needed to perform the assay. 
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