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i Matemàtiques
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Abstract

The early detection and treatment of eye illnesses such as Diabetic retinopathy (DR)

and Glaucoma disease in the retina are crucial to avoid vision loss. However, manual

detection of small lesions in the fundus image is a painstaking process that consumes

ophthalmologists’ time and effort. The complex structure of lesions, various sizes,

differences in brightness, and the inter-class similarity with other fundus tissues make

it more challenging, even for ophthalmology experts. Therefore, it would be more

beneficial to have a computer-aided diagnosis (CAD) system that can automatically

outline the possible disease regions to the doctor.

In this thesis, we consider four different tasks on the eye: optic disc segmentation,

glaucoma detection, segmenting exudate lesions, and segmenting other kinds of

retinal eye DR lesions from fundus images. These tasks are extremely challenging

due to several sources of variability in the image-capturing processes, the complex

structure, similarities of lesions, and a small amount of annotated images.

Optic disc (OD) carries essential information linked to DR and glaucoma.

Therefore, The first contribution in this thesis is a deep learning-based system for

OD segmentation based on an ensemble of efficient semantic segmentation models.

The aggregation was performed with the ordered weighted averaging operators on

the different deep learning models. We propose an andness-directed set of weights

to give a different contribution to the models according to their performance results.

Tests were done with in-house dataset from Hospital Sant Joan de Reus.

The second contribution is an efficient CAD system for diagnosing glaucoma

utilizing transfer learning and fuzzy aggregation operators. Specifically, the proposed

CAD system includes three stages: 1) Detection of the region of interest of the optic

disc using an efficient deep learning network, 2) Classification based on different

pre-trained deep convolutional neural networks and support vector machines, and 3)
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Use of fuzzy aggregation operators to fuse the predictions of glaucoma classifiers:

ordered weighted average, weighted power mean, and exponential mean. Three

public datasets were used: DRISHTI-GS1, RIM-ONE, and REFUGE.

Next, the thesis deals with the automatic detection of DR lesions in the eye.

The third contribution of the thesis is two novel exudate segmentation methods.

The first method is based on a dual-decoder boosted network with a pre-trained

ImageNet ResNet50 encoder, Atrous Spatial Pyramid Pooling (ASPP), and gated

skip connections (GSCs). The second method is based on two multi-scale modules

with ImageNet MobileNet encoder, ASPP, and GSCs. The effectiveness of the

two methods was assessed on the IDRiD dataset. They obtained promising results

outperforming numerous previous methods.

As a fourth contribution, the thesis proposes an integrated retinal lesion

segmentation model called LezioSeg, for segmenting the four typesof lesions: hard

exudates (EX), soft exudates (SE), hemorrhages (HE), and microaneurysms (MA).

It comprised four main elements: two multi-scale mules, ASPP at the neck of the

network and multi-scale attention (SAT) unit after the decoder of the network,

MobileNet backbone encoder, and several GSCs in the decoder block. It is 10

Million parameters, much lighter than those models that use ResNets or VGGNets

backbones or those models that use the dual networks and leads to high segmentation

performance of retinal eye lesions with the IDRiD and E-ophtha datasets. Extensive

experiments had shown that the method showed superiority over other models and

a competitive performance when it was generalized on the DDR dataset, which took

in different imaging conditions. It can work well in the cases of medical images with

small objects from different fields.

Keywords: Medical image analysis, Optic disc, Retinal eye lesions, Glaucoma,

Deep learning, Convolutional neural network, Segmentation, Classification,

Aggregation operators.
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CHAPTER1

Introduction

1
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1.1 Motivation

This thesis is devoted to designing and developing automatic computer vision tools

for helping in the diagnosis of some eye diseases that cause vision loss, specifically

Glaucoma and Diabetic Retinopathy.

Diabetic Retinopathy (DR) is the most common reason for visual loss in

working-age adults. In 2040, it is predicted that over 200 million people will have

DR [2]. Glaucoma affects about 75 million individuals worldwide, and it is called

the silent thief of sight [3]. Therefore, early diagnosis of glaucoma and DR requires

an efficient screening procedure. Medical centers regularly perform eye checkups for

patients, especially diabetic ones, to minimize the risk of blindness development [4].

Unfortunately, examining eye fundus images is labor-intensive, time-consuming,

expensive, and error-prone. Specialized ophthalmologists need much practice to

achieve a high experience of accurate diagnosis from the observation of eye fundus

images.

To assist the medical personnel, it is possible to build computer systems that

analyze eye fundus images. Computer vision is a branch of Artificial Intelligence

(AI) that refers to the technologies that allow computers to interpret medical

images. Computer vision empowered with other intelligent tools has led to many

automated tools, computer-aided diagnosis (CAD), for the healthcare sector [5].

These tools have achieved performance similar to humans in image classification,

object localization and recognition, and image segmentation tasks.

Emerging AI techniques, like deep learning and especially the convolutional

neural networks (CNNs) [6] have significantly improved CAD systems’ performance.

Developing advanced deep learning-based methods for detecting fundus images’

landmarks and segmenting eye lesions helps ophthalmologists to make a more reliable

diagnosis for eye diseases and treatment. In this line, this thesis presents various
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1.2. Human Eye Lesions 3

AI-based tools for optic disc segmentation, glaucoma diagnoses, and retinal lesions

segmentation from eye fundus images.

This work is part of a Spanish research project conducted between Universitat

Rovira i Virgili and Institut d’Investigació Sanitària Pere Virgili, in Catalonia.

It is funded by Instituto de Investigación Carlos III and Fondos Feder. The

ophthalmology group of Hospital Universitari Sant Joan de Reus provides data,

knowledge, and supervision to this work.

The next section introduces some details about the diseases studied in this thesis.

After, the goals and the main contributions of this dissertation are presented.

1.2 Human Eye Lesions

The human eye is a natural optical device used to see objects by human beings. It is

like a camera that has a lens and screen system. Figure 1.1 illustrates the anatomical

structure of the human eye. Below, we introduce an overview of the most human

eye parts related to this thesis.

Figure 1.1: Anatomical structure of the human eye.
Source: https://www.allaboutvision.com/resources/anatomy.htm

• Optic Nerve Head (ONH) is commonly referred to as the optic disc and
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sometimes as the optic papilla. It takes the image to the brain in the form

of electrical signals. It is a circular area where the optic nerve enters the retina

coming from the brain, which does not contain receptors itself, and is thereby

the blind spot of the eye [7].

• Retina is a light-sensitive screen inside the eye on which image is formed by the

lens and converted into signals that reach the brain through the optic nerve.

It contains light-sensitive cells called cones and rods, responsible for daytime

and night vision, respectively [8].

• Macula or Fovea is a yellow oval spot close to the retina’s center. It is a part

of the retina responsible for sharp, detailed central vision. Light rays from an

object are concentrated on the macula when an eye looks at it directly. In

addition, the macula, also called the fovea, contains a very high concentration

of cones, which provides accurate, focused eyesight.

Many eye diseases may lead to irreversible vision loss, such as glaucoma, DR, and

age-related macular degeneration (AMD). Hence, regular eye screening is essential for

detecting these eye diseases early and providing appropriate treatment. Glaucoma

Healthy Glaucoma
Optic disc

Optic cup

Optic disc

Optic cup

Figure 1.2: Healthy (left) and glaucoma (right) fundus image.

affects about 75 million individuals worldwide. Glaucoma is more common in elderly

people, and because it typically takes a long time for eyesight to be lost, it has earned

the name ”silent thief of sight.” Glaucoma, after cataracts, is the second-leading cause

of blindness globally [3]. Figure 1.2 shows samples of healthy (left) and glaucoma
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1.2. Human Eye Lesions 5

(right) fundus images. It is noticeable from the figure that the size of the optic

cup is closer to the size of the optic disc in glaucoma. Diabetes mellitus causes

Figure 1.3: Fundus images of healthy (left) and DR (right) cases.
Source: https://neoretina.com/blog/diabetic-retinopathy-can-it-be-reversed/

damage to the retina, a condition known as diabetic retinopathy, commonly referred

to as diabetic eye disease. By 2040, it is predicted that over 600 million people will

have diabetes [2], with one-third of those obtaining DR, the world’s most common

cause of visual loss in working-age adults [4]. Figure 1.3 shows a fundus image

with (right) and without DR (left). Many lesions appear on the DR fundus image,

such as HE, MA, EX, and SE; SE is also known as cotton wool. AMD is another

Healthy AMD

Figure 1.4: Healthy (left) and AMD (right) fundus image.

type of eye infection that is the leading cause of blindness in people 50 years or
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older. It is caused by macula degeneration in the retina. The macula is in charge of

maintaining sharp vision. The central vision is affected when the macula degenerates.

In addition, small yellowish sediments (drusens) grow beneath the retina in AMD.

These sediments cause blood leakage and retinal damage, as shown in Figure 1.4.

Globally, 288 million people are expected to be affected by the AMD by 2040 [9].

Human vision loss can be prevented using fundus image analysis to identify and treat

eye illnesses, including glaucoma, DR, and AMD.

1.3 Thesis Objectives

After presenting the motivation and problems of eye diseases, The goals of this

thesis are related to the automatic analysis of eye fundus images captured by

opthalmologists. The main objectives faced in this doctoral thesis can be summarized

as:

• To develop an efficient method for optic disc segmentation. An accurate

identification of the optic disc is crucial to the posterior diagnosis of DR and

Glaucoma.

• To present a fully automatic CAD system for glaucoma detection from the eye

fundus images.

• To propose robust deep learning-based methods for segmenting different eye

lesions due to Diabetic Retinopathy, like microaneurysm, hard exudates, soft

exudates, and hemorrhages.

1.4 Contributions and Scientific Dissemination

This thesis is focused on extracting fundus image landmarks and signs of eye disease,

including optic disc and eye lesions segmentation in fundus images. In the first part
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1.4. Contributions and Scientific Dissemination 7

of this research, we propose an efficient strategy for segmenting the OD in fundus

images of the human eye based on accurate deep learning-based segmentation models

and an ensemble method of deep learning models. After that, we have designed

an accurate glaucoma prediction CAD system based on three main components:

the segmented OD, glaucoma classifiers based on transfer learning of pre-trained

convolutional neural networks (CNNs) feature extractors, and dynamic aggregation

operators to merge the outputs of the different CNNs. The results of this study have

been published in the following papers:

1. Mohammed Yousef Salem Ali, Mohammed Jabreel, Aida Valls, Marc Baget

Bernaldiz, and Mohamed Abdel-Nasser. “Glaucoma Detection in Retinal

Fundus Images Based on Deep Transfer Learning and Fuzzy

Aggregation Operators”, International Journal on Artificial Intelligence

Tools. ISI-JCR Impact Factor: 1.208 (Q3). In press., 2022.

2. Mohammed Yousef Salem Ali, Mohammed Jabreel, Mohamed Abdel-Nasser,

Aida Valls, Marc Baget Bernaldiz, “An ensemble of deep learning models

to segment the optic disc in eye fundus images”, published in CARS

2021 Computer Assisted Radiology and Surgery - 35th International Congress

and Exhibition, pp. s21-s22, 2021.

3. Mohammed Yousef Salem Ali, Mohammed Jabreel, Mohamed Abdel-Nasser,

Aida Valls, Marc Baget Bernaldiz, “Segmenting the Optic Disc using

a Deep Learning Ensemble Model based on OWA Operators”, 23rd

International Conference of the Catalan Association for Artificial Intelligence

(CCIA 2021), pp. 305-314, IOS Press Book, 2021.

In the second part, we propose efficient some DR lesions segmentation methods, in

order to help detect Diabetic Retinopahy.

Firstly, we present two novel exudates lesions segmentation methods 1) Uses

Dual-Decoder Boosted Network with pre-trained ImageNet ResNet50 encoder,
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ASPP, and GSCs. 2) Uses Two multi-scale modules with ImageNet MobileNet

encoder, ASPP, and GSCs. The effectiveness of the two methods was assessed on

the IDRiD publicly dataset. They led to high segmentation performance of exudates

outperforming numerous state-of-the-art approaches.

Second, we propose an integrated deep-learning model for segmenting all kinds of

lesions: soft and hard exudates, hemorrhages and microanurysms. It comprised four

main elements: two multi-scale modules, ASPP at the neck of the network and SAT

unit after the decoder of the network, MobileNet backbone encoder, and modified

UNet decoder block using several GSCs. It showed a competitive performance in

different fundus image datasets. The results of this study have been published in the

following papers:

4. Mohammed Yousef Salem Ali, Mohammed Jabreel, Aida Valls, Marc Baget

Bernaldiz, and Mohamed Abdel-Nasser. “LezioSeg: Segmenting Eye

Lesions in Fundus Images Utilizing Deep CNN with Hybrid

Multi-Scale Attention Modules”, Biomedical Signal Processing and

Control. Impact Factor: 5.07, (Q2). (Submitted).

5. Mohammed Yousef Salem Ali, Mohamed Abdel-Nasser, Mohammed Jabreel,

Aida Valls, Marc Baget Bernaldiz, “Exu-Eye: Retinal Exudates

Segmentation based on Multi-Scale Modules and Gated Skip

Connection”, 5th IEEE International Conference on Multimedia, signal

processing and communication and Technologies (IMPACT-2022), To appear,

November 2022.

6. Mohammed Yousef Salem Ali, Mohamed Abdel-Nasser, Aida Valls, Marc

Baget Bernaldiz, Mohammed Jabreel “EDBNet: Efficient Dual-Decoder

Boosted Network for Eye Retinal Exudates Segmentation”, 24th

International Conference of the Catalan Association for Artificial Intelligence

(CCIA 2022), pp. 308-317, IOS Press Book, 2022.
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1.5 Thesis Organization

The thesis contains 7 chapters. Below, we briefly describe the work done in each

chapter:

• Chapter 2 presents concepts related to various aspects of fundus image analysis,

particularly in the field of ophthalmology. The chapter reviews the methods

and algorithms used to detect retinal abnormalities and segment fundus images.

It also proposes the fundus datasets and evaluation metrics used in the thesis.

• Chapter 3 introduces a CAD system to segment the OD from the eye fundus

image. This chapter presents the deep learning models and policies of the OWA

operator’s ensemble method of optic disc segmentation, the results of different

ways of using ensemble methods for segmenting OD on the SJR dataset, and

conclusions.

• Chapter 4 proposes a fully automated yet efficient glaucoma prediction CAD

system in retinal fundus images. It proposes OD ROI detection using

deep GSCs, glaucoma classifiers based on transfer learning, aggregation with

different policies of OWA, WPM, and EXM, and glaucoma detection results

of three publicly datasets DRISHTI-GS1, RIM-ONE, and REFUGE, and

conclusions.

• Chapter 5 presents two novel methods of exudate lesions segmentation. First,

presents the study of the dual-decoder boosted network method; second, the

study of the two multi-scale modules method, the results of the baseline models

and the two methods on the IDRiD publicly dataset, and the conclusions.

• Chapter 6 proposes an integrated retinal lesion segmentation model to segment

the four kinds of retinal lesions (SE, EX, HE, and MA) from fundus images.

It shows the detail of model contents, results of experiments on the IDRiD,

E-ophtha, and DDR datasets, and conclusions.
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• Chapter 7 presents the thesis concluding remarks and some future research

lines.
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Background

11
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2.1 Deep Learning

Deep learning is a machine learning (ML) technique to learn complex models

from large-scale data based on Neural Networks. Machine learning comprises

algorithms that enable a computer to determine significant patterns from data

without human intervention. With the rapid advancement of computational power

and the availability of large amounts of data, deep learning has become a good

machine learning approach. It can determine significantly higher complex patterns,

which the traditional machine learning methods cannot handle [10]. As a result,

deep learning can perform a better generalization, improving decision-making.

Deep learning has been a great and robust way to foster Artificial Intelligence

in recent years. It has performed remarkable or superior human-level performance

on computer vision tasks [11] like classification, localization, and semantic

segmentation. Moreover, it is efficiently applied to image data analysis in many

disciplines, especially Health Care. Convolutional Neural Networks (CNNs) are

the most common deep learning technique for image processing, classification, and

segmentation. CNN is a neural network that depends on one or more convolutional

layers. A convolution essentially slides a filter over the input to look at smaller

portions of the image to find certain features [10]. It is a supervised method

that requires a large set of annotated data to learn from. CNNs are commonly

implemented as a Unet shape with an encoder-decoder network style. Unets are

used in situations where the output must be of a similar size to the input, such as

fundus image segmentation. Figure 2.1 shows Unet architecture [12].

2.1.1 Encoder-Decoder Networks

In this architecture, we have two blocks. The CNN deep learning encoder block

acts as the feature extractor and learns an abstract representation of the input
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Input Image
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256×384×64

UpConv

256×384×2

256×384×3

Figure 2.1: Unet architecture.

eye fundus image through a sequence of the encoder layers. Each encoder layers

consists of one or more convolutions depending on the backbone architecture, such as

VGGNets [13], ResNets [14], [15], and MobileNets [16], where each convolution layer

is followed by rectified linear unit (ReLU) activation function. The ReLU activation

function introduces non-linearity into the network, which helps better generalize the

training data. In addition, the output of the ReLU acts as a skip connection for

the corresponding decoder layer. Usually, next is followed by a 2x2 max-pooling or

another technique, where the feature maps’ spatial dimensions (height and width)

are reduced by half. Again, this reduces the number of trainable parameters and

computational costs.

The decoder block uses the encoder layers’ abstract representation to generate

a semantic segmentation mask of the input image. The decoder block begins with

a transpose convolution of 2x2 in each layer. The skip connection feature map is

then concatenated with the encoder layers’ corresponding. Skip connections provide
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features from previous layers that are sometimes lost due to network depth. Then,

one or more convolutions are used, each followed by an activation function, such as

a ReLU activation function. The last decoder layer output is passed through a 1x1

convolution with a sigmoid activation function for binary classification or softmax for

multiple classifications. This activation function returns the pixel-wise classification

mask.

2.1.2 Transfer Learning

Deep learning has evidenced remarkable success in a wide range of computer vision

tasks, particularly with a large amount of labeled training data [17]. Nevertheless,

sometimes we lack sufficient training data in the target task [18], such as annotated

images of eye lesions to detect DR.

Source data (Huge amount of data like ImageNet)

Target data (Small amount of
data like Fundus images)

Source 

model

Target model

Tr
an

sf
er

 k
no

w
le

dg
e

Target predicts

Figure 2.2: Transfer learning.

In this case, transfer learning assists us in transferring knowledge from a

related source task. Furthermore, transfer learning has accelerated computer vision

UNIVERSITAT ROVIRA I VIRGILI 
DEEP LEARNING-BASED METHODS FOR EXTRACTING FUNDUS IMAGE 
LANDMARKS AND SIGNS OF EYE DISEASES 
Mohammed Yousef Salem Ali 



2.1. Deep Learning 15

development by allowing us to utilize previously trained models on large datasets

for our tasks. Figure 2.2 illustrates the steps of transfer learning. As a result,

the cost of training pre-trained models is reduced than training from scratch, and

we can be confident in the datasets’ quality because they have been verified [19].

The most familiar strategy for knowledge transfer in the context of deep learning is

fine-tuning a pre-trained network model such as ImageNet on a new dataset. It starts

with a model that has already been trained on the source task, such as VGGNets,

ResNets, and MobileNets, and then trains them on the target task, such as optic

disc and retinal lesions segmentation, which can notably improve performance [20].

The models used in this thesis will be explained in the corresponding chapters.

There are many types of deep transfer learning, such as domain adaptation,

domain confusion, multitask learning, few-shot and zero-shot learning:

• Domain adaptation learning is commonly used when the marginal

probabilities of the source and target domains differ. The data distribution

of the origin and target domains is shifted or drifted, requiring adjustments to

transfer the learning [21].

• Domain confusion learning is different layers in a deep learning network

that capture different sets of features due to domain confusion. It can be used to

learn domain-invariant features and improve their cross-domain transferability.

Instead of letting the model learn any representation, we encourage both

domains’ representations to be as similar as possible [22].

• Multitask learning aims to leverage helpful information in multiple learning

tasks to help learn more accurately for each task. Based on the assumption

that all the tasks, or at least a subset, are related, jointly learning multiple

tasks is empirically and theoretically found to lead to better performance than

learning them independently [23].

• Few-shot learning is a type of transfer learning that aims to learn information
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concerning object classes from one, or only a few, training images [24].

• Zero-shot learning aims to train a model that can classify objects from

unseen classes (target domain) by transferring knowledge from other seen

classes (source domain) using semantic information. Sometimes relying on

no labeled examples to learn a task [25].

2.2 Aggregation Operators

This thesis will study the use of ensembles that use multiple models to make the

image analysis. The fusion of the information will be done utilizing aggregation

operators. From the different available methods, we have focused on fuzzy operators

that permit establishing a certain degree of andness/orness when performing the

aggregation of the input values. In particular, we have studied three well-known

operators:

• OWA: Ordered Weighted Average

• WPM: Weighted Power Mean

• EXM: Exponential Mean

In [26; 27], we can find a formalization in terms of andness-directed aggregation,

which permits finding the appropriate set of weights dynamically from a value that

indicates the degree of simultaneity desired (i.e. tradeoff between conjunction and

disjunction). Below, we introduce OWA, WPM, and EXM in detail.

2.2.1 OWA-based Aggregation Function

An OWA operator performs a weighted average of a vector of input values X =

(x1, x2, ...xm), but before averaging, the values are sorted from the best to the worst

(denoted with σ) [28]. In that way, the weighting vector W is associated with the

importance of each position in the ordered input vector, regardless of the source of
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2.2. Aggregation Operators 17

the value in that position. This is expressed in Equation 2.1. Notice that the sum

of weights must be equal to 1.

FW (x1, x2, . . . , xm) =
m∑
k=1

wkxσk
(2.1)

The key property of this operator is that the weights can model different aggregation

policies, ranging from situations of full andness (when wm = 1 and rest are 0) to full

orness (when w1 = 1 and rest are 0). Any possibility in between can be represented

with an appropriate combination of the weights.

Manually setting the weights for a specific policy may be difficult. One usual

way of generating the weighting vector automatically is through Regular Increasing

Monotone fuzzy linguistic quantifiers [28]. Each weight is then obtained using the

expression in Equation 2.2, where Q(z) is a function that corresponds to a fuzzy

quantifier. This quantifier can generate weights representing different ”quantities”

of agreement, which is a factor in determining the degree of andness/orness of the

aggregation.

wk = Q

(
k

m

)
−Q

(
k − 1

m

)
(2.2)

Three common aggregation strategies that can be defined using a fuzzy quantifier

are the following:

1. At least half—This policy is more tolerant and focuses only on a small subset

of the best values aggregated. It corresponds to a situation of hard disjunction.

The at least half policy, Q1, can be expressed as follows:

Q1(z) =


2z if 0 ≤ z ≤ 0.5

1 if 0.5 < z ≤ 1

(2.3)

2. As many as possible—It gives the most important to the worst values
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aggregated (quite strict in the aggregation). It represents a situation of hard

conjunction. The as many as possible policies, Q2, can be formulated as follows:

Q2(z) =


0 if 0 ≤ z ≤ 0.5

2z − 1.0 if 0.5 < z ≤ 1

(2.4)

3. Most—This policy represents a case of finding the majority value. It

corresponds to a situation of soft conjunction (close to neutrality). The most

policy, Q3, can be expressed as follows:

Q3(z) =



0 if 0 ≤ z ≤ 0.3

2(z − 0.3) if 0.3 < z ≤ 0.8

1 if 0.8 < z ≤ 1

(2.5)

These three quantifiers are the ones that have been used for aggregating the

probability values obtained with the different deep-learning models for each class.

The aggregation is applied at each pixel of the image studied. A threshold of 0.5 is

applied to the result, and the class with the maximum activation is taken as a label.

2.2.2 Weighted Power and Exponential Means

Givenm arguments p = (p1, p2, ...pm), WPM and EXM are two aggregation operators

that calculate a mean value for p. These operators have a parameter that allows

tuning the aggregation polarity (conjunctive/disjunctive) by fixing the value of

andness in 0 ≤ α ≤ 1. These operators are defined as follows [26; 29]:

AWPM(p1, . . . , pm;W,α) =
(
w1 ∗ prm(α)

1 + . . .+ wm ∗ prm(α)
m

)1/rm(α)

(2.6)
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2.3. Fundus Image Datasets 19

AEXM (p1, . . . , pm;W,α) =
1

tm(α)
ln

(
m∑
i=1

wi ∗ exp(tm(α)pi)

)
(2.7)

where pi ∈ [0, 1], i = (1, . . . ,m), m ≥ 2, W is a vector of weights where wi = (1/m),

and rm(α) and tm(α) are obtained from tables in [1].

It is worth noting that an α ≥ 0.5 determines the threshold between hard and

soft conjunction, whereas α < 0.5 is the threshold for hard/soft disjunction. An

α value of 0.75 represents medium partial conjunction. Hard and soft conjunction

properties are defined as follows:

A (p1, . . . , pm;W,α) = 0, 0.75 ≤ α ≤ 1, ∃pi = 0, (hard conjunction)

A (p1, . . . , pm;W,α) > 0, 0.5 < α < 0.75, ∃pi > 0, (soft conjunction)
(2.8)

In turn, the case of α = 0.25 is the medium partial disjunction point. Hard and soft

disjunction properties are defined as follows:

A (p1, . . . , pm;W,α) > 0, 0.25 < α < 0.5, ∃pi > 0, (hard disconjunction)

A (p1, . . . , pm;W,α) = 1, 0 ≤ α ≤ 0.25, ∃pi = 1, (soft disconjunction)

(2.9)

2.3 Fundus Image Datasets

This thesis has done experiments with public datasets of labeled images for glaucoma

detection and optic disc and lesions segmentation. The used datasets are the

standard ones used in related work so that we can compare the performance of

the new methods with previous ones. In addition, for the case of optic disc and

segmentation, we have been able to work with a private dataset collected from

Hospital Sant Joan de Reus (SJR). They are now described in more detail.

For the first task, optic disc segmentation and glaucoma prediction, 4 fundus

image datasets were used (see Table 2.1).
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Table 2.1: Optic disc and glaucoma datasets description.

Dataset
Count of Images

Image Size
Glaucoma Healthy Total

REFUGE 120 1080 1200 1634× 1634
DRISHTI-GS1 70 31 101 2048× 1760
RIM-ONE-r2 200 255 455 Not fixed
SJR - - 105 3008× 2000

• The DRISHTI-GS1 database [30] was collected at Aravind eye hospital,

Madurai, from visitors to the hospital. In 2014, it was publicly released. The

selected glaucoma patients were 40-80 years of age, and clinical investigators

selected them based on clinical findings during examination. DRISHTI-GS1

images were taken with the eyes dilated and centered on the OD with a Field

of View of 30 degrees. In addition, manual segmentations for each image

were collected for OD and cup region from four different human experts with

varying clinical experience (experts with experience of 3, 5, 9, and 20 years).

The DRISHTI-GS1 dataset consists of 101 images with an original image size

Image

Ground
Truth

SJR REFUGE DRISHTI-GS1

Figure 2.3: Examples of images and masks for optic disc segmentation in 3 datasets.

of 2048 × 1760 pixels and PNG uncompressed image format. A total of 50

images were used for training, and the rest 51 were used for testing for optic
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2.3. Fundus Image Datasets 21

disc segmentation and glaucoma prediction. The partitions of the dataset

are standard as it is provided by the source providers, which facilitates the

comparison with other works.

• The REFUGE database [31] was released in the REFUGE challenge 2018.

The database consists of 1200 images stored in JPEG format, acquired by

ophthalmologists or technicians from patients using one of two devices: a

Zeiss Visucam 500 fundus camera with a resolution of 2124 × 2056 pixels (400

images) and a Canon CR-2 device with a resolution of 1634 × 1634 pixels (800

images). The images are centered at the posterior pole, with both the macula

and the optic disc visible, to allow the assessment of the optic nerve head

and potential retinal nerve fiber layer defects. These pictures correspond to

Chinese patients visiting eye clinics from multiple sources, including hospitals

and clinical studies. Only high-quality images were selected to ensure proper

labeling. Manual annotations of the OD and the OC were provided by seven

independent glaucoma specialists from the Zhongshan Ophthalmic Center (Sun

Yat-sen University, China) with experience in the field (ranging from 5 to 10

years). In addition, a senior specialist with more than 10 years of experience in

glaucoma obtained the single segmentation per image by taking the majority

voting of the annotations of the seven experts, stored in JPEG format. Each

image in the REFUGE data set includes a reference, trustworthy glaucomatous

/ non-glaucomatous label. The partitioning is standard and given by the source

providers: 800 images are used for training and 400 for testing. Some examples

are given in Figure 2.3.

• The RIM-ONE-r2 database [32] was publicly released in 2014 for glaucoma as

a part of a research project developed in collaboration between three Spanish

hospitals: Hospital Universitario de Canarias, Hospital Cĺınico San Carlos, and

Hospital Universitario Miguel Servet. The aim of the project is the design an
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automated software system for supporting glaucoma diagnosis. RIMONE-r2

consists of 455 cropped images of OD ROI of different sizes, of which 200

are glaucoma and 255 are normal. These images are obtained from full

fundus images and have different resolutions. This dataset comes from the

Medical Image Analysis Group and is available online. This thesis used the

RIM-ONE-r2 dataset for glaucoma prediction, and It has been randomly split

into 80% for training and 20% for testing.

• The private SJR database is used for optic disc segmentation. It includes

105 images that ophthalmologists manually labeled in the hospital Sant Joan

de Reus (Catalonia, Spain). The original size of the images is 3008 × 2000

pixels. Images were captured using Topcon TRC-NW8F non-mydriatic fundus

camera at 45◦. All images were manually annotated of the OD by a senior

ophthalmologist from the Hospital Sant Joan of Reus (Catalonia, Spain) and

stored as binary images. Images of the dataset were randomly divided into 3

subsets: training set (56 images), validation set (14 images), and testing set

(35 images). Figure 2.4 shows examples from the datasets of glaucoma.

Image

Label

REFUGE

Glaucoma Healthy Glaucoma Healthy

DRISHTI-GS1

Figure 2.4: Examples from the datasets of glaucoma prediction.

For the second task of the thesis, lesions segmentation, we have taken three

popular datasets that enable comparison with other works. Table 2.2 shows the

details of lesions segmentation datasets. Figure 2.5 shows examples of images and

masks from the three lesion segmentation databases.
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2.3. Fundus Image Datasets 23

Table 2.2: Eye lesions datasets description.

Dataset EX HE MA SE Total Image Size
IDRiD 81 80 81 40 81 4288× 2848
E-ophtha 47 - 148 - 195 2544× 1696
DDR 171 194 124 42 225 Not fixed

• The Indian Diabetic Retinopathy Image Dataset (IDRiD) database [33] was

publicly released in the challenges of the IEEE International Symposium on

Biomedical Imaging (ISBI-2018). IDRiD dataset created from real clinical

exams acquired at an eye clinic in Nanded (M.S.), India. The retinal

photographs of people affected by diabetes were captured with a focus on the

macula using a Kowa V X − 10α fundus camera. Before image acquisition,

pupils of all subjects were dilated with one drop of tropicamide at 0.5%

concentration. The captured images have a 50◦ field of view. Annotated at

a pixel level of the retinal lesions. IDRiD comprises 81 high-resolution retinal

Image

Ground
Truth

IDRiD E-Ophtha DDR

Hemmorhages Exudates Microaneurysms

Figure 2.5: Examples from the datasets of lesions segmentation.

fundus images of eye lesions, jpg format of 4288 × 2848 pixels. Each image

contains at least one binary mask labeled in the tif file format as one of four

types of DR lesions: EX, SE, MA, and HE. The dataset providers have split it

into 54 images as a training set and the rest of 27 as a testing set.
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• The E-ophtha database [34] was gathered between 2008 and 2009 via the

OPHDIAT network and released online in 2013. It is made of retinal

images with different types of lesions (EX and MA) manually annotated by

ophthalmology experts. The OPHDIAT network, located in the Ile-de-France

region, comprises 16 screening centers: 11 centers in the diabetes departments

of 11 hospitals, one diabetic retinopathy screening center in northern Paris,

three in healthcare centers, and one in prison. The e-ophtha dataset introduced

47 annotated images of EX and 148 of MA. All images are stored in JPEG

format of 2544× 1696 pixels. It randomly split the dataset into 80% of images

as a training set and 20% as a testing set and used the dataset for lesions

segmentation.

• The DDR database [35] was provided a 757 color fundus images annotated for

four DR lesions, including MA, EX, SE, and HE, released online in 2019 and

collected from 147 hospitals between 2016 and 2018, covering 23 provinces

in China. All images were provided by 9598 patients whose ages ranged

from 1 to 100, with an average age of 54.13. Among these images, 48.23%

are from male patients, and 51.77% are female patients. It was captured

using 42 types of fundus cameras with a 45◦ field of view, mainly Topcon

D7000, Topcon TRC NW48, Nikon D5200, and Canon CR 2 cameras. Six

annotators performed the pixel-level annotations using special software. The

annotators focus on whether lesions and boundaries are correctly identified.

The annotators manually annotate lesions not identified by the annotation

tool and remove false lesions. After an image is annotated, it is saved as a

MAT file and a color image; 4 colors can distinguish four lesions. Finally, the

ground truth for each lesion is extracted from the MAT files. This thesis used

the 225 testing set images and ground truth for lesions segmentation, including

MA, EX, SE, and HE.
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2.4. Evaluation Metrics 25

2.4 Evaluation Metrics

In automatic medical image analysis, for detecting a region of interest (ROI) (e.g.

landmark or abnormality), each pixel is classified by the CAD system into two classes:

presence or absence of ROI. Then, the class obtained is compared to the knowledge

provided by a human expert who has marked each pixel with a mask as positive or

negative. Hence, to make a quantitative and objective evaluation of the performance

of the methods proposed in this thesis, the results achieved in the experiments are

evaluated with many metrics commonly used in the detection and segmentation

tasks. These metrics can be formally defined in terms of four values: TP (True

Positives), TN (True Negatives), FP (False Positives), and FN (False Negatives):

1. Accuracy (ACC): It is a metric that generally describes how the model

performs across all classes. It is computed as the ratio between the number of

correct predictions to the total number of predictions.

Accuracy =
TP + TN

TP + TN + FP + FN
(2.10)

2. Sensitivity (Sen)/Recall (Re): It denotes the proportion of real landmark

or abnormalities pixels (ROI) that are correctly detected, that is, that are

classified as landmark or abnormalities pixels. Formally it is defined as the

following:

Recall =
TP

TP + FN
(2.11)

3. Precision (Pre): It refers to the number of correctly classified pixels for

landmarks or abnormalities divided by the total number of positive predictions.

Formally it is defined as the following:

Precision =
TP

TP + FP
(2.12)
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4. Specificity (Spe): It refers to the probability of a negative classification,

conditioned on truly being negative.

Specificity =
TN

TN + FP
(2.13)

5. F1-score: It stands for the harmonic mean of precision and recall. It can be

expressed as follows:

F1 = 2 · Precision ∗Recall

Precision+Recall
(2.14)

6. Area Under Precision-Recall curve (AUPR): This curve shows the

tradeoff between precision and recalls for different threshold values. The high

area under the curve represents high recall and precision, indicating good

performance. It is known to be a realistic measure for lesion segmentation

performance like lesions [36].

In these expressions, TP refers to the true positive (the pixels were labeled as

foreground, i.e., retinal lesion pixels, and correctly classified). Then, FP means false

positive (the pixels were labeled as background and misclassified as foreground).

Also, TN is a true negative, referring to the network’s healthy pixels correctly

classified. At the same time, FN is a false negative representing the lesion pixels

misclassified as healthy pixels. Some other standard evaluation measures in image

segmentation are based on comparing two regions, A and B. Where A corresponds

to the experts’ ground truth pixels of ROI, and B indicates the pixels that belong

to the predicted mask (i.e. the region obtained as the output of segmentation).

7. Intersection-Over-Union (IOU)/Jaccard: It uses to check if there each

landmark or abnormalities detector is over or under-segmentation of landmark

or abnormalities regions [37]. The IOU is the intersection ratio between the
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two masks concerning their union.

IOU =
|A ∩B|
|A ∪B|

(2.15)

8. Dice Coefficient: It is 2 times the overlap between the ground truth and the

obtained mask, divided by the total number of pixels in both images. It can

be expressed as follows [37]:

Dice =
2 ∗ |A ∩B|
|A|+ |B|

(2.16)

2.5 Chapter summary

This chapter introduced background concepts related to the thesis, such as deep

learning and its role in health care, encoder-decoder networks, transfer learning types,

and different aggregation operators. It also provides an overview of image datasets

used in this thesis for optic disc segmentation, glaucoma prediction, and retinal

lesion segmentation. Finally, the evaluation metrics commonly used for prediction

and segmentation tasks have been defined.

UNIVERSITAT ROVIRA I VIRGILI 
DEEP LEARNING-BASED METHODS FOR EXTRACTING FUNDUS IMAGE 
LANDMARKS AND SIGNS OF EYE DISEASES 
Mohammed Yousef Salem Ali 



28

UNIVERSITAT ROVIRA I VIRGILI 
DEEP LEARNING-BASED METHODS FOR EXTRACTING FUNDUS IMAGE 
LANDMARKS AND SIGNS OF EYE DISEASES 
Mohammed Yousef Salem Ali 



CHAPTER3

Optic Disc Segmentation Utilizing Deep

Learning Networks and OWA Operators

29
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3.1 Introduction

Retinal diseases like diabetic retinopathy and glaucoma highly affect the area of

the optic disc of the human eye, also called the optic nerve head. To make

the diagnosis, ophthalmologists inspect eye fundus images to detect the signs of

such diseases in or near the optic disc (OD). For this reason, the automatic

detection of the OD is relevant to improve the subsequent analysis of the image.

Figure 3.1 shows the sample of fundus image and the ground truth of optic disc

[33]. Several deep learning-based automated systems have recently been proposed

Figure 3.1: Example of fundus image (left) and optic disc ground truth (right).

to segment the optic disc automatically. Most use CNNs to automatically learn

representative and high-level features from the input fundus images to achieve

accurate segmentation [38]. For instance, the authors of [39] modified the U-Net

model by reducing the size of the filters in all CNN layers to segment the optic disc

directly. They stated that this modification produced a lighter model and improved

the segmentation performance. With the DRIONS-DB dataset, they achieved IOU

and Dice scores of 89 and 94%, respectively. With RIM-ONE v.3, they obtained

IOU and Dice scores of 89 and 95%, respectively. The authors of [40] modified

the U-Net and DeepLabv3+ models by inserting an attention module between the

encoder and decoder networks and adding a conditional random field layer in the

output layer. The method was evaluated using DRIONS-DB, RIM-ONE v.3, and

DRISHTI-GS fundus image datasets. They achieved a 95% Dice and 91% Jaccard
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with DRIONS-DB, a 97% Dice and a 94% Jaccard with RIM-ONE, and a 96% Dice

and a 92% Jaccard with DRISHTI-GS.

In [41], a multi-label deep neural network called M-Net was proposed jointly for

segmenting the optic disc and optic cup. M-Net includes a multi-scale input layer,

U-shape CNN, a side-output layer, and a multi-label loss function based on the dice

loss. The side-output layer works as an initial classifier to provide a local prediction

map for different scale layers. M-Net achieved an accuracy of 98.30% with the

ORIGA dataset. The study confirmed that the joint accurate segmentation process

of OD and optic cup is essential to glaucoma detection and diagnosis. The authors

of [42] leveraged multi-task learning and dense connections to jointly segment the

optic disc and cup. They evaluated their work on three datasets: DRISHTI-GS,

RIM-ONE, and REFUGE. With the OD segmentation task, they achieved a 91.83%

Jaccard and a 95.97% Dice with DRISHTI-GS, a 91.01% Jaccard and a 95.82% Dice

with RIM-ONE, and an 88.37% Jaccard with REFUGE.

Although the above methods achieved good OD segmentation accuracy, no

individual model performs best under all conditions. For this reason, some works

perform a fusion of the predictions of individual models in order to improve the

segmentation accuracy [43]. In [44], a CNN model was trained using probability

masks instead of binary masks to segment the optic disc and optic cup. Each

probability mask was obtained by fusing segmentation masks made by multiple

experts. In [45], an ensemble of different CNN architectures for medical image

classification is used. The study demonstrated that different CNNs learn different

levels of semantic image representation; therefore, an ensemble of CNNs produces

richer features. In paper [46], authors merge the predicted labels of five CNNs

models (Resnet50, Inceptionv3, Xception, Dense121, and Dense169) to improve the

results of DR classification in fundus images.

However, most existing methods use fixed weights associated with each model
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to construct the ensemble. This strategy may not be appropriate for all situations.

In this chapter, we employ the OWA [28] to aggregate the information provided

by several OD segmentation models. More specifically, this chapter proposes an

ensemble-based OD segmentation system based on a set of deep learning models and

an aggregation stage based on the OWA operator (see Section 2.2).

OWA is an aggregation operator that uses a set of weights to define the input’s

aggregation policy, which can vary from full conjunctiveness to full disjunctiveness.

These weights do not indicate the importance of each source of information but the

importance of the merged input values. The definition of the proper weights is a

critical issue in this aggregation operator. A dynamic way of generating weights is

through quantifier functions [28], which can be directed by an andness value. In that

way, this OWA-based ensemble of deep learning models will allow the construction

of a dynamic OD segmentation system.

3.2 Optic Disc Segmentation with a Dynamic

Ensemble

The overall idea is to train several deep-learning segmentation models to develop

a reliable and efficient OD segmentation system. For each new eye fundus image,

it is fed into N individual OD segmentation models. Next, the OWA operator

aggregates the different segmentation masks given by the models to produce the

final segmentation mask (final prediction). Figure 3.2 shows the architecture of the

procedure of this composed segmentation method for OD. The next sections will

clarify the details of each stage.
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Figure 3.2: Structure of the proposed ensembling method for OD segmentation.

3.2.1 Constructing Individual OD Segmentation Models

In this study, we developed ten OD segmentation models based on different

state-of-the-art deep learning-based semantic segmentation models. Specifically,

we used the Unet, GSCs, DoubleU-Net, DeepLabV3+, CGNet, ERFNet, SegNet,

ESNet, LinkNet, and SQNet models. Each of them was trained to maximize the

segmentation accuracy. The architecture of all models is based on the encoding and

decoding method for work except the CGNet. The binary cross-entropy loss function

and ADAM optimizer were used to train all models. We briefly introduce each model

below.

• Unet [12]—The developed Unet model has five blocks in the contracting path

(downsampling path) and five blocks in expanding path (upsampling path).

The Unet model contains a total of twenty-three convolutional layers. The

implementation of Unet is available at https://github.com/jakeret/unet/blob/

master/src/unet/unet.py.

• Gated Skip Connections (GSCs) [47]—Is a modified version of

Unet. It had five encoder blocks with two convolutional layers, five
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decoder blocks with four convolutional layers, a total of thirty-three

convolutional layers, and a gated skip connection mechanism in each

decoder block with a convolutional layer. The implementation of

GSCs is available at https://github.com/Mohammed-Horbi/GSCs/blob/

main/UnetGatedSkipConnection-UnetGSCs.py

• DoubleU-Net [48]—The employed DoubleU-Net model includes two cascaded

Unets. The first Unet is based on a pre-trained VGG19, meaning

there are four pre-trained VGG19 blocks in the encoder and decoder

networks. The second Unet is a standard Unet[12] that includes four

blocks in the encoder network, four blocks in the decoder network, and an

atrous spatial pyramid pooling between the encoder and decoder networks.

The implementation of DoubleU-Net is available at https://github.com/

DebeshJha/2020-CBMS-DoubleU-Net.

• DeepLabV3+ [49]—The DeepLabV3+ based ROI detection model employs

the ResNet50 backbone with deep separation and Atrous separable

convolution blocks. The implementation of DeepLabV3+ is available

at https://github.com/srihari-humbarwadi/DeepLabV3 Plus-Tensorflow2.0/

blob/master/deeplab.py.

• CGNet [50]—It has a total of fifty-one convolutional layers with no decoder

modules. CGNet involves three down-sampling stages with context-guided

blocks in each stage. The implementation of CGNet is available at

https://github.com/xiaoyufenfei/Efficient-Segmentation-Networks/blob/

master/model.

• ERFNet [51]—The developed ERFNet model has 23 convolutional layers.

It includes two types of residual layer design, namely bottleneck, and

non-bottleneck. It uses skip connections between the encoder and decoder

blocks. The implementation of ERFNet is available at https://github.com/
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xiaoyufenfei/Efficient-Segmentation-Networks/blob/master/model.

• SegNet [52]—The encoder network of the SegNet-based OD ROI detection

model uses a VGG16 backbone with 13 convolutional layers in four blocks.

Each encoder layer has a corresponding decoder layer; hence, the decoder

network has 13 deconvolutional layers. The encoder and decoder of SegNet

(26 layers). The implementation of SegNet is available at https://github.com/

xiaoyufenfei/Efficient-Segmentation-Networks/blob/master/model.

• ESNet [53]—It consists of four key components, namely the down-sampling

unit, upsampling unit, factorized convolution unit and its parallel counterparts

(a total of 18 convolutional layers). The factorized convolution unit uses the

1D factorized convolution in the residual layers, whereas the parallel version

utilizes a transform-split transform-merge strategy in the residual modules.

The implementation of ESNet is available at https://github.com/xiaoyufenfei/

Efficient-Segmentation-Networks/blob/master/model.

• LinkNet [54]—There are four blocks in the encoder and decoder

of LinkNet (26 layers). The encoder consists of residual blocks.

The model also uses skip connections to bypass spatial information

from the encoder blocks to the corresponding decoder blocks. The

implementation of LinkNet is available at https://github.com/xiaoyufenfei/

Efficient-Segmentation-Networks/blob/master/model.

• SQNet [55]—It has a SqueezeNet-like encoder followed by four parallel dilated

convolutions, while the decoder includes SharpMask-like refinement modules.

SQNet also employs Exponential-Linear-Units to avoid the bias shift. The

implementation of SQNet is available at https://github.com/xiaoyufenfei/

Efficient-Segmentation-Networks/blob/master/model.
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3.2.2 OWA-based Aggregation of OD masks

For the aggregation step, we propose using the OWA operator defined by [28]. This

operator performs a weighted average of a vector of input values X = (x1, x2, ...xm),

but before averaging, the values are sorted from the best to the worst (denoted with

σ). OWA is explained in Section 2.2. In this study, we will consider the three different

quantifiers policy (Q1, Q2, and Q3) presented in Section 2.2. They correspond to

Hard Disjunction (Q1), Hard Conjunction (Q2), and Soft Conjunction (Q3). For

each of the pixels of the image, the output values (i.e. probability of belonging to

OD) obtained from the 10 individual classifiers are averaged using OWA for each one

of these 3 policies. A threshold of 0.5 is applied to the result, and the class with the

maximum activation is taken as a label.

3.3 Experimental Results

This section summarizes the experiments carried out to evaluate the performance

of the proposed model, including a description of the experimental setup and the

analysis of the outcomes.

3.3.1 Experimental Setup

Here, we used an in-house fundus image dataset collected from Hospital Universitari

Sant Joan de Reus. It includes 105 images that ophthalmologists manually labeled in

SJR. The original size of the images is 3008×2000. We randomly divided the dataset

into three subsets: the training set (56 images), the validation set (14 images), and

the testing set (35 images). We used flip horizontal, flip vertical, and rotations data

augmentation techniques to increase the training data set size by 20 times, generating

a training set with 1120 images. Then, we resized the images and the ground truths

to 384×256 to make the training process faster. The validation set was used to save
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Table 3.1: Performance comparison on the SJR dataset.

Models
Evaluation Metrics (%)
IOU Dice Pre. Rec.

ODS1: GSCs 95.1 94.9 97.0 92.9
ODS2: DoubleU-Net 94.4 94.2 93.3 95.0
ODS3: DeepLabV3+ 94.1 93.8 97.7 90.1
ODS4: U-Net 92.4 91.8 96.6 87.5
ODS5: LinkNet 92.4 91.8 99.7 85.3
ODS6: SQNet 91.9 91.2 97.6 84.8
ODS7: ESNet 91.9 91.2 99.5 84.3
ODS8: CGNet 91.6 90.8 99.6 83.7
ODS9: ERFNet 91.5 90.7 99.8 83.4
ODS10: SegNet 90.5 89.4 99.3 81.8

the best checkpoint of the trained models. We employed the binary cross-entropy

loss function in all models. We trained the models with 50 epochs using an Adam

optimizer with a learning rate of 0.001 and a batch size of 4 images.

3.3.2 Results of Individual Models

We trained and tested 10 state-of-the-art deep CNN independently for OD image

segmentation on the SJR dataset. The results of segmentation are shown in Table 3.1.

We noted that the GSCs model has the best result of IOU and Dice. Then ERFNet

gives the best result of the Precision metric. Also, the DoubleU-Net has the best

results in the Recall metric. So, we can see no unique winner method in all quality

indices. This fact motivates the idea of using an ensemble of a subset of these models.

To illustrate the results, we displayed sample masks obtained for the three best IOUs

OD segmentation models and the worst ones in Figure 3.3. Pixels in red are the FP,

in green the FN, while white ones TP are the correctly classified.

3.3.3 Results of the OWA-based Ensemble Method

In this section, we compared the three OWA aggregation policies, defined in

Section 2.2: Q1 uses a disjunctive approach, considering only the models with the best
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Figure 3.3: Results of the best three OD segmentation models and the worst one. Here ODS1,
ODS2, ODS3, and ODS10 indicate to GSCs, DoubleU-Net, DeepLabV3+, and SegNet models.

performance, Q2 applies a robust conjunctive approach, requiring that most models

agree on the same output. In contrast, Q3 takes an intermediate point between the

previous ones.

We used different subsets of models to build the ensemble. Reducing the number

of models is interesting to decrease the execution time. After ranking the deep

learning models with the IOU index, we compared a set with the Top-7 models:

GSCs, DoubleU-Net, DeepLabV3+, U-Net, LinkNet, SQNet, and ESNet; a set

with the Top-5 models: GSCs, DoubleU-Net, DeepLabV3+, U-Net, and LinkNet;

and with the Top-3 models: GSCs, DoubleU-Net, and DeepLabV3+. Results are

shown in Tables 3.2, 3.3, 3.4. With the three aggregation policies, we can see that

performance indicators are better when we reduce the number of models in the
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Table 3.2: Results of evaluation metrics of At least half, Q1 OWA policy with a different number
of aggregated models.

Aggregated
Models

IOU Dice Pre Rec

10 Models 93.4 92.9 99.6 87.3
Top-7 94.1 93.8 99.2 89.2
Top-5 94.9 94.6 98.3 91.4
Top-3 95.2 95.0 97.4 93.0

ensemble. The best results are obtained with the Top-3 ensemble, which achieved

an IOU of 95.4% and Dice of 95.1%. We observe that the IOU and Dice scores of

the aggregated models are better than the ones of the individual models. However,

precision is higher when using more models. An improvement in recall means that

Table 3.3: Results of evaluation metrics of As many as possible, Q2 OWA policy with a different
number of aggregated models.

Aggregated
Models

IOU Dice Pre Rec

10 Models 93.7 93.2 99.5 87.9
Top-7 94.4 94.1 99.0 89.8
Top-5 95.1 94.8 98.3 91.9
Top-3 95.4 95.1 96.7 93.9

we reduce the FNs. The non-improvement of precision means that the number of

FPs is the same or increases slightly. However, as IOU and Dice are better, it means

that the improvement in FNs is considerably larger than the increase in FPs.

Regarding OWA, we can also observe that the most conjunctive policy (i.e. as many

Table 3.4: Results of evaluation metrics of Most, Q3 OWA policy with a different number of
aggregated models.

Aggregated
Models

IOU Dice Pre Rec

10 Models 93.5 93.0 99.6 87.5
Top-7 94.3 94.0 99.1 89.6
Top-5 95.0 94.7 98.2 91.7
Top-3 95.3 95.1 97.2 93.3

as possible, Q2) outperforms the others. Comparing the results with the Q2 ensemble
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system and the individual models, we observe an improvement in the performance

of Table 3.1. In this experiment, results improve when using a strict conjunctive

aggregation policy, which requires a high agreement of the models to choose the final

class.

Figure 3.4: Results of the three policies of the OWA proposed method. Here Q1, Q2, and Q3
indicate the policies

As OWA is using the best-performing subset of n models, this aggregation

considers the consensus of the n models regarding the class probability of each pixel

(i.e. probability of each class given by each model). As this consensus may be

difficult to find, it is reasonable that smaller subsets perform better than adding more

models with fewer performance indicators. This observation is interesting because

it is unnecessary to include many deep-learning models in the ensemble. From

the improvement concerning individual models, we can conclude that the ensemble

approach can improve the segmentation result, correcting some of the mistakes of

individual models. Figure 3.4 displays the segmentation made with the three different

OWA policies when using the Top-3 methods with the same images in the previous

figure. It is interesting to determine the statistical significance of the differences in
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performance between the proposed ensemble and GSCs (the best individual model)

in terms of the IOU and Dice. To do so, we used Student’s t-test (significance

level < 0.05) to determine the difference in IOU and Dice values. The p-values

obtained are higher than 0.05, indicating no statistical significance. However, with

the OWA-based ensembling of the Top3 models and a Q2 policy, we are able to

increase the Recall when compared with a single GSCs model. This is a conjunctive

policy, denoted with ”as many as possible”.

3.4 Conclusions

This chapter presented a deep learning-based system for segmenting the optic disc

based on an ensemble of efficient semantic segmentation models for medical images.

The aggregation of the different deep learning models was performed with OWA

operators. We proposed using a dynamically generated set of weights that can give

a distinct contribution to the models according to their performance during the

optic disc segmentation in the eye fundus images. Reducing the number of models

decreases the execution time and obtains the best result. The effectiveness of the

proposed system was assessed on a fundus image dataset collected from the Hospital

Sant Joan de Reus. We obtained Jaccard, Dice, Precision, and Recall scores of 95.40,

95.10, 96.70, and 93.90%, respectively.
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Learning and Fuzzy Aggregation Operators

43

UNIVERSITAT ROVIRA I VIRGILI 
DEEP LEARNING-BASED METHODS FOR EXTRACTING FUNDUS IMAGE 
LANDMARKS AND SIGNS OF EYE DISEASES 
Mohammed Yousef Salem Ali 



44

4.1 Introduction

In this chapter, we will focus on the automatic detection of glaucoma disease. Early

glaucoma detection and treatment are essential to avoid total vision loss for people

over 60 years old [56]. Ophthalmologists inspect eye fundus images to detect the

symptoms of glaucoma, especially to find a large cup-to-disc ratio. (CDR). Figure 4.1

shows optic disc and optic cup in fundus images of healthy (Left) and glaucoma cases

(Right). In the two shown examples, the optic disc is marked by the blue dashed

ellipse, while the green marks the optic cup dashed ellipse (the optic cup is a bright

region inside the optic disc region). The measurement of the optic cup to optic disc

ratio is used to assess glaucoma progression. In glaucoma severe cases, the optic

cup region enlarges until it occupies most of the optic disc area. In other words, the

size of the optic cup is much close to the size of the optic disc in severe glaucoma

patients [57]. It should be noted that the standard optic cup to optic disc ratio value

of normal cases is ≤ 0.4 [58]. Glaucoma patients require a regular examination to

Figure 4.1: Examples of the optic disc and optic cup in fundus images of healthy (Left) and
glaucoma cases (Right).

assess glaucoma progression, yielding a large number of fundus images. However, the

manual analysis of many images is expensive in both time and effort. Besides, the

precision of the diagnosis varies with the experience of ophthalmologists. Modern

CAD systems can automatically analyze fundus images and provide diagnoses as

accurately as ophthalmologists with many years of experience [59; 60].

Deep-learning technologies have been used for glaucoma detection, and two
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categories can be distinguished: 1) systems based on optic cup-to-optic disc ratio

calculation and 2) systems based on texture feature extraction. Some examples of

the first case are Deep learning-based glaucoma detection systems such as [61; 41; 42]

detect optic disc and optic cup and then calculate the optic cup to optic disc ratio.

In turn, [62] focused on extracting the features of the optic disc and optic cup

individually from the fundus images and then compared them with the optic cup

to optic disc ratio results. Regarding approaches of the second type, deep feature

extraction glaucoma detection systems include the study of [60], in which they used

the whole fundus image as a region of interest (ROI) and employed five pre-trained

deep CNNs for glaucoma. However, the most crucial ROI in the fundus image

for glaucoma detection is the optic disc region, which also includes the optic cup

region [57]. Therefore, some systems such as [63; 64] include two main steps: optic

disc ROI detection and feature extraction. In the optic disc ROI detection step,

a deep learning-based method automatically localizes and crops ROIs that include

optic disc from the fundus images. Deep CNNs extract features from the extracted

ROIs in the feature extraction step.

Some works use ensemble methods for improving performance. The typical

approach is to use static ensemble techniques to aggregate the predictions of

individual classifiers. For instance, [63] used the mean operator to aggregate the

predictions of InceptionV3, XceptionNet, VGG16, VGG19, and ResNet50 CNN

models. Indeed, the fusion of the predictions of individual models can improve the

segmentation and classification accuracy [43; 65].

However, such ensemble techniques that use fixed weights associated with each

model to construct the ensemble may not be suitable for practical situations because

such fixed weights do not imply the importance of the predictions of glaucoma

classifiers. It should be noted that the definition of proper weights is essential to

construct a robust ensemble [28].
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This chapter continues the work of the previous one and proposes an accurate

glaucoma detection system, which includes three stages: 1) ROI detection (i.e., optic

disc region) using a deep learning network, 2) construction of accurate individual

glaucoma classifiers based on different CNNs and support vector machine classifiers,

and 3) the use of fuzzy aggregation operators to dynamically fuse the predictions of

the top-performing glaucoma classifiers.

The most significant novelty of this chapter is the use of parametrized fuzzy

aggregation operators to build a dynamic ensemble, unlike existing glaucoma

detection methods that employ a static ensemble of deep feature extractors.

Specifically, three different aggregation operators (OWA, WPM, and EXM) are

used to fuse the predictions of individual SVMs trained on the top of deep feature

extractors.

It should be noted that these 3 operators permit the parametrization

of the degree of compensation between high and low scores in the

aggregation. In this case, the aggregated values are the activation levels

of the individual glaucoma classifiers for a particular decision class. This

study tested three different polarities (conjunctive/simultaneity/no compensation,

disjunctive/replaceability/full compensation, and average=medium compensation).

In this way, these aggregation procedures can adapt the weight given to each input

classifier at each point, depending on the consistency among the conflicting glaucoma

predictions of each SVM classifier. The chapter shows that this approach gives more

accurate glaucoma detection results.

4.2 Related Work

Several deep learning-based CAD systems have recently been proposed to diagnose

glaucoma automatically. The related work of glaucoma detection systems can
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be categorized into the calculation of CDR, CNN-based glaucoma detection, and

ensemble-based glaucoma detection. Below, we briefly discuss these methods’ current

state of the art.

4.2.1 CDR-based Glaucoma Detection

Table 4.1 presents and summarizes different CDR-based glaucoma detection related

studies. [66] used trainable computer vision algorithms to estimate the vertical CDR

(VCDR) value in retinal fundus images. They set the following rule for glaucoma

detection: if the VCDR value is higher than or equal to 0.7, the fundus image is

classified as glaucoma. Based on this rule, they achieved a mean VCDR difference

of 0.11 and an AUC of 93.0% on a total of 850 test images from eight datasets. [31]

summarized the REFUGE dataset challenge of glaucoma assessment from fundus

image. The top-ranked team, CUHKMED, used an ensemble model for segmenting

Table 4.1: Summary of CDR-based glaucoma detection methods

Study Result Used Datasets Year
Guo et al. [66] AUC = 93.0% 850 images of Eight datasets 2019
Orlando et al. [31] AUC = 98.9% ,Sen = 97.5% REFUGE 2020
Hemelings et al. [67] AUC = 94.0, 87.0% Private UZL and REFUGE 2021
Harvella et al. [68] AUC = 97.6%, 94.7% REFUGE and DRISHTI-GS 2021

the OD and OC, and then they computed the VCDR of the two segmented ellipses

of OD and OC. They achieved an AUC (i.e., area under the receiver operating

characteristic curve) and sensitivity of 98.9 and 97.5%, respectively. [67] proposed

a deep learning-based method for glaucoma detection by estimating VCDR. With

a test dataset of 4765 images, they obtained 94.0 and 87.0% of AUC with UZL

and REFUGEE datasets for glaucoma detection. [68] proposed a multi-task deep

learning-based network for glaucoma classification directly and OD/OC segmentation

to calculate the absolute difference between the predicted and ground truth VCDR.

REFUGE and DRISHTI-GS datasets achieved AUC values of 97.6 and 94.7%,
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respectively.

4.2.2 CNN-based Glaucoma Detection

Table 4.2 presents and summarizes different CNN-based glaucoma detection related

studies. [69] employed a fine-tuned VGGNet CNN with an SVM classifier to predict

glaucoma. Fundus images collected from Taipei Veterans General Hospital and

DRISHTI-GS test dataset (187 images) were used for assessing the proposed method,

achieving accuracy rates of 95.0% and 80.3%, respectively. [70] proposed a 13-layer

deep CNNs for glaucoma diagnosis. With a total of 1113 fundus images (660 normal

and 453 glaucomatous images), they obtained an accuracy of 93.9%. [60] fine-tuned

five pre-trained deep CNNs, namely, standard CNN, VGG19, GoogleNet, ResNet50,

and DENet, for glaucoma prediction and used the whole fundus image as an ROI.

They obtained an AUC value of 94.0% with a test set containing 124 glaucoma and

455 normal images.

[62] aggregated the predictions of two networks. The first network estimates the CDR

value from the localized OC and OD in the fundus images. The second network

Table 4.2: Summary of CNN-based glaucoma detection methods

Study Result Used Datasets Year
Ko et al. [69] ACC = 95.0%, 80.3% Private dataset, Drishti-GS 2020
Ajitha et al. [70] ACC = 93.9% Mixed of four datasets 2021

Gomez Valverde et al. [60] AUC = 94.0%
RIM-ONE, DRISHTI-GS, and
ESPERANZA Private dataset

2019

Civit-Masot et al. [62] ACC = 88%, AUC = 96%
Mixed of DRISHTI-GS1 and
RIM-ONE

2020

extracts texture features from fundus images to predict glaucoma. With a mixed

dataset from DRISHTI-GS1 and RIM-ONE, they obtained an accuracy of 88% and

AUC of 96%.
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4.2.3 Ensemble-based Glaucoma Detection

Table 4.3 presents and summarizes different Ensemble-based glaucoma detection

related studies. [64] proposed a two-step glaucoma detection system. They

employed a modified DeepLabv3+ architecture to detect OD in the first step. In

the second step, they evaluated three glaucoma classification approaches: fine-tuning

pre-trained CNNs, CNN features with SVM, and the ensemble of the best models

of the previous approaches. They found that the ensemble model yields the best

Table 4.3: Summary of Ensemble-based glaucoma detection methods

Study Result Used Datasets Year

Sreng et al. [64]
ACC = 97.37, 90.00, 86.84,
95.8 and 99.53%

RIM-ONE, ORIGA, DRISHTI-GS1,
REFUGE, and ACRIMA

2020

Deepa et al. [65] AUC = 98.9% ,Sen = 97.5%
Mixed of DRISHTI-GS, DRIONS-DB,
and HRF datasets

2021

Diaz-Pinto [63]
AUC = 76.78, 83.54, 80.41,
85.75, and 77.39%

ACRIMA, HRF, DRISHTI-GS1,
RIM-ONE, and sjchoi86-HRF

2019

detection results: accuracy rates of 97.37, 90.00, 86.84, 95.8, and 99.53% with

RIM-ONE, ORIGA, DRISHTI-GS1, REFUGE, and ACRIMA datasets, respectively.

[65] employed the maximum voting strategy to fuse the predictions of three fine-tuned

models (GoogLeNet, VGGNet-16, and ResNet50). They tested their method on a

mixture of DRISHTI-GS, DRIONS-DB, and HRF datasets, achieving accuracy rates

of 88.96%. [63] presented an ensemble method by averaging five different CNN

models (InceptionV3, XceptionNet, VGG16, VGG19, and ResNet50) to distinguish

between glaucomatous and healthy eye fundus images. They evaluated their

method on ACRIMA, HRF, DRISHTI-GS1, RIM-ONE, and sjchoi86-HRF datasets,

obtaining AUC values of 76.78, 83.54, 80.41, 85.75, and 77.39%, respectively.

Most exiting ensemble-based glaucoma detection methods employ static weights

to construct the ensemble model [64; 65; 63]. The use of aggregation strategies that

employ static weights may not be appropriate for practical situations because they

do not embed the importance of the predictions of individual glaucoma classifiers in
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different cases.

4.3 Glaucoma Detection System

The architecture proposed in this chapter for glaucoma detection is illustrated in

Figure 4.2. It involves three main stages: 1) detection of ROI, 2) building accurate

individual glaucoma classifiers based on different deep CNNs and transfer learning

approaches, and 3) constructing an efficient aggregation method based on fuzzy

aggregation operators to merge the predictions of individual glaucoma classifiers

dynamically. Below, we explain each stage in the proposed system in detail.

Input Image
localized OD

Encoder Decoder

OD ROI detection model

D
eep transfer

learning m
odels

Aggregation
Glaucoma

Healthy

Stage 1

Stage 2Stage 3

Figure 4.2: Workflow of the proposed glaucoma detection system.

4.3.1 Stage 1—ROI Detection

The OD region contains the essential characteristics for emphasizing glaucoma, so

there is no need to use the whole eye fundus image in the glaucoma classification

process. For this reason, the OD ROI detection stage is critical for glaucoma

prediction and helps fasten the classification process. Therefore, an efficient OD ROI

detection method is required to localize the OD region in the fundus images precisely.
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This chapter proposes an OD ROI detection model based on deep GSCs [47]. As

shown in Figure 4.3, the OD ROI detection model is Unet with a GSC mechanism

in each decoder block. It has five encoder blocks with two convolutional layers and

five decoder blocks with four convolutional layers. Figure 4.4 presents the GSCs

256×384×32

128×192×64

64×96×128

32×48×256

8×12×512

16×24×512

Gated Skip Block

GSCs mechanism

GSCs mechanism

GSCs mechanism

Output layer

8×12×1024

GSCs mechanism

GSCs mechanism

256×384×2

128×192×32

64×96×64

32×48×128

16×24×256
16×24×512

32×48×256

64×96×128

128×192×64

256×384×32

256×384×3

Conv2D 3×3

ReLU

BN

Maxpooling

Encoder Block

Decoder Block

Inpud image Localized OD 

Figure 4.3: OD ROI detection model based on deep GSCs. BN stands for batch normalization.

mechanism of each decoder block. The GSCs mechanism receives feature maps

from the corresponding encoder layers. It concatenates them with the feature maps

produced by the previous block (either the bottleneck block or a decoder block). We

express these feature maps as T1, T2. T1 ∈ Rh×w×f , T2 ∈ Rh/2×w/2×2f . T2 feeds to

ConvTrans2D transposed convolution layer with a kernel size of 3 × 3 to produce
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feature maps T̂2. T̂2 and T1 should have equal sizes to perform the concatenation

process as follows:

C = φ1×1([T1||T̂2]) (4.1)

In this expression, φ1×1 stands for the convolution operation with a kernel size

of 1 × 1 and || refers to the concatenation operation. C feature maps pass to a

sigmoid activation function to generate the weights ϑ, which helps to improve the

discrimination between the OD ROI pixels and background pixels. These weights

multiply by T1 and add the result to T̂2 as follows:

D = ϑ(C) · T1 + T̂2 (4.2)

After that, the improved feature maps, D, are fed into four convolution layers with

the same architecture as the convolution layers of the encoder network. Final decoder

h × w × f

Conv2DTrans

h/2 × w/2 × 2f (T2)

Concat

h × w × f

h × w × f

h × w × f

h × w × f

Conv2D 1×1, 1
and sigmoid
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ReLU
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h × w × f

h × w × f
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d 
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N
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Input from encoder block
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from previous decoder block
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to output layer

Figure 4.4: Illustration of gated skip connections mechanism (Decoder block).
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block fed to a Conv2D as output layer with a kernel size of 1 × 1 followed by a

sigmoid activation function to predict the OD ROI. The output is a binary image

that includes the OD ROI and has a size identical to the size of the input image

size (384 × 256). The implementation of GSCs is available at https://github.com/

Mohammed-Horbi/GSCs/blob/main/UnetGatedSkipConnection-UnetGSCs.py

4.3.2 Stage 2—Constructing Glaucoma Classifiers Using

Deep Transfer Learning

Figure 4.5 shows the second stage of the proposed glaucoma detection system, i.e.,

the construction of accurate individual glaucoma classifiers based on different deep

CNNs and transfer learning approaches. The input to this stage is the OD ROI

detected in the first stage. We employ several pre-trained deep CNNs and transfer

learning techniques to extract glaucoma-relevant features.

Feature
Vector#2

DL Learning Transfer Set

Localized OD
SVM

SVM

SVM

Deep Learning
Extractor#1

Deep Learning
Extractor#2

Deep Learning
Extractor#N

Feature
Vector#N

Feature
Vector#1

Healthy

Glaucoma

pn

p2

p1

Figure 4.5: Constructing individual glaucoma classifiers based on different deep CNNs and SVM.

Specifically, we assessed the efficacy of 11 efficient deep feature extractors:

MobileNet, InceptionV3, DenseNet201, InceptionResNetV2, VGG16, VGG19,

Xception, NASNetMobile, ResNet50, ResNet50V2, and ResNet101V2. All of these

networks are ImageNet pre-trained CNNs. Table 4.4 summarized the input image
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size and the number of parameters of each deep feature extractor. Below, we

briefly describe each deep feature extractor. All pre-trained models are available

at https://keras.io/api/applications.

• VGG architectures [13]—VGG16 and VGG19 are two networks that use a

set of 3×3 convolutional layers stacked on top of each other in an increasing

depth. Reducing volume size is handled by max pooling. A softmax classifier

then follows two fully-connected layers, each with 4,096 nodes. In the case of

VGG16, and VGG19, 16 and 19 stand for the number of network layers.

• ResNet architectures [14], [15]—ResNet models are much deeper than

VGG16 and VGG19. ResNet architectures depend on a collection of

micro-architecture building blocks (along with standard Conv and pooling

layers). Using the residual module in these architectures eases propagating

the feature maps from one block to another. Many ResNet architectures are

available, such as ResNet50, ResNet50V2, and ResNet101V2. Each ResNet

architecture has a small difference in the internal construction and number of

layers than other architectures.

• DenseNet201 [17]—The architecture of DenseNet is fairly similar to ResNet,

with some fundamental differences. ResNet uses an additive method that

merges the previous layer with upcoming layers. In contrast, DenseNet

concatenates each layer and obtains additional inputs from all preceding layers,

and passes its feature maps to all subsequent layers. Here, 201 stands for the

number of network layers.

• InceptionV3 [71]—Like the ResNet architecture, InceptionV3 is based on

a collection of micro-architecture building blocks. In this architecture,

the Inception module produces multi-level features by applying different

convolutions like 1×1, 3×3, and 5×5 within the same module on the input

feature maps. Then, the outputs of filters are stacked along the channel
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dimension before feeding them into the next layer of the network.

• Xception [72]—This network is very similar to the Inception network, which

relies on ResNet architecture. However, In Xception architecture, depthwise

separable convolutions are employed rather than the standard Inception

modules to reduce the model weight and be much more efficient in computation

time.

• MobileNet [16]—This convolutional neural network is designed for mobile and

embedded vision applications. It uses Depth-wise convolution and Point-wise

convolution to build light weight deep neural networks with low latency

for mobile and embedded devices. In addition, it has two different global

hyperparameters to reduce the computational cost further effectively. One is

the width multiplayer, and another is the resolution-wise multiplayer.

• InceptionResNetV2 [73]— This network architecture includes 164 layers

deep CNNs based on a merging Inception structure and the Residual

connection. In the Inception-Resnet block, multiple-sized convolutional filters

are combined with residual connections. Using residual connections avoids the

degradation problem caused by deep structures and reduces the training time.

• NASNetMobile [74]—It is based on a scalable CNN network. It consists

of basic building blocks optimized by reinforcement learning. Each block has

several separable convolutions and pooling. The blocks of NASNetMobile can

be repeated multiple times according to the required capacity of the network.

NASNetMobile has 12 blocks to reduce the training time significantly without

sacrificing performance.

It should be noted that the optic disc ROI is resized to the exact size of the input

image of each deep feature extractor before extracting the features. Transfer learning

is performed by training the SVM classifier on the top of each deep feature extractor

to differentiate between glaucoma and healthy cases. The top-performing SVM
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Table 4.4: Summary of the input image size and the number of parameters of the deep feature
extractors.

Deep Features
Extractor

Input Size Parameters

MobileNet [16] 224 × 224 3,228,864
InceptionV3 [71] 299 × 299 21,802,784
DenseNet201 [17] 224 × 224 18,321,984
InceptionResNetV2 [73] 299 × 299 54,336,736
VGG16 [13] 224 × 224 14,714,688
VGG19 [13] 224 × 224 20,024,384
Xception [72] 299 × 299 20,861,480
NASNetMobile [74] 224 × 224 4,269,716
ResNet50 [14] 224 × 224 23,587,712
ResNet50V2 [15] 224 × 224 23,564,800
ResNet101V2 [14] 224 × 224 42,626,560

classifiers are selected to be aggregated in the third stage. The SVM algorithm

has achieved outstanding results with various CAD systems [75; 76]. It finds a

decision surface, i.e., a hyperplane, to differentiate between glaucoma and healthy

samples. Each glaucoma detection dataset includes a labeled training set having the

form [(Im1, L1), . . . , (Imi, Li), . . . , (ImT , LT )], where Imi is the fundus image,

Liϵ[−1, 1] is the label (i.e., healthy or glaucoma), T is the number of training images.

Each deep feature extractor receives the training images [Im1, Im2, . . . , ImT ] and

generates feature vectors [F1, F2, . . . , Fi, . . . , FT ], where Fi ∈ RNg , Ng is the number

of features generated by the deep feature extractor g, and i = 1, 2, . . . , T

The SVM algorithm solves the optimization problem expressed in Eq. (4.3) to

find the decision boundary that discriminates the glaucoma features from the healthy

ones in the feature space.

∥ω∥2ω + C

k∑
i=1

ξi where Li(ω
TFi +B0) ≥ (1− ξi), ξi ≥ 0 (4.3)

Here, the soft margin parameter C is employed to decide how much is required to

mitigate the misclassification of each image in the training set, ω is a weight vector,
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ξ is a degree of flexibility to the algorithm when fitting the training data, and B0 is

the bias. In the non-linear SVM, the extracted features are mapped into a higher

dimensional space using a kernel function:

K(Fi, Fj) = (ΦT (Fi) · Φ(Fj)) (4.4)

In this study, we evaluated the performance of the linear kernel K(Fi, Fj) = Fi · Fj,

the polynomial kernel, and the radial basis function (RBF) kernel, finding that the

linear kernel yields the best results.

4.3.3 Stage 3– Aggregation based on Fuzzy Operators

To fuse the probabilities of n SVM classifiers (p1, p2, . . . , pn) into one consensus value

P , we use an aggregation function A:

P = Aw (p1, p2, . . . , pn) (4.5)

where w includes the weights of the n SVM classifiers. It should be noted that most

exciting ensemble-based glaucoma detection methods use static weights to construct

a glaucoma ensemble classifer [64; 65; 63]. However, aggregation mechanisms that

depend on static weights may not be appropriate for practical situations because

they ignore the importance of the predictions of individual glaucoma classifiers

(p1, p2, . . . , pN) when constructing the ensemble. Unlike existing ensemble-based

glaucoma detection methods, we propose the use of fuzzy operators in the aggregation

function A, noting that the use of a gradable operator is more appropriate, effective,

and it suitably reflects the natural decision-making process.

Specifically, we use the three popular yet robust andness-directed aggregators: OWA,

WPM, and EXM. Such aggregators can generate dynamic weights to determine the
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degree of simultaneity (i.e. trade-off between conjunction and disjunction) in the

aggregation stage. OWA depends on fuzzy linguistic quantifiers [28], while WPM

and EXM use an internal parameter to control the trade-off between hard and soft

conjunctiveness and disjunctiveness [26]. OWA, WPM, and EXM are explained in

details in Section 2.2.

We have used the three quantifiers of OWA (Q1, Q2, and Q3) for aggregating the

probability values obtained with the different SVM classifiers for each class. In

addition, for the WPM and EXM, It is worth noting that an α ≥ 0.5 determines

the threshold between hard and soft conjunction, whereas α < 0.5 is the threshold

for hard/soft disjunction. An α value of 0.75 represents medium partial conjunction.

The aggregations are applied to each image classified by the SVMs.

We must note that other more general aggregation operators, like the Choquet

integral, could be used. Choquet integral adds the possibility of giving different

importance to coalitions of input sources (using a fuzzy capacity measure). However,

we did not consider Choquet integral in this study for the following reasons. 1) In

the aggregation approach of this chapter, we are not interested in giving different

importance to subsets of the individual glaucoma classifiers. 2) when using Choquet,

the number of parameters increases exponentially with the number of inputs, and

it usually requires a different learning stage to find the appropriate fuzzy capacity

measure. This additional complexity is not needed for the aggregation in this work.

4.4 Experimental Results

This section outlines the experiments carried out to assess the performance of the

proposed model, including a description of the datasets, the experimental setup, and

an analysis of the outcomes.
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4.4.1 Datasets

In this chapter, the efficacy of the proposed system for OD detection and glaucoma

prediction was evaluated by three public datasets: DRISHTI-GS1, RIM-ONE-r2, and

REFUGE. Besides, for the OD detection task, the in-house fundus image dataset,

which was collected from Hospital Universitari Sant Joan de Reus (SJR), was also

used. The four datasets have been described in Section 2.3.

4.4.2 Experimental Setup

We employed data augmentation techniques to increase the training dataset size of

all datasets. This step helps enhance the generalization process of OD ROI detection

and glaucoma detection models. For OD ROI detection models, the training data of

each dataset is increased by 16 times with randomly chosen augmentation techniques

like flipping, different rotation angles, and brightness. Then, both images and the

corresponding ground truths are resized to 256 × 384 to make the training process

faster. For glaucoma detection models, each dataset is increased by 4 times for

training, using horizontal and vertical flipping and rotation angles of 90◦, 270◦ and

resized the input images to 64× 96. The validation set is employed to determine the

best checkpoint of the trained models. As these datasets are unbalanced, we consider

balancing the number of augmented images of healthy and glaucoma classes.

4.4.3 OD ROI Detection Results

Figure 4.6 illustrates some results of the proposed OD ROI detection model based

on GSCs architecture. As shown, GSCs can correctly localize OD in fundus images

of healthy and glaucoma cases. To demonstrate the efficacy of the proposed OD ROI

detection model, we compare it with nine other promising deep learning networks:

Unet, DoubleU-Net, DeepLabV3+, CGNet, ERFNet, SegNet, ESNet, LinkNet, and
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Normal
Images

Glaucoma
Images

Figure 4.6: Examples of optic disc detected by GSCs.

SQNet models. All models follow the encoder-decoder architecture except CGNet.

Each optic disc ROI detection model is briefly described in 3.2.1. Each OD ROI

Table 4.5: Performance comparison on SJR dataset.

Models
Evaluation Metrics
IOU(%) Dice(%)

GSCs 95.1 94.9
DoubleU-Net 94.4 94.2
DeepLabV3+ 94.1 93.8
U-Net 92.4 91.8
LinkNet 92.4 91.8
SQNet 91.9 91.2
ESNet 91.9 91.2
CGNet 91.6 90.8
ERFNet 91.5 90.7
SegNet 90.5 89.4

detection model is trained with the binary cross-entropy loss function, 50 epochs,

Adam optimizer with a learning rate of 0.001, and a batch size of 4 images. Figure

4.7 (top) shows the OD ROIs detected by different models: the proposed optic model,

Double-UNet, and SegNet.

The green color stands for under-segmentation for the OD region, meaning

a part of the OD region is cropped and will not be included in the resulting

OD ROIs. The red color stands for over-segmentation for the OD region. As

shown in Figure 4.7 (bottom), over-segmented OD leads to a larger ROI, whereas
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under-segmented OD leads to a smaller ROI. The under-segmentation of the OD

GSCs DoubleU-NetInput Image

Correctly segmented ODOver-segmented OD Under-segmented OD

SegNet

Figure 4.7: Examples of under and over-segmented optic disc detected by GSCs.

region can degrade the performance of the glaucoma detection system. Here, we

compute the IOU and Dice scores of each OD ROI detector to check if there is over

or under-segmentation of the OD region. IOU and Dice are two standard measures in

image segmentation. Table 4.5 demonstrates that the proposed GSCs model achieves

the best segmentation result compared to other models. It obtains IOU and Dice

scores close to 95%. The Double-UNet obtains an IOU score of 94.4%, while SegNet

obtains the lowest Dice and IOU scores. Such a model produces over-segmentation

and under-segmentation of OD in many fundus images. The excellent IOU and

dice scores obtained by GSCs mean that it has very few over-segmentation and

under-segmentation cases. This will yield more accurate OD ROIs, as shown in

Figure 4.7 (bottom).

4.4.4 Evaluating the Individual Glaucoma Classifiers

Table 4.6 presents the glaucoma detection results of the 11 state-of-the-art deep

feature extractors: MobileNet, InceptionV3, ResNet50, ResNet50V2, DenseNet201,

InceptionResNetV2, VGG16, VGG19, Xception, NASNetMobile, and ResNet101V2.

With the DRISHTI-GS1 dataset, ResNet50V2 and DenseNet201 models obtain the
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highest accuracy (90.2%). ResNet50V2 also achieves an AUC and specificity of

89.9 and 84.6%, respectively. In the case of the REFUGE dataset, ResNet101V2

Table 4.6: Performance of individual glaucoma classifier.

Deep Features
Extractor

DRISHTI-GS1 REFUGE RIM-ONE
ACC AUC Sen Spe ACC AUC Sen Spe ACC AUC Sen Spe

MobileNet 80.4 81.2 89.5 53.9 87.0 89.2 82.5 87.5 96.4 98.1 95.0 97.4
InceptionV3 80.4 80.8 89.5 53.9 85.5 92.6 85.0 85.6 93.4 98.1 96.7 90.9
ResNet50 84.3 83.8 92.1 61.5 82.5 87.2 70.0 83.9 88.3 92.3 88.3 88.3
ResNet50V2 90.2 89.9 92.1 84.6 87.3 92.5 82.5 87.8 95.6 99.9 100 92.2
DenseNet201 90.2 83.6 94.7 76.9 86.8 88.8 75.0 88.1 92.0 98.4 96.7 88.3
InceptionResNetV2 82.4 82.0 84.2 77.0 91.8 91.9 75.0 93.6 94.9 99.5 98.3 92.2
VGG16 84.3 84.0 97.4 46.2 76.8 86.1 77.5 76.7 90.5 96.2 91.7 89.6
VGG19 82.4 83.4 84.2 76.9 71.5 81.8 82.5 70.3 90.5 95.6 91.7 89.6
Xception 78.4 75.9 89.5 46.2 87.8 90.9 70.0 89.7 93.4 97.8 95.0 92.2
NASNetMobile 84.3 87.5 84.2 84.6 86.0 91.3 77.5 86.9 92.0 93.9 85.0 97.4
ResNet101V2 82.4 88.1 86.8 69.2 92.3 92.2 80.0 93.6 97.1 99.5 96.7 97.4

obtains accuracy and specificity rates of 92.3 and 93.6%, respectively, which

are much better than the scores of all other models except InceptionResNetV2.

InceptionV3 achieves AUC and sensitivity rates of 92.6 and 85%, respectively, which

are 0.4 and 2.5 points higher than the second-best models. With the RIM-ONE

dataset, ResNet101V2 obtains an accuracy of 97.1% and specificity of 97.4%, while

ResNet50V2 obtains AUC and sensitivity close to 100%. Figure 4.8 presents

the ROC curves of the top-five individual glaucoma classifiers with each dataset.

This analysis demonstrates that there is no superior deep feature extractor or

individual glaucoma classifier. Based on our experiments and as shown in Figure

4.8, we notice that the top-performing individual glaucoma classifiers with the

DRISHTI-GS1 dataset achieve sustainable performance with all datasets. Hence,

we employ ResNet50V2, ResNet101V2, NASNetMobile, DenseNet201, and VGG16

to build the ensemble based on fuzzy aggregation operators.

4.4.5 Evaluating the Aggregation Methods

As mentioned in Section 4.4.4, five individual glaucoma classifiers are aggregated

using the fuzzy operators; thus, m = 5 in Equations 2.6 and 2.7. Table 4.7 presents
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Figure 4.8: ROC curves of the top-five individual glaucoma classifiers with DRISHTI-GS1,
RIM-ONE, and REFUGE datasets.

the values used in WPM (Equation 2.6) and EXM (Equation 2.7). Two cases

are tested: average partial disjunction (DA) with α = 0.25 and average partial

conjunction (CA) with α = 0.75. For OWA, three cases are tested: Q1 (with

andness α = 0.2), Q2 (with α = 0.8) and Q3 (with α = 0.55). In this study, we

Table 4.7: Values of r5(α) and t5(α) used in WPM and EXM [1].

Method
Global

Aggregators Params r5/t5 values
Andness Orness

WPM 0.25 0.75 DA
r5

5.1113
0.75 0.25 CA -0.7054

EXM
0.25 0.75 DA

t5
6.5074

0.75 0.25 CA - 6.5074

consider that an operator is conjunctive when andness is greater than 0.5, which
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means that orness is lower than 0.5. As we explained in Section 4.3.3, andness and

orness are measured with the Yager definition [28]. For WPM and EXP, we use the

definitions of Dujmovic [26]. Tables 4.8, 4.9, and 4.10 present the performance

of three glaucoma detection systems based on three different aggregation methods

(OWA, WPM, and EXM) with DRISHTI-GS1, RIM-ONE, and REFUGE datasets.

Values in bold highlight the best values in accuracy and AUC for each dataset. The

Table 4.8: Results of different OWA’s policies of best five aggregated models of glaucoma
classification.

OWA Policy Dataset ACC AUC Sen Spe

At least half, Q1

DRISHTI-GS1 84.3 92.3 100 38.5
REFUGE 85.3 96.6 95.0 84.2
RIM-ONE 94.9 99.8 100 90.9

As many as possible, Q2

DRISHTI-GS1 88.2 94.7 84.2 100
REFUGE 94.3 96.2 65.0 97.5
RIM-ONE 97.8 99.8 96.7 98.7

Most, Q3

DRISHTI-GS1 90.2 95.3 92.1 84.6
REFUGE 94.0 96.3 77.5 95.8
RIM-ONE 95.6 99.8 96.7 94.8

results of each dataset will now be commented focusing on sensitivity and specificity

indices, as they are two essential indicators in healthcare applications. With the

DRISHTI-GS1 dataset, the Q1 disjunctive policy obtains a sensitivity rate of 100%

but quite a low specificity. The Q2 conjunctive policy gives the opposite result, with

a specificity rate of 100% and a lower sensitivity. In this case, the Q3 policy (soft

conjunction) obtains the highest accuracy of 90.2 and AUC of 95.3, which is closer

to an arithmetic average.

Table 4.9: Results of different WPM’s alpha values of best five aggregated models of glaucoma
classification.

Dataset
Metrics of WPM, α = 0.25 Metrics of WPM, α = 0.75
ACC AUC Sen Spe ACC AUC Sen Spe

DRISHTI-GS1 84.3 92.1 100 38.5 86.3 93.9 84.2 92.3
REFUGE 81.8 96.5 97.5 80.0 94.0 96.2 67.5 96.9
RIM-ONE 91.4 99.7 100 84.4 97.1 99.8 96.7 97.4
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Table 4.10: Results of different EXM’s alpha values of best five aggregated models of glaucoma
classification.

Dataset
Metrics of EXM, α = 0.25 Metrics of EXM, α = 0.75
ACC AUC Sen Spe ACC AUC Sen Spe

DRISHTI-GS1 84.3 91.9 100 38.5 84.3 93.5 81.6 92.3
REFUGE 83.8 96.6 97.5 82.2 94.0 96.2 62.5 97.5
RIM-ONE 92.0 99.8 100 85.7 97.1 99.8 96.7 97.4

We observe a similar behavior with WPM and EXP, where the best performance

indicators are given in the conjunctive models. At the same time, very low and

unacceptable specificity is obtained in the disjunctive case (38.5). It indicates that it

is better an aggregation that gives the final classification mask from the conjunctive

aggregation of most of the 5 deep learning models.

In the REFUGE dataset, the Q2 conjunctive policy yields the best glaucoma

segmentation results (accuracy of 94.3% and AUC of 96.2%). WPM and EXM

with conjunctive model give similar quality results (accuracy of 94.0% and AUC

of 96.2%). Analogous results are obtained with the RIM-ONE dataset. The OWA

with conjunctive Q2 leads to an accuracy of 97.8% and AUC of 99.8%, which are

much better than other aggregation methods. Very close results are obtained with

a conjunctive WPM and EXM.

In conclusion, we can say that the conjunctive aggregation models give better

results than the disjunctive ones. A compensatory approach that focuses only

on a small subset of the deep learning-based glaucoma classification models is

insufficient to have good accuracy. The disjunctive policy gives low specificity values

because it overestimates the positives (including false positives). The conjunctive

approach, which considers the majority output of the deep learning-based glaucoma

classification models, produces better results in the three datasets.

It should be noted that the accuracy and AUC for the two case models (CA

and DA) are almost the same in the three aggregation operators. So, they are

equivalent when the same andness level is fixed. Any of the 3 operators could be
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used in the ensembling stage. This analysis concludes that OWA with Q2 is the best

configuration for REFUGE and RIM-ONE and a low conjunctive policy using Q3 for

DRISHTI-Gs.

Dataset/

Aggregator Best OWA Best WPM Best EXM

DRISHTI

REFUGE

RIM-ONE

Figure 4.9: ROC curves for (left) OWA, (middle) WPM, and (right) EXM for the three datasets.

Figure 4.9 presents the ROC curves of the glaucoma CAD systems based on

(left) OWA, (middle) WPM, and (right) EXM. These plots help to visually evaluate

the performance of the OWA, WPM, and EXM ensemble methods. As we can see

in the ROC curves, the glaucoma CAD systems based on the OWA aggregation

policies maintain high detection results with the three datasets. Figure 4.10 shows

the Bland-Altman plots for glaucoma prediction results of each aggregation method

with DRISHTI-GS1, REFUGE, and RIM-ONE datasets. Bland-Altman plots show

the difference between predictions of the proposed CAD system and ground truth.

The solid line stands for the mean difference, and the dashed line stands for the

standard deviation. The best aggregation policies are compared for each operator.
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With DRISHTI-GS1, the 95% confidence interval of the mean difference of OWA,

WPM and EXM are −0.59 to +0.63, −0.60 to +0.80, −0.62 to +0.86, respectively.

In the case of REFUGE, the widest interval of the mean difference is achieved with

EXM (−0.46 to +0.49). RIM-ONE has intervals of the mean difference narrower

than DRISHTI-GS1, REFUGE, where the narrowest interval of the mean difference

is achieved with OWA (−0.28 to +0.30). This analysis demonstrates the reliability

and agreement of the results of the three aggregation methods.

This analysis concludes that OWA with a conjunctive policy (from now on,

denoted Conj-OWA) yields the best results. In turn, WPM and EXP give almost

the same results.

Dataset/

Aggregator Best OWA Best WPM Best EXM

DRISHTI

REFUGE

RIM-ONE

Figure 4.10: Bland-Altman plots for glaucoma prediction results of each aggregation method with
DRISHTI-GS1, REFUGE, and RIM-ONE datasets.
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4.4.6 Comparison with Other Aggregation Methods

Table 4.11 presents a comparison between the proposed aggregation method,

Conj-OWA, and other aggregation approaches: arithmetic mean and median. In

Table 4.11: ACC for different aggregation methods

Dataset Conj-OWA Mean Median
DRISHTI-GS1 90.20 84.30 90.20
REFUGE 94.30 93.30 93.80
RIM-ONE 97.80 95.60 96.40

the case of the DRISHTI-GS1 dataset, our proposed method obtained an accuracy

5.9 points higher than the mean aggregation method and produced the same result

as the median aggregation method. Moreover, in the case of the REFUGE database,

our proposed method achieves accuracy rates 1 and 0.5 higher than the mean and

median aggregation methods. With the RIM-ONE database, it obtains accuracy

rates of 1.20 and 1.40, higher than the other aggregation methods.

4.4.7 Comparison with Existing Methods

Table 4.12 compares the proposed glaucoma detection system with existing methods

on three different datasets. With the DRISHTI-GS1 dataset, the proposed method

with the conjunctive OWA aggregation (i.e., Conj-OWA ensemble) achieved an

accuracy higher than 90%, which is 0.2 points better than the accuracy of the method

proposed by [64]. Besides, the proposed method outperforms all methods in terms

of AUC, sensitivity, and specificity.

In the case of the REFUGE dataset, the proposed method obtained glaucoma

detection results on par with the existing methods, and it achieved a specificity higher

than 97%. However, [31] achieved the best AUC value with the REFUGE dataset.

[68] obtained 97.6%, which is better than our proposed method. Nevertheless,

they used a multi-task and complex deep learning network with a multi-adaptive

optimization which requires additional memory. In the case of RIM-ONE, we
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Table 4.12: Performance of the proposed system for glaucoma detection. Here, (-) stands for ’not
reported’, and ’Conj-OWA ensemble’ stands for the conjunctive OWA aggregation.

Datasets Method
Performance Measures (%)
ACC AUC Sen Spe

DRISHTI-GS1

Chakravarty et al. [77] 76.8 78.0 - -
Diaz-Pinto et al. [63] 75.3 80.4 74.2 71.4
Sreng et al. [64] 90.0 92.1 - -
Hervella et al. [68] - 94.7 - -
Conj-OWA ensemble 90.2 95.3 92.1 84.6

REFUGE

Orlando et al. [31] - 98.9 97.5 -
Sreng et al. [64] 95.8 94.3 - -
Hervella et al. [68] - 97.6 - -
Conj-OWA ensemble 94.3 96.2 65.0 97.5

RIM-ONE

Gomez-Valverde et al. [60] - 94.0 87.0 89.0
Diaz-Pinto et al. [63] 71.2 85.8 79.3 79.9
Sreng et al. [64] 92.1 99.0 - -
Conj-OWA ensemble 97.8 99.8 96.7 98.7

achieved an AUC close to 100%. Also, the proposed method beats all other methods

by achieving accuracy, sensitivity, and specificity rates higher than 96%.

4.5 Conclusions

This chapter proposed an efficient CAD system for diagnosing glaucoma based on

fundus images, deep transfer learning, and fuzzy aggregation operators. Specifically,

the proposed CAD system includes three stages: 1) Detection of the region of

interest of the optic disc using an efficient deep learning network, 2) Classification

of images based on different pre-trained deep convolutional neural networks and

support vector machines, and 3) Use of fuzzy aggregation operators to fuse the

predictions of glaucoma classifiers. We used three popular yet robust aggregators:

OWA,WPM, and EXM operators. We assessed the efficacy of the proposed glaucoma

CAD system on three public datasets: DRISHTI-GS1, RIM-ONE, and REFUGE.

The proposed conjunctive OWA aggregation method (Conj-OWA) achieves the best

glaucoma classification results. Specifically, it achieves accuracy values of 90.2, 97.8,

and 94.3% and AUC values of 95.3, 99.8, and 96.2%, respectively, on DRISHTI-GS1,

RIM-ONE, and REFUGE databases.
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Deep Learning-based Models for Exudates

Segmentation in Fundus Images
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5.1 Introduction

In this chapter, we move to Diabetic Retinopathy disease in the eyes. People

with diabetes for a long time and not good health control are prone to suffer

from Retinopathy. DR produces different retinal lesions in the retina due to blood

leakage, such as hard exudates (EX) and soft exudates (SE) [56]. Figure 5.1 shows a

fundus image with EX (box colored in green) and SE (box colored in red). Regular

screening tests are done on diabetic people, taking photos of the eye fundus. Then,

ophthalmologists inspect these images to detect the signs of such lesions. However,

this manual analysis is quite difficult due to the complex structure of lesions, various

sizes, differences in brightness, and the inter-class similarity with other fundus tissues.

In addition, manually detecting tiny lesions consumes a lot of time and effort.

SE

Fundus ImageEX

Figure 5.1: Example of hard exudates (green box) and soft exudates (red box).

Several deep learning-based automated systems have recently been proposed

for segmenting retinal eye lesions. Most of them use CNNs like UNet [12] to

automatically learn representative and high-level features from the input fundus

images to achieve accurate segmentation. For instance, The authors of [78]

proposed CARNet for multi-lesion segmentation. CARNet feeds the whole image
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and patch image into ResNet50 and ResNet101 networks using a single attention

refinement decoder. They used IDRiD, E-ophtha, and DDR datasets for evaluation.

EAD-Net [79] presented a CNN-based system divided into an encoder module, dual

attention module, and decoder module. They evaluated their work on two datasets:

the E ophtha EX dataset for exudates and the IDRiD dataset for four kinds of

lesions. In [80], authors developed a weakly-supervised framework for fundus lesion

segmentation using grayscale and morphological features of lesions and a deep neural

network with an attention mechanism and residual module. They evaluated their

system by 1485 images extracted from the Messidor dataset and labeled by them.

Finally, in [81], authors introduced scale-aware attention with different backbones

to re-weight multi-scale features of decoders dynamically, and they evaluated it on

IDRiD, E-ophtha, and DDR datasets.

Although there are many advantages offered by deep learning techniques,

especially those based on the UNet models, there is still a problem with dealing

with tiny lesions like retinal exudates, so we need to develop a boosted mechanism for

dealing with them. This chapter proposes accurate eye retinal exudates segmentation

models called dual decoder-based network (DDN) and multi-scale based network

(MSN) that take as an input a fundus image and produces its corresponding lesion

mask. The novelties of the proposed deep learning models are the following:

1. DDN uses dual decoders to boost the performance and produce an accurate

mask of the input image. The key component in each decoder is the GSCs

network [47]. The reason behind using the GSCs is the ability to focus on the

decoder’s most valuable feature based on the previous level’s features.

2. The first decoder receives the skip connections from the encoder, where

the second decoder takes the output of the first one as skip connections

in a cascading manner. Hence, although we only use two decoders in this

work, DDN can generalize to any level of cascaded boosted decoders, such

UNIVERSITAT ROVIRA I VIRGILI 
DEEP LEARNING-BASED METHODS FOR EXTRACTING FUNDUS IMAGE 
LANDMARKS AND SIGNS OF EYE DISEASES 
Mohammed Yousef Salem Ali 



74

cascading and composing of multiple layers give the network the ability to

grasp representations of data with multiple levels of abstraction [10].

3. The final output of DDN is obtained by fusing the output of the two decoders,

which can be seen as a kind of online ensembling technique. We mean by online

that the fusion operation is done in both the training and the inference phases.

4. Proposing the use of two effective multi-scale modules to encourage the MSN

network to extract exudate-relevant features from the fundus images. The first

multi-scale module is used at the beginning of the MSN network. It consists

of a combination of 3× 3 and 1× 1 convolution layers. The second multi-scale

module contains an atrous spatial pyramid pooling block used at the neck of

MSN.

5. Integrating a gated skip connection mechanism at the decoder of MSN to help

the network focus on exudates features.

We conducted extensive experiments on the well-known publicly available IDRiD

dataset. DDN and MSN achieved competitive performance in one kind of lesion

compared with the state-of-the-art systems in the IDRiD challenge and outperformed

them in another.

5.2 Exudates Segmentation Methods

In this chapter, we propose two methods for exudate segmentation. The first method

is based on a dual-decoder-based network for exudates segmentation (DDN). The

second method uses a multi-scale network for exudates segmentation (MSN). Below

we introduce each method.
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5.2.1 Dual-decoder based network for exudates

segmentation

This section describes the first proposed method, DDN. Figure 5.2 shows its

architecture. It comprises the following parts: Backbone (colored in blue), also

known as the encoder layer, which aims to encode the input image and produce

feature maps at multiple levels of scales. The neck (colored in purple) is an Atrous

Spatial Pyramid Pooling (ASPP) layer that helps to extract high-resolution features.

Head, also known as decoder layer, a DDN uses a dual-decoder including GSCs

network [47] followed by an output layer. We explain each part of the method in the

following:

• Encoder Layer: we use a ResNet50 [14] encoder that was pre-trained on the

ImageNet dataset as a backbone for our model. We selected this model because

ResNet is the state-of-the-art backbone for many computer vision tasks [78; 82].

The main goal of the backbone in our proposed model is to encode the input

eye fundus image and extract abstracted and meaningful features at different

levels of scales. The key advantage of ResNet50 is the residual connection

which is used to add the output from a previous layer to the next layer, which

helps to avoid the gradient vanishing problem.

• ASPP: The ASPP uses to assist in extracting high-resolution feature maps

and maximize capturing the contextual data of the micro lesions lost across

the encoder multiple-scale. We provide the ASPP [83] as a neck to the link

between the encoder and the decoder blocks.

• Decoder Layer: The main new component of our methodology is the design

of the head part. The proposed method employs a shared ResNet50 encoder

to improve the performance without computation and memory overload and

decoder block for lesions segmentation. The decoder block has the same
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Input Image

Final Predicted Mask

+

ResNet50 Encoder

GSCs Decoder#1 Block - Dec#1

GSCs Decoder#2 Block - Dec#2

Skip Connections

Layer Output

Dec#1 Layer Output


+ Dual Decoders output Fusion / 2.0

256×384×3

256×384×3

ASPP

Backbone

Head

Neck

Figure 5.2: Structure of the DDN framework for Exudates segmentation.

internal GSCs architecture as each decoder side block. Figure 5.3 presents the

GSCs mechanism of each decoder side block. GSCs modified the standard UNet

decoder with a boosted feature maps production to enhance the discrimination

between the lesion and background pixels for exudates segmentation.

DDB has four encoder blocks and four GSCs mechanism blocks for each

decoder side. In dec#1, the GSCs mechanism receives feature maps from the

corresponding ResNet encoder layers. It concatenates them with the feature

maps produced by the previous block (either the ASPP neck block or a previous
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Input from ASPP neck or 

from previous block

Skip Connections from Encoder to Dec#1

or


Output of Dec#1 layer to Dec#2

Conv2D1×1

Conv2D1×1

Layer Output

Sigmoid

Concat

2Conv2D3×3, BatchNorm, Relu

UpSampling2D

2×2

Figure 5.3: Gated skip connections network.

dec#1 block). For dec#2, it receives feature maps from the corresponding

dec#1 layers. Then concatenate them with the previous block’s feature maps

(either the ASPP neck block or a previous dec#2 block). We can express

these feature maps as S1 ∈ Rh×w×f , and S2 ∈ Rh/2×w/2×2f . Then, S2 feeds

to UpSampled2D transposed convolution layer with a kernel size of 2 × 2 to

produce feature maps Ŝ2. Ŝ2 and S1 should have the same width and height

to perform the concatenation process as follows:

C = φ1×1([S1||Ŝ2]) (5.1)

In this expression, φ1×1 stands for the convolution operation with a kernel

size of 1 × 1 and || refers to the concatenation operation. C feature maps are

fed to a sigmoid activation function to generate the weights ϑ, which helps to

improve the discrimination between the lesion and background pixels for EX

segmentation tasks. These weights are multiplied by the sum of S1 and Ŝ2:

D = ϑ · (S1 + Ŝ2) (5.2)
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After that, the improved feature maps of D are fed into two convolution

layers, batch normalization, and Relu activation function. The final output

blocks of both dec#1 and dec#2 are followed by a sigmoid activation function

and fed into a fusion process by the average weighted aggregation to take the

benefits of multiple information sources and generate an optimal joint lesion

segmentation [84]. In addition, the fusion aims to produce one final output

with fewer output channels as follows:

M = (M1 +M2)/2.0 (5.3)

where M stands for the final output of the proposed framework, whereas M1

and M2 indicate the output masks of dec#1 and dec#2, respectively. The

final output mask is a binary image that includes the EX lesions and has a size

identical to the size of the input image size (384× 256).

5.2.2 Multi-scale based Network for Exudates Segmentation

This section describes the second proposal, a multi-scale network for exudates

segmentation (MSN). As shown in Figure. 5.4, it is composed of the following parts:

a multi-scale module at the beginning, which helps enhance image fundus feature

extraction before it comes to the MobileNet backbone (the encoder), and another is

the neck which appears after the encoder. The backbone, the encoder layer, aims to

encode the input image and produce feature maps at multiple scale levels. The neck

is an ASPP layer that helps extract high-resolution features and works as a second

multi-scale. Finally, Head, also known as the decoder layer, GSCs mechanism in

each layer [47] followed by an output layer. Below we introduce each part.

• Multi-scale module at the beginning: The main component of the MSN

method is the design of the multi-scale part of the image before feeding it
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Figure 5.4: Schematic diagram of the MSN network for exudates segmentation in fundus images.

UNIVERSITAT ROVIRA I VIRGILI 
DEEP LEARNING-BASED METHODS FOR EXTRACTING FUNDUS IMAGE 
LANDMARKS AND SIGNS OF EYE DISEASES 
Mohammed Yousef Salem Ali 



80

into the model. MSN maintains the multi-scale of the input image to consider

features from different stages of the image. To extract features, we feed four

copies of the image to a 3 × 3 convolution with different strides to down

scales the image into the same, 1/2, 1/4, and 1/8 of the original image size.

Next, we upsample each scale size to the original size of the input image by

UpSampled2D transposed convolution to make four upscale feature copies of

the downscale images. Then, we use a 1×1 convolution to reduce the dimension

of features from coarser stages to the same as the finest scale. After that,

we use the attention feature fusion to generate a 3D feature and feed it to

the backbone of the model. Moreover, the ASPP neck is another multi-scale

module; we introduced it in section 5.2.1.

• Encoder Layer: a MobileNet [85] encoder pre-trained on the ImageNet

dataset uses as a backbone for our network. We selected this model because

MobileNet is a lightweight deep neural network with higher classification

accuracy and a state-of-the-art backbone for many computer vision tasks [86;

87]. The main goal of the backbone in our proposed model is to encode the

input eye fundus image and extract abstracted and meaningful features at

different levels of scales. The key advantage of MobileNet is the two different

global hyperparameters to reduce the computational cost-effectively. One is

the width multiplayer, and another is the resolution-wise multiplayer. ASPP

follows the encoder as a bridge between the encoder and decoder.

• Decoder Layer: MSN decoder has four GSCs, modified the standard Unet

decoder with a boosted feature maps production to enhance the discrimination

between the exudate and background pixels. The four decoder blocks have the

same internal GSC architecture in each decoder block. GSC is explained in

Section 4.3.1.
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5.3 Experimental Results

This section describes the conducted experiments to evaluate the effectiveness of

the proposed model, including the experimental setup and the ablation study of the

obtained results.

5.3.1 Experimental Setup

We used the popular IDRiD dataset in our experiments [33], which has been

described in Section 2.3. It composed of 81 high-resolution retinal fundus images

of 4288× 2848. Each image contains at least one mask labeled as one of four types

of DR lesions, EX, SE, MA, and HE. The dataset was split into 54 and 26 images

as the training set for the EX and SE, respectively, and the rest of 27 and 14 as the

testing set of EX and SE.

We used the following training pipeline (including some data augmentation

techniques to enrich the data and improve the regularity of the model) to process

the images in the training set. First, each image is divided into four non-overlapped

sub-images, and the corresponding sub-masks are constructed. We ignored the

negative sub-images, i.e., the sub-images only with the background mask. Hence,

each example in the training process is a sub-image with the size of 2144 × 1424

pixels with its corresponding sub-mask. Next, we resized the sub-images and the

sub-masks to 384 × 256. The interpolation mechanism is cubic for the images and

the nearest neighbor for the masks.

After that, we applied flipping, rotation, and Gaussian noise augmentation

techniques for 12 times. The total of training data calculated as: (e.g.,((4×54)−20%

(for validation))×12). We trained each model for 50 epochs using an Adam optimizer

and a batch size of 4. The learning rate is set to 0.001. We sampled a subset (20%)

from the training set and used it as a validation set to save the best checkpoint of
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the trained models. We used the binary cross-entropy as a loss function to train the

models.

During the inference phase, we only resize the input image to 768×512 and perform

a full image segmentation process (i.e., no image splitting or image augmentation is

used during the inference).

5.3.2 Ablation study

In this section, we evaluate the performance of the used methods on the test

set images of the IDRiD dataset of EX and SE. Tables 5.1 and 5.2 present the

performance of EX and SE retinal lesion segmentation models with the IDRiD

dataset. We conduct four different experiments for each EX and SE retinal lesions

Table 5.1: Performance comparison on the IDRiD dataset of EX. Baseline refers to Unet with
MobileNet encoder.

Method Re Pre F1 AUPR
Baseline 65.30 81.33 72.44 80.93
Baseline + GSCs 74.0 81.24 77.45 85.25
DDN 68.30 85.20 75.82 85.30
MSN 75.53 83.54 79.33 87.50

segmentation—Baseline, Baseline + GSCs, DDN, and MSN. The DDN achieves

the best results of Pre of 85.20% for EX and the best Re and F1 of 69.70 and

71.83% for SE lesion segmentation. In contrast, MSN achieves the best results of

Re, F1, and AUPR of 75.53, 79.33, and 87.50% for EX and the Pre and AUPR of

74.32 and 74.65% for SE. In general, DDN and MSN proposed models to achieve

a higher performance than the Baseline and Baseline + GSCs models, Specifically

when we look at the AUPR metric, which is commonly applied in the IDRiD dataset

challenges. At the same time, the MSN outperforms the Baseline, Baseline + GSCs,

and DDN models in both EX and SE lesions segmentation by 87.50 and 74.64%,
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Table 5.2: Performance comparison on the IDRiD dataset of SE. Baseline refers to Unet with
MobileNet encoder.

Method Re Pre F1 AUPR
Baseline 64.41 65.88 65.13 67.48
Baseline + GSCs 61.66 75.94 68.06 69.79
DDN 69.70 74.10 71.83 74.40
MSN 64.14 74.32 68.85 74.65

respectively. In addition, we present some sample masks obtained from the Baseline,

Figure 5.5: BoxPlot of Dice for Hard (top) and Soft (bottom) Exudates segmentation results
(green dashed lines indicate the mean and the oranges indicate the median). All values outside the
whiskers are considered outliers, which are marked with the (◦) symbol.

DDN, and MSN models for SE and EX lesion segmentation models to demonstrate

the efficacy as shown in Figure 5.7. Figure 5.7 shows that the final output masks of

DDN and MSN are better segmented than those final output masks of the baseline
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Figure 5.6: Hard Exudates Segmentation results.

model.

Finally, we show the boxplots of the F1 of the proposed DDN and MSN models,

baseline, and baseline+GSCs. As shown in Figure 5.5 among the tested models,

we can see that the MSN method achieves the highest mean and median for both

EX and SE. Hence, the outliers in the positive whisker and data scattered are more

consistent. At the same time, the DDN achieves the SE’s highest mean and median.
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Figure 5.7: Soft Exudates Segmentation results.

It is good to refer to the statistical significance of the differences in performance

between the proposed MSN and DDN compared with the Baseline model in terms

of F1 for both EX and SE lesions. To do so, we used Student’s t-test (significance

level < 0.05) to specify the difference between F1 values. The p-values obtained are

less than 0.05, indicating a statistical significance for EX; and higher than 0.05 for

SE with the IDRiD dataset of both proposed models MSN and DDN.
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5.3.3 Comparison with Existing Methods

To confirm the proposed method’s effectiveness, we compare MSN and

state-of-the-art on AUPR metric (same as the one used in the IDRiD competition)

as shown in Table 5.3. The comparison includes the top 5 teams on the

IDRiD competition [88] (the first five rows in the table), as well as CARNet [78],

EAD-Net [79], L-Seg [89], and SAA [81]. DDN surpassed all the state-of-the-art

Table 5.3: Comparing the proposed models with the state-of-the-art methods on the IDRiD
dataset.

Method AUPR of SE AUPR of EX
VRT (1st) [88] 69.95 71.27
PATech (2nd) [88] - 88.50
IFLYTEK-MIG (3rd) [88] 65.88 87.41
SOONER (4th) [88] 53.95 73.90
SAIHST (5th) [88] - 85.82
CARNet [78] 71.25 86.75
EAD-Net [79] 60.83 78.18
L-Seg [89] 71.13 79.45
SAA [81] 72.80 87.92
DDB - Proposed 74.40 85.30
MSM - Proposed 74.65 87.50

segmenting of the soft exudates segmentation by 1.55% of the AUPR metric. MSN

surpassed all the state-of-the-art segmenting of the soft exudates segmentation by

1.80% of the AUPR metric. Also, achieved a comparable result for Hard exudates

segmentation. The results of MSN of EX are comparable with SAA, while it had

a good result of EX lesion segmentation but not with SE. PATech has the best

results for EX retinal lesion segmentation but did not introduce SE retinal lesion

segmentation results to compare. Therefore, as shown in Table 5.3, there is no

method with the best results for the two retinal lesions segmentation at the same

time.
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5.4 Conclusions

This chapter presented two new deep-learning methods for the segmentation of hard

and soft exudates, called DDN and MSN. Their effectiveness has been assessed on the

IDRiD publicly dataset. The DDN obtains an F1 value of 71.83% and an AUPR value

of 74.40% for soft exudates, while it performs a bit better for hard exudates, with a

F1 score of 75.82% and an AUPR value of 85.30%. The second method proposed,

MSM, improves the DDN method and achieves the best results in terms of F1 and

AUPR metrics for both the soft and hard exudates. For SE, we have F1=68.85

and AUPR=74.65; for EX, we gave F1=79.33 and AUPR=87.5. The experimental

results demonstrate that these methods outperform many state-of-the-art methods,

especially in the case of soft exudates. In the next chapter, we will expand this study

to other types of lesions caused by Diabetic Retinopathy.
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6.1 Introduction

The previous chapter has presented a first approach to segmenting exudates (EX

and SE). Still, Diabetic Retinopathy produces other kinds of retinal eye lesions,

such as microaneurysms (MA) and hemorrhages (HE). All of them are important to

establish the degree of DR of a person, from mild to proliferative. Figure 6.1 shows

some examples of those lesions. MA and HE are abnormal red lesions due to blood

vessels breaking and indicate early stages of DR, whereas EX and SE appear as light

lesions and indicate advanced stages of DR [79]. Several deep learning-based CADs

Figure 6.1: An example of a fundus image from the IDRiD dataset shows the retinal lesion types.

have been proposed for segmenting retinal eye lesions based on an encoder-decoder

networks style, widely used in medical image segmentation [79; 90]. However, most

of the deep learning models proposed in the literature have a large network size, such

as [91; 92; 89; 78], which makes them computationally expensive during training or

testing. Hence, we lose the advantage of reducing analysis time. Additionally, they

may perform well with one type of lesion and fail with others [79; 81]. Therefore,

a lightweight and accurate model is still needed to deal with retinal eye lesion

segmentation.
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In this chapter, we propose a precise retinal lesions segmentation model called

LezioSeg that takes a fundus image as an input and produces its corresponding lesion

mask for each lesion type individually.

The novelties of the proposed deep learning model are as follows:

1. Using a lightweight MobileNet deep neural network and higher classification

accuracy as a backbone in our network.

2. Proposing the use of two effective multi-scale modules to encourage the

LezioSeg network to extract lesion-relevant features from the fundus images.

The first multi-scale module is used at the bottleneck of the LezioSeg network.

It contains atrous spatial pyramid pooling blocks used at the neck of LezioSeg.

The second multi-scale attention (SAT) module is used with the decoder to

upsample the output of each decoder layer. It consists of a combination of

1× 1, upsampling convolution layers, and an attention unit.

3. Integrating a GSCs mechanism at the decoder of LezioSeg to help the network

focus on retinal lesion features.

4. Presenting extensive experiments on the well-known publicly available IDRiD

and E-ophtha datasets and LezioSeg achieved competitive performance of all

kinds of the lesion compared with the state-of-the-art systems with the IDRiD

and outperformed them with the E-ophtha datasets.

5. Presenting a generalization of the IDRiD dataset experiments on the DDR

dataset and LezioSeg achieved competitive performance.

6.2 LezioSeg

This section describes the proposed model, LezioSeg. As shown in Figure 6.2, it is

composed of the following parts: the encoder network, also known as the Backbone,

aims to encode the input image and produce feature maps. In addition, Multi-scale

UNIVERSITAT ROVIRA I VIRGILI 
DEEP LEARNING-BASED METHODS FOR EXTRACTING FUNDUS IMAGE 
LANDMARKS AND SIGNS OF EYE DISEASES 
Mohammed Yousef Salem Ali 



92

modules help enhance image fundus feature extraction; one is after the encoder block

at the LezioSeg neck, which is the ASPP layer that helps extract high-resolution

features. Another SAT appears after the decoder network and works as a second

multi-scale with an attention unit. Finally, the decoder network, also known as the

Head, contains four layers with a GSCs mechanism in each layer [47] followed by

SAT and an output layer. Each part can be explained in the following subsections.

6.2.1 Encoder Network

We use an ImageNet pre-trained MobileNet [85] encoder as a backbone in our

network. We selected this model because MobileNet is a lightweight deep neural

network with higher classification accuracy and a state-of-the-art backbone for many

computer vision tasks [86; 87].

MobileNet uses depth-wise separable convolution, comprised of two layers, the

depth-wise convolution, and the point-wise convolution. The depth-wise convolution

layer applies a single filter into each input channel, and the point-wise convolution

layer combines the output of depthwise using a 1 × 1 convolution to create a new

feature. Also, MobileNet has two different global hyperparameters to reduce the

computational cost effectively. One is the width multiplayer, and another is the

resolution-wise multiplayer.

The main goal of the backbone in our proposed model is to encode the input eye

fundus image and extract abstracted and meaningful features at different levels of

scales.

6.2.2 Neck of LezioSeg

We employ ASPP to assist in extracting high-resolution feature maps and maximize

capturing the contextual data of the micro lesions lost across the encoder
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Figure 6.2: Schematic diagram of the LezioSeg network for lesions segmentation in fundus images.

multiple-scale. We provide the ASPP [83] as a link between the MobileNet encoder

and the decoder to improve the proposed LezioSeg network. ASPP includes four
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parallel atrous convolutions with different atrous rates. It is a mixture of atrous

convolution and spatial pyramid pooling. It can capture contextual information at

multiple scales for more accurate classification of the micro-objects of the retinal eye.

ASPP can be expressed as follows:

y[p] =
K∑
k=1

x[p+ r · k]f [k] (6.1)

For each pixel p on the output y and filter f , Atrous convolution is applied to

the input x, where rate r determines the stride of sampling of the input image.

Atrous convolution involves the input x with the filters produced by inserting r − 1

zeros between two consecutive filter values. By adjusting the rate r, we can modify

the filter’s receptive field. In this chapter, the ASPP module consists of one 1 ×

1 convolution and three parallel 3 × 3 convolutions with rates of 6, 12, and 18,

respectively, and an image-level feature produced by global average pooling. The

resulting branches’ resulting features are bilinearly upsampled to the input size and

then concatenated and passed through another 1× 1 convolution.

6.2.3 Decoder Network

The decoder block comprises four layers, SAT block, and the output layer. Each

layer has the same GSCs mechanism internally. The output of each layer is fed into

the SAT. The final output layer concatenates the decoder block output and the SAT

output.

6.2.3.1 GSCs

LezioSeg has four GSCs blocks that boost feature map production to enhance the

discrimination between the lesion and background pixels for retinal eye lesions

segmentation. The four decoder blocks have the same internal GSCs architecture
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6.2. LezioSeg 95

in each decoder layer. GSCs are explained in Section 4.3.1. The GSCs mechanism in

the decoder block receives feature maps from the corresponding Mobilenet encoder

layers. Then, it concatenates them with the feature maps produced by the previous

block (either the ASPP neck block or a previous decoder block).

Finally, the output of each decoder layer is fed into the SAT block. SAT will be

explained in section 6.2.3.2. The final output mask is a binary image that includes a

kind of retinal eye lesions and has a size identical to the size of the input image size.

6.2.3.2 Multi Scale Module Attention

The multi-scale with attention helps LezioSeg to maintain the multi-scale of each

decoder layer output to consider features from the four decoder layers. Figure 6.3

shows the SAT block. In SAT, we first collect the four different copies of the

features from the different stages of the decoder to extract features and to reduce

the dimension of features from coarser stages to the same as the finest scale. Then,

we unify the different scales using a 1× 1 convolutional with a Kernal of 64. Next,

UpSampling2D

stride(8×8)

UpSampling2D

stride(4×4)

UpSampling2D

stride(2×2)

Conv2D 1×1,64

Multi-Scale Attention (SAT)

1/8

1/4

1/2

1/1

Layer1 Output

Layer2 Output

Layer3 Output

Layer4 Output

384×256×64

384×256×64

384×256×64

384×256×64

384×256×64

384×256×64

Conv(layer1)

Conv(layer2)

Conv(layer3)

Conv(layer4)

Summation Sigmoid MultiplicationOutput Layer

Indicate decoder network layers output  feeds into SAT

Figure 6.3: Structure of SAT block.
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we upsample each scale size to the original size of the input image by UpSampled2D

transposed convolution with different strides to make four upscaled features copies

of the output features of the decoder layers. SAT can be expressed as follows:

SAT = ϑ(
3∑

k=1

↑ (φ1×1(Lk))
2∗k + φ1×1(L4)) ∗ L4 (6.2)

In this expression, L indicates the decoder network layers output, ϑ stands for the

sigmoid activation function, ↑ indicates to UpSampled2D transposed convolution

layer with a kernel size of 3 × 3, φ1×1 stands for the convolution operation with a

kernel size of 1× 1. where the φ1×1(Lk), feature maps passes to a ↑ by 2× k strides,

k = (1, 2, 3), added with φ1×1(L4) are multiplied by sigmoid activation function

weights, which helps to improve the discrimination between the lesion pixels and

background pixels for lesion segmentation tasks, and multiplied of L4. After that, we

use another fusion to improve the discrimination process of lesion pixels by adding the

SAT result to the final decoder network output, which is fed into 1×1 convolutional

with Kernal 64 to be balanced with SAT output as follows:

Z = SAT + φ1×1(Dout) (6.3)

where Dout stands for the final output of the decoder network.

Finally, Z feeds into the Lezioseg output layer to generate the predicted mask of

lesion segmentation.

6.3 Experimental Results

This section outlines the experiments carried out to assess the performance of the

proposed model, including a description of the experimental setup and an analysis

of the outcomes.
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6.3.1 Experimental Setup

To demonstrate the efficacy of LezioSeg, we employ three publicly datasets, namely,

IDRiD [33], E-ophtha [34], and DDR [35]. Table 6.1 shows the general information

of them. Each image of IDRiD has at least one mask labeled as one of four types

Table 6.1: Overview of experimental datasets

Dataset EX HE MA SE Total Image Size Country
IDRiD 81 80 81 40 81 4288× 2848 India
E-ophtha 47 - 148 - 195 2544× 1696 France
DDR 171 194 124 42 225 Not fixed China

of DR lesions EX, SE, MA, and HE. The dataset was split into 54 images as a

training set (distributed of 54, 54, 54, and 26 of EX, HE, MA, and SE) and the rest

of 27 as a testing set (distributed of 26, 27, 27, and 14 of EX, HE, MA, and SE).

The e-Ophtha dataset has 47 images with masks labeled as exudate lesions and 148

labeled as microaneurism. We randomly split the dataset into 80% of images as a

training set and 20% as a testing set. From the DDR dataset, we use the test set

just for inference of our model to generalize the LezioSeg model.

The DDR test set is distributed as follows: 171, 194, 124, and 42 for EX, HE,

MA, and SE, respectively. We use the following training pipeline (including some

data augmentation techniques to enrich the data and improve the regularity of the

model) to process the images in the training set. First, each image is divided into

four non-overlapped sub-images, and the corresponding sub-masks are constructed.

We ignored the negative sub-images, i.e., the sub-images only with the background

mask.

Next, we resize the sub-images and the sub-masks to 384 × 256. Then, we use

the cubic interpolation mechanism for the images and the nearest neighbor for the

masks.
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After that, we apply horizontal flipping, affine, Gaussian noise, and rotation

augmentation techniques for 12 repetition. We train each model for 50 epochs using

an Adam optimizer and a batch size of 4. The 0.001 learning rate is used. We

sampled a subset (20%) from the training set and used it as a validation set to save

the best checkpoint of the trained models, and we used the binary cross-entropy as

a loss function to train the models. During the inference phase, we only resize the

input image to 768 × 512 and perform a full image segmentation process (i.e., no

image splitting or image augmentation is used during the inference).

6.3.2 Ablation Study

In this section, we assess the performance of the different architectures on

the test set images of the IDRiD and E-ophtha datasets. We conduct

four experiments—Baseline, Baseline+GSCs, Baseline+GSCs+SacaleAtBegining

(GSAB), and LezioSeg methods on the IDRiD dataset of each lesion EX, SE, HE,

and MA separately. Tables 6.2, 6.3 present the performance of EX, SE, HE, and MA

retinal lesion segmentation models. At the same time, we conduct two experiments

of the same methods on the E-ophtha dataset of EX and MA. Table 6.4 presents the

performance of EX and MA retinal lesion segmentation models with the E-ophtha

dataset. We infer our methods on a single GTX 1070 GPU With 768×512 input

image.

6.3.2.1 Experiments on the IDRiD Dataset

Tables 6.2, 6.3, shows that our proposed LezioSeg model achieves the best results

on all metrics of SE, HE, and MA retinal lesions. Specifically, of the AUPR

metric, the widespread usage of the IDRiD dataset challenge achieves a considerable

improvement of SE, HE, and MA of 79.75, 38.07, and 67.44%, respectively. For EX

evaluation, LezioSeg obtains the comparable with or slightly surpasses the baselines

UNIVERSITAT ROVIRA I VIRGILI 
DEEP LEARNING-BASED METHODS FOR EXTRACTING FUNDUS IMAGE 
LANDMARKS AND SIGNS OF EYE DISEASES 
Mohammed Yousef Salem Ali 



6.3. Experimental Results 99

except for the GSAB, which achieves a better of 87.50%. We show the boxplots of

Table 6.2: Experimental results of EX and SE on the IDRiD dataset

EX SE
ACC IOU F1 AUPR ACC IOU F1 AUPR

Baseline 99.48 78.13 72.44 80.93 99.75 74.02 65.13 67.48
Baseline+GSCs 99.55 81.37 77.45 85.25 99.79 75.68 68.06 69.97
GSAB 99.59 82.67 79.33 87.50 99.79 76.14 68.85 74.65
LezioSeg 99.57 81.62 77.81 86.03 99.82 79.66 74.60 79.75

Table 6.3: Experimental results of MA and HE on the IDRiD dataset

MA HE
ACC IOU F1 AUPR ACC IOU F1 AUPR

Baseline 99.9 57.03 24.81 32.56 99.24 69.15 56.20 62.53
Baseline+GSCs 99.9 60.02 33.96 33.69 99.22 67.63 53.01 58.56
GSAB 99.9 58.72 29.85 32.95 99.18 66.58 50.74 54.60
LezioSeg 99.9 60.06 33.64 38.07 99.30 70.45 58.76 67.44

the F1 of the proposed model, Baseline, Baseline+GSCs, and GSAB models on the

IDRiD dataset. As shown in Figure 6.4 among the tested models, the proposed model

has the highest mean, median, smallest standard deviation, and fewer outliers of the

F1 metric for the SE and HE. Also, has the highest mean and median compared with

the GSAB and Baseline, and the outliers are equal to the top whisker of the Baseline

and the bottom whisker of the GSAB for the MA. Finally, For the EX, LezioSeg

obtains the highest mean and median compared with Baseline and Baseline+GSCs,

and the outliers in the positive whisker equal that of Baseline+GSCs and GSAB. The

Figure shows that our method achieves the best performance for both SE and HE

while it achieves the second-best performance for both EX and MA. It is good to refer

to the statistical significance of the differences in performance between the proposed

LezioSeg and the best model of Baseline, Baseline+GSCs, and GSAB in terms of F1

for each lesion. To do so, we used Student’s t-test (significance level < 0.05) to specify

the difference between F1 values. The p-values obtained are less than 0.05, indicating

a statistical significance for EX, HE, and MA and higher than 0.05 for SE with the
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Figure 6.4: BoxPlot of F1 for EX, SE, HE, and MA Segmentation results of IDRiD dataset(green
dashed lines indicate the mean, and the oranges indicate the median). All values outside the
whiskers are demonstrated outliers, which are marked with the (◦) symbol.

IDRiD dataset. Finally, we present samples of predicted masks obtained for the

LezioSeg proposed model, Baseline, Baseline+GSCs, and GSAB lesion segmentation

methods to demonstrate the efficacy of the IDRiD dataset. Figure 6.5 shows samples

of EX and SE, and Figure 6.6 shows the samples of HE and MA.

6.3.2.2 Experiments on the E-ophtha Dataset

We also conducted experiments on the E-ophtha dataset to show the impact

of introducing LezioSeg to the same baseline model used in experiments of the

IDRiD dataset. Table 6.4 presents the performance of EX and MA retinal lesion

segmentation models of the E-ophtha dataset. As shown in Table 6.1 E-ophtha

introduces labeled data of EX and MA. The LezioSeg model achieves the best

segmentation results of all metrics of MA. For EX, LezioSeg achieves the best results

of ACC, IOU, and F1 metrics of 99.85, 71.74, and 60.8%, respectively. In contrast,
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Figure 6.5: Hard and Soft exudates segmentation results on the IDRiD dataset.

Table 6.4: Experimental results of EX and MA on the E-ophtha dataset

EX MA
ACC IOU F1 AUPR ACC IOU F1 AUPR

Baseline 99.85 69.43 56.13 62.84 99.98 60.09 33.6 30.01
Baseline+GSCs 99.84 70.68 58.67 67.15 99.98 60.43 34.57 29.6
GSAB 99.85 71.55 60.4 64.53 99.97 57.87 27.23 22.52
LezioSeg 99.85 71.74 60.8 63.04 99.98 61.18 36.57 32.11

the Baseline+GSCs model obtains the best of the AUPR metric of 67.15%. We show

the boxplots of the F1 of the proposed model, Baseline, Baseline+GSCs, and GSAB.

As shown in Figure 6.7 among the tested models, the proposed model has the highest
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Figure 6.6: Hemmorages and Microaneurysms segmentation results on the IDRiD dataset.

mean and median of the F1 metric for the EX. For MA, the mean of LezioSeg is the

best, has well-scattered data, has no outliers, and the bottom whisker is the best

than the top whisker of GSAB. The Student’s t-test of the statistical differences

in performance between the proposed LezioSeg and the best model of Baseline,

Baseline+GSCs, and GSAB in terms of F1 shows that the p-values obtained less

than 0.05 indicate a statistical significance for MA with E-ophtha dataset. Finally,

we present samples of predicted masks obtained for the LezioSeg proposed model,

Baseline, Baseline+GSCs, and GSAB lesion segmentation methods of EX and MA
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6.3. Experimental Results 103

Figure 6.7: BoxPlot of F1 for EX and MA Segmentation results of the E-ophtha dataset(green
dashed lines indicate the mean, and the oranges indicate the median). All values outside the
whiskers are regarded outliers, which are marked with the (◦) symbol.

to demonstrate the efficacy of the E-ophtha dataset as shown in Figure 6.8.

6.3.3 Comparison with Existing Lesions Segmentation

Methods

To ensure the proposed method’s efficacy, we compare LezioSeg and state-of-the-art

using the AUPR metric of the IDRiD and E-ophtha dataset. The comparison

with IDRiD includes the top 3 teams in the IDRiD challenge [88], L-Seg [89],

CASENet [93], DeepLabV3+ [49], HEDNet+cGAN [91], EAD-Net [79], and

SAA [81]. Table 6.5 shows the proposed model LezioSeg has achieved the top

performance of all the state-of-the-art results of segmenting the SE retinal lesion by

achieving the AUPR of 79.75% and obtained the highest mAUPR value of 67.82%

surpasses the SAA. Also, we achieved a second-best value of HE compared with the

top 1 team VRT on the IDRiD dataset of 67.44% and LezioSeg ranked No.4 on EX

segmentation.

For the E-ophtha dataset, the comparison includes CASENet [93], DeepLabV3+ [49],

and L-Seg [89]. Table 6.6 shows the LezioSeg surpasses DeepLabV3+ by 7.92% in

segmenting EX, 15.24% is over than the L-Seg in segmenting MA% of the AUPR

metric. At the same time, the LezioSeg achieved the best mAUPR of 47.58%.
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Figure 6.8: Hard exudates and Microaneurysms segmentation results on the E-ophtha dataset.

6.3.4 Evaluating the generalization capability of LezioSeg

It is also meaningful to study the generalization capability of the methods over

different domains under different imaging conditions. In this section, we validate

the generalization capability of proposed models by training with the images from

the train set of the IDRiD dataset and testing on the test set of the DDR dataset,

which is captured from another source. Table 6.7 shows that LezioSeg achieves

the best performance for EX, MA, and SE of AUPR of 57.0, 19.90, and 30.35% and
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Table 6.5: Comparison with existing methods for lesions segmentation on the IDRiD dataset.

Method EX HE SE MA mAUPR
VRT (1st) [88] 71.27 68.04 69.95 49.51 64.69
PATech (2nd) [88] 88.5 64.9 - 47.4 -
iFLYTEK-MIG (3rd) [88] 87.41 55.88 65.88 50.17 64.84
L-Seg [89] 79.45 63.74 71.13 46.27 65.15
CASENet [93] 75.64 44.62 39.92 32.75 48.23
DeepLabV3+ [49] 71.18 47.72 59.12 15.14 48.29
HEDNet+cGAN [91] 84.05 48.12 48.39 43.92 56.12
EAD-Net [79] 78.18 56.49 60.83 24.08 54.90
SAA [81] 88.12 67.04 72.81 41.52 67.37
LezioSeg 86.03 67.44 79.75 38.07 67.82
(-) Denotes that the data is not reported in the paper.

Table 6.6: Comparison with existing methods for lesions segmentation on the E-ophtha dataset

Method EX MA mAUPR
CASENet [93] 17.15 15.65 16.40
DeepLabV3+ [49] 55.12 0.45 27.78
L-Seg [89] 41.71 16.87 29.29
LezioSeg 63.04 32.11 47.58

Table 6.7: Performance comparison of generalization of the different methods.

Method EX HE MA SE mAUPR
Unet++ [94] 50.87 24.39 13.70 9.73 24.67
DeepLabV3+ [49] 53.49 38.94 2.23 21.20 28.97
CASENet [93] 27.77 26.25 10.05 13.04 19.28
L-Seg [89] 55.46 35.86 10.52 26.48 32.08
LezioSeg (Ours) 57.0 32.55 17.90 30.35 34.45

mAUPR of 34.45%. On the other hand, LezioSeg surpassed all the state-of-the-art in

segmenting of EX, MA, SE, and mAUPR by 1.56, 4.20, 3.87, and 2.37%, respectively.
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6.4 Conclusions

This chapter proposed LezioSeg, an efficient method for lesion segmentation using

multi-scale modules and gated skip connections. Different experiments were done

to demonstrate the efficacy of LezioSeg on publicly available IDRiD and E-ophtha

datasets. The IDRiD dataset obtained 79.75% of AUPR metrics for SE, 86.3%

for EX, 67.44% for HE, and 38.07% for MA, respectively. On the other hand, the

E-ophtha dataset achieved 63.04% of AUPR for EX and 32.11% for MA, respectively.

In addition, when the trained model with IDRiD is tested with a different dataset,

DDR, we could see that LezioSeg achieved the best performance for EX, MA, and SE

compared to 4 other state-of-the-art methods. The experimental result demonstrates

that LezioSeg achieves a good generalization model that can be used with images

from different sources.
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Concluding Remarks and Future works
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7.1 Summary and Conclusions

Diabetic Retinopathy and Glaucoma are diseases that affect the human eye and may

cause blindness. Early detection can reduce eye illness progression. Such eye diseases

can be detected by studying fundus images. However, analyzing thousands of fundus

images is costly and requires the availability of solid, experienced ophthalmologists.

Despite there are several methods that have proposed solutions for this problem,

many weak points have been identified in the related work.

Therefore, I have done this work in the frame of the research projects funded

by Instituto de Investigación Carlos III, done with collaboration of researchers from

ITAKA group at Universitat Rovira i Virgili and ophthalmology group at Institut

d’Investigació Pere Virgili. The goal approached in this doctoral thesis is to prove

that computer vision technologies like deep learning techniques may be used for

detecting different eye lesions and diseases with high performance indicators.

This thesis has proposed new efficient computer vision-based methods based on

deep learning for segmenting the optic disc and eye lesions and detecting glaucoma

in fundus images. Various publicly available and private fundus image datasets were

used to develop and validate the proposed methods and to prove their generalization

abilities. Different evaluation metrics and statistical analysis (e.g., Student’s t-test

and Bland–Altman plots) techniques were used to assess the performance of the

proposed methods.

From the work done in this thesis, the following conclusions can be formulated:

• Current deep learning methods segmentation and classification for eye fundus

images can be improved using ensembles of models. Chapter 3 has dealt the

case of optic disc segmentation and Chapter 4 the classifiction of glaucoma.

• Using andness-directed aggregation operators (like, OWA, WPM and EXP)

gives better results than using arithmetic averages. We found that the
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conjunctive policy (simultaneity,high andness ) with a reduced subset of the

models gives the best results. We also proved that the three operators give

equivalent results.

• The detection of the small and different types of DR lesions requires some

sophisticated DL architectures. Multi-scale models have been studied, to

encourage the deep learning network to extract relevant features about the

lesions. We found that inserting the multi-scale techniques with the mechanism

of gated skip connections at the head of the network improved spatial opacity,

which enhanced the segmentation process results for small retinal lesions.

• The final architecture (LezioSeg), based on multi-scale and gated skip

connections is also interesting as it uses less resources than other methods

and give quite robust results when used with different datasets.

7.2 Future Research Lines

The work presented in this doctoral thesis contributes to the interpretation analysis

of eye fundus images. Due to the impact of eye diseases in the quality of life of

people, we believe this is an interesting and important field of research that still has

some open problems. The support and encouragement of the ophthalmologists from

Hospital Sant Joan de Reus also confirms that this topic is worth to being studied.

Several directions for future work have been identified during this work.

• For improving the fusion of the ensemble of models, it would be good to

optimize the fuzzy OWA aggregation function presented in chapter 4 that

dynamically fuses the top-performing glaucoma prediction classifiers, using

metaheuristics optimization methods to find the best values for the parameters

in OWA fuzzy aggregation.

• This thesis proposed a CAD system for lesion segmentation, which is used
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to detect Diabetic Retinopahty, and a CAD system for Glaucoma prediction.

However, having one single integrated CAD system to diagnose the most

common and risky eye diseases (like DR grading, glaucoma, and age-related

macular degeneration) will help ophthalmologists to make better decisions.

• The work in this thesis focused on a binary classification problem. In future

work, the plan is to test the proposed approaches on problems with multiple

classes and to study the effect of each of the contributions in this thesis on the

multi-class situation. Different challenges may be considered, for example, the

presence of imbalanced classes in the segmentation tasks or the order between

classes if they represent different degrees of the same disease.

• Using deep learning methods as a black box for segmentation and prediction

tasks introduced solutions with high performance to many problems,

specifically medical image analysis. However, the decision-maker, such as an

ophthalmologist, still needed ways to explain the causality of how the CAD

gives a specific prediction for input fundus images. The explainability of deep

learning models is nowadays in the focus of many researchers.
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