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Outline of the thesis 

Nowadays, Nanotechnology is having an impact on practically every aspect of human life. It is a 

transformative technology that has influenced and will continue on electronics, computers, 

medicine, catalysis, energy, and transportation. It has changed the way materials are used in the 

future, improving their durability and reactivity. We have a lot of opportunities to make things 

smaller, lighter, and stronger. Carbon materials are one of the main materials that scientists have 

intensively studied their properties during the last three decades for their remarkable properties, 

which are still being investigated and new properties and applications being discovered till this 

moment. Carbon nanotubes (CNTs) and graphene are the main investigated and most important 

carbon materials since their discovery. The first discovery of CNTs was in 1991 by Dr. Sumio 

Iijima where they were multi-walled carbon nanotubes (MWCNTs) as he could produce them in 

his laboratory under stable conditions. Two years later, the same scientist could discover the first 

single-wall CNTs (SWCNTs). A decade later, the revolution of graphene started when Prof. Andre 

Geim and Prof. Constantine Novoselv could obtain a single layer of graphene by separating the 

graphite fragments repeatedly until they obtained a layer of carbon of one atom thick. Indeed, 

since the technology for producing CNTs and graphene on an industrial scale has been 

progressed, they can be found in a numerous number of applications, such as reinforcing 

polymers, acting as scaffolds for the artificial tissue growth, using them in many sensor devices 

such as electrical, optical, and biological, manufacturing the components of next-generation 

battery electrodes and supercapacitors. CNTs and graphene are ideal supporters for other 

materials especially when they are combined together with high capacitance materials. 

Researchers and companies all around the world are devoting significant efforts to developing 

electrodes with three-dimensional design at the nanoscale and a high specific surface area. 

This thesis focuses on the optimization of CNTs synthesis parameters using different 

methodologies to obtain the CNTs on conductive and flexible substrates and without substrate to 

use them as electrodes for supercapacitors. The CNTs have been studied separately, combined 

with graphene nanowalls (GNWs), and combined with MnO2 in order to increase the capacitance 

as much as possible. All the methodologies of CNTs and GNWs synthesis are CVD-related 

processes. 

The studied technologies also offer a diversity of production methods of nanomaterials, which 

open other future developments of flexible electrodes for supercapacitors and batteries, sensors, 

photo and electrocatalysis, and other developments like biosensors for smart wear. 
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Chapter 1-Introduction 

This chapter covers some basic principles of nanoscience and nanotechnology. Carbon materials 

take the rest of the chapter starting from carbon allotropes, explaining in detail concepts about 

carbon nanotubes, their properties, synthesis techniques, growth mechanism, and the catalyst 

and precursor gases effect on the growth. Then, graphene history and concepts are explained 

briefly in addition to its structure and thermal and mechanical properties.  

 

Chapter 2 – Characterization techniques 

The characterization techniques used during this thesis are described in detail in this chapter. 

Different spectroscopic, electrical and electrochemical measurements were carried out to 

characterize the carbon materials we synthesized, as well as their application as electrodes for 

supercapacitor devices. In this chapter, also there are the descriptions of electronic microscopies 

and surface analysis techniques used for the compositional, structural and morphological 

characterization of samples. 

 

Chapter 3 – Experimental concepts and setups. 

This chapter is the core for the ability to imagine how the work of synthesis material was carried 

out. It covers in detail the vacuum system concepts and the possible gas resources inside vacuum 

chambers, plasma concepts and the related processes of physical vapor deposition (PVD) and 

chemical vapor deposition (CVD). The three reactors that we used to synthesize the carbon 

materials are explained. In particular, their parts (working principle, pumps, vacuum gauges, 

etc…) and the importance of each part for a successful and safe use of the chambers. Finally, an 

atmospheric plasma technique for the synthesis of metal nanoparticles was explained as well. 

 
Chapter 4 – Synthesis of Carbon-based composites on highly flexible Papyex® substrate 

In this chapter, the optimization of the growth parameters of vertically aligned CNTs (VACNTs) 

and their GNWs composite on Papyex® graphite substrate using plasma enhanced CVD 

(PECVD) and inductively coupled plasma CVD (ICP-CVD) is presented in view to use them as 

electrodes for supercapacitors. The parameters were optimized one by one including the sample’s 

plasma functionalization. The samples were characterized using different microscopic, 
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spectroscopic and X-ray techniques. The electrochemical properties of the CNTs and hybrid 

carbon structures were investigated before and after the electro-deposition of MnO2. 

 

Chapter 5 – Synthesis of Carbon-based composites directly on flexible SS310 alloys 

In this chapter, we studied the growth of CNTs directly on SS310 stainless steel alloys using the 

catalyst particles present on the substrate itself in a single continuous process using PECVD. The 

optimization of the process parameters was carried out through Box-Wilson experimental design. 

The obtained CNTs were decorated with GNWs flakes in order to increase their specific surface 

area. The morphology and properties of CNTs and CNTs-GNWs composite were characterized 

by different microscopic and spectroscopic techniques. Manganese dioxide was deposited on the 

obtained structure and their electrochemical properties studied.  

 

Chapter 6 – Synthesis of carbon nanotubes and metal oxide nanoparticles at atmospheric 

pressure. 

This is the last chapter of results, which will present a different technique for the growth of CNTs. 

The CNTs synthesis was done without substrate using floating catalyst CVD (FC-CVD). This 

technique allows the continuous (scalable) synthesis of CNTs at atmospheric pressure in a free-

oxygen environment inside a tubular furnace reactor. Another technique for the synthesis of metal 

oxide nanoparticles is presented in this chapter called plasma-liquid interaction. Through this 

technique, different metal oxides were synthesized but we used only the NiO2. Through these 

techniques we could obtain a hybrid structure of CNTs and NiO2 nanoparticles. Both were 

characterized by microscopic and spectroscopic techniques to finally use them for 

electrochemical applications. The most of this work was carried out during a short stay at Ulster 

University - Northern Ireland. 

 

Conclusions 

The exposition of results and discussion has been completed by a list of conclusions derived from 

the main results and achievements of the thesis. 
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Chapter 1 

Introduction 

1.1. Nanoscience and Nanotechnology 

The term ‘nano’ is commonly used in many science fields such as physics, chemistry, computer 

science reaching to the industrial products that we use in our daily life. ‘Nanoscience’ term was 

defined by the International Society for standardization (ISO) as: “study, discovery and 

understanding of matter where size and structure-dependent properties and phenomena 

manifest, predominantly in the nanoscale (up to 100 nm) (Dai 2006), distinct from those 

associated with individual atoms or molecules, or extrapolation from larger sizes of the same 

material”. Thus, the  nanotechnology can be defined as the application of manipulating and 

controlling matter mostly in nanoscale in order to exploit size- and structure-dependent properties 

(ISO 2015). The ability of studying, understanding and manipulating the nanoscale matter allows 

the materials development by combining the physical optical and mechanical properties that aren’t 

provided by the bulk material. Graphene is considered as one of the most promising nanoscale 

material (Gupta 2017). 

The properties of the materials at the nanoscale dimensions change such as energy due to 

quantum effects. As the size decreases, the ratio of the surface atoms increases. These high 

energy surface atoms are so reactive. Due to the high surface-to-volume ratio associated with 

nanometer-sized materials, a tremendous improvement in chemical properties is also achievable 

through a reduction in size (Hussain 2014). 

 

The database of articles could identify four big groups of the nanoscience and nanotechnology 

(Stopar et al. 2016): (1) materials, physics, chemistry, computer sciences, engineering; (2) 

environmental sciences, geosciences, agriculture; (3) biological, medical sciences; (4) 

economics, social sciences and humanities. According with that research, the first group is the 

one that provides the most scientific information in the nanoscience area. The information that is 

then used by the areas included in the three remaining groups. In this work, the focus was on the 

first area which include the fields of physics, chemistry, material science to obtain and optimize 

the synthesis of carbon nanostructured materials. 
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1.2. Carbon materials 

Carbon is the 6th element of the periodic table. Carbon based materials, clusters and molecules 

are unique in a lot of ways. One distinction relates to the many possible configurations of the 

electronic states of a carbon atom, which is known as the hybridization of atomic orbitals. Each 

carbon atom has six electrons which occupy 1s2, 2s2, and 2p2 atomic orbitals, making carbon the 

first element in Group ΙV. The 1s2 orbital contains two strongly bounded electrons, and they are 

called core electrons. Four electrons occupy the 2s2 2p2 orbitals, and these weaker bound 

electrons are called valence electrons. In the crystalline phase the valence electrons give rise to 

2s, 2px, 2py, and 2pz orbitals which are important in forming covalent bonds in carbon materials. 

Since the energy difference between upper 2p energy levels and the lower 2s level in carbon is 

small compared with the binding energy of the chemical bonds, the electron wave functions for 

these four electrons can readily mix with each other, therefore changing the occupation of the 2s 

and three 2p atomic orbitals so as to enhance the binding energy of the C atom with its 

neighboring atoms. The mixing between 2s and 2p atomic orbitals is called hybridization, where 

the mixing of a single 2s electron with n =1, 2, 3 electrons is called spn hybridization. There are 

three possible hybridizations in carbon: sp, sp2, and sp3; other group ΙV elements such as Si, Ge 

exhibit primarily sp3 hybridization. Carbon differs from Si and Ge in so far as carbon does not 

have inner atomic orbitals except for spherical 1s orbitals, and the absence of near inner orbitals 

facilitates hybridization involving only valence s and p orbitals from carbon (Saito et al. 1998). 

(Figure 1.1) shows schematic image of sp, sp2 and sp3 hybridization (Hussain 2014). 

 

 Figure 1.1: Schematic hybridization of carbon (Kiamahalleh et al. 2012). 
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In modern society carbon holds a much richer and complex meaning (Landau and Lifshitz 1980). 

This common material plays a singular role in chemical science and materials science. Carbon 

possesses a very large sphere of application, from drugs to synthetic materials. Specific industrial 

applications include areas such as oil and natural gas, food, pharmaceuticals, water treatment, 

hydrometallurgy, gold recovery and carbon-in-pulp process, which are widely used (Stillahn et al. 

2008). The main feature of carbon is its ability to form a variety of allotropes and ability to combine 

with other elements. Carbon allotropes can be classified in terms of their spatial dimensionality: 

zero-dimensional are fullerenes, one dimensional are carbon nanotubes, three dimensional are 

graphite and diamond, two dimensional is graphene. The basic difference between 2D and 3D is 

considered by the number of layers of atoms. For example, a single layer of an atomic crystal is 

considered as 2D carbon, whereas 100 layers of carbon form the 3D graphite material (Wu et al. 

2004). Elemental carbon existed for a long time only in two natural allotropes, diamond and 

graphite. Both allotropes show unique thermal and electrical properties. In 1985 Kroto et al. 

discovered the new form of the carbon fullerenes (Kroto et al. 1985). After this discovery a novel 

era of synthetic carbon allotropes started. In 1991 synthesis of carbon nanotubes was discovered 

(Iijima 1991) and in 2004, graphene was rediscovered (Novoselov et al. 2004). At present, more 

than 9 carbon modifications are known (Fig. 1.2). 

 

 

Figure 1.2. Different allotropes of carbon: (a) graphite; (b) graphene; (c) carbon nanotube; (d) 

C60 (Buckminsterfullerene); (e) C70 (Fullerene); (f) C540(Fullerite); (g) amorphous carbon; (h) 

lonsdaleite and(i) diamond (Ravula et al. 2015). 
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Fullerenes 

It is a zero dimensional allotrope of carbon. Fullerenes which are composed entirely of carbon 

were discovered in 1985 at Rice University by a group of scientists consisting of Richard Smalley, 

Robert Curl and Harry Kroto. As  they shared a Nobel Prize for this discovery, they shared a Nobel 

Prize in 1996 (Kroto et al. 1985). The fullerene molecule is the fundamental building block of the 

crystalline phase. In addition, through doping and chemical reactions, they could form the basis 

of a large family of materials with interesting properties. Fullerenes include many structural 

variations, it can be found in spherical, elliptical tubes and many other shapes. Spherical form, 

so-called Buckminsterfullerene (C60) consists of 60 carbon atoms, organized in 12 pentagons and 

20 hexagons, in the same way as a spherical ball (Figure 1.3). The C60 fullerene is a well-known 

example of an ideal zero-dimensional structure. In the C60 molecule each carbon atom is bonded 

to three others by two longer bonds (0.145 nm) and one shorter bond (0.14 nm). They are 

conventionally referred to in the Fullerene’s literature as two C-C single bonds, which link a 

hexagon to a pentagon and one C=C double bond, which lies between two hexagons. It follows 

that there is bonding anisotropy in the C60 molecule since bonds around a pentagon are all single 

bonds and bonds around a hexagon are alternately single bonds and double bonds. It appears, 

therefore that the bonding in C60 is mainly sp2 with delocalized π electrons, but with some sp3 

character resulting from the the C-C curvature bonds (Honeychuck 1996). 

Fullerenes are extremely strong molecules, they are harder than steel and diamond. The effective 

bulk modulus of C60 is 688 GPa. Some experiments show that fullerenes could withstand collisions 

of up to 15,000 mph against stainless steel and sustain their shape, thus indicating high stability 

of the fullerenes molecules. Fullerenes also have attractive chemical and optical properties. 

Nowadays fullerenes represent a big area of application and they are deemed like a hot topic in 

nanotechnology. Fullerenes can be used as photo resistant in certain photolithographic 

processes, in preparation of super-conductors, in electronic, microelectronic and optical devices, 

in batteries as charge conies, etc. (Ulloa 2013) Fullerenes are very useful in medical applications. 

In future it may be used in the drug delivery of small amounts for slow release, e.g., cancer 

treatment. Recently, applications of fullerene C60 and its derivatives in cosmetics have been 

intensively tested. Biological activity permits fullerene to be proper active compounds in the 

preparation of skin reconstruction cosmetic formulations (Lens 2009). 
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Figure 1.3: Fullerene molecule (Hussain 2014). 

 

1.3 Carbon Nanotubes 

1.3.1. Definition 

Carbon nanotubes (CNTs) are a 2-D carbon allotrope and at present one of the most interesting 

members of the carbon family due to their physical, chemical, optical, mechanical, and electronic 

characteristics. The past two decades have witnessed their spread in a range of applications 

including building blocks in modern electronics, nonvolatile memory, field emission sources, 

photodetectors, ultrasensitive chemical and biosensors, and transparent 

conductive membranes (An et al. 2017). This makes this topic a point of interest for many 

researchers as the number of publications only in the last ten years increased from 38,145 (2009) 

to 107,419 (2021) (Figure1.4). A single CNT (without a cap) is composed entirely of sp2 bonds 

similar to the at structure of graphite. On the other hand, fullerenes and CNTs (with cap) have 

hybrid link orbitals between sp2 and sp3. However, CNTs that have a low percentage of sp3 bonds 

are closer to graphite. The difference in chemical activity between the CNT caps and the 

sidewalls, as well as between the straight and bent CNTs, is determined by the sp2-sp3 bonding 

ratio (Kong et al. 2019). CNT name is taken from their long, hollow structure with the walls formed 

by one atomic layer sheets of carbon called graphene. These sheets are rolled at specific and 

discrete (chiral) angles, and the combination of rolling angle and radius determines the carbon 

nanotube properties (Figure 1.5). CNTs are categorized as single-walled (SWCNT) or multiple-

walled nanotubes (MWCNTs) (Sagar et al. 2021). 
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Figure 1.4. Scientific published papers related to the carbon nanotubes during the last 10 years 

(Dimentions 2021). 

 

 

Figure 1.5 a) An illustration of the structures of an unrolled sheet of SWCNT, and (b) the three 

possibilities of its rolling up zigzag, armchair, and chiral SWCNTs (Avetisyan 2019). 

 

Most SWCNTs have a diameter of approximately 1nm with a tube length that can be many millions 

of times longer (high aspect ratio). The structure of SWCNT can be hypothesized by wrapping a 

one atom thick layer of graphene into a seamless cylinder. The way the graphene sheet is folded 

is represented by a pair of indices (n, m). The integer n and m denote the number of unit vectors 

along two directions in honey-comb crystal lattice of graphene. If m = 0, the nanotube is called 

zigzag nanotube, and if n = m, it is called armchair; otherwise, the nanotube is called chiral (Odom 

et al. 1998; Chen et al. 2001). The diameter and helicity of a defect-free SWNTs are uniquely 

characterized by the vector: 

𝑐ℎ = 𝑛𝑎1 + 𝑚𝑎2 = (𝑛, 𝑚)                                                                                                                     (1.1) 

a) b) 
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which connects crystallographically equivalent sites on a two-dimensional graphene sheet, where 

a1 and a2 are the graphene lattice vectors (Figure 1.9a). Electronic band structure calculations 

prove that the (n,m) indices define the metallic or semiconducting behaviour of SWNTs. Zigzag 

(n, 0) SWNTs should have two distinct types of behaviour: the tubes will be metals when n/3 is 

an integer, while otherwise semiconductors. As ch rotates away from (n, 0), chiral (n, m) SWNTs 

are probably with electronic properties similar to the zigzag tubes; that is, when (2n + m/3) is an 

integer the tubes are metallic, and otherwise semiconducting. The gaps of the semiconducting (n, 

0) and (n, m) tubes should be proportional in reverse with diameter. Finally, when ch rotates 30° 

relative to (n, 0), then n = m. The (n, n) or armchair tubes are expected to be metallic with band 

crossings at k = ± 2 3⁄  of the one-dimensional Brilluoin zone (Odom et al. 1998). The diameter 

(d) of an individual nanotube can be calculated from its indices as follows: 

𝑑 = (𝑎 𝜋⁄ )√𝑛2 + 𝑛𝑚 + 𝑚2                                                                                                                 (1.2) 

 

where a = 0.246 nm. 

 

1.3.2. Properties 

Carbon nanotubes have been in interest as nanoscale materials due to their extraordinary 

physical properties such as their very high Young’s modulus, their ultimate strength and their high 

thermal and electric conductivity. However, directly measuring the properties of these 

nanoparticles is very difficult by conventional methods. Therefore, several properties have been 

first evaluated using theoretical studies. The covalent bond sp2 in the CNTs is one of the strongest 

bonds, which means a fiber formed by these axially oriented covalent bonds would be an 

extremely strong material. The mechanical parameter most commonly used to characterize a 

CNT is by determining its Young's modulus. Theoretical investigations have led to estimated 

Young’s modulus of CNTs in the range of 1 TPa (Lu 1997). Different experimental methods have 

been established to measure the elastic properties of individual nanotubes. One method allows 

the determination of the CNT stiffness by the observation of their intrinsic thermal vibrations 

amplitude in a transmission electronic microscope (TEM). Average Young’s modulus values of 

1.8 TPa and 1.25 TPa were obtained for MWNTs and SWNTs, respectively (Treacy et al. 1996; 

Krishnan et al. 1998). Quantum mechanics calculations predict that defect-free single-walled 

carbon nanotubes possess Young’s modulus values of 1 TPa, tensile strengths of 100 GPa, and 

multiwalled carbon nanotubes with a mean fracture strength >100 GPa [20]. For illustration, a 
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tensile strength of 200 GPa for MWNT relates the ability to sustain a weight of 20 tons on a cable 

with a cross-section of 1 mm². Carbon nanotubes thus represent the strongest and hardest 

materials in terms of tensile strength and elastic modulus. The above mechanical properties of 

CNTs refer to axial properties of the nanotube. Simple geometrical considerations propose that 

CNTs should be much softer in the radial direction than along the tube axis. 

TEM observations of radial elasticity showing that even van der Waals forces can deform two 

adjacent nanotubes (Ruelle 2010). Nanoindentation experiments with AFM indicated Young’s 

modulus of the order of several GPa in the radial Axis (Yu et al. 2000). In spite of these excellent 

mechanical properties, carbon nanotubes possess also a remarkable flexibility. Besides their 

experimental observations, the bending of nanotubes at large angles is completely reversible up 

to 100° despite the formation of complex kink shapes (Iijima et al. 1998). Moreover, the thermal 

conductivity of CNTs in the axial direction exceeds the best-known bulk heat conductors including 

diamond. The thermal conductivities of isolated SWNT and MWNT were experimentally 

measured, in the axial direction, were 3500 and 3000 W.m-1.K-1  respectively. Such exceedingly 

high thermal conductivity contributes to the effective heat removal, which is also assisted by the 

extremely high surface area of CNTs. All the above presented data shows that carbon nanotubes 

are actual interesting materials for electrical engineering applications as they have the 

characteristics of a seamless electrical conductor, current carrying capacity, strength, and thermal 

conductivity, adding to them the low mass (Lekawa-Raus et al. 2014; Pantoja-Suárez 2019). 

The chemical reactivity of a CNT is compared with a graphene sheet, improved as a direct result 

of the curvature of the CNT surface. Carbon nanotube reactivity is directly related to the pi-orbital 

mismatch caused by an increased curvature. Therefore, a distinction must be made between the 

sidewall of the nanotubes and their end caps. For the same reason, a smaller nanotube diameter 

increases the reactivity. Covalent chemical modification of either sidewalls or end caps has shown 

to be possible. For example, the solubility of CNTs in different solvents can be monitored this way. 

However, direct investigation of chemical modifications on nanotube behavior is not easy as the 

crude nanotube samples are still not pure enough (Hussain 2014). 

 

1.3.3. Synthesis techniques 

Carbon nanotubes are generally produced by three main techniques, arc discharge, laser ablation 

and chemical vapor deposition. However, scientists are investigating more economic ways to 

produce these structures. In arc discharge, a vapor is created by an arc discharge between two 

carbon electrodes with or without catalyst, therefore, nanotubes self-assemble from the resulting 



9 
 

carbon vapor. In the laser ablation technique, a high-power laser beam imposes on a volume of 

carbon-containing feedstock gas (methane, acetylene or carbon monoxide). At the moment, laser 

ablation produces a small amount of clean nanotubes, while arc discharge methods generally 

produce large quantities of impure material. In general, chemical vapor deposition (CVD) results 

in MWCNTs or poor quality SWCNTs. The SWNTs obtained with CVD have a large diameter 

range, which can be poorly controlled. But on the other hand, this method is easy to scale up for 

commercial production (Hussain 2014). 

 

Arc discharge 

This method which can be operated either by alternating or direct current (AC/DC) is the one by 

which CNTs were produced by Iijima (Iijima 1991) (Figure 1.6). In this process a voltage of 10 to 

20V and a current in the range of 20=100 A (approx.) is established between two cylindrical 

graphite electrodes separated by the order of 1 mm. The graphite electrodes (rods) used in the 

arc discharge systems are usually between 6 and 12 mm in diameter and are water-cooled. The 

chamber is kept at a sub-atmospheric pressure. Gram-scale synthesis of MWCNTs by arc 

discharge has been accomplished in the presence of helium (He) and CH4 gases at a pressure 

of _ 7 kPa. An arc current of 20A is applied to the anode with a diameter of 6mm (Ebbesen and 

Ajayan 1992). Other sub-products like amorphous carbon, fullerenes and nanoparticles are also 

obtained. The inert gas drags and cools the synthesized products, so the growth is affected by 

the speed of the existing ow, as well as by the thermal conductivity of the gas. CNTs are normally 

deposited on the cathode while the rest of the carbonaceous species are deposited mostly on the 

walls of the chamber. A graphite rod containing a metal catalyst (Fe, Co, etc.) is used as the 

anode with a pure graphite cathode to produce SWNTs in the form of soot (Bethune et al. 1993; 

Iijima et al. 1998). H2 use during the process results in better graphitization of CNTs as well as 

better process performance. This is due to the fact that hydrogen forms C-H bonds with the atoms 

at the ends of the CNT, which prevents the CNT from closing with a fullerene cap. (Y. Jiang et al. 

2009) demonstrated that the use of NH3 during the arc discharge process improves the 

production efficiency of CNTs. Besides arc discharge, single-pulse arc discharge has been 

successfully applied in the production of near-vertically oriented MWCNTs on Ni/glass using a 

graphite counter-electrode in an ambient air (Parkansky et al. 2004; Prasek et al. 2011; Pantoja-

Suárez 2019). 

The growth of SWCNTs can be done by arc discharge method with or without the use of catalyst 

precursors. On the other hand, the MWCNTs are produced without a catalyst precursor. In 
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SWCNTs, the anode is made of graphite and a metal catalyst such as nickel (Ni), cobalt (Co), 

palladium (Pd), titanium (Ti), or platinum (Pt), or the mixtures of Co-Ni, Fe-Ni, Ni-Ti, etc. is used. 

The metal catalyst plays an important role in the process yield. The gap distance between the 

electrodes is held constant to ensure high efficiency. The production of CNTs is mostly affected 

by the presence of impurities. Calcination in air at 400 °C for 2 h is very effective in the removal 

of carbon nanoparticles deposited during DC arc discharge. Heating by IR irradiation in air at 500 

°C is also being used to remove the unwanted carbon nanoparticles (Gupta 2017). 

 

Figure 1.6: Experimental set-up of an arc discharge apparatus (Hussain 2014). 

 

 

Laser ablation 

A pulsed or continuous laser is used to vaporize a graphite target in an oven at 1200°C. The oven 

is filled with helium or argon gas in order to keep the pressure at 500 Torr (6.7×104 Pa). A hot 

vapor plume forms, then expands and cools rapidly. As the vaporized species cool, small carbon 

molecules and atoms quickly condense to form larger clusters, sometimes including fullerenes. 

The catalysts also begin to condense, but more slowly at first, and attach to carbon clusters and 

prevent their closing into cage structures. Catalysts may even open cage structures when they 

attach to them. From these initial clusters, tubular molecules grow into SWCNTs until the catalyst 

particles become too large, or until conditions have cooled sufficiently that carbon no longer can 

diffuse through or over the surface of the catalyst particles (Hussain 2014). 
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Chemical vapor deposition 

Catalytic chemical vapor deposition (CCVD), either thermal or plasma enhanced (PECVD), is now 

the standard method for the CNTs production. Moreover, there are trends to use other CVD 

techniques, like water assisted CVD (Hussain 2014), alcohol assisted CVD (Li et al. 2018), 

oxygen assisted CVD (Hye et al. 2007), hot-filament (HFCVD) (Varshney et al. 2010), microwave 

plasma (MPECVD) (Brown et al. 2011) or radiofrequency CVD (RF-CVD) (Xu et al. 2011). CCVD 

is an economically viable process for large scale and quite pure CNTs production compared with 

laser ablation. The main advantage of this approach is the versatility to obtain CNTs on a multitude 

of different supports (conducting, semiconducting, and insulating materials) and geometries. In 

addition, in CVD processes it is possible to easily control the reaction course and the high purity 

of the obtained material. Chemical vapor deposition (CVD) is practiced in different formats. These 

formats generally differed in the means by which chemical reactions are performed. They are 

classified as follows (Pantoja-Suárez 2019): 

 

- Atmospheric pressure CVD (APCVD), low-pressure CVD (LPCVD), and ultrahigh vacuum CVD 

(UHVCVD), when the operation depends on the chamber pressure. 

- Aerosol-assisted CVD(AACVD), direct liquid injection CVD(DLICVD), when the operation 

depends on the physical characteristics of vapor. 

- Plasma-enhanced CVD (PECVD), atomic layer CVD (ALCVD), microwave plasma assisted CVD 

(MPCVD), when the operation is controlled by plasmas. 

- Hot filament CVD, rapid thermal CVD, and flame pyrolysis CVD in open air. All these operations 

are performed by following combustion technology. 

 

CVD processes involve the catalytic decomposition of a solid, liquid or gaseous precursor rich in 

C atoms on nanometric-sized metal particles (catalyst) at temperatures between 600 and 1200 

°C. The method involves passing a hydrocarbon gas (CHn) (typically 15-60 min) through a tubular 

reactor in the presence of a catalyst material. The tube is heated to a high temperature to 

decompose the hydrocarbon. The function of the catalyst in the CVD process is the decomposition 

of the carbon source by applying heat (Gupta 2017). 

Chemical vapor deposition (CVD) is the most prominent technique to synthesize the CNTs. It is 

also known as thermal CVD or catalytic CVD. As compared to arc-discharge and laser-ablation 

methods, CVD is a simple and economic technique for synthesizing CNTs at low temperature and 

ambient pressure. In crystallinity, arc- and laser-grown CNTs are superior to the CVD-grown ones 

(although CVD-grown MWCNTs possess inferior crystallinity, the crystallinity of SWCNTs grown 
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by CVD is close to that grown by arc or laser methods). However, in yield and purity, CVD beats 

the arc and laser methods. And, when it comes to structure control or CNT architecture, CVD is 

the only answer. Arc discharge and laser vaporization can be classified as high temperature (> 

3000 °C) and short time reaction (μs to ms) techniques, whereas catalytic CVD is a medium 

temperature (500-1100°C) and longtime reaction (typically minutes to hours) technique. The CVD 

method uses a carbon source in the gas phase and a heated coil, to transfer the energy to the 

gaseous carbon molecule. Commonly used carbon sources are methane, carbon monoxide and 

acetylene. The energy source cracks the molecule into atomic carbon. The carbon then diffuses 

towards the substrate, which is heated and coated with a catalyst (usually a first-row transition 

metal such as Ni, Fe or Co) and binds to it (Rao and Govindaraj 2011). CVD is versatile in the 

sense that it offers harnessing plenty of hydrocarbons in any state (solid, liquid or gas), enables 

the use of various substrates, and allows CNT growth in a variety of forms, such as powder, thin 

or thick films, aligned or entangled, straight or coiled nanotubes, or a desired architecture of 

nanotubes on predefined sites of a patterned substrate. It also offers better control on the growth 

parameters (Kumar and Ando 2010). 

 

Plasma enhanced chemical vapor deposition 

The plasma enhanced chemical vapor deposition (PECVD) is a low temperature operation and 

can be also used in several different modes (radio frequency (RF), direct current (DC), diffusion 

(D), or microwave (MW)). The major difference between RF and DC mode PECVD is the higher 

concentration of reactive radicles in the former (Gupta 2017). Obtaining CNTs at lower 

temperatures than thermal CVD processes is vital when substrates sensitive to high temperatures 

are used (above 900 °C), especially in the manufacture of electronic devices. In comparison to 

the thermal CVD, with the PECVD it is possible (Pantoja-Suárez 2019): 

- To have an extra contribution of precursor species due to the dissociation of the gases produced 

by the plasma. 

- Obtain alignment perpendicular to the substrate of the CNTs, regardless of their density. 

- Reduce the activation energy for the growth of CNTs. 

- Lower growth rate with respect to thermal CVD. 

 

The plasmatic energy efficiently dissociates gas molecules at lower temperatures, and the 

synthesis of carbon nanotubes might occur at lower temperature. PECVD has been investigated 

for its ability to produce vertically aligned nanotubes. It has been suggested that in PECVD only 

VACNTs grown from the tip are aligned specifically due to the presence of the plasma electric 
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field in the growth process, whereas VACNTs grown from the base are aligned mainly due to the 

crowding effect. The electrostatic force F creates a uniform tensile stress across the entire 

particle/CNT interface, regardless of where the particle is located tip or at base. The plasma is 

composed of electrons, charged species and ions, and neutral atoms and molecules. The plasma 

remains electrically neutral as the ion density is balanced by the electron density. The electron 

density in the radio frequency (RF) generated plasma is typically 108-109 cm-3 for a pressure range 

of 0.1- 133mbar. The electron temperatures are 1-11 eV, while the ion temperatures are lower at 

50-100 meV. There is also a spontaneous but nonequilibrium conversion of neutral species into 

long lived radicals. The plasma forms \sheaths", dark regions of very low electron density, with 

the electrodes (Hussain 2014). 

 

Note that according to the VLS growth mechanism, the catalyst particles must be in liquid phase. 

Carbon nanotubes were precipitated from the supersaturated eutectic liquid (Grüneis et al. 2006). 

The activated energy for thermal CVD (≤700 °C) was reported to be about 1.21 eV, while in the 

case of PECVD, the activation energy is much lower (0.23 eV) (Hofmann et al. 2003). The 

differential fact that the PECVD technique allows such a low temperature for the synthesis of 

these nanostructures is the dissociation of species produced in the plasma, which increases the 

contribution of precursors to the catalyst. At high temperatures (> 700 °C approx.) CNTs grown 

by PECVD have a lower growth rate than their counterparts grown under thermal CVD conditions. 

 

Figure 1.7: The growth rate variation with temperature for thermal CVD and PECVD (Hofmann 

et al. 2003). 
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While at low temperatures, given that CNTs grown by PECVD present a lower activation energy, 

the growth rate is higher compared to thermal CVD Figure 1.7. Moreover, in general terms, the 

contribution of carbon atoms cannot be as high in PECVD as in thermal CVD, whose working 

pressure can be atmospheric. In a PECVD system, the technical difficulties in creating a stable 

discharge limits the working pressure to values below 5 x 103 Pa (Meyyappan et al. 2003; Pantoja-

Suárez 2019)  

 

1.3.4. Growth Mechanism 

The mechanism known as vapor-liquid-solid (VLS) is widely accepted. VLS model was introduced 

for explaining the growth of silicon whiskers. For CNTs, this model was first adapted for explaining 

the formation of sea-urchin-like structures. According with this mechanism (Figures 1.8), the 

growth process includes the dissociation of gaseous hydrocarbon on the catalyst, the diffusion of 

adsorbed carbon atoms into the bulk of the nanoparticle, carbon precipitation, and the nucleation 

of cap structures of nanotubes (Chen and Zhang 2014). Since the caps that are initially formed 

around the catalyst define the diameter and the chirality of the growing nanotube, it is extremely 

effective to control the diameter and chirality by tuning the size, shape, and composition of the 

catalyst nanoparticles. It should be noted that CNTs can also be obtained using non-metallic 

particles. In this case, the growth of CNTs is explained by the mechanism known as vapor-solid-

solid (VSS, illustrated in Figures 1.8) (Tessonnier and Su 2011). It was (Rümmeli et al. 2007) who 

noticed that oxide particles (which met certain requirements) could be used to obtain CNTs. This 

approach results in better diameter control and chirality control. The nonmetal catalysts, such as 

metal oxide and diamond, have high melting points so that their structure and morphology remain 

unchanged at high growth temperature. Such stable catalysts are superior templates for cap 

nucleation, thereby defining the diameter and chirality of the growing nanotube. Additionally, these 

solid nonmetal catalysts have little activity of carbon feed stock decomposition, resulting in the 

tendency of carbon atoms to diffuse along the particle surface (surface diffusion) instead of within 

the nanoparticle (bulk diffusion) (An et al. 2017; Pantoja-Suárez 2019). 

The growth of CNTs by CVD ends when the catalyst loses its activity, which occurs when the 

diffusion of new C atoms into the particle becomes impossible. This may occur due to the 

formation of a stable carbide in the metal particle (Hernadi et al. 1996), or after total coverage of 

the metal particle by concentric graphitic shells (Guo et al. 2005; Li et al. 2015). 
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There are two different growth mechanisms in a CVD process, tip growth and root growth. When 

the catalyst-substrate interaction is weak hydrocarbon decomposes on the top surface of the 

metal, carbon diffuses down through the metal, and CNT precipitates out across the metal bottom, 

pushing the whole metal particle off the substrate. As long as the metal’s cap is open for fresh 

hydrocarbon decomposition, the concentration gradient exists in the metal allowing carbon 

diffusion, and CNT continues to grow longer and longer. Once the metal is fully covered with 

excess carbon, its catalytic activity ceases and the CNT growth is stopped. This is known as “tip-

growth model”. In the other case, when the catalyst-substrate interaction is strong, initial 

hydrocarbon decomposition and carbon diffusion take place similar to that in the tip-growth case, 

but the CNT precipitation fails to push the metal particle up; so the precipitation is compelled to 

emerge out from the metal’s apex (farthest from the substrate, having minimum interaction with 

the substrate). At first, carbon crystallizes out as a hemispherical dome (the most favorable 

closed-carbon network on a spherical nanoparticle) which then extends up in the form of seamless 

graphitic cylinder. Subsequent hydrocarbon decomposition takes place on the lower peripheral 

surface of the metal, and as-dissolved carbon diffuses upward. Thus, CNT grows up with the 

catalyst particle rooted on its base; hence, this is known as “base-growth model” (Kumar and 

Ando 2010). CNT synthesis involves many parameters such as hydrocarbon, catalyst, 

temperature, pressure, gas flow rate, deposition time, reactor geometry (Hussain 2014). 

 

 

 

Figure 1.8. (a) The classical VLS mechanism during SWCNT growth by metallic catalyst. (b) 

The supposed VS mechanism during SWCNT growth from SiO2 nanoparticles as nucleation 

centers (Chen and Zhang 2011). 
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1.3.5. Properties of catalysts 

Most important catalysts are transition metal alloys. Ni, Fe and Co are the most commonly used 

metals, because of their strong activity in catalyzing the decomposition of carbon feedstock and 

sufficient carbon solubility (Yan Li et al. 2010). However, other metals and their alloys can also 

be used: Mo, Pd, Cu, Au, Ag, Mn, Cr, Sn, and Al, and their combinations, have been employed 

as catalysts in the form of nanoparticles, nanoclusters, or single crystals (An et al. 2017). 

 

In most of the cases a barrier layer could be metal (e.g. Al, Ti) or metal oxide, (e.g. Al2O3, SiO2) 

is deposited on the top surface of the substrate to avoid the catalyst diffusion upon annealing at 

higher temperature. The heating is performed in an inert atmosphere such as under hydrogen 

flow to reduce the catalyst to metallic form during heating. At a desired temperature the thin 

catalyst film collapse and converts into nanometric size particles. The size of nanoparticles tells 

the diameter of the growing nanotube. So starting from an oxide catalyst, a reduction of metal 

oxide takes place during decomposition of carbon precursor compound. As a result, a metallic 

particle forms through intermediate oxide states. Upon carbon dissolution, metal-carbon mixture 

or metal carbide is formed. Subsequent segregation results in the formation of graphitic carbon 

and metal particles. Bimetallic catalyst such as iron-cobalt alloy shows higher catalytic activity 

based on lower melting temperature and an increase in carbon solubility (Flahaut et al. 1999; 

Moisala et al. 2003). The size of metal particles explains the melting temperature of the metal, at 

a size of less than about 100 nm melting temperature can be lowered significantly and lower than 

10 nm an exceptional decrease is observed. The reason is at nanometric size the ratio of surface 

atoms increase with respect to internal atoms. The surface atoms are electronically and 

coordinately unsaturated and thus are more reactive and mobile (Moisala et al. 2003). The melting 

temperature of a metal particle (Tc) with radius r can be approximated by following (equation 1.3) 

[24]. 

 

𝑇𝑐 =  𝑇0 −
2𝑇0

Δ𝐻𝑓𝑢𝑠𝑖𝑜𝑛 𝜌𝑠𝑟
[𝜎𝑠𝑙 + (1 −

𝜌𝑠

𝜌𝑙
) 𝜎𝑙]                                                                                        (1.3) 

 

where 𝑇0 is the bulk melting temperature, Δ𝐻𝑓𝑢𝑠𝑖𝑜𝑛 is the latent heat of fusion, 𝜌𝑠 and 𝜌𝑙 are the 

densities of solid and liquid metal respectively, 𝜎𝑠 is the surface energy associated to the interface 

solid/liquid and 𝜎𝑙 is the surface energy. 
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According with the iron-carbon phase diagram, the eutectic temperature for the Fe-C in the bulk 

phase is 1153 °C but it decreased down to 732 °C significantly at the nanometer scale 

(Harutyunyan et al. 2005). At higher temperature catalyst particle is more active and stay in liquid 

phase for longer time but it is important to grow the nanotubes at the temperature well below self-

pyrolysis temperature and slightly above the eutectic point. The self-pyrolysis temperature 

depends on the stability of the carbon source used and the eutectic point decreases for all metals 

with the film thickness. The catalyst deactivation due to the amorphous carbon is a major problem 

which is the result of the self-pyrolysis of hydrocarbon or excessive carbon concentration (Hussain 

2014). Figure 1.9 represents the iron-carbon phase diagram, and it shows the eutectic points of 

other two metals used commonly as catalysts (Co and Ni). Note that Fe is the metal with the 

lowest eutectic point. Indeed, eutectic means easy to melt. The carbon content at the eutectic 

points of cobalt-carbon and nickel carbon phases is approximately two times lower and the 

temperature significantly higher than for the iron-carbon phase. Additionally, the solidification of 

cobalt-carbon and nickel-carbon phases occurs at relatively low concentration of carbon, at a 

given temperature. These can terminate the growth of SWCNTs at early stages. Therefore, cobalt 

and nickel catalysts will require higher synthesis temperatures, as in the cases of laser ablation 

or arc-discharge methods (Harutyunyan et al. 2005). It is important to consider that the catalyst 

particle diameter largely determines the diameter of the CNTs formed from them. It is relatively 

easy to control the diameter and number of walls of the CNTs by tuning the size of the catalyst 

nanoparticles. 

As shown in Figure 1.10, when iron is used as catalyst, the number of graphitic walls in a CNT is 

dependent on CNT diameter, which is dependent on catalyst thickness. The mean CNT diameter 

is proportional to the thickness of the Fe thin film, and thin CNTs have a strong tendency to be 

SWCNTs while thick CNTs tend to be double-walled carbon nanotubes (DWCNTs) or MWCNTs. 

SWCNTs occupied most of the nanotube population within a diameter range of 1.0 – 2.5 nm, and 

DWCNTs account for the majority of CNTs with a diameter in the range of 3.0-4.0 nm, while 

MWCNTs have a higher percentage for the diameter larger than 4.5 nm. Maximum DWCNT 

selectivity was reached at an Fe thin film thickness of 1.69 nm. It is generally believed that during 

catalyst annealing, thick metal thin films break up into smaller (larger) catalytic nanoparticles, 

which, in turn, produce smaller (larger) tubes. Empirically, it is well established that a thin catalytic 

metal film (around 1 nm) is required to grow SWNTs. 

 

There are many other parameters affect the catalyst nanoparticles such as pressure, gas used, 

temperature, surface energy of the substrate, among others. (Dervishi et al. 2009) studied the 
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thermal effect from an MgO supported Fe-Co catalyst system. It was found that the diameter 

distribution was broadened when raising the growth temperature from 800 to 1000 °C. These 

results are normally explained by particle coalescence or Ostwald ripening (Wen et al. 1996). At 

the CNT growth temperatures, catalyst sintering by coalescence modifies the particle size 

distribution and consequently the CNT diameter distribution. Some supports, MgO and Al2O3, 

seem to keep the particles in a dispersed state. Another approach to solve the sintering problem 

is to embed the transition metal species in a matrix. Several groups showed that mixed oxide 

catalysts, that is, oxides with several elements present as cations in the structure, are efficient 

catalysts to grow MWCNTs. Mixed oxides with perovskite- and spinel-type oxide structures led to 

particularly interesting results (Tessonnier and Su 2011). 

 

 

Figure 1.9: Scheme of the iron-carbon phase diagram (Harutyunyan et al. 2005). 
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Figure 1.10: Trends in carbon nanotube (CNT) type and diameter. (a) Concentrations of single 

walled carbon nanotube (SWNT), double-walled carbon nanotube (DWNT), and multiwalled 

carbon nanotube (MWNT) as a function of the CNT diameter; (b) CNT mean diameter as a 

function of Fe film thickness (An et al. 2017). 

 

1.3.6. Effect of Precursor gases 

 

The selection of the gas(s) influences the characteristics of the CNTs. From the formation of the 

catalyst nanoparticles, through the orientation of the nanotubes, to the amount of amorphous 

carbon are strongly related to the gases used during the production of these carbon-based 

materials. Among the precursor materials of CVD growth of CNTs, a distinction can be made 

between those that are used as sources of carbon atoms, and those that have a catalytic, or 

simply carrier, function. The precursors traditionally used as sources of carbon are acetylene 

(C2H2) and methane (CH4). However, there are many other gaseous precursors such as ethane 

(C2H6), ethylene (C2H4), 1,2-propandiene (C3H4), carbon monoxide (CO); solid C sources such as 

camphor (C10H16O); and liquid precursors such as benzene (C6H6), toluene (C6H5CH3), iso-octane 

or ethanol (C2H5OH) or 2,2,4-trimethyl-pentane (C8H18) among others. The gas that can provide 

high quantity of CNTs, better crystallinity at low temperature with as low as possible of amorphous 

carbon is considered ideal for the growth of CNTs (Pantoja-Suárez 2019). 

 

To prevent the deposition of amorphous carbon (“a-C”), which inhibits the formation of nanotubes 

by poisoning the growth catalyst and can also cause short circuits on the substrate surface, the 

a) b) 
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carbon source is combined with a hydrogen-rich gas (typically, NH3 or H2), which produces 

reactive species in the plasma to remove any excess carbon. The use of etch gas during the 

growth process of CNTs is important. It has been widely reported that atomic hydrogen is the 

active species for the removal of excess carbon. NH3 has a key role in removing any excess 

carbon through the generation of reactive atomic hydrogen species, which combine with and carry 

away carbon atoms (Hussain 2014). At high NH3 ratios, NH3 decomposes preferentially over C2H2. 

This is because the chemical bonds that hold the NH3 molecule together are weaker than those 

that hold C2H2 together. This allows the C2H2 to decompose slowly, generating the small amounts 

of carbon necessary for nanotube self-assembly. At high C2H2 ratios, there is insufficient NH3 to 

effectively suppress C2H2 decomposition, resulting in higher levels of carbon generation and 

deposition of excess carbon as a-C. 

NH3 therefore has two key roles in the formation of carbon nanotubes: Not only does it generate 

atomic hydrogen species to remove any excess carbon, it also suppresses the decomposition of 

C2H2, limiting the amount of carbon generated in the first place. The gas-phase removal of carbon 

containing species results in the production of gaseous HCN, which is detected in the mass 

spectra (Bell et al. 2006) 

 

1.4. Graphene 

Graphene is a two-dimensional allotrope of carbon. The name 'graphene' was first mentioned in 

1987 to describe the graphite layers that had various compounds inserted between them. 

Graphene prices drop in (euro/cm2) during the last 10 years from 1000 to about 2 euros/cm2 

(Figure 1.11) 

 

 

 

Figure1.11 : Graphene prices drop in (euro/cm2) during the last 10 years from 1000 to about 2 

euros/cm2 (Graphenea 2020). 

€
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In 1948, with the advent of the first electron microscopy, images of several layers of graphite were 

first observed, followed by the observation of single graphene layers by Ruess and Vogt (Ruess 

and Vogt 1948). Since then, pursuit of “isolating graphene” started, and in 2004 two scientists 

from University of Manchester Andre Geim and Constantine Novoselov for the first time isolated 

a single atomic layer of carbon (graphene) layers from graphite. They noticed some flakes to be 

thinner than others. By separating the graphite fragments repeatedly, they managed to create 

flakes which were just one atom thick. They played with graphite cubes and Scotch tape, for 

pulling flakes of graphite. They had repeated the flaking-off graphite until they obtained a one 

atom thick layer. Geim and Novoselov had invented Wallace’s graphene. The ¨scotch tape  ̈

method was so simple and effective, that this area of science grew extremely quickly and 

nowadays many research institutes around the world use this technique for investigation of 

graphene, because it doesn’t require large investments or complicated equipment (Novoselov et 

al. 2004). In 2010 Andre Geim and Konstantin Novoselov were awarded Nobel Prize in physics 

for this work, becoming the 24th and 25th Nobel Laureates in history of the University's (Avetisyan 

2019). The interest of studing the graphene has increased in last decades as the number of 

scientific published articles about studying its properties and applications reached to 144,485 

articles during the year 2021 until the moment of writing this line (Figure 1.12). 

 

 

Figure 1.12. The increase of the number of publications of graphene during the past 10 years. 
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1.4.1. Graphene structure 

 

Graphene is a single layer of carbon packed in a hexagonal (honeycomb) lattice, with a carbon-

carbon distance of 0.142 nm that mimics a honeycomb structure. Out of graphene plane, the non-

completely filled π orbitals forms weak π bonds and they are responsible for conductive 

properties. Its extended honeycomb network is the basic building block of other important 

allotropes; it can be stacked to form 3D graphite, rolled to form 1D nanotubes, and wrapped to 

form 0D fullerenes. Graphene sheets can stack in three main different ways: hexagonal (Order, 

AA), bernal (AB), and rhombohedral (ABC) stacking (Fig. 1.14). In Order stacking all the carbon 

atoms of each layer are well-aligned. For AB and ABC stacking, a cycle period is constituted by 

two layers and three layers of a non-aligned graphene, respectively (Koshino 2009; Jhang et al. 

2011; Lui et al. 2011). In Order stacking, all the carbon atoms of each layer are well aligned. For 

AB and ABC stacking, a cycle period is constituted by two layers and three layers of a non-aligned 

graphene, respectively. A highly symmetrical structure occurs in Order stacking, while the 

structure in ABC stacking is relatively complicated. Graphene possesses many extraordinary 

properties and has been the subject of intense scientific interest. One of the interesting features 

of graphene is the edge effect. Graphene edges are typically far from ideal and suffer from atomic-

scale defects, structural distortion, and unintended chemical functionalization, leading to 

unpredictable properties. The presence of edges strongly affects the electronic structure 

depending on their edge shape (zigzag and armchair edges). 

Depending on the direction of the cutting line of a graphene sheet, there can be two types of 

edges created, as shown in figure 1.13, namely armchair edges and zigzag edges [Enoki T, 2007]. 

Manipulation of graphene edges at atomic level is very promising for exploiting graphene 

recognized potential in the next generation of electronic, optical, mechanical, and chemical 

devices. 

 

 

Figure 1.13 Zigzag and armchair lines and hydrogen-terminated zigzag and armchair edges in 

a graphene sheet (Enoki et al. 2007). 
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Figure 1.14 The side and top views of the stacked graphene layers with Order, AB, and ABC 

pattern (Yang et al. 2018). 

 

1.4.2. Properties 

The unique plane structure and geometry of monolayer graphene contribute its super properties, 

including high Young’s modulus (~1100 GPa), high fracture strength (~125 GPa), excellent 

electrical (~106 S/cm) and thermal conductivity (~5000 W/(m·K)), fast mobility of charge carriers 

(2×105 cm2/(V·s)) and large specific surface area (theoretically calculated value, 2630 m2/g). 

Below described in some details the thermal and mechanical properties of graphene. (Avetisyan 

2019) 

 

Thermal Properties 

The strong and anisotropic bonding and the low mass of the carbon atoms give graphene and 

related materials unique thermal properties. Therefore, recently, there has appeared a strong 

motivation to investigate thermal properties of graphene and related composite materials from the 

positions of practical applications. From the point of view of performance and reliability of new 

technologies, such as modern electronic, optoelectronic, photonic devices and systems, the 

efficient heat removal it is an important issue, which can be resolved by using optimal thermal 

interface materials (TIMs) between heat sources and heat sinks. Conventional TIMs filled with 
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thermally conductive particles require high volume of fractions filler (f ~ 50%) to achieve thermal 

conductivity K of the composite in the range of ~1-5 W/(m·K) at a room temperature (RT) (Shahil 

and Balandin 2012) There is a great demand of TIMs for electronic used in information processing 

and communications and also for used in the ¨green¨ technology (Photovoltaic solar cells) 

revolution. 

 Graphene is great material for using in TEMs. It is demonstrated in different researches that 

thermal conductivity of TIMs with enhanced graphene elements may lead to revolutionary 

increase in device and system performance not only in electronics but also in optoelectronics and 

renewable energy generation. In 2008, it was discovered that graphene has extremely high 

intrinsic thermal conductivity (Ki), which can exceed that of carbon nanotubes (CNTs) (Balandin 

2011) The extraordinary thermal properties were discovered at the University of California-

Riverside. Original non-contact optothermal technique was used for experiment based on Raman 

spectroscopy (Fig. 1.14). In this experiment the graphene layer was obtained by mechanical 

exfoliation from high quality bulk graphite. This technique was developed only for measuring 

thermal conductivity of the atomically thin materials. The value of K was found between 3000 

W/(m·K) to 5300 W/(m·K), depending on the size of the graphene flakes, at a near room 

temperature. This number is among the highest of any known material. This result is clearly above 

the bulk graphite limit of 2000 W/(m·K) [Balandin, AA, 2008] and it exceeds the record values of 

diamond and carbon nanotubes, about 2000–4000 W·m–1·K–1 for freely suspended samples 

[Balandin, AA, 2011; Chen S, 2012]. This attractive thermal conductivity of graphene makes this 

material beneficial for electronic applications and establishes graphene as an excellent material 

for thermal management. 

 

Figure 1.15. Mechanical testing of graphene. Schematic of nanoindentation on suspended 

graphene membrane [Lee C,2008]. 
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Figure 1.16 Schematic structure of the suspended grapheme used for measurements of the 

thermal conductivity. Graphene was heated with the laser light focused in the middle of the 

suspended part. The temperature rise was determined from the shift of the G peak position in 

graphene Raman spectrum; (b) Scanning electron image of the bilayer graphene ribbon 

suspended across the 3-μm trench in Si/SiO2 wafer for optothermal measurements [Balandin 

AA, 2011]. 

 

 

Mechanical properties 

 

Graphene is one of the strongest materials, which provides a tensile strength of 130 GPa and is 

one of the stiffest known materials characterized by a remarkably high Young’s modulus of ~ 1 

TPa. In general, mechanical properties of a crystalline solid are controlled by characteristics of its 

pristine crystal lattice and structural defects such as dislocations and grain boundaries [Hirth JP, 

1982; Veprek S, 2007]. In the case of graphene, the reason for the exceptional mechanical 

properties lies in the stability of the sp2 bonds that form the hexagonal lattice and oppose a variety 

of in-plane deformations [Lee C, 2008]. For the first time, mechanical measurements of free-

standing monolayer graphene were carried out by using nanoindentation in an AFM [Lee C, 2008] 

(Figure 1.16). For measuring the mechanical properties of graphene, it was deposited onto a 

substrate with arrays of circular wells and loaded by a tip of an atomic force microscope. The 

force-displacement behavior was interpreted within a framework of nonlinear elastic stress strain 

response and yields second- and third-order elastic stiffnesses of 340 N·m-1 and 690 N·m-1, 

respectively. The breaking strength is 42 Nm-1 and represents the intrinsic strength of a defect 

free sheet. These quantities correspond to a Young's modulus of E = 1.0 TPa, third-order elastic 

stiffness of D = -2.0 TPa, and intrinsic strength of σint = 130 GPa for bulk graphite. They also 
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showed that atomically perfect nanoscale materials can be mechanically tested to deformations, 

which are well beyond the linear regime [Lee C,2008]. Then, graphene has strength 300 times 

more than that of steel. However, concept of the strength is something general, there are different 

types of strength: strength in tension, compression, hardness, toughness and fatigue just to name 

a few (Avetisyan 2019). 

 

1.4.3. Graphene Nanowalls 

Graphene nanowalls (CNWs) are two-dimensional carbon nanostructures consisting of walls that 

are constructed of aligned graphene layers on different substrates. Vertical graphene (VG) is 

intrinsically graphene with unique structural features, being arranged perpendicularly to the 

substrate surface. Individual VG nanostructure usually has lateral and vertical dimensions of 0.1 

to tens of micrometers and a thickness of only few nanometers [Kondo S, 2008; Ni ZH, 2007]. As 

compared with the horizontally oriented graphene this type of graphene nanostructures attract 

attention due to its high surface-area-to-volume ratio. The most important features of multi-layeres 

GNWs are high aspect ratio, large surface area and sharp edges [Ni ZH, 2007]. 

MLGNWs were first discovered in 2001 by Yihong Wu. The vertical structure was found during 

the growth of carbon nanotubes in a microwave PECVD process. MLGNWs first deposit was 

carried out over NiFe (40 nm) coated sapphire substrate, under CH4 and H2 gas flow in the 650ºC-

700ºC temperature range. Since then, a number of reports has been published using a variety of 

growth parameters for MLGNWs synthesis. For vertically oriented graphene growth, the plasma 

state has an essential role, as compared with planar graphene, which can be synthesized by 

mechanical and chemical exfoliation, thermal decomposition of carbon-terminated silicon carbide, 

epitaxial growth and chemical vapor deposition (CVD) [Wu YH, 2002]. Many researchers have 

used different types of plasma enhanced chemical vapor deposition methods (PECVD), such as 

DC, RF and microwave plasma discharges in a variety of configurations. PECVD technique has 

high probability to be a promising technique for new generation technologies, due to its feasibility 

and potentiality for large-area production with reasonable growth rates at relatively low 

temperatures. This method as compared with CVD has advantages such as low operating 

temperature, full step coverage and generally, high growth rate, high plasma density and reactive 

radical density. It also offers a better control of nanostructure ordering/patterning, due to the 

presence of energetic electrons, excited molecules and atoms, free radicals, photons and other 

active species in the plasma region, where occurs MLGNWs deposition [Droes SR, 1997]. The 

precursor gases used in these PECVD processes may vary. Many researcher groups used CH4, 

C2H2, C2H4, C2F6 and CO2 as precursor gas [Kondo S, 2009; Chatei H, 2006; Vizireanu S, 2009]. 
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Moreover, etchant and diluent gases, such as H2, O2, N2, NH3, H2O, as well as, noble gases He, 

Ne, Ar and Kr were used [Vizireanu S, 2009; Teii K, 2009; Zhu W, 1990]. For the MLGNWs growth, 

a broad number of substrates such as conductor, semiconductor, and insulator, was used [Wu 

YH, 2004; Malesevic A, 2008]. Vertical graphene was discovered in 2001, but there is still no 

specific description of the growth mechanism. Numerous researchers have proposed growth 

mechanisms for MLGNWs based on experiments performed in the early stages of deposition 

[Hiramatsu M, 2006; Kondo S, 2009; Teii K, 2009; Malesevic A, 2008; French BL, 2006]. In this 

thesis, the new proposed growth mechanisms will be presented. 

Vertically oriented graphene nanowalls possess a number of unique mechanical, chemical, 

electronic, electrochemical and optoelectronic properties that could benefit their potential use in 

a wide range of applications. Many applications have already been described in the literature, 

such as field electron emitters, catalyst supports/templates, and hydrophobic coating (due to the 

H or F terminations) [Hiramatsu M, 2010] (Figure 1.17). MLGNWs due to the very low reflectance, 

high specific absorbance in thin transparent films have the possibility of being used as dark 

coating for a bolometer absorber [Krivchenko V, 2013]. The ability to tailor the band gap of GNWs 

opens new doors to their usage for the design and evolution in modern nano-electronic devices. 

On the other hand, the carrier concentration and mobility; the band gap inside the individual 

monolithic graphene nanowall sheets are also of great interest for realizing nanographene devices 

[Hiramatsu M, 2010]. This unique three-dimensional graphene structure possesses high 

hydrophobicity and outstanding electron conductivity. The in-situ one step growth method 

indicates the great potential of using VG in supercapacitors. Also MLGNWs can be used in flexible 

photovoltaic devices, field-effect transistors (FETs), sensors, charge trapping memory (CNT) [Liu 

XSJ, 2014]. In addition, MLGNWs is an eligible candidate for using in biocompatible scaffolds for 

osteoblast culture and tissue engineering [Ion R, 2016]. Electrophoretic deposition can be used 

to fabricate composite MLGNWs/graphite electrodes for electrochemical detection of DNA 

sequences with estimated zeptomole LODs [Akhavan O, 2012]. For each application, high-quality 

MLGNWs should be grown on suitable substrate. For example, MLGNWs grown on Cu foil 

becomes an excellent electrode for supercapacitors, meanwhile, MLGNWs on dielectric (SiO2) 

substrate could be used to fabricate gas or bio-sensors, also MLGNWs on semiconductor 

substrates could be used rather for potential application of solar cells [Li M, 2016]. 
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Figure 1.17 Schematic representations of the potential applications of MLGNWs [Hiramatsu M, 

2010]. 

 

 

1.5 Objective 

 

The main purpose of the thesis is to improve the synthesis parameters of carbon nanotubes and 

hybrid nanostructures on flexible and conductive substrates. For that, we will study three different 

technologies based on CVD, PVD, and plasma-liquid interaction. These studies are focused to 

the improvement of the electrodes of high specific capacitance. 

 

These technologies also offer a diversity of production methods of nanomaterials, which open 

other future developments of flexible electrodes for supercapacitors and batteries, sensors, photo 

and electrocatalysis, and other developments like biosensors for smart wear. 
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Chapter 2 

Characterization Techniques 

In order to understand the material properties and functionality, we need to use different 

techniques to characterize and view the material and any change can happen to it from 

different aspects. In this work, it will be noticed that the most used techniques are the 

different electron microscopies such as scanning electron microscopy (SEM) for studying 

the morphology in general, transmission electron microscopy (TEM) to study the 

nanostructure of the material and its crystallinity. Some other techniques have been used 

to study more properties such as Raman Spectroscopy and X-Ray Photoelectron 

Spectroscopy (XPS) to study the chemical and structural properties. Both the substrate 

and the synthesized carbon materials must be studied in order to improve the surface 

modifications and carbon material growth conditions to reach the optimum possible 

conditions. Finally, we tested the materials as an electrode material for supercapacitors 

application using different electrochemistry techniques. Below we can find the different 

techniques that have been used. 

2.1. Electron Microscopy 

 

Figure 2.1: Resolution limitation of human eye versus different imaging techniques 

(Kaech 2018). 

The unaided human eyes can resolve a distance of 0.2 mm apart while by adding a lens 

(aided eye), they are enabled to resolve until 0.1 mm distance. This limit is called the 

resolution power of human eye. To overcome these limitations, the microscope was 

developed and used as an efficient magnifying tool.  Figure 2.1 shows a comparison of 

observing objects between the human eye and the optical and electron microscopies. 

According to Ernest Abbé  law, the resolution limit of any optical system depends on two 
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factors, the wavelength of the light source (λ) and the numerical aperture of the lens 

(NA). This law applies for electrons as the electrons have the characteristic of both 

particles and wave where the higher speed of electrons, the smaller wavelength 

therefore higher resolution (Spence, 2017). 

According to Abbe, the limits of resolution (LR) or the minimum resolvable distance do 

can be calculated by equation 2.1 as follows: 

𝐿𝑖𝑚𝑖𝑡 𝑜𝑓 𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 =  𝑑𝑜 =
1.22𝜆

2 (𝑛 sin 𝛼)
=

0.61𝜆

(𝑛 sin 𝛼)
=

0.61𝜆

𝑁𝐴
                                                              (2.1) 

Where n is the refractive index and α is the semi-angle of the specimen. The NA has a 

maximum value of 1.4. where the short blue light (λ=436 nm) can yield a resolution up to 

190 nm only.  

Electron microscopy (EM) has been a revolutionary imaging technology that uses a 

focused accelerated beam of electrons which causes the diffraction effects to exist at a 

very small physical dimension. The EM has a larger resolving power than the optical 

spectroscopy because the electrons have a wavelength 100,000 times shorter than the 

photons of the visible light. In the electron microscope the electrons are directed using 

magnetic lenses much as the light is directed by optical lens in the light microscope. 

The determination of the incident electron wavelength can be calculated using De 

Broglie’s expression depending on the kinetic energy of the electrons, k, as follows: 

 

𝜆 =
ℎ

𝑝
=

ℎ

√2𝑚𝑒𝜅
                                                                                                                           (2.2) 

Where h is the Planck’s constant, p is the electron momentum, and m is the electron 

mass (Rosenberg & Weis, 1983). 

 

By considering the relativistic effects accompanying with the high energies, De Broglie’s 

expression becomes as follows: 

 

𝜆 =
ℎ

√2𝑚𝑒𝑒𝑉𝑒  (1+
𝑒𝑉𝑒

2𝑚𝑒𝑐2)
                                                                                                                  (2.3) 

 

Where c is the speed of light, 𝑉𝑒 is the acceleration potential of the microscope and e is 

the charge.  
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2.1.1. Scanning Electron Microscopy (SEM) 

SEM is an advanced multifunctional instrument, mainly used to observe the surface 

phenomena of materials. When the specimen is shot by high energy electrons, the 

emitted X-ray/electrons are analyzed which allows it to provide multiple qualitative 

information about the sample such as the surface features and texture, arrangement of 

particles on the sample surface, size and shape. In general, it provides a composition, 

morphological, topographical, and crystallographic information. 

SEM is considered as a leading instrument for obtaining a detailed visual image of a 

particle with a spatial resolution of 1 nm and high-quality (Brabazon & Raffer, 2000). 

Magnifications of up to 300,000 times are possible with this microscopy. Although SEM 

is only used to visualize the surface images of a material and does not provide any 

interior information, it is nevertheless a valuable tool (Mcmahon, 2007). 

 

 

 

 

Figure 2.2: Similarity of scanning electron microscope with a confocal laser scanning 

microscope (Kaech, 2013). 

 

The principle of SEM is based on releasing the primary electrons providing an energy to 

the atomic electrons of the sample which then can be released as the secondary 

electrons (SEs) which can be collected from each point of the specimen in order to form 

the image. Operating under vacuum is one of the basic requirements for SEM to obtain 

high resolution by avoiding the electrons interactions with any gas molecules inside the 

chamber. The primary electrons that are shot from the electron gun are accelerated 

either by heating or applying high energy between 1-40 keV (J. Goldstein et al., 2003). 
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SEM construction is similar in some sides with the confocal laser scanning microscope 

(Figure 2.2). 

 

In general, there are two kind of interactions inside SEM elastic and inelastic interactions. 

Inelastic interactions are the ones in which the beam electron interacts with the electric 

field of the specimen atom electron, resulting in energy transfer from the beam electron 

to the specimen atom and potential ejection of an electron from that atom as SEs have 

energy less than 50 eV. 

 

 

Figure 2.3: The electron beam interaction with the specimen and the emitted signals 

from the sample (Akhtar et al., 2018). 

 

Secondary electron emission leaves a vacancy, which is then filled by an electron from 

a higher level orbital which results in the emission of high energy transition X-rays 

(Bondeson, 2007). 

 

 

 

Figure 2.4: Secondary electrons a) SE1 and b) SE2 that are emitted from the sample in 

SEM (Akhtar et al., 2018). 

a) b) 
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Elastic interactions are those that occur between the electric field of the nucleus of a 

specimen atom and the primary electrons, and as a result of these interactions, the 

primary electrons' direction changes without a considerable change in their energy (1 

eV) (Zhou et al., 2007). 

Back scattered electrons (BSEs) are elastically scattered electrons that deflect back out 

of the specimen and their energies ranges between 50 eV to almost equal to the incident 

beam electrons. BSEs, in general, retain a minimum of 50% of the incident beam energy. 

Because secondary and backscattered electrons leave the sample at different depths, 

their energies are varied. SEs normally escape from a depth of around 5-50 nm, BSEs 

from a larger depth than SEs, while X-rays at far deeper levels (Figure 2.3)(Zhou et al., 

2007). 

 

SEs and BSEs are mainly used for the material imaging. SEs is usually important for 

studying the morphology and topography of the materials (McMahon, 2007). As the SEs 

produced because of the collision between the primary electrons and the weakly bonded 

outer electrons, their number is higher than the incoming electrons. This leads us to the 

concept of SE coefficient (δ): 

 

𝛿 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑆𝐸𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑖𝑚𝑎𝑟𝑦 𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑠
                                                                                                   (2.4) 

 

SE coefficient is relatively not dependent to the atomic number of the sample atoms. The 

relation between the SE coefficient and the beam energy is inverse. As when we 

decrease the beam energy (Accelerating voltage), SE coefficient increases because of 

the interaction volume decrease. 

There are two mechanisms where the SEs are produced, which can be differentiated as 

SE1 and SE2. SE1 are those that are extracted by the primary electron beam. When the 

primary electrons reach the material surface, some energy will be transferred to the outer 

sample electrons resulting in a high-resolution signal. When the electrons undergo many 

inelastic scatterings inside the specimen until they reach the surface, then they are called 

SE2 (Figure 2.4). The surface area of the generated SE2 is bigger than the electron 

beam spot. In general, the resolution of SE2 is weaker than for SE1. There are many 

factors that can affect of disturb the emission of SE such as atomic number, electron 

beam current and energy, work function of the surface and the sample surface curvature 

(Zhou et al., 2007). 

SEM has three main components regardless the model or its specific functions, which 

are (table 2.1): (i) vacuum, (ii) electron gun, and (iii) the column which consists of 
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condenser and objective lenses, scanning coil, stigmator, detector and sample holder 

(Figure 2.2). 

In principle, the gun initially emits an electron beam, which is maintained in a vacuum 

and travels vertically through electromagnetic fields and lenses. With the help of an 

objective lens, the electron beam is focused on the specimen. Using a deflector coil, the 

incident beam scans a specific spot of the surface of the. 

The rastering pattern's size is controlled by the magnification. When the magnification is 

changed, the rastered area on the sample is resized. When the electron beam strikes 

the material, a large variety of signals are emitted from the specimen, including electrons 

and X-rays. Depending on the detector type, these signals are detected and transformed 

to signals, from which images are created. 

The depth of field in the image leads to conveying three-dimensional information. The 

electron divergence angle, which is specified by the diameter of the objective lens 

aperture and the distance between the specimen and the aperture, determines the depth 

of the field. It is possible to reduce the beam divergence angle by increasing the working 

distance or decreasing the aperture diameter to increase the depth of field.  Linear 

magnification is calculated by the (equation 2.5). 

 

𝑀 =
𝐿

𝐼
                                                                                                                                         (2.5) 

 

 

Where L is the raster's length of the cathode ray tube (CRT) monitor and I the raster's 

length on the surface of the sample (Vernon-Parry, 2000; Voutou & Stefanaki, 2008). 

Thus, the signal generated by the electron-sample interaction provides precise 

information on the material, such as its exterior morphology (texture), chemical 

composition, crystal structure, and the material orientation. As a result of its large depth-

of-field, the scanning electron microscope allows numerous specimens focus at once. 

The intensity of signals from secondary electrons or backscattered electrons is mapped 

to construct images in the SEM. Because the SEM scan generator simultaneously 

generates an electron beam across the surface of the specimen and an electron beam 

on the viewing cathode-ray tube (CRT) or recording device, there is a point-to-point 

transfer of this intensity information.  

The SEM also offers significantly better resolution, allowing for much higher 

magnification of narrowly spaced specimens. Because lenses are replaced by 

electromagnets, the researcher has far more control over the degree of magnification 

while using SEM. The SEM is one of the most often utilized devices in research today 
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because to its combination of increased magnification, greater depth of focus, improved 

resolution, and simplicity of sample surveillance (Ram et al., 2006). 

There are three main typical types of electron guns in SEM (1) Tungesten hairpin filament 

which produces thermal emission of electrons by heating up to 2500 oC. (2) Lanthanum 

hexaboride (LaB) which is very similar to the tungsten one with the advantage of having 

a longer life time and providing larger maximum beam current. Richardson formular 

describes the current density of a thermionic source. (equation 2.6): 

 

𝐽 = 𝐴. 𝑇2. 𝑒
𝜙

𝑘𝑇                                                                                                                                    (2.6) 

 

 

Where both A and the work function 𝜙 are material-constants, T is the temperature in 

Kelvin (K), and 𝑘 is the Boltzmann’s constant. 

The field emission gun (FEG) generates electrons without heating them, avoiding the 

problem of overheating. As a result, FEG is often referred to as a cold cathode field 

emitter. A tungsten wire with a sharp point (tip, radius less than 100 nm) is employed as 

the filament in FEG, and electrons are emitted by immersing the filament in a large 

electrical potential gradient. The significance of the short tip radius (100 nm) is that an 

electric field can be focused to such a high degree that the material's work function is 

decreased and electrons can released from the cathode (Sant’Anna et al., 2005). As a 

result, the field emission electron microscope (FESEM) introduced a new electron gun 

design. Field emission cathode emits electrons by applying a high electric field at the 

filament tip in this method. The degree and proximity of the electric field to the electron 

reservoir in the filament organize the speed with which electrons are ejected from the 

reservoir. 

By producing finer beams with 1000 times the emission of a typical tungsten wire, this 

technique can withstand high current and provide more stability (Brabazon & Raffer, 

2000). This design needs much higher vacuum levels (Alyamani & Lemine, 2012). 

Therefore, spatial resolution is improved, and sample charging is reduced. As a result, 

FESEM provides great performance, i.e. high resolution, which is achieved by using 

large probe currents and tiny diameter electron probes over a high energy range (1-30 

keV). 

A field emission gun is used in FESEM to provide a clearer image with less electrostatic 

distortions and a spatial resolution of less than 2 nm (that means 3-6 times better than 

SEM). For electrostatic focusing, the FESEM features two anodes. The extraction 
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voltage (0.5 kV) between the field emission tip and the first anode (anode 1) controls the 

current emission (1-20 μA). 

 

As a result of the applied potential difference V1 between anode 1 and the emission tip, 

an electric field is created, resulting in the emission of electrons (emission current). It is 

the beam's energy that determines the electrons' velocity in the column. When the 

accelerating voltage (Vo) (1–30 kV) applied between the cathode and the second anode 

(anode 2), it boosts the beam energy. In general, higher Vo means faster electrons 

travelling through the column and higher penetration power.  

The resolution (ability to resolve two closely spaced points as two different entities) is 

determined by the voltage in combination with the beam diameter, which increases as 

the voltage increases (Sant’Anna et al., 2005). 

 

 Tungsten LaB6 Thermal FEG Cold FEG 

Brightness (A/cm2str) 105 106 108 108 

Lifetimes (hrs) 40-100 200-1000 >1000 >1000 

Source size 30-100 μm 5-50 μm <5 nm <5 nm 

Energy spread (eV) 1-3 1-2 1.0 0.3 

Current stability (%hr) 1 1 5 5 

Vacuum (Torr) 10-8 10-7 10-11 10-11 

Table 4.1 Comparison between different electron emitters (Akhtar et al., 2018) 

 

Brightness, source size, and energy spread are three essential factors of electron 

emitters that may be compared for different types of electron emitters. The FEG has a 

higher brightness than the thermionic tungsten and LaB6 sources, although having a 

lower emission current (Table 4.1). Brightness is proportional to the accelerating voltage, 

which rises linearly (Zhou et al., 2007). 

 

Figure 2.5: TEM similarity with a wide field light microscope (Kaech, 2013). 
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The majority of electron beam energy is lost in the form of heat creation at the irradiated 

site. Because of their low heat conductivity, polymer materials and biological specimens 

are easily destroyed by electron beams (Lloyd, 1987). There are some approaches that 

can be used , depending on the sample, to avoid the damage such as decreasing the 

electron beam intensity, shortening the exposure time and controlling the coating metal 

thickness on the specimen surface. To avoid the accumulation of electrons on the 

surface, which could diverge the incident beam, the sample is prepared on a conductive 

substrate. 

SEM can measure and analyze the different parameters such as film thickness, surface 

morphology, size distribution (Barretoa et al., 2019), shape and dispersion of 

nanomaterials (Ramić et al., 2021), chemical compositions, and fracture and structural 

analysis. 

In this work we have used mostly the secondary electrons to acquire the SEM images to 

study the morphology of the obtained structures. The morphology of the substrate 

modifications after treatments, catalyst nanoparticles, and the carbon materials were 

intensively studied during the experiments. This technique was used together with the 

EDX detector to have a general idea about the chemical composition of the 

microstructures of the material. 

 

Figure 2.6: Schematic of electron interactions with matter and corresponding TEM 

techniques (Javed et al., 2018). 
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2.1.2. Transmission Electron Microscopy 

Transmission electron microscopy (TEM) is a sophisticated scientific tool that uses 

electrons as an illumination source to produce detailed images of few nanometers object 

size. A focused electron beam is used to irradiate the sample, and the interaction 

between the electrons and atoms of the specimen provides a detailed and high-

resolution image obtained by the transmitted electrons through the sample, allowing 

characteristics such as size, defects, crystal structure, and chemical composition to be 

observed. There are some similarities between TEM and light microscopy in that light is 

replaced by electrons and glass lenses are replaced with electromagnetic/electrostatic 

lenses (Figure 2.5). 

 

The TEM resolution can be estimated using the previously mentioned relations of Abbe 

and de Broglie and by substituting the kinetic energy eV, we can obtain the following 

relation: 

𝑑 =
0.753

𝛼𝑉
1
2

                                                                                                                                                  (2.7) 

 

Where d is the resolution in nm, α half aperture angle, and V accelerating voltage. We 

can see clearly that higher acceleration voltage will improve the resolution, but it should 

be moderated in order to be able to collect information about the sample before/without 

destroying it. 

In order to estimate a very precise limit of resolution, some other factors must be 

considered like the aberrations, and distortions caused by each lens and aperture 

(Sasaki et al., 2010). Moreover, this equation holds true as long as the electrons speed 

doesn’t approach the speed of light. If so, we need consider the relativistic effects. 

There are two types of electron guns used in TEMs for extracting and regulating electron 

beams, a thermionic emission which uses a heating source, and field emission where 

the electrons are generated by a needle-like tip by creating a large electric field around 

the sharp tip. Field emission sources are more monochromatic and provide higher 

coherency which makes it the preferable for high resolution images. 

The electron beam is focused onto the sample by lenses once it is extracted from the 

source, and excess electrons are filtered out by apertures. The condenser lens is 

responsible for focusing the beam and illuminating the test subject. On the other side, 

the objective lens is employed to create images. To record and save the image, a CCD 

camera is placed directly beneath the screen. 

According to the interactions between the electron beam and the specimen, we have 

three key imaging tools for studying the transmitted electrons: TEM, high resolution TEM 
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(HRTEM) and scanning transmitted electron microscopy (STEM). TEM and HRTEM are 

commonly used for studying the elastic collision signals while STEM is used for the 

inelastic signals (Figure 2.6) (Javed et al., 2018; Stankovich et al., 2006) 

 

In conventional TEM, an electron beam of constant current density is directed towards a 

thin transparent specimen. With the help of the objective lens, a direct image will be 

recorded on an image plane by computing the scattered amplitudes in a particular 

direction. The image will be formed by combining these wave amplitudes (Joseph 

Goldstein, Joy, & LastNameRoming Jr., 1986). In other words, the diffracted beam that 

arose from the sample is combined to create the image. Conventional TEM operates at 

an accelerating voltage of 100-200 kV in most cases and can arise up to 500 kV for better 

resolutions depending on the microscope (Reimer & Kohl, 2008; Rosenauer, Krause, 

Müller, Schowalter, & Mehrtens, 2014). There are three modes the conventional TEM 

works with: low magnification, high magnification, and diffraction mode. 

High-resolution TEM (HRTEM) provides atomic resolution micrographs of crystal 

surfaces and chemical composition at a spatial resolution of 1 nm. In some types of 

HRTEM nowadays it is possible to reach a resolving power of about 0.05 nm thanks to 

the improvements in aberration correctors, controlled sample environment, and digital 

detector sources (Garcia-Martinez, Li, & Davis, n.d.; Kirkland & Young, 2012). 

In HRTEM, the image creation process takes place in two stages. The incident electrons 

interaction with specimen atoms results in elastic and inelastic scattering. The high 

resolution bright-field micrographs formation relies mainly on the elastically scattered 

electrons. On the other side, the inelastically scattered electrons are used in the energy 

electron-loss spectroscopy (EELS) and STEM to provide compositional and imaging 

information [221]. The incapability of HRTEM to distinguish between core and shell is 

one of its main limitations, e.g. it can’t determine a precise structure of two different 

metals have a small lattice constant difference and similar crystal structure in the case 

of epitaxial growth of core on shell (Corain, Schmid, & Toshima, 2008). 

Besides the aforementioned techniques, there is the STEM where the beam is focused 

and works as an optical probe to scan over the material. STEM works usually in dark-

field imaging mode. 

 

In TEM, all of the possible contrast arising phenomena must be recognized. There are 

three different forms of contrast mechanisms, i.e., mass thickness, diffraction, and 

phase-contrast. One mechanism or more can contribute significantly to form the image. 

Mass thickness contrast occurs when the objective aperture is positioned at the optical 
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center which can observed in any material such as amorphous, crystalline, biological, 

organic and inorganic. Thicker sections of the specimen will look darker compared to the 

thin parts (JS et al., 2008). Diffraction contrast (amplitude contrast) depends on the 

atomic number of the material atoms where the high atomic number materials will look 

darker compared with the low atomic number elements (PJ, MC, MJ, & M, 2011). It can 

be obtained in the case of low magnification which depends on the material nature, 

thickness, and orientation with the electron beam (Herzing, Richter, & Anderson, 2010). 

To image both transmitted and diffracted beams, the intermediate lens is focused on the 

objective lens specifically in the back focal plane. We can obtain a diffraction pattern on 

a specified area of the sample by introducing an aperture in the image plane of the 

objective lens, which leads to the selected area electron diffraction (SAED) 

The third contrast is the phase contrast (interference contrast) which occurs when 

different phase electrons that pass through the objective aperture interfere 

(constructively or destructively) with each other (Bai, Zhong, Jiang, Huang, & Duan, 

2010). 

TEM has been used widely in many applications to study different parameters and 

properties of materials. In addition to the size, size distribution, defects and crystallinity, 

it went further more to study in situ the stress distribution of nanoparticles (Miyata et al., 

2021) and liquid dynamics (Pu, Gong, & Robertson, 2020). As it is of our interest, there 

are some studies about the dynamic of CNTs and hybrid CNTs growth inside a TEM 

(Costa & Ferreira, 2016; Lin et al., 2006). 

 

In this work, HRTEM was used for different samples of CNTs obtained by different 

approaches and metal oxide nanoparticles. The CNTs that were grown on a substrate 

were first scratched while the ones that were obtained without substrate where directly 

emerged in absolute ethanol and dispersed using super-sonicator for few minutes. To 

prepare the samples for HRTEM, few drops of the suspended particles and nanotubes 

were added to copper TEM grid. The HRTEM we used was a JEOL 2100 model. 

 

2.2. Energy dispersive X-ray spectroscopy (EDX) 

For the past 50 years, electron probe microanalysis (EPMA) has been widely used as 

one of the analytical techniques most commonly used for the characterization of solid 

state materials at micrometer scale with respect to their elemental composition 

(Fitzgerald, Keil, & Heinrich, 1968).  The technique depends on analyzing the X-rays that 

are emitted by exciting the sample with an electron beam.  
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Energy-dispersive X-ray spectrometer (EDS) is one of the most important EPMA 

techniques as it is considered as an accurate quantitative method for the homogeneous 

chemical compositions samples that have a planar and smooth surface. Moreover, it is 

considered a quick and virtually nondestructive technique. 

EDS can identify almost every element in the periodic table; only hydrogen and helium 

do not emit X-rays; beryllium (Be K at 108.8 eV) and even lithium (Li Ka at 54.4 eV) may 

be identified with a modern EDS system, although the lithium requires special analysis 

settings (Burgess, Li, & Holland, 2013). 

One cubic micrometer is a round average for EDS, corresponding to the analyzable mass 

in picogram range. EDS analysis is commonly carried out with SEM or TEM. SEM 

typically operates at accelerating voltage up to 30 kV, resulting in a micrometer spatial 

resolution for EDS. When using STEM, a much higher beam accelerating voltage is used 

which makes EDS able to reach atomic resolution. 

 

 

Figure 2.7: Typical arrangement of the EDS detector at SEM under a take-off angle 

(ToA) of 35 degrees (Hodoroaba, 2019). 

 

X-ray is produced due to the inelastic collision between the incident electrons and the 

atoms of the specimen. The size of the interaction volume is determined by both, the 

incident beam accelerating voltage, and the average atomic number of the sample 

material. In other words, the greater the interaction volume is when the beam 

accelerating voltage is higher, and the smaller the interaction volume is when heavier or  
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Figure 2.8: Schematic diagram of EDX spectrometry arrangement (Schneider, 2011). 

 

 

denser samples are used (Hodoroaba, 2019). 

By inelastic collisions, the primary electrons hitting the sample at energies up to 30 keV 

in a SEM (up to 300 keV in TEM) knocking out the secondary electrons from the inner 

shells of the atoms creating vacancies. At primary electron energies two to three times 

greater than the binding energy of the corresponding shell, the ionization probability is at 

its maximum. The energetic state of the ionized atom will be unstable after the secondary 

electron emission until a weaker bound electron from the outer shell fills the vacancy. 

The characteristic X-rays doesn’t have a preferable emission direction which makes it 

emitted isotropically which means that the EDS will be able to detect a tiny proportion of 

the X-rays released into the 4π steradian sphere if it is situated at a certain angle. This 

angle is called take-off angle (ToA) (Figure 2.7) (Hodoroaba, 2019). 

The detector slit, the surface of the analyzing crystal, and the tip of the electron probe on 

the specimen are all positioned on the perimeter of a focusing circle known as the 

Rowland circle. (Bertin, 1975) 

The detector and the crystal are mechanically coupled where the detector moves in an 

angular amount 2θ forming an angle θ with the crystal (Figure 2.8). The X-ray 

wavelength, λ, measured is given by relationship: 

𝜆 =
𝑑

𝑅
𝐿                                                                                                                                                 (2.8) 

Where R is Rowland circle radius and L is the variable distance between the specimen 

and the analyzing crystal (Schneider, 2011). 

In EDS, X-ray line interferences are inevitable. This is because the EDS spectrometers 

has low energy resolution. The absorption of X-rays in the sample itself on their way to 

the EDS detector is one physical phenomenon relevant to the study of X-ray spectra. 

According to Beer–Lambert absorption law, the intensity of produced X-ray radiation is 
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reduced on its passage through the sample to the detector owing to photoionization and 

X-ray scattering. According to Beer–Lambert absorption law, the intensity of produced  

 

Figure 2.9: Types of light scattering where (A–D) represent Stokes, Rayleigh, anti-

Stokes and resonance Raman scattering, respectively (Roy, Kanojia, Mukhopadhyay, 

& Eswara Prasad, 2021). 

 

X-ray radiation is reduced on its passage through the sample to the detector owing to 

photoionization and X-ray scattering (self-absorption). There is some absorption occurs 

at the detector window of EDS as well. The contamination on the sample surface or even 

on the detector’s window highly affect the analysis of nanostructures. 

 

2.3. Raman Spectroscopy: 

Raman spectroscopy is a strong non-destructive technique for nanomaterial 

characterization where it is used to analyze nanostructured materials' phases and phase 

transitions. The larger surface cross-section of nanomaterials allows Raman scattering 

to insight into nanoscale interactions (Gouadec et al., 2007). Raman scattering 

phenomenon has been used intensively to identify and study amorphous and crystalline 

materials, defects distribution, doping, shape and size of nanomaterials (Drescher & 

Kneipp, 2012). Different allotropes of carbon-based nanostructured materials were 

studied using Raman bands to determine their conductivity, structural, and compositional 

characteristics (Bokobza, Bruneel, & Couzi, 2015). 
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The main principle of Raman effect is the measurement of photons inelastic scattering 

from vibration-induced phonon modes of a material. Raman scattering is a two-photon 

phenomenon in which the photon emitted depends on the polarizability change that 

occurs during its mobility. The other photon is absorbed, resulting in an excited electronic 

state for the molecule. Rayleigh scattering is an elastic process, therefore there is no net 

energy transfer between matter and light (Hendra & Vear, 1970). Raman scattering, on 

the other hand, is an inelastic process in which the incident and emitted photons have 

different energies, causing the molecule to either be stimulated to a higher vibrational or 

rotational level or demoted to a lower level. Figure 2.9 shows the different types of light 

scattering (Roy et al., 2021). 

Stokes lines (Figure 2.9 A) have a longer wavelength comparing with the exciting 

radiation and leads to a spontaneous Raman effect. The anti-Stokes lines appears only 

when the material is already excited e.g., at high temperature. 

Moreover, Stokes lines are more intense than anti-Stokes lines where the molecule 

population in ground state is much higher than the vibrational excited state with hυ>kBT. 

Generally, Raman spectroscopy measures Stokes lines. Raman scattering is presented 

by arbitrary units of intensity as a function of wavenumber (cm-1) (Rangan et al., 2020). 

Due to the tiny scattering cross-sections (usually 10-30 cm2), Raman scattering is a weak 

process. Thus, to obtain more photons Raman scattered, then an intense radiation 

source is needed. One of the biggest obstacles for better signal-to-noise ratio in the pre-

laser era was the experimental difficulty of detecting weak signals when strong 

background radiation exists. Therefore, the introduction of laser in addition to the 

improvements on the detectors have made a big difference. The use of a laser 

substantially improved the sensitivity of Raman spectroscopy, and it also cleared the way  

 

Figure 2.10: Scheme of Raman Spectroscopy (Szybowicz et al., 2018). 
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for novel spectroscopic techniques based on the stimulated Raman effect, such as 

coherent anti-Stokes Raman scattering (CARS) or hyperRaman spectroscopy (Camp Jr 

& Cicerone, 2015; Cheng & Xie, 2003). 

Raman system typically consists of three major components, Excitation source (laser), 

wavelength selector (filter or spectrophotometer), and detector (photodiode array, CCD 

or PMT) (figure 2.10). 

In Raman spectroscopy, it is possible to match the frequency of the pump photons to the 

energy of the electronic states, resulting in resonance effects (figure 2.9 D) which 

strongly depends on the density of electronic states (DOS) (Jorio et al., 2003). When the 

incident laser frequency is close to the absorption band, but not in the electrical excitation 

level, then it is known as pre-resonant Raman effect, and when the laser frequency is 

falls in the absorption band, it is known as rigorous resonant Raman effect (Asher, 2012). 

When compared to virtual-intermediate-state Raman scattering, the signal intensity of 

resonance Raman scattering is several times greater. In addition to the ability of 

investigating more dilute samples because of the stronger signals in resonance Raman 

scattering, it is also possible to obtain information about the interactions of vibrational  

and electronic motion by analyzing the excitation profile of different resonance Raman 

bands. 

Another important characteristic of resonance Raman excitation is that a chromophore 

probe may be used to study a selective portion of the macromolecular aggregation; 

moreover, the molecular symmetry can be deduced from the polarization analysis of 

resonance Raman bands (Maultzsch, Telg, Reich, & Thomsen, 2005). 

 

Figure 2.11: The representative Raman spectra of different allotropes of carbon where 

the D, G and 2D bands of carbon black, graphite, graphene and single walled carbon 

nanotube are demonstrated for comparative purpose (Roy et al., 2021). 
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Raman spectroscopy has been intensively used as a quick and to characterize the 

different kinds of carbon materials such as graphene and carbon nanotubes (CNTs) 

showing the properties and characteristics of each one (Figure 2.11). Only a limited 

number of phonon modes for sp2 carbons are Raman-active (namely those with A1g, E1 

and E2 symmetry for carbon nanotubes, and E2g for graphite) (Saito, Hofmann et al., 

2011). Raman spectroscopy allows studying the carbon nanotubes by characterizing the  

synthesis, purification, functionalization processes as well as the physical properties 

(Maultzsch et al., 2005) revealing the information of both vibrational and electronic 

properties. Figure 2.12 shows the different bands of Raman spectra for single-walled 

carbon nanotubes (SWCNTs) and multi-walled carbon nanotubes (MWCNTs). 

The two spectra contain the G band at 1590 cm-1, which is present in almost all carbon 

nanoforms spectra. D band is associated with some disorder in the graphene structure 

which is at around 1320 cm-1 and also related to the defects and shows a strong 

dispersion as a function of laser excitation energy. At Raman shift of 2700 cm-1, 2D (G’) 

band is observed which is an overtone of the G band that provides information about the 

electronic and geometrical structure using the double resonance process (Dresselhaus, 

Jorio, Hofmann, Dresselhaus, & Saito, 2010). 

 

 

Figure 2.12: Raman spectra of SWCNT and MWCNT with their structures (Szybowicz 

et al., 2018). 
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There are some differences between the two spectra. The first is the bands that appears 

below 300 cm-1 in the spectrum of SWCNT. These bands are called the radial breathing 

mode (RBM). RBM provides information about the diameter of nanotubes in addition to 

the tube-tube interaction. We can’t observe the RBM bands in the spectrum of MWCNTs 

because this signal come from the outer tube which has a large diameter, and it is too 

weak to be detected and the signal is broadened because of the inner tube diameters 

effect (Fantini et al., 2004). The other difference that can be observed between the two 

spectra is shape of G and D bands. In the SWCNT we can clearly observe the separated 

G bands (G+ and G-) and a prominent D band. In the MWCNTs we can observe the 

overtone (D+G)/(2G) band around 3000 cm-1 (Tan et al., 2002). 

Carbon nanomaterials (or sp2 system) have the G mode (tangential mode), which is 

connected to the C-C stretching mode (graphite tangential E2g Raman mode). This band 

is used to distinguish between different types of carbon. Similarly, for CNTs, this band 

distinguish the MWCNTs from SWCNTs, and the metallic from the semiconducting form. 

The G+ doesn’t depend on the tube diameter and it is related to the atomic vibration along 

the nanotube axis. In contrast, the G- dependent of the tube diameter and curvature. It 

decreases with decreasing the tube diameter and it is related to the vibration along the 

nanotube circumference and it and increases with increasing the curvature of SWCNT 

(Jorio et al., 2004). 

In the spectra of MWCNTs we can observe the D’ band at around 1620 cm -1 which 

provides information about disturbances, defects, or impurities in the nanotubes 

structure. This band isn’t active in the SWCNT spectra because the MWCNTs have a 

higher diversity of electronic states than a single wall (Antunes et al., 2006). It has been 

observed that the D band can shift by changing the laser wavelength. Pimenta et al. had 

found that the D band for MWCNTs was shifted from 1352 cm-1 when using blue laser 

(488 nm) to 1308 cm-1 for red laser (785 nm). According to literature, The D band position 

can change between 1250 cm-1 and 1450 cm-1 for carbon materials(Pimenta et al., 2000). 

It is also observed that the intensity of this band is related to the RBM intensity for small 

defect densities as the increase of its density provides information about the 

functionalization of SWCNTs (Vigolo et al., 2009). 

The ratio of G and D bands intensities (ID/IG) can be used for material characterization 

especially for the quantification and purity analysis of CNTs. 

Raman spectroscopy can be used to measure the crystalline size and distance between 

defects (La) which is calculated by the intensities of G and D bands (ID/IG) where they are  
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Figure 2.13: Energy levels involved in typical OES experiments (GAJENDRASING, 

2020). 

inversely proportional. The relation was found by Mallet-Ladeira after studying many 

graphitic structures as follows (Mallet-Ladeira et al., 2014): 

𝐿𝛼(𝑛𝑚) =
4.4
𝐼𝐷
𝐼𝐺

× (
2.41

𝐸𝐿 (𝑒𝑉)
)4                                                                                              (2.9) 

Where 𝐸𝐿  (𝑒𝑉) =
1240

𝜆(𝑛𝑚)
  

Thus, using this equation it is possible to obtain crystalline size information of carbon 

materials. 

2.4. Optical emission spectroscopy (OES) 

OES is a quick and non-intrusive in-situ plasma diagnosis technique, which provides 

information about the chemical composition, relative concentrations of plasma species, 

and the gas temperature. In principle, this technique examines the photons that are 

emitted from the atoms and/or molecules during their transition from an excited state of 

energy to a lower one (Figure 2.13).  

Because the energy corresponding to these transitions is unique to each element or 

chemical, the species present in the plasma may be identified. The OES approach can 

even be used to determine the electronic temperature and density under thermal 

equilibrium conditions. 

When we talk about emission lines, we're talking about both monatomic transitions and 

bands connected with molecules. These bands are formed by the transitions between 

rotational and vibrational states, as well as atomic transitions. These peaks can’t be 

resolved individually as the resolution of a spectrometer, the minimum width of peak can 

be detected, is much bigger than the wavelength difference between two of these states. 

So, to assess its resolution, it is possible through measuring the full width at half 

maximum (FWHM) of a monatomic emission peak. 
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There are several primary mechanisms that contribute to the wavelength dispersion in 

terms of peak width (García Cespedez, 2008): 

- The Heisenberg uncertainty principle 

∆𝐸. ∆𝑡 ≥ ℏ/2                                                                                                                                               (2.10) 

There is a fundamental broadening as the excited state half-life is limited, therefore an 

uncertainty in the associated energy is determined. 

- The Doppler effect: The peak broadens around the maximum wavelength due to 

dispersion in the species' velocity (modulus and direction) with respect to the detector. 

- The medium pressure: The closeness between colliding atoms or molecules causes a 

shift in the related energy levels, and therefore the emission lines. 

- The Stark effect: Due to the electric field associated with charged particles (ions or 

electrons), the electronic levels of these atoms or molecules are unfolded when they 

collide with a neutral particle, contributing to the broadening of lines (Toncu, 2016; 

Touati, Chenini, & Meftah, 2020). 

 

However, the fundamental broadening of the emission lines is usually determined by the 

apparatus resolution. The peaks intensity highly depends on the density of the generated 

plasma species. When we want to deconvolve a band or two very close peaks, it's 

necessary to know which mathematical function correlates or is closest to the shape of 

the observed peaks. When the Doppler effect is the major broadening mechanism, the 

peaks are Gaussian which is usually obtained at low pressure conditions, whereas the 

broadening caused by collisions generates a Lorentzian shape and this is usually the 

case at high pressure. When the peak is in intermediate, we can use a combination 

between Gaussian and Lorentzian function and this is called Voigt profile (Payling & 

Larkins, 2000). For spectrophotometers with nanoscale resolution, statistical error is the 

main cause of broadening, hence the peak shapes will be adjusted to the Gaussian. 

Neglecting the contribution of other emissions and by analyzing solely the case where 

an electron collision excites a plasma particle from its ground state 𝑖 to a state 𝑗 then 

drops back to state 𝑖. The intensity of the electromagnetic emission will be: 

𝐼(𝜆𝑖𝐽) = 𝑁𝑃𝑖𝑗𝐴𝑖𝑗(𝜆𝑖𝑗)                                                                                                              (2.11) 

Where 𝜆𝑖𝐽 is the transition wavelength between state 𝑖 and state  , 𝑁 is the excited state 

density and 𝐴𝑖𝑗 is the Einstein emission probability, and 𝑃 is the electron impact excitation 

function which reflects the probability of exciting the state 𝑗 by electron impact, starting 

from the ground state. 𝑃 is a complex function of electron temperature 𝑇𝑒 can be written 

as: 
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𝑃 =  ∫ 4𝜋𝑣𝑒
2 𝑑𝑣𝑒𝜎𝜆(𝑣𝑒)𝑣𝑒𝑓𝑒(𝑣𝑒 , 𝑇𝑒 , 𝑛𝑒)

∞

0
                                                                                      (2.12) 

Where 𝑣𝑒 is the electron velocity, 𝜎𝜆 is the cross section for emission of a photon of 

wavelength 𝜆 because of the electron impact excitement, and 𝑓𝑒 is the electron 

distribution function which depends on the electron temperature and density (Hussein, 

2010). 

A further key consideration when working with a spectrum which is the baseline or bottom 

line. There are many factors contribute to forming the baseline: 

- The inelastic scattering radiation of free electrons or their capture by ions. 

- Black body radiation when a radiating element is present in the discharge volume at 

such a temperature that its maximum black body radiation spectrum falls in the region of 

the electromagnetic spectrum analyzed or is near to it. 

- Parasitic radiation, such as ambient light either natural or artificial (García Cespedez, 

2008). 

 

Figure 2.14: Schematic of a typical X-ray photoelectron spectrometer (Shard, 2020). 

 

In order to obtain as precise result as possible, a spectrum of a monochromatic 

substance light source belong to a known element can be examined. Then the 

spectrometer can be calibrated according to the database of this element (Devia, 

Rodriguez-Restrepo, & Restrepo-Parra, 2015). 
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Figure 2.15: (a) Schematic of the XPS excitation process. (b) Schematic 

representation of the electron energy levels of a F atom and the photoionization of a 

F 1s electron. (c) Auger emission relaxation process for the F 1s empty-state produced 

in (b) (Tougaard, 2019). 

 

2.5. X-ray photoelectron spectroscopy (XPS) 

X-ray photoelectron spectroscopy (XPS), also known as electron spectroscopy for 

chemical analysis (ESCA), is a powerful technique to analyze and characterize the 

surface chemistry of materials providing valuable quantitative and chemical state 

information.  XPS is regularly used to characterize a broad range of materials such as 

metal alloys (Li et al., 2018), catalysts (Voiry, Shin, Loh, & Chhowalla, 2018), 

semiconductors (Rahmayeni, Alfina, Stiadi, Lee, & Zulhadjri, 2019), coatings 

(Vashishtha & Sapate, 2018) and ion-modified materials (Rawat, Srivastava, Dixit, & 

Asokan, 2020). It also can be used to analyze materials after being treated e.g. 

fracturing, scrapping, or cutting. 

For an XPS measurement, the typical depth of analysis is about 5 nm. By scanning the 

sample surface with a micro-focused X-ray beam, spatial distribution information may be 

obtained. In addition, Combining XPS measurements with ion milling (sputtering) to 

describe thin film structures can yield depth distribution information (Kalha et al., 2021). 

A typical XPS instrument schematic is illustrated in figure 2.14. Electrons expelled from 

the sample travel via a lens, which alters their kinetic energy and concentrates them on 

the entrance of the analyzer. The analyzer is made up of two concentric hemispheres, 

the inner of which has a positive charge compared to the outer. Electrons arriving the 

analyzer with the correct kinetic energy, pass energy (Epass), will pass through the 

entrance aperture to the exit slit and strike the detector. The different kinetic energy 
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electrons will hit the metal hemispheres or the aperture, so they won’t be detected 

(Shard, 2020). 

The physics of XPS process is quite simple. An initial beam of soft X-rays interacts with 

surface of the specimen. This beam is typically Al Kα with photon energies of 1486.6 eV 

or Mg Kα with energies of 1253.6 eV. This interaction leads to the photoionization of the 

specimen's atoms, molecules, or ions resulting in the excitation and ejection of low-

energy electrons (Figure 2.15 a &b). In the case that is illustrated in figure 2.15, a 1s 

electron of binding energy EB is photo-excited by a photon of energy ℎ𝑣 where the sample 

work function Φsample is required to remove the sample from the solid (Tougaard, 

2019). This energy is obtained as the electron enters the spectrometer, where it must 

overcome the spectrometer's work function. The binding energy of the atom’s 

photoelectron can be calculated as follows: 

𝐸𝐵 = ℎ𝑣 −  𝐸𝐾 −  Φ                                                                                                                                    (2.13) 

 Where ℎ is Planck’s constant, 𝑣 is the frequency of the incident photon, Φ is the sample 

work function. X-ray photoelectron spectrum can be obtained as a function of kinetic 

energy or the bending energy of the measured photo-excited electrons where they are 

equivalent and linked according to eq 2.13. (Suga & Sekiyama, 2021). 

Apart from the characteristics of the detected peaks, other phenomena such as Auger 

electron emission and satellite peaks are also visible in XPS spectra. Auger peaks are 

among the most conspicuous non-characteristic peaks in the spectrum due to the Auger 

effect. In Auger effect, when a low energy electron is ejected because of the X-ray, it 

creates a vacant orbital. A higher orbital electron will fill this vacancy emitting a 

characteristic radiation equal to the energy of the transition orbitals difference which is 

considered as a secondary X-ray (Figure 2.15 c). This new X-ray ejects other electron 

from the atomic shell which is called Auger electron with binding energy as follows: 

𝐸𝐵 = ℎ𝑣 −  𝐸𝐾                                                                                                                                          (2.14) 

Precisely, the work function of the spectrometer Φspec must be included so eq 2.14 

becomes: 

𝐸𝐵 = ℎ𝑣 −  𝐸𝐾 − Φ𝑠𝑝𝑒𝑐                                                                                                            (2.15) 

Accordingly, Auger’s electrons binding energy does not correspond to that of the 

predicted energy levels for the atomic species that are produced by the X-ray of XPS 

source. Also, Satellite peaks can be observed when using a non-monochromatic X-ray 

source (Kumar, 2018). 

The binding energy of the photoelectron peak exhibits minor fluctuations for nearly all 

elements, which reflect the chemical environment of the element in question. We obtain 

the information on chemical bonding from the valence and Auger peaks because 

chemical bonds generally affect the density of states in the valence band The energy 
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position of the photoelectron core level peaks is the most essential source of chemical 

state information in XPS. Despite the fact that the core levels aren't directly engaged in 

chemical bonding, their binding energy is affected by the chemical environment. Simply 

the "chemical shift" is caused by a change in electrostatic potential within the valence 

electrons' orbitals (the location of the core electrons). Therefore, as the charge of the 

effective valence electron around the atom changes by ∆q, the core electrons potential 

of this atom will change by ∆q/(4πεor), and correspondingly the core level binding 

energies will change (Tougaard, 2019). 

The distance electrons travel is defined by two terms, the electron inelastic mean free 

path (IMFP) and the electron effective attenuation length (EAL). IMFP is the average 

distance travelled be electrons prior to an inelastic event. If elastic scattering is negligible, 

then the electrons move in straight lines through the material with the initial energy 

diminishing exponentially as distance increases. This will permit simple calculations of 

Lambert’s law related to the material thickness. But when the elastic scattering is 

considered, the electrons deviation will cause inaccuracy in the calculations when using 

IMFP. This will allow using EAL for more accuracy. There are predictive formulae were 

developed by Seah for calculating λfor IMFP with 16% error (Seah, 2012a), or L for EAL 

with 18% error (Seah, 2012b) as follows: 

 

𝜆 =
(0.73+0.0095𝐸0.872)

𝑍 0.3
                                                                                                                                (2.16) 

𝐿 =
(0.65+0.007𝐸0.93)

𝑍0.38
                                                                                                                                    (2.17) 

 

Where E is the kinetic energy of electrons in eV and Z is the average atomic number of 

the material. 

Despite the fact that eqs (2.16) and (2.17) aren’t precise, they are important because 

they show that the energy dependency of the IMFP and EAL is the same for all materials, 

which is useful for quantitative composition analysis (Shard, 2020).  

For data understanding and differentiation, there are three main components in XPS 

spectrum: 

1- Peaks’ position on the energy axis (usually in term of binding energy). 

2- Peaks intensity at specific binding energy of the ejected electron from a specific 

orbital in the element. 

3- Width of the peak (FWHM). 

 

After hitting the neutral sample by X-ray, the ejected electrons will leave the sample 

nonneutral. As a result, if the neutrality is not maintained, an excess of positive charge 
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will be left on the sample providing higher pull to the expelled electrons adding extra 

binding energy. This increase in binding energy will shift the XPS peaks from their real 

positions. This means that in order for the sample to remain at the actual state, the 

emitted electrons must be balanced by supplying additional electrons. In the case of 

conducting samples, this can be solved by connecting the sample electrically with the 

instrument. In the case when the sample in an insulator, it can be solved either by 

providing low-energy electron beam to the surface of the sample where it should be 

adjusted to have the same current of the ejected photoelectrons (Kumar, 2018), or by 

calibrating the energy scale by setting a well-defined peak to the value of its binding 

energy, e.g. carbon 1s to 285.0 eV (Tougaard, 2019). 

It is possible in XPS to investigate the internal inhomogeneities of the sample. As XPS 

is surface-sensitive technique, it can obtain the electronic structure information of a 

material up to few nanometers below the surface of the sample. But with using ion beam 

bombardment to etch the surface of the sample, it is feasible to obtain information of the  

sample’s interior after each cycle of etching which is called depth profiling (Vempati, 

Hess, & Cocke, 1996). 

 

2.6. Confocal Microscope: 

Confocal microscopy is one of the non-destructive techniques that allows studying the 

topography of the material’s surface. In general, the key to the confocal approach is to 

use the spatial filtering techniques to remove out-of-focus light from specimens whose 

thickness surpasses the immediate plane of focus. 

One of the main differences between the conventional widefield optical microscope and 

the confocal beside the resolution is the fluorescence emission in the thick samples. In 

conventional microscope, the secondary florescence emitted by the specimen obscures 

 

Figure 2.16: Confocal microscope configuration (Olympus, 2020). 
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the resolution of features that are located at the objective focal plane. When the 

specimen thickness (roughness) is higher than 2 micrometers, higher degree of emission 

will be obtained which leads to losing most of the fine details. Confocal microscopy is 

able to exclude the secondary fluorescence in locations away from the focus plane 

(background information). The confocal microscopy principle is illustrated in figure 2.16. 

(Olympus, 2020). 

The laser system (excitation source) emits a coherent light that passes via a pinhole 

aperture located at a conjugate plane (confocal) and second pinhole aperture situated in 

front of the detector (photomultiplier tube). The laser will be reflected using a dichromatic 

mirror and scanned over the sample in a specific focal plane. Secondary fluorescence 

that is emitted from different points of sample at the same focal plane refracts back by 

the dichromatic mirror and are focused at the pinhole aperture of the detector as confocal 

point. The secondary fluorescence that is emitted from the planes’ points below and 

above the objective focal plane is not confocal with the pinhole. Most of this extraneous 

fluorescence isn't caught by the photomultiplier since only a tiny portion of the emitted 

out-of-focus florescence arrives the pinhole aperture so it doesn’t contribute to the final 

image. The fluorescence barrier and excitation filters, and the dichromatic mirror fulfill 

the same function as in the conventional widefield microscope (Vorburger, Song, 

Petraco, & Lilien, 2019). In confocal microscope, refocusing the objective moves the 

emission points to a new plane on the specimen which becomes confocal with the 

pinhole apertures of the detector and light source (Olympus, 2020). 

The illumination source and acquiring images are also different between the confocal 

microscope and the conventional optical microscope. In the conventional widefield 

microscope, the sample is illuminated entirely using incoherent mercury or xenon arc-

discharge lamp and the produced image of the fluorescence emission can be seen 

directly or projected to the detector or the film plane. In the confocal microscope the 

image formation is different as there are multiple laser excitation sources and a scan 

head with optical components. Acquiring images using the confocal needs a compromise 

between resolution, scan time, and the specimen photo-destruction as a better resolution 

needs longer scan time (St Croix, Shand, & Watkins, 2005). For acquiring the images, 

photomultipliers are used in addition to the processing and analysis of images using a 

computer. The scan head is considered as the heart of the confocal microscope. Its rule 

is the rasterizing the excitation scans and gathering signals from the sample that are 

needed to form the final images. Typically, it consists of the laser sources, dichromatic 

mirrors, fluorescence filter, and the photomultiplier tube (Reilly & Obara, 2021).  

The confocal microscope we use in our group is SENSOFAR microscope and we use 

SensoMap software for collecting and processing data. The Abbott-Firestone curve, 
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commonly known as the bearing area curve (BAC) analysis, is a significant tool included 

in this program. This statistical approach allows the determination of an object's surface 

texture (Jurečka, Imamura, Matsumoto, & Kobayashi, 2018) and the material distribution 

(keyence, 2019). 

 

2.7. Electrochemical characterization 

The electrochemical characterization allows us to evaluate the electrochemical 

properties of our materials that will be used later for devices such as capacitors, 

batteries, and sensors. This can be done by understanding the reaction mechanism at 

different interfaces. In our study, we synthesized the carbon materials to be used as 

electrodes for supercapacitors. Thus, the electrochemical analysis will allow us to know 

the reaction mechanism at the electrode/electrolyte interface. 

The study of chemical changes produced by the passage of an electric current and the 

generation of electrical energy by chemical reactions represent the main part of this area. 

Electrochemistry, in reality, includes a wide range of phenomena (such as 

electrophoresis and corrosion), devices, and technologies. 

Electrical measurements on chemical systems are carried out in many different ways by 

scientists for a wide range of purposes such as obtaining thermodynamic data about a 

reaction, generating an unstable intermediate such as a radical ion and study its rate of 

decay or its spectroscopic properties, or analyze a solution for trace amounts of metal 

ions or organic species. There have been several electrochemical techniques developed 

(Brad & Faulkner, 2001). 

Understanding the underlying principles of electrode reactions and the electrical 

characteristics of electrode-solution interfaces is required for developing applications. A 

major focus of research is on the processes and variables that influence the transfer of 

charge across the interface of chemical phases, such as between an electronic 

conductor (electrode) and an ionic conducting medium (electrolyte). 

Charge is transferred through the electrode by electrons (and holes) movement. The 

charge is carried by the ions’ movement in the electrolyte phase. The most often used 

electrolytes are those that contain ionic species, such as, H+, Na+, Cl-, in either a 

nonaqueous solvent or water. The electrolyte must be electrically conductive to be useful 

in the electrochemical experiment. Experimentally, a collection of interfaces are studied 

together in the electrochemical cells which generally defined as two electrodes separated 

by at least one electrolyte phase (Brad & Faulkner, 2001). 
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Regardless of equipment, all electrochemical methods have common features. There 

are five concepts must be kept in mind to understand the electrochemistry (Harvey, 

2001): 

1- The analyte’s form is determined by the electrode’s potential at its surface. 

For example, if an electrode is emerged in a solution of Fe3+ and Sn4+ and its potential is 

adjusted to 0.5V, the Fe3+ will reduce to Fe2+, but he Sn4+ will not. Figure 2.17 shows the 

ladder diagram for the Fe3+/Fe2+ and the Sn4+/Sn2+ equilibria. 

2- The analyte concentration on the electrode’s surface may differ from its bulk 

concentration. 

3- The analyte might participate in other reactions than the oxidation-reduction. 

4- The rate of oxidation or reduction of an analyte is measured by the current. 

5- Current and potential can’t be controlled simultaneously.  

 

Electrochemical cells consist of two, which is the simplest, or more electrodes in addition 

to electronic circuits to control and measure the current and voltage for the  

electrochemical measurements. The electrode’s potential is sensitive to the analyte’s 

concentration, and it is called the working electrode. The second electrode is the counter 

electrode which completes the circuit and provides a reference potential, ideally 

constant, against the measured working electrode’s potential (Figure 2.18(. If the 

potential of the counter electrode is not constant, we replace it with two electrodes; a 

reference electrode which has a constant potential and an auxiliary electrode to complete 

the circuit. As mentioned before, it is not possible to control current and potential 

simultaneously. Therefore, we have only three possibilities for doing the experiments: (1) 

measuring the potential when the current is zero, (2) controlling the potential when the 

 

Figure 2.17. Redox ladder diagram for Fe3+/Fe2+ and for Sn4+/ Sn2+ redox couples 

(Harvey, 2001). 
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current is constant, or (3) controlling the current when the potential is constant. All the 

above-mentioned designs rely on ohm’s law which states that the current 𝑖, passing 

through an electrical circuit of a resistance 𝑅, generates a potential 𝐸: 

 

𝐸 = 𝑖𝑅                                                                                                                                               (2.18) 

 

Potentiometer is the technique we use when measuring the potential of an 

electrochemical cell when the current is zero. Figure 2.19 shows a schematic diagram of 

a manual potentiometer. According to ohm’s law the currents in the upper and lower 

halves are: 

𝑖𝑢𝑝 =  
𝐸𝑃𝑆

𝑅𝑎𝑏
                                                                                                                                                  (2.18a) 

 

𝑖𝑙𝑜𝑤 =  
𝐸𝑐𝑒𝑙𝑙

𝑅𝑐𝑏
                                                                                                                                              (2.18b) 

where 𝐸𝑃𝑆  is the potential of the power supply, 𝑅𝑎𝑏 is the resistance between points a 

and b of the slide-wire resistor, 𝐸𝑐𝑒𝑙𝑙 is the potential difference between the working 

electrode and the counter electrode, and 𝑅𝑐𝑏 is the resistance between the points c and 

b of the slide-wire resistor. When 𝑖𝑢𝑝 = 𝑖𝑙𝑜𝑤 = 0, no current flows through the ammeter 

and the potential of the electrochemical cell is 

 

𝐸𝑐𝑒𝑙𝑙 =
𝑅𝑐𝑏

𝑅𝑎𝑏
× 𝐸𝑃𝑆                                                                                                                                     (2.19) 

Modern potentiometers employ an operational amplifier to obtain high impedance 

voltmeter that can measure a potential with a drawing current of less than 10-9A. 

Galvanostats is used when we need to control the flowing current through an 

electrochemical cell. Figure 2.20 shows a schematic diagram of a constant-current 

galvanostat. The current flowing through the working electrode is: 

 

𝑖 =
𝐸𝑃𝑆

𝑅+𝑅𝑐𝑒𝑙𝑙
                                                                                                                                            (2.20) 

 

where 𝐸𝑃𝑆  is the potential of the power supply, 𝑅 is the resistance of the resistor, and 

𝑅𝑐𝑒𝑙𝑙 is the resistance of the electrochemical cell. If R >> Rcell, then the current between 

the working and auxiliary electrodes isÑ 

 

𝑖 =  
𝐸𝑃𝑆

𝑅
≈ 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡                                                                                                                     (2.21) 
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Figure 2.18: Scheme of three-electrode electrochemical cell. 

 

Figure 2.19: Schematic diagram of a manual potentiometer: C is the counter electrode; 

W is the working electrode; SW is a slide-wire resistor; T is a tap key and 𝑖 is an 

ammeter for measuring current (Harvey, 2001). 



60 
 

 

Figure 2.20: Schematic diagram of a galvanostat: A is the auxiliary electrode; W is the 

working electrode; R is a reference electrode, E is a high-impedance potentiometer, 

and i is an ammeter. The working and reference electrodes are connected to a ground 

(Harvey, 2001). 

 

Potentiostat is used to control the working electrode’s potential. Figure 2.21 shows a 

schematic diagram for manual potentiostat. The working electrode’s potential is 

measured relative to a constant-potential reference electrode which is connected with 

the working electrode through a high-impedance potentiometer. The drifting of the 

working electrode’s potential can be adjusted by adjusting the slide wire resistor. In the 

modern potentiostats, a waveform generator is connected which allows applying a time-

dependent potential profile (Harvey, 2001). 

 

2.7.1. Double layers supercapacitors (DLSCs) 

 

Conventional capacitor is a passive electronic component consists of two conducting 

electrodes of identical area A separated a distance d in vacuum. When applying a 

potential on a capacitor, the charges will accumulate on the electrodes where there is a 

dielectric separates the charges of two electrodes which produce an electric field allows 

the capacitor storing energy. In supercapacitor, also called electrochemical capacitors, 

the charges accumulate in the electric double layer (EDL) at the interface between the 

electrode and electrolyte when the electrodes are polarized by an applied voltage and 

the separation between charges is in order of few angstroms (0.3-0.8 nm). The negative 

ions will accumulate on the positively polarized electrode and the opposite for the positive 

ions (Kiamahalleh, Zein, Najafpour, Sata, & Buniran, 2012). 

The double layer capacitor electrochemical process can be represented as: 

Positive electrode: 
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𝐸𝑠 + 𝐴−  ↔ 𝐸𝑠
+ // 𝐴−1 + 𝑒−1                                                                                                           (2.22) 

 

Negative electrode: 

 

𝐸𝑠 + 𝐶+ + 𝑒−  ↔ 𝐸𝑠
+ // 𝐶+                                                                                                             (2.23) 

 

Overall reaction: 

𝐸𝑠 + 𝐸𝑠 + 𝐶+𝐴−  ↔ 𝐸𝑠
+ // 𝐴−1 + 𝐸𝑠

+// 𝐶+                                                                                      (2.24) 

Where E is the carbon electrode surface, // represents the double layer as the charges 

are accumulated on the two sides of the double layer, and C and A are the cations and 

the anions of the electrolyte, respectively. 

Electrons are transported from the positive electrode to the negative electrode by 

external power sources during the charge, as indicated in (equations 2.22 and 2.23); 

while positive and negative ions are removed from the bulk electrolyte and transferred to 

the electrode surfaces. During the discharge, electrons leave from the negative to the 

positive electrode via the load, while ions are discharged from the electrode surface and 

returned to the electrolyte's bulk (Conder, Fic, & Matei Ghimbeu, 2019). The electrolyte 

is also an active material because, as shown in the overall l reaction (equation 2.25), salt 

(𝐶+𝐴−) in the electrolyte is consumed during charging (Zheng, Huang, & Jow, 1997). 

Therefore, the anions and cations move between the solution and the charged surfaces 

while the electrons move to and from the electrode surfaces through the external circuit 

(Figure 2.22). 

 

In theory, no chemical or phase changes occur at the electrode/electrolyte contact 

(Wang, 2012). The charging of EDL capacitors (EDLCs) is extremely fast due to the 

EDL's purely physical formation without the need to electrochemical reactions. In 

contrary, batteries store energy through redox processes.  

 

Figure 2.21:  Schematic diagram for a manual potentiostat: W is the working electrode; 

A is the auxiliary electrode; R is the reference electrode; SW is a slide-wire resistor, E 

is a high-impendance potentiometer; and i is an ammeter (Harvey, 2001). 
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In (figure 2.23), a double-layer is formed by a compact layer (Helmholtz-layer) with a 

thickness of 0.3-0.8 nanometers, equivalent to the diameter of solvent molecules and 

ions that reside on it, as well as an extensive diffuse layer with dimensions of (1-100 nm) 

depending on the electrolyte concentration (Béguin, Presser, Balducci, & Frackowiak, 

2014; Hussain, Amade, Moreno, & Bertran, 2014). 

 

Figure. 2.22: Schematic diagram of an electrochemical double-layer capacitor 

(Kiamahalleh et al., 2012). 

 

 

Figure. 2.23: A double layer model formed at electrode_electrolyte interface 

(Kiamahalleh et al., 2012). 

 

The specific capacitance (𝐶𝑠𝑝) for one electrode (using three-electrodes cell) of 

supercapacitor can be calculated as following:  

 

𝐶𝑠𝑝(𝐹𝑔−1) =  
4𝐶

𝑀
                                                                                                                          (2.25) 

 

Where 𝐶 is the capacitance that can be obtained from two-electrodes cell and 𝑀 is the 

active material mass. To calculate the energy density (𝐸) and power density (𝑃) of 

supercapacitor, the following equations are used: 

 

 

𝐸 =  
(𝐶𝑉2)

2
                                                                                                                                                (2.26) 
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𝑃 =  
𝑉2

(4𝑅𝑠)
                                                                                                                                                 (2.27) 

 

 

Where 𝐶 is the specific capacitance, 𝑉 is the cell voltage, and 𝑅𝑠 is the equivalent series 

resistance (Chen & Dai, 2013). 

In electrochemistry, the study of the loss (oxidation) or gain (reduction) of electrons in a 

substance as a result of electrical stimulation provides information about the 

concentration, kinetics, reactions mechanism, chemical status and other characteristics 

of a species in solution in addition to the information related to the electrode surface. 

As can be concluded, in the electrochemical experiment we can measure one or more 

of four parameters: potential (E), charge (Q), current (I), and time (t). the system 

response depends on the parameters we use as an excitation signals. 

 

2.7.2. Electrochemical measurements 

 

A- Cyclic voltammetry (CV) 

 

It is a common potential-dynamic electrochemical technique, used for obtaining 

qualitative and quantitative information about the electrochemical reaction on the 

electrode surface and the solution such as electrochemical kinetics, reaction reversibility, 

reaction mechanisms, electrocatalytical processes, and electrode structures effects on 

these parameters. The current flowing between the working electrode and the counter 

electrode can be recorded while scanning the electrode potential (difference between 

working electrode and reference electrode). After that, the current flowing through the 

working electrode is plotted as a function of electrode potential to produce a CV, as 

illustrated in Figure 2.24 (Yu, Chabot, & Zhang, 2013). 

 

The cyclic voltammetry peak current can be calculated by Randles-Sevcik equation: 

 

𝑖𝑃 = (2.69 × 105)𝑛3 2⁄  𝐴 𝐷1 2⁄  𝜈1 2⁄ 𝐶 = 𝐾𝐶                                                                                (2.28) 

 

Where 𝑛 is the electrons number in the redox reaction, 𝐴 is the working electrode area, 

𝐷 is the diffusion coefficient for the electroactive species, 𝜈 is the scan rate, and 𝐶 is the 

electroactive species concentration at the electrode. 
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B- Charge-discharge curve (CDC) 

The charging–discharging curve (CDC) is one of the most accurate methods for 

determining a supercapacitor's capacitance energy density, power density, equivalent 

series resistance, and cycle life. CDCs are normally done by applying a constant cell 

current and recording the cell voltage as a function of charging or discharging time 

(Figure 2.25). When utilizing a constant current (Icell), the supercapacitor charging voltage 

(Vcell) can be represented as a function of time (t) as following 

𝑉𝑐𝑒𝑙𝑙 =  𝐼𝑐𝑒𝑙𝑙𝑅𝑒𝑠𝑟 + 𝐼𝑐𝑒𝑙𝑙
𝑡

𝐶𝑇
  (Charging process)                                                         (2.29) 

Where 𝑅𝑒𝑠𝑟 is the equivalent series resistance. This equation suggests that the cell 

voltage and charging time are linearly proportional. After the supercapacitor has been 

charged to the maximum cell voltage (𝑉𝑐𝑒𝑙𝑙
𝑜 ), the discharge process at constant current 

(𝐼𝑐𝑒𝑙𝑙) starts where the cell voltage (Vcell) can be expressed as following: 

 

𝑉𝑐𝑒𝑙𝑙 =  −𝐼𝑐𝑒𝑙𝑙𝑅𝑒𝑠𝑟 + (𝑉𝑐𝑒𝑙𝑙)𝑚𝑎𝑥 − 𝐼𝑐𝑒𝑙𝑙
𝑡

𝐶𝑡
              (Discharging process)                       (2.30) 

 

 

C- Electrochemical Impedance Spectroscopy (EIS) 

 

EIS, also called AC impedance spectroscopy, is a valuable technique to study the 

electrode-electrolyte characteristics related to metal corrosion and electrodeposition. In 

supercapacitors, EIS can be used to find the capacitance and equivalent series 

resistance (ESR) (Yuan, Song, Wang, & Zhang, 2010). 

The ESR is a real series resistance in electrochemical supercapacitors that forms by 

different reasons such as the resistance of the electrolyte and the external lead contact, 

the electrode resistance and the resistance of the contact between the current collector 

and the electrode layer. 

 

FIGURE 2.24: Cyclic voltammograms of 5 wt% Fe-Nx/C coated on glassy carbon 

electrode surface, recorded in N2-purged 0.5 M H2SO4 solution. Fe-Nx/C loading = 150 

μg·cm–2. Potential scan rate = 50 mV/s (Yu et al., 2013). 
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Figure 2.25: Charging–discharging using a two-electrode test cell in which both 

electrodes are identical (symmetric cells) (Ban et al., 2013). 

 

Because the ESR limits the rates at which the capacitance can be charged or discharged 

when a given current or voltage is applied, it is an essential parameter in evaluating a 

supercapacitor's performance, particularly its power density. 

Using a very small AC signal to analyze electrical characteristics is an important 

advantage as it doesn’t disturb the properties of the system. During the experiment, a 

small AC amplitude signal is applied to the supercapacitor covering a frequency range 

from 0.001 to 1,000,000 Hz. It is possible to utilize either voltage control (potentiostatic) 

or current control (galvanostatic) mode. The impedance responses are recorded as a 

relation between the imaginary and real resistances (or impedances). This plot is called 

Nyquist plot. 

An equivalent circuit (EC) may be built for a symmetric supercapacitor with both double-

layer and pseudocapacitances. Figure 2.26 shows different ECs models where Resr is 

the equivalent series resistance, Cdl is the double-layer capacitance, Rct is the charge 

transfer resistance of the electrochemical reaction producing pseudocapacitance, CF is 

the pseudocapacitance, and Rp is the parallel resistance of the leakage reaction (Yu 

2013). 
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Figure 2.26: ECs for supercapacitor containing both double-layer and 

pseudocapacitances. (a) Complete model. (b) Model without parallel leaking reaction. 

(c) Model without pseudocapacitance generating reaction. (d) Model without both 

parallel leaking reaction and pseudocapacitance generating reaction (Yu et al., 2013). 

 

Figure 2.27: The formation and collapse of a typical cavitation bubble at a frequency 

of 25 kHz. The total time of this phenomena is < 40 𝜇𝑠 (Kieser, Phillion, Smith, & 

Mccartney, 2011). 

 

 

2.8 Ultrasonic equipment (Sonicators) 

Ultrasonics is the sound waves science of frequencies higher than 20 kHz. The use of 

these frequencies leads to a process called ultrasonication or supersonicator. The 

ultrasonication is used in many applications e.g., water, food, coating, cleaning, paint 

and pharmaceutical applications. It can be used as well for providing energy for certain 

chemical reactions or speeding dissolution. 

The principle of the supersonicator depends on the propagation of ultrasonic waves in a 

solvent.  There is continuous transition in non-elastic medium like water and most liquids 

as long as the amplitude or "loudness" of the sound is relatively low. However, when 

amplitude increases, the magnitude of the negative pressure in the rarefaction zones is 

large enough to cause the liquid to fracture due to the negative pressure, resulting in 

cavitation. Cavitation "bubbles" form as the liquid fractures or rips at rarefaction areas 

due to the negative pressure of the sound wave in the liquid. The cavitation "bubbles" 

fluctuate under the influence of positive pressure as the wave fronts pass, ultimately 



67 
 

expanding to an unstable size. Thus, implosions arise from the rapid collapse of the 

cavitation "bubbles," which cause shock waves to be radiated from the collapse locations 

(Figure 2.27). This collapse and implosion of the huge number of bubbles through the 

liquid result in the effects of ultrasonication. A very high temperature (about 5000 K) and 

pressure (up to 2000 atm) are reached during the implosion with a velocity reaches up  

to 280m/s (Kieser et al., 2011). The supersonicator can be used in the lab as an 

ultrasonic bath or an ultrasonic probe.  

2.8.1 Ultrasonic Bath 

Ultrasonic bath consists of ultrasonic tank filled with a cleaning agent, oscillating systems 

and an ultrasound generator (Figure 2.28). When the ultrasound is activated, the 

generator supplies the oscillating systems with electrical energy. These transfer the 

oscillations to the cleaning fluid. The oscillation causes a rapid pressure tension change 

in the cleaning solution leading to the phenomena explained above (Conrad, 2020). 

2.8.2 Ultrasonic Probe 

Ultrasonic The probe sonicator has the same physical principle of the bath sonicator but 

the difference is in the inserting the probe directly into the sample (Figure 2.29). Because 

of the high-intensity energy transfer caused by direct contact, the sample can be 

processed faster. The diameter of the tip is a main factor to determine the intensity as 

the smaller tip diameters deliver high-intensity sonication, but the energy will be focused 

in a small area. The probe could contain a single, dual, four, or even more tips (Figure  

 

Figure 2.28: Schematic set-up of Ultrasonic bath and the process: 1. Cleaning solvent, 

2. Cavitation bubbles, 3. Bubbles implosion, 4. Concave insert, 5. Stainless steel tank, 

6. Oscillating systems, 7. Ultrasound generator, 8. Sample to be cleaned, and 9. 

Dissolved dirt particles (Conrad, 2020). 
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2.30). Usually, the probes are made of titanium, and they can be replaceable or solid 

(Pethe, 2021). 

 

In this work, we used the supersonicator for three purposes: 

1- Cleaning substrates with different solvents before using them. 

2- dissolving different salts in water for high concentration electrolyte. 

3- dispersing the CNTs to study the properties of a single tube. 

 

Figure 2.30: Supersonicator probes of 1, 2, 4, and 24 tips (Pethe, 2021).  

 

 

Figure 2.29: Probe sonicator with a digital controller to control the ultrasound waves 

amplitude and pulses time using a fixed frequency of 20kHz (Active Motive, 2020). 
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Chapter 3  

Experimental concepts and setups 

The caron material synthesis and functionalization were carried out in different reactors using 

different processes and methodologies in order to optimize the synthesis conditions in addition to 

the substrate treatment before the synthesis and the treatment of the obtained carbon materials. 

These reactors with their different setups depend mainly on using atmospheric pressure of 

ultimate dry ambient or using plasma of a very low pressure of the used gases which requires 

ultra-high vacuum before introducing any gases. In this chapter, the reactors configurations and 

technologies, and their related parameters such as vacuum, plasma, gases effect, catalysts and 

different processes can be used inside will be explained in detail. 

 

3.1 Vacuum 

Vacuum is defined as the state at which the pressure or the gas density contained in a space is 

less than that of its surrounding atmosphere. The lowest pressure on earth is 300 mbar exists on  

Table 3.1. vacuum ranges and their typical applications (Chambers et al. 1998). 

 

Vacuum range Pressure range (mbar) Typical applications 

Low 33 < 𝑃 < 1.0 × 103 
Vacuum cleaner, mechanical 

handling, vacuum forming. 

Medium 1.0 × 10−3 < 𝑃 < 33 
Vacuum drying, vacuum freeze (food 

industry). 

High (HV) 1.0 × 10−6 < 𝑃 < 1.0 × 10−3 
Production of microwave, light bulbs, 

vapor deposition. 

Very high (VHV) 1.0 × 10−9 < 𝑃 < 1.0 × 10−6 

Electron microscopes, X-ray and gas 

discharge tubes, electron beam 

welding. 

Ultra-high (UHV) 1.0 × 10−12 < 𝑃 < 1.0 × 10−9 

Particle accelerators, space 

simulators, material research, 

semiconductors. 

Extreme high 

(XHV) 
𝑃 ≤ 1.0 × 10−12 

Particle accelerators, space 

simulators, advanced semiconductor 

devices. 
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the Everest Mountain, accordingly, any pressure below this value is considered vacuum. 

Vacuum can be classified to different ranges starting from the low vacuum at 33 mbar until the 

extreme high vacuum at 10-12 mbar. The classification of vacuum ranges and their applications 

according to the American Vacuum Society is shown in table 3.1 (Chambers et al. 1998). 

 

The vacuum is needed for other general applications such as avoiding contamination or electrical 

charges in high voltage devices, decreasing the heat loss and providing thermal isolation (Kim 

2014). 

 

 

Ideal gas laws 

 

A gas confined in a container can be characterized by three variables; volume (V), pressure (P), 

and temperature (T) while the gas amount can be described in different ways such as the mass 

(m), particle number (N), and the amount of substance (ν) (Jousten 2016). When dealing with 

vacuum, the amount of substance [mol] is the best way to describe the gas amount because it 

scales it to a reference quantity, which is Avogadro’s number NA: 

 

𝜈 =
𝑁

𝑁𝐴
                                                                                                                                                    (3.1) 

 

Avogadro’s number is a constant defined as the number of gas particles in one mole (6.02 × 1023 

particles/mole) 

 

In addition, there are other ways to describe the gas amount such as the mass density (𝜌) (kg.m-

3), number density (𝑛) (𝑚 − 3), and the molar mass (M) (kg.mol-1). 

The ideal gas law is the equation of the gas state, and it is dependent on some assumptions; 

where the molecules are in a constant state of motion in all directions, the volume where the gas 

exists contains a large number of particles, the gas molecules are assumed to be spheric with a 

distance between them very large compared to their diameters, and the molecules don’t exerts 

forces to each other unless they collide and the collision is elastic (O’Hanlon 2003). 

There are different gas laws explain the relation between some parameters when others are 

constant when handling a fixed amount of gas. For example, Boule-Mariotte law describes the 

volume-pressure relationship when the temperature is constant, Charles’s law describes the 

volume-temperature relation when the pressure is constant, and Gay-Lussac’s law describes the 
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pressure temperature relation when the volume is constant. Avogadro’s law describes the relation 

between the container volume and the amount of gas at a fixed pressure and temperature. 

The combined gas law gives the relation between the volume, temperature, pressure, and amount 

of gas to be (Jousten 2016): 

 

𝑝.𝑉

𝑇
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡                                                                                                                                (3.2) 

 

The constant is proportional to the amount of gas, which can be represented by mass (𝑚), 

particles number (𝑁), number density (n), or amount of substance (𝜈). The constant to be 

represented as a number density can be written as: 

 

𝑝 = 𝑛. 𝑘. 𝑇                                                                                                                                             (3.3) 

 

Where 𝑝 is pressure, 𝑛 is the number density, 𝑘 is Boltzmann’s constant (1.38 ×

10−23 𝐽. 𝑘𝑔−1. 𝐾−1), and 𝑇 is the temperature in 𝐾. 

 

According to Dalton’s law, the total pressure of mixture of gases is the sum of the partial pressure 

of the individual gases: 

 

𝑃𝑡𝑜𝑡𝑎𝑙 =  𝑃1 + 𝑃2 + ⋯ + 𝑃𝑖                                                                                                                           (3.4) 

 

Therefore, the ideal gas law can be presented as: 

 

𝑃𝑡𝑜𝑡𝑎𝑙 = (𝑛1 + 𝑛2 + ⋯ + 𝑛𝑖). 𝑘. 𝑇                                                                                                                   (3.5) 

 

The collision between two the molecules with each other or with the container walls changes their 

velocity and direction. The particle velocities distribution depends on the temperature and the 

particles’ mass according to Maxwell-Boltzmann velocity distribution (O’Hanlon 2003): 

 

𝑑𝑛

𝑑𝜈
=  

2𝑁

𝜋
1

2⁄
. (

𝑚

2𝑘𝑇
)

3
2⁄ . 𝜈2. 𝑒−(

𝑚𝜈2

2𝑘𝑇
)
                                                                                                            (3.6) 
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Where N is the total number of molecules, m is the mass of molecules (kg), K is Boltzmann 

constant, and T is the temperature in [K]. Figure (3.1) represents Maxwell-Boltzmann velocity 

distribution. 

The parameters average velocity (𝜈𝑎𝑣𝑔), most probable velocity (𝜈𝑃), and the root mean square 

velocity (𝜈𝑟𝑚𝑠), can be expressed from equation (3.6) respectively as following: 

 

Figure 3.1. Maxwell-Boltzmann velocity distribution b) with different temperatures and c) with 

different masses where m1<m2<m3 (Al-Dmour 2020).  

 

𝜈𝑎𝑣𝑔 = √
8𝑘𝑇

𝜋𝑚
  ,     𝜈𝑃 = √

2𝑘𝑇

𝑚
  ,    𝜈𝑟𝑚𝑠 = √

3𝑘𝑇

𝑚
                                                                                                         (3.7) 

As we can observe in figure (3.1), the velocities shifted towards higher values when increasing 

the temperature, but the peak has been reduced in order to keep the same amount of gas 

molecules (same area under the curve). The opposite happens when the mass increases where 

the velocities curve shifted to lower values and the peak has increased when increasing the mass 

(Al-Dmour 2020). 

 

Mean free path 

The average distance that the gas molecules travel before collision between each other or with 

the container walls is called the mean free path (MFP). MFP depends on the diameter of the gas 

molecules, temperature, and the pressure according to the following relation: 

 

𝜆 =  
𝑘.𝑇

√2.𝜋.𝑑2.𝑃
                                                                                                                                                            (3.8) 

 

Where 𝜆 is the mean free path (m), 𝑑 is the molecular parameter (m), 𝑝 is the pressure (Pa), 𝑘 is 

Boltzmann constant, and 𝑇 temperature [K]. By substituting eq (3.3), and considering T is the 

room temperature and 𝑑 = 3.7 × 10−10 𝑚 for N2 molecules, 𝜆 (cm) will become (Chambers et al. 

1998): 

a

) 

b

) 

c

) 
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𝜆 =  
6.6×10−3

𝑃 (𝑚𝑏𝑎𝑟)
                                                                                                                                                             (3.9) 

Vacuum range Gas density 

(cm-3) 

Mean 

free path 

(cm) 

Impingement 

rate 

(cm-2.s-1) 

Collision rate 

(cm-3.s-1) 

Monolayer 

formation time 

(s) 

n λ ZA ZV τ 

atm. 1019 10-5 1023 1029 1 × 10−9 

medium 1016 10-2 1020 1023 1 × 10−6 

high 1013 10 1017 1017 1 × 10−3 

Very high 1010 104 1014 1011 10 

Ultra-high 107 107 1011 105 180 

Table 3.2. Approximate gas properties at varies vacuum levels (Marquardt 1999). 

 

Table (3.2) shows the different vacuum levels in relation with pressure, gas density, mean free 

path, impingement time, collision rate, and monolayer formation. The impingement time is the 

number of particles incident upon a unit surface are per unit time (Al-Dmour 2020). 

 

Gas flow 

The removal of gas from a container to obtain vacuum depends on the gas flow. There are several 

flow regimes could exist during the pressure reduction. The flow of gas is determined by the gas 

viscosity when the pressure reduces from the atmospheric to a low vacuum. Then the flow will go 

to the molecular flow regime when the pressure reduces more where the pressure will be 

governed by the molecular behavior of the gas. 

The different gas flow regimes are shown in figure (3.2). the viscous behaviour can be turbulent 

when the gas velocity is high or laminar when the velocity is low where the gas will flow in parallel 

layers with some friction with the walls of the container. When the gas flowing in the molecular 

regime, the molecules will be moving randomly. The intermediate regime exists when the flow 

has both; the viscous and the molecular behaviour 
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Figure 3.2. Illustration of the various gas flow regimes through a pipe in a vacuum chamber: 

viscous flow, which is of two types: (a) turbulent, (b) laminar, intermediate flow (c), and molecular 

flow (d) (Al-Dmour 2020). 

 

The different flow regimes can be differentiated by the dimensionless Knudsen number (𝐾𝑛), 

which is the ratio of the mean free bath (λ) and diameter of the pipe (𝐷) as follows: 

The dimensionless Knudsen number (𝐾𝑛) is used to differentiate between the different flow 

regimes, and is defined as the ratio of the mean free path to the dimension of the chamber (e.g., 

dimeter of the pipe (D)): 

 

𝐾𝑛 =
𝜆

𝐷
                                                                                                                                                             (3.10) 

 

The viscous regime exists when 𝐾𝑛 < 0.01, while the intermediate when 0.01 < 𝐾𝑛 < 0.5, and the 

molecular when 𝐾𝑛 > 0.5. In addition, when the mean free bath is larger than the container 

dimensions (e.g. tube diameter), then the gas flow is molecular because the collision between the 

particles is less likely and the particles will collide with the walls of the chamber. 

The gas transported per unit time is the flow rate. The flow rate can be defined in many ways, 

e.g., volumetric, mass, molar, and particle flow rate (Chambers et al. 1998). The volumetric flow 

rate (𝑉̇) can be expressed as following: 

 

𝑞𝑉 =
∆𝑉

∆𝑡
=  𝑉̇                                                                                                                                                 (3.11) 

 

Where ∆𝑉 is the transported volume of gas (𝑚3) and ∆𝑡 is the transportation time (𝑠) (Al-Dmour 

2020). 
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Pumping speed and throughput 

The pumping speed S [l.s-1] is the rate at which the pump can remove the gas from the system 

where it can be defined as the gas volume removed from the system per unit time (volumetric 

flow rate):  

 

𝑆 =  𝑉̇                                                                                                                                                     (3.12) 

 

Throughput (𝑄) [mbar.l.s-1] is the gas quantity expresses in pressure-volume units flowing across 

a specific cross-section per unit time. The relationship between the pumping speed and the 

throughput can be expressed as follows: 

 

𝑄 = 𝑝. 𝑉̇ = 𝑝. 𝑆                                                                                                                                                (3.13) 

 

Figure (3.3) shows the difference between the throughput and the pumping speed, and the 

pressure of a vacuum system. 

 

Conductance 

When the gas flows through a pipe, the pipe will show a resistance to this flow, which will reduce 

the pressure along the pipe. This resistance is called the impedance (Z). The conductance is the 

inverse if the impedance, which is the constant in the proportionality between the throughput and 

the pressure drop through the pipe (Weston 1985): 

 

𝑄 = 𝐶(𝑝1 − 𝑝2)                                                                                                                                             (3.14) 

 

The conductance depends on many factors such as the temperature, gas species, geometry, and 

the pressure in case of the viscous regime. 
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Figure 3.3. An example of the relation between the pumping speed, throughput, and the pressure 

of a vacuum system (Al-Dmour 2020). 

 

The conductance depends on many factors such as the temperature, gas species, geometry, and 

the pressure in case of the viscous regime. 

The vacuum system usually consists of many pipes in which they are connected in parallel or 

series. When the pipes are connected in series, each one will have a different conductance but 

all of them will have the same throughput. While when the pipes are connected in parallel, each 

one will have its own conductance and throughput (Figure 3.4). To be able to estimate the 

pressure profile through the system, the total conductance should be estimated by equation 

(3.14), which will result: 

 

For parallel connection, 𝐶𝑡𝑜𝑡𝑎𝑙 =  𝐶1 + 𝐶2 + ⋯ = ∑ 𝐶𝑖
𝑁
𝑖                                                            (3.15) 

 

For Series connection, 
1

𝐶𝑡𝑜𝑡𝑎𝑙
=

1

𝐶1
+

1

𝐶2
+ ⋯ =  ∑

1

𝐶𝑖

𝑁
𝑖                                                                          (3.16) 

 

Figure 3.4. A vacuum system with two tubes connected in a) series and b) parallel (Al-Dmour 

2020). 

a) b) 
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Gas sources in vacuum systems 

 

The residual gas can find its way to the vacuum system through several processes mainly (Rinolfi 

2016): 

 

I. Outgassing: is the spontaneous release of the gas from a solid or liquid. 

II. Degassing: deliberate removal of the gas from a solid or liquid. 

III. Desorption: release of the adsorbed species from the surface of a solid or liquid. 

 

There are different ways can allow the gas getting into the vacuum system such as back-

streaming of gas from the pump, virtual leaks, permeation, Bulk diffusion, and evaporation (Figure 

3.5) (Weston 1985) . 

 

 

Figure 3.5. Possible sources of gas inside a vacuum chamber (Al-Dmour 2020). 

 

 

Safety aspects of vacuum technology 

 

There are many safety hazards must be taken into account when handling vacuum systems such 

as (Mattox 2010): 

• The accumulation of the hazardous gases in the pump oil and the cryo-sorption pumps, 

which needs more attention during the maintenance and disposal. 

• An explosion can happen when pumping pure oxygen using a hydrocarbon pump. 
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• Avoiding putting a floating material in the plasma as it can cause a high electrical potential 

with other parts of the system. It is recommended to have all the external touchable parts 

by human grounded. 

• Quartz vacuum windows allow the UV radiation to be transmitted from the plasma causing 

damage to the exposed eyes. 

 

Weston (Weston 1985) explained in details the effect of vacuum on different materials such as 

glass, metals, and ceramics. 

 

Although the vacuum systems are required in many industry fields, but the real need of such 

systems created some drawbacks such as the equipment complexity and its high cost. 

 

3.2 Plasma 

 

When temperature increases, molecules become more energetic and the matter will be 

transformed in a sequence; solid, liquid, gas and finally plasma which is considered the fourth 

state of matter. Plasma is an ionized gas, which means that there is at least one electron is 

attached to the atom or molecule leading to converting the atom or molecule into positively 

charged ions. These electric charges (electrons and ions) make the plasma electrically 

conductive, internally interactive, and strongly responsive to electromagnetic fields. The term 

‘plasma’ is used when the ionized gas is electrically neutral, which means the balance between 

the electron density and the positive ions, and contains sufficient number of electrically charged 

particles that can affect its electrical properties and behaviour (Fridman 2008). The physical state 

when the physical state of the an ionized gas in which the densities of positive and negative 

particles are approximately equal is called quasi-neutrality (KEIDAR and BEILIS 2018). 

Plasma constitutes more than 99% of the universe and the term was first introduced by Irving 

Langmuir (1928) because it is multicomponent and strongly interacting ionized gas, so it reminded 

him of the blood plasma. Plasma exists neutrally but also can be made in laboratory and industry 

which provide opportunities to many applications, including electronics, thermonuclear synthesis, 

and lasers. 

 

Two main characteristics of plasma’s behaviour can indicate the considered kind of plasma, which 

are the plasma’s oscillations and Debye length. The two parameters can quantitively describe the 

plasma and they depend on its density and temperature. Any shift between the electrons with 
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respect to the ions will lead to a charge separation, which will produce an electric field in order to 

restore the unperturbed plasma. Debye length can be defined as a characteristic scale at which 

the charge separation exists when the electric field produced by this separation is small enough 

that can’t restore (violate) the quasi-neutrality. 

The potential energy of a charged particle when there is a full charge separation 𝐿𝐷 is of the order 

of the thermal energy of the particle particle 𝑘𝐵𝑇𝑒. The maximum potential energy can be obtained 

by the full separation can be considered as a planar capacitor to be as following: 

 

𝑒𝜑~
𝑒2𝐿𝐷

2 𝑁0

𝜀0
~𝑘𝐵𝑇𝑒                                                                                                                                                         (3.17) 

 

Where 𝑘𝐵 is Boltzmann constant and 𝑁0 is charge particles density. From this relation we can 

estimate the characteristic distance of charge separation which is:  

 

𝐿𝐷 =  √
𝜀0𝐾𝐵 𝑇𝑒

𝑒2𝑁0
                                                                                                                                                           (3.18) 

 

𝐿𝐷 is what we call Debye length. 

 

The same expression can be obtained by considering the potential shielding in plasmas. First, we 

will consider an initially neutral plasma with density 𝑁0 is disturbed by, for example, immersing a 

1D transparent sheet (plane geometry) having a negative potential Φ0 with respect to the plasma 

(Figure 3.6). The ions and electrons distribution will be rearranged to a new state corresponding 

to the disturbed electric field. The ions will be assumed as not moving on time scale because they 

are heavier than electrons and therefore their response time is much larger. This will allow us 

assuming that the ions density 𝑁𝑖 will remain the same as before, which is 𝑁0. On the other side, 

the electrons will respond to the repulsive electric field and their density will decrease. The 

electrons density can be calculated by Boltzmann relation as: 

 

𝑁𝑒 = 𝑁0 𝑒
𝑒𝜑

𝐾𝐵𝑇𝑒                                                                                                                                               (3.19) 

 

 

Where 𝑇𝑒 is the electrons temperature, 𝜑 is the potential, and 𝑒 is the electron charge. 
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Figure 3.6. Debye length definition from the electric field shielding argument (KEIDAR and BEILIS 

2018). 

 

Using Poisson equation we can calculate the potential distribution in the perturbed region as 

follows: 

𝑑2𝜑

𝑑𝑥2 =
𝑒

𝜀0
(𝑁𝑒 − 𝑁𝑖)                                                                                                                                              (3.20) 

 

𝜑 can be solved to be: 

 

𝜑 = Φ0𝑒
(

−𝑥

𝐿𝐷
)
                                                                                                                                                              (3.21) 

 

Equation (3.21) shows that at distance 𝐿𝐷,  disturbed 𝜑 will be significantly decreased and shows 

the screening length over which the plasma neutrality will be preserved. Thus, the electric field 

will be shielded at the Debye length scale and plasma will remain quasi-neutral away from the 

perturbed region. This means that the electric field will not affect the particles that are far from the 

Debye length (Fridman 2008). 

 

Plasma Equilibrium 

The plasma equilibrium is a term used to describe the plasma chemical composition. To 

understand it, we neeed to identify the degree of ionization. Consider a plasma consists of 

electrons, ions and atoms. When the plasma is low ionized plasma, i.e., 𝑛𝑒 ≪ 𝑛𝑎, the ionization 

degree is defined as: 
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𝛼 =
𝑛𝑒

𝑛𝑎+𝑛𝑒
≈

𝑛𝑒

𝑛𝑎
                                                                                                                                                            (3.22) 

 

where  𝑛𝑒 is the electrons density and 𝑛𝑎 is the density of particles. 

We have two reactions in the thermodynamic equilibrium: a direct reaction leads to ionization that 

is considered as the electron impact ionization, and a back reaction leads to recombination. In 

other words, the stoichiometric equation will be: 

 

𝑎 + 𝑒 ↔ 𝑖 + 2𝑒                                                                                                                                                              (3.23) 

 

With a rate of ionization being 𝑘𝑖 . 𝑛𝑎 . 𝑛𝑒 and rate of recombination 𝑘𝑟 . 𝑛𝑎 . 𝑛𝑒 where 𝑘𝑖 and 𝑘𝑟 are, 

respectively, the ionization and recombination coefficients. The ionization equilibrium is when the 

ionization and recombination rates are equal. The equilibrium constant 𝐾(𝑇) can be expressed 

as following: 

 

𝐾(𝑇) =
𝑘𝑟

𝑘𝑖
= 𝑛𝑖 . 𝑛𝑒/𝑛𝑎 ≈

𝑛𝑒
2

𝑛𝑎
                                                                                                                                    (3.24) 

 

The equation can be solved for the electron density. The equilibrium constant dependent on the 

temperature is called a function of pressure in the system. If it is possible to specify the equation 

of state for plasma, then this equation can be used to calculate the electron density as a function 

of temperature (KEIDAR and BEILIS 2018). 

 

Figure 3.7. Temperature and pressure domain for equilibrium and non-equilibrium plasma for DC 

discharges (Eliezer and Eliezer 2001).  
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In industrial plasma, the equilibrium plasma or thermal plasma has the same temperature for both 

electrons and ions while the non-equilibrium plasma has the electrons hotter than ions but the 

gas pressure is lower (Eliezer and Eliezer 2001; National Academies of Sciences 2021). 

 

This leads us to classify the plasma into thermal (hot) and non-thermal (cold) plasma. The hot 

plasma exists in the case of thermal equilibrium where the temperature of electrons and heavy 

ions are equal. Thermal plasma is widely can be found in the universe (Mouawad et al. 2012). 

Non-thermal Plasmas (Cold Plasma) manifests a behavior outside the thermodynamical 

equilibrium, which is the case when the electrons have much higher temperature than ions 

(Hnatiuc et al. 2012). 

 

Electrons magnetic confinement 

The ionized gas ability to maintain an electric current is emphasized in the presence of a magnetic 

field. According to the electrostatics laws, a particle with charge q and mass m in the existence of 

an electric field E moves in the direction of the field in an accelerated movement associated with 

force 𝐹𝐸  (𝐹𝐸 = 𝑞𝐸). Under these conditions, the presence of a magnetic induction 𝐵 disturbs the 

movement of the particle due to Lorentz force. In the case that this magnetic field perpendicular 

to velocity 𝜈, this force is given by 𝐹𝐵 = 𝑞 × 𝜈 × 𝐵, and forces the particle into a circular motion 

around the magnetic field. The joint action of both fields gives rise to a complex movement, which 

depends on the speed and initial direction of the particle. In the most general case, in which the 

E and B fields are stationary with a constant value with time (Figure 3.8), the particle describes a 

trajectory described by a helical curve around the magnetic field, with a constant radius, whose 

value is given by the so-called Larmor radius, 𝑅𝐿: 

 

𝑅𝐿 =
𝑚𝜈⊥

𝑞𝐵
                                                                                                                                                             (3.25) 

 

where 𝜈⊥ is the velocity perpendicular to the magnetic field. The corresponding angular frequency, 

𝑟𝐿, called cyclotronic frequency is given by: 

 

𝑟𝐿 =
𝑞𝐵

𝑚
                                                                                                                                                                  (3.26) 

 

The magnetic confinement is used in general for industrial application. We use it for magnetron 

sputtering which requires lower gas pressure in order to obtain the plasma (Pantoja-Suárez 2019). 
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Figure 3.8. Cyclotronic movement of a charged particle, q, in presence of an electric field E, and 

a magnetic field, B, of variable intensity (Albella 2018). 

 

Radio Frequency Plasma 

The radio frequency power supplies produce the plasma either inductively (ICP) or capacitively 

(CCP) coupling energy at a frequency in the range of radio spectrum (1KHz to 103MHz). in the 

case of CCP, the AC voltage is provided to power electrodes through a capacitor while the other 

one is grounded. The capacitor rapidly charges at the positive AC half, which causes the voltage 

drop over the plasma. The inductive coupled discharge uses the configuration of a cylindrical 

helical coil where the electromagnetic induction provides the corresponding electric current. The 

passing of RF current through the coil develops the time-varying magnetic flux that largely induces 

the RF sinusoidal electrical field that sustains the plasma discharge and accelerate the free 

electrons (Mehmood et al. 2018) . 

Plasma chemistry 

 

Plasma is broadly used in practice, as it offers three attractive features for chemistry applications: 

(1) some plasma components temperatures and energy density can exceed those of the 

conventional chemical technologies, (2) the plasma ability to produce high concentrations of 

energetic and chemically active species (e.g., electrons, ions, atoms and radicals, excited states, 

and different wavelength photons), and (3) plasma systems can go far from the thermodynamic 

equilibrium by having a high chemically active species concentration and preserving the bulk 

temperature as low as room temperature. These features allow the focusing on the traditional 

chemical processes, increase of their efficiency, and leads to successful simulation of chemical 

reactions that are impossible in conventional chemistry. Plasma chemistry is a rapidly growing 
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field of science and engineering, with applications ranging from microfabrication in electronics to 

aircraft protective coatings, from treatment of polymer fibers and films to medical cauterization for 

wound treatment, and from ozone production to plasma televisions. 

Large concentrations of charged particles (electrons, negative and positive ions), excited atoms 

and molecules (electronic and vibrational excitation play a prominent role), active atoms and 

radicals, and UV photons make chemically active plasma a multi-component system that is 

extremely reactive. In plasma-chemical kinetics, each component of the chemically active plasma 

performs a unique function. Electrons, for example, take energy from an electric field initially and 

subsequently transfer it across other plasma components and particular degrees of freedom 

within the system. 

Plasma-chemical processes may typically be controlled and optimized by changing properties of 

the electron gas (density, temperature, and electron energy distribution function). Ions are 

charged heavy particles that can contribute significantly to plasma-chemical kinetics either 

because of their high energy (as in sputtering and reactive ion etching) or because of their 

capability to decrease chemical reaction activation barriers. This second property of plasma ions 

results in the plasma or ion catalysis, which is important in plasma-assisted ignition and flame 

stabilization, fuel conversion, hydrogen generation, and exhaust gas cleaning, and even direct 

plasma treatment of live tissues. The vibrational excitation of molecules makes an important 

contribution to plasma chemical kinetics as the plasma electrons with energies around 1 eV 

primarily can transfer most of the energy in such gases as N2, CO, CO2, H2 into vibrational 

excitation. 

Plasma technologies have a wide range of applications in today's world, spanning a wide range 

of sectors. Plasmas can be used to achieve high energy efficiency, high specific productivity 

(productivity per unit volume of reactor), and high selectivity for a variety of chemical processes. 

For example, when dissociating the CO2 in a non-equilibrium plasma supersonic flow condition, 

the selectivity can reach up to 90% of the total discharge power in order to produce CO when the 

vibrational temperature is about 4000 K and the translational temperature is only about 100 K. 

The main point for practical application of any chemical process in a specific plasma system is to 

identify the appropriate regime and optimal plasma parameters among the large number of 

possibilities substantial to the systems far from thermodynamic equilibrium. 

Specially, providing a high operating power to the plasma chemical reactor as well as high energy 

input selectivity while preserving non equilibrium plasma conditions. The current thermal plasma 

generators provide a wide range of operating power starting from less than 1 kW to over 50 MW. 
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Despite delivering adequate power levels, these generators are not well suited to the needs of 

plasma chemistry, which necessitates selective reactant treatment and great efficiency. 

The major drawback of thermal plasmas for plasma-chemical applications is that the reaction 

media overheats when energy is uniformly consumed by the reagents into all degrees of freedom, 

therefore, the high energy consumption is needed to quench the reagents. This will reduce the 

energy efficiency and selectivity of such systems (Fridman 2008). 

 

 

3.3. Physical Vapor Deposition (PVD) 

 

Physical vapor deposition (also known as thin film deposition) is an atomistic deposition process 

in which material is vaporized as atoms or molecules from a solid or liquid source and transported 

as a vapor through a vacuum or low pressure gaseous (or plasma) environment to the substrate, 

where it condenses. PVD methods are often used to deposit films with thicknesses ranging from 

a few nanometers to thousands of nanometers; however, they may also be utilized to obtain 

multilayer coatings, graded composition deposits, very thick deposits, and freestanding 

structures. The substrates might be extremely tiny or large and its shape ranges from the flat 

surfaces to complex geometries. 

Physical vapor deposition can be used to obtain thin films of pure elements, alloys, or compounds 

using reactive deposition processes. The compounds can be deposited using the reaction 

between the deposited material with the ambient gas such as using N2 gas while depositing 

titanium (Ti) to obtain titanium nitride (TiN). Quasi-reactive deposition is the deposition of a 

compound material from a compound source contains a volatile reactive species that can be lost 

during the condensation and transport, which will require the existence of partial pressure of a 

compensating reactive gas; for example, the quasi-reactive deposition of ITO (indium–tin oxide) 

needs to be sputtered in an O2 ambient to substitute its loss during the deposition. 

The main PVD processes are arc vapor deposition, ion plating, vacuum deposition (evaporation), 

and sputter deposition (Figure 3.9). 

Vacuum deposition 

It can be called vacuum evaporation as well. It is a PVD process where the material reaches the 

substrate from the source with a little or without any collisions between the gas molecules using 

a thermal vaporization source with a trajectory of “line to sight”. The gaseous contamination is 
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very low because of the vacuum environment of deposition. Depending on the level of 

contaminations that is allowed in the system, the working gas pressure of such process ranges 

between 10-5 Torr to 10-9 Torr. The rat of thermal vaporization is high comparing to other 

vaporization techniques. The composition of the material evaporated from the source is 

proportional to the relative vapor pressures of the materials in the molten source. 

 

Arc vapor deposition 

It is a technique that vaporizes a cathodic electrode (cathodic arc) or anodic electrode (anodic 

arc) and deposits the evaporated material on a substrate using a high current, low voltage arc. 

The vaporized material is strongly ionized, and the substrate is typically biased to speed up the 

ions (film ions) as they approach the substrate surface. This technique is used to deposit hard 

and decorative coatings. The film ions of this technique is useful for the ion plating process. 

 

Ion plating 

IT is a technique uses a synchronized or periodic bombardment of film deposition by atomic-sized 

energetic particles allowing the modification and properties control of the thin film. This process 

is called ion-assisted deposition (IAD) or ion vapor deposition (IVD). there are many important 

variables in this process such as: the energy, mass, flux of the bombarding species, and the ratio 

of the bombarding particles to the depositing particles. The vaporization of the depositing material 

can be achieved by evaporation, arc corrosion, sputtering, or by decomposing a chemical vapor 

precursor. The bombardment energic particles are typically inert or reactive gas ions, or film ions 

as mentioned in the previous paragraph (Mattox 2010). 

 

 

 

Sputtering 

Sputtering (Physical sputtering) is a technique comprises the physical *not thermal) vaporization 

of atoms from a surface by momentum transfer using a bombarding energetic atomic-sized 

particles which are usually a gaseous material ions accelerated in an electric field. Chemical 

sputtering (Roth 1983) is a concept associated with the sputtering when there is a volatile species 

resulted from the bombardment of the reactive species with the target surface. Chemical 

sputtering is known as reactive plasma etching (RPE) or reactive ion etching, and it is commonly 

used for patterning the thin films (Manos and Flamm 1989). 



87 
 

 

 

Figure 3.9. Physical vaporization techniques: a) vacuum evaporation, b) and c) sputter deposition 

in plasma, d) cathodic arc, and ion plating using e) thermal evaporation, f) sputtering, and g) arc 

vaporization, and h) Ion-beam assisted deposition (Mattox 2010).  

 

 

The term “sputtering’ means that the bombarded surface is the only source of the deposited 

material is the only source of the deposited material in addition to the reactive gas elements that 

are used during the process, which will be called reactive sputter deposition (Westwood 2018). 

The process usually indicated as ion beam sputtering, magnetron sputtering, RF sputtering, or 

unbalanced magnetron sputtering depending on its the configuration. The process can also be 

called bias sputtering when a bias is placed on the substrate leading to synchronized ion 

bombardment (Berg and Katardjiev 1994). 

 

Usually, Ar+ ions are used for sputtering because it is an inert gas, so it tends not to react with the 

target material or combine with any process gases. It also produces high deposition rate because 

of its high molecular weight, and it is considered relatively cheap (Msi-pse 2021). 

Sputtering can be achieved in: 
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1- A good vacuum (<10-5  torr) using ion beams. 

2- A low-pressure gas environment in which sputtered particles are transferred from the 

target to the substrate without gas phase collisions (i.e. pressure less than 5 mtorr), using 

plasma as an ion source. 

3- Higher-pressure gas (i.e. pressure between 5 mTorr and 50 mTorr) in which gas phase 

collisions and thermalization of the ejected particles exist but the gas phase nucleation is 

not important as the gas pressure is low enough (Mattox 2010). 

 

RF Sputtering 

The frequencies of RF sputtering are typically more than 1 MHz with a configuration in which its 

RF power is capacitively coupled to a target through a matching network with a return current 

path to ground through the chamber walls and ground electrodes. Because the ions in the plasma 

are unable to follow the electric fields at these frequencies, while the electrons can, the space 

between the plasma and the target acts as a rectifier. This rectifying action creates a negative DC 

bias on the cathode's surface creating an ion current to flow constantly to the target, resulting in 

continuous sputtering. This allows for the sputtering of an insulating target. Conductive targets 

can be sputtered by RF when it contains a thin insulating layer. 

There are to main disadvantages of RF sputtering. First, the deposition rate is about 50% of the 

DC rate under similar conditions where the loss is due to the power dissipation in plasma heating. 

Second, the RF configuration and its need to a matching network doubles the cost per watt 

comparing with the DC or AC. The universality of the RF sputtering is the main advantage. In 

principle, any target material can be sputtered by RF without arcing and this lowers the particulate 

counts in the film. However, particles being released from fixturing because of differential thermal 

expansion or mechanical vibration can easily violate this advantage. 

We need to clarify the difference between RF sputtering and AC sputtering. Alternative current 

(AC) sputtering is a technique in which an AC is applied between two separated targets. This 

technique is simply DC sputtering at frequencies of a few tens of kilohertz, with the anode and 

cathode switching roles every half cycle. As a result, each target sputters for about half of the AC 

cycle. The absence of DC current flow through the target and no current flow through the chamber 

walls to ground distinguish the AC sputtering. This allows for the sputtering of conducting targets 

that are coated by a thin insulating layer, but not targets that are themselves insulators (table 3.3) 

(Glocker et al. 2018). 
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 AC RF DC Pulsed DC 

Net DC current flow No No Yes Yes 

Current to ground No Yes Yes Yes 

Anode required No No Yes Yes 

Targets dual single/dual single single/dual 

Target type conducting insulating/conducting conducting conducting 

Poisoned target 

mode 

stable stable arcing arcing 

Table 3.3. comparison of current flows and target characteristics for relative sputtering system 

(Glocker et al. 2018). 

 

Magnetron sputtering 

The usual sputtering tool's poor deposition rate, high discharge voltage, and high working gas 

pressure necessitated a new technique. The deposition rate had to be increased, the discharge 

voltage had to be reduced, and the operating pressure range had to be extended. This was 

accomplished by using a static magnetic field to increase the lifetime of electrons in the vicinity of 

the cathode target (Wasa and Hayakawa 2003; Gill and Kay 2004). 

This can be achieved by magnetron sputtering discharge, which is based on the magnetic 

confinement of electrons. The configuration of magnetron sputtering is the same as the usual 

sputtering arrangement in addition to two cylindrical magnets placed directly behind the target 

(Figure 3.10). The term “planar” refers to the flat cathode target, which can be circular or 

rectangular. In the planar configuration, the magnetic field lines are generated from the central 

magnet and go toward the annular one (Waits 1998). 

 

The application of an external magnetic field to confine the electrons is a distinguishing feature of 

the magnetron sputtering discharge. Crossed electric and magnetic fields, 𝐸 and 𝐵, respectively, 

confine electrons in closed 𝐸 × 𝐵 drift loops near the negatively biased cathode target. As a result 

of the presence of both a magnetic field 𝐵 and an electric field 𝐸, the path of electrons in 

magnetron sputtering discharges is complicated. Permanent magnets or current-carrying coils 

provide the magnetic field 𝐵, while the electric field 𝐸 is within the plasma sheath and pre-sheath. 

The sputtering effectiveness can be described by the sputter yield. Sputter yield 𝛾 is the number 

of removed atoms from the target for each ion. It depends on many factors, i.e., energy and mass 

of bombarding ions, incidence angle, and the surface binding energy. The maximum transferable 

energy in a collision must be larger than the surface binding energy. 
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Figure 3.10. a schematic of the planar magnetron sputtering configuration: a) side view and b) a 

3D representation (Anders 2011; Gudmundsson 2020). 

 

 

Balanced and unbalanced magnetrons 

 

If the magnetic flux through the outer magnetic pole (annular) is equal to the flux of the inner pole 

(central), then the magnetron sputtering discharge is considered to be balanced (Figure 3.11a). 

In this case, the magnetic trap confines the plasma just in front of the target leading to lower 

impingement by ions. Window and Savvides (Savvides and Window 1998; Window and Savvides 

1998), have developed an unbalanced magnetron in order to increase the ion flux which depends 

on strengthening or weakening the magnetic flux through one of the two magnetic poles. There 

are two types of unbalancing. In type I, the filed lines are originated from the central magnet while 

some don’t pass to the annular one, which goes toward the chamber walls causing a low plasma 

density (Figure 3.11b). In type II, the field lines are originated from the annular magnet and some 

don’t pass to the central (Figure 3.11c). 

 

 

a) b) 
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Figure 3.11. A schematic of the magnet configuration in planar magnetron sputtering discharges. 

The three cases, (a) all the field lines that originate from the central magnet enter the annular 

magnet (balanced), (b) all the field lines originate from the central magnet, while some do not 

enter the annular magnet (unbalanced type I), and (c) all the field lines originate from the annular 

magnet, and some do not enter the cylindrical central magnet (unbalanced type II) (Gudmundsson 

2020). 

Some secondary electrons can go away from the target and toward the substrate along these 

magnetic field lines. As a result, the plasma is not strongly confined to the cathode target zone 

but might flow out toward the substrate. As a result, the ion current density in the region of the 

substrate increases dramatically. As a result, a substrate bias can control the energy of the ions 

attacking the substrate during film formation. Subsequently, the energy of the bombarding ions 

can be tuned by a substrate bias (Gudmundsson 2020). 

The contamination during sputtering is expected which can be related to the target, processing 

gases, or the deposited film. The contamination of target can be partially solved by cleaning It 

frequently, but it will be difficult when it is porous as it will allow the outgassing. For the same 

reason we can obtain contaminations from the deposited material when it is deposited for a long 

time which will increase its surface area and porosity. 

Advantages and Disadvantages of Sputter Deposition 

The sputtering process has many advantages can be summarized as following (Mattox 2010): 

1- The process is easy reproducible, and any material can be sputtered, i.e., element, alloy, 

or compound 

2- The sputtering target provides a stable and long-life vaporization source. 
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3- In some configurations, the target can provide a large area vaporization source and a 

specific vaporization geometry. 

4-  The sputtering target can be adapted to the substrate such as cone or sphere  

5- The radiant heating is low compared to the vacuum evaporation. 

6- The molecules can be dissociated fully or partially when using chemical vapor precursors. 

 

There are also many drawbacks in some cases such as: 

1- The sputtering energy goes mainly into heat in the target which requires a cooling system, 

so it isn’t energy-efficient. 

2- Sputtering targets are often expensive. 

3- The ejection sputter pattern is non-uniform in many sputtering systems, requiring 

additional fixturing, equipment, or source design to deposit films with uniform 

characteristics. 

4- Sputter vaporization rates are low when compared to thermal vaporization rates. 

5- Sputter targets, especially the insulators, can be delicate and easily shattered during 

handling or by a non-uniform heating. 

6- Short-wavelength radiation and high-energy particles may bombard substrates and films, 

impairing their performance. 

7- Contaminants on deposition chamber surfaces are easily desorbed in plasma-sputtering 

because of heating and ion scrubbing. 

 

3.4. Chemical vapor deposition (CVD) 

Chemical vapor deposition (CVD) is a process of a volatile compound chemical reaction of a 

material to be deposited with other gases atomisticaly on a suitable substrate to form a nonvolatile 

solid (Ohring 2002). CVD technique is used to obtain high quality of solid materials involving 

chemical reactions between organometallic or halide compounds under vacuum.  

CVD differs from PVD in that it uses a multidirectional deposition method to deposit material onto 

the substrate, whereas PVD uses a line-of-site impingement method. CVD is frequently used in 

microfabrication techniques to deposit materials in a variety of morphologies, such as 

monocrystalline, polycrystalline, amorphous, and epitaxial. In contrast to PVD, in CVD, a mixture 

of gases interacts chemically with the bulk surface of the material, causing chemical 

decomposition of some of the particular gas elements leading to the formation of a solid coating 

on the base material's surface. CVD is used in a variety of industries, including the deposition of 



93 
 

refractory materials (nonmetallic materials that can endure extremely high temperatures) on 

turbine blades to considerably improve their wear and thermal shock resistance. There are many 

CVD techniques depending on the environment or the reaction assistants, i.g., atmospheric-

pressure CVD (APCVD), low-pressure CVD (LPCVD), ultrahigh vacuum CVD, plasma-enhanced 

CVD (PECVD),  floating catalyst CVD (FC-PECVD), Inductively coupled plasma CVD (ICP-CVD), 

microwave plasma-assisted hot filament CVD, metaleorganic CVD, photo-initiated CVD, atomic 

layer deposition, spray pyrolysis, liquid-phase, epitoxy, etc (Shishkovsky and Lebedev 2011). 

There are other hybrid processes involves the features of both CVD and PVD (Ohring 2002; 

Behera et al. 2020). 

 

Figure (3.12) shows the fundamental sequential steps that occur in each CVD process, which are 

the following (Ohring 2002): 

1- Reactant delivery from the gas inlets to the reaction zone by convection and diffusive transport. 

2- Gas-phase chemical processes to develop novel reactive species and by-products. 

3- The initial reactants and their products are transferred to the substrate surface. 

4- adsorption and diffusion of the chemical species on the substrate surface. 

5- Surface-catalyzed heterogeneous reactions that result in film formation. 

6- desorption of the volatile by-products of the surface reactions. 

7- Transport of reaction by-products out from the reaction zone by convective and diffusive 

transport 

 

 

Figure 3.12. Sequence of gas transport and reaction processes contribution to CVD film growth 

(Ohring 2002). 
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Plasma Enhanced Chemical vapor deposition (PECVD) 

An RF field is used to excite glow-discharge plasmas in the bulk of PECVD operations. The reason 

for this is that the majority of films produced using this process are dielectrics, making DC 

discharges impossible. The RF frequencies used are typically between 100 kHz and 40 MHz. 

Electron and positive ion densities vary between 109 and 1011cm-3 in a low gas pressure 

environment, which is normally maintained between 50 mtorr and 5 torr, and average electron 

energies range from 1 to 10 eV. 

This intense discharge is enough to dissociate gas molecules into a variety of component species, 

including ions, atoms, and molecules in ground and excited states, free radicals, molecular 

fragments, etc. As a result of the interactions among the reactive species in PECVD, the process 

can be acheived at considerably lower temperatures than thermal CVD reactors that do not use 

plasma activation. Therefore, some impossible high-temperature reactions may now be achieved 

on temperature-sensitive substrates. 

 

 

Sheath Voltage 

Ions and electrons oscillate inside a narrow, constrained space in RF plasma. The density of 

electrons and ions in such region then rises to the point where both electrons and ions spread 

toward outside the plasma, which means they collide with the electrodes at first. The number of 

collisions is proportional to electron or ion density and velocity. Electrons, on the other hand, have 

a velocity that is around three orders of magnitude greater than that of ions. As a result, the flow 

of electrons from plasma to electrodes exceeds the flow of ions, and electron fluxes toward the 

electrodes are induced. If the electrodes are floating or electrically isolated, they become 

negatively charged, and the electric potential of the plasma becomes positive with respect to the 

electrodes. The induced potential is called the sheath voltage (Vsheath). This potential assumes a 

value that balances the electron and ion fluxes. Vsheath is can be expressed as following: 

𝑉𝑠ℎ𝑒𝑎𝑡ℎ =
𝑘𝑇𝑒

2𝑒
 ln(

8𝑀

𝜋𝑚𝑒
)                                                                                                       (3.27) 

 

where 𝑇𝑒 is the electron temperature, 𝑒 is the charge of an electron, 𝑀 is the mass of an ion, and 

𝑚𝑒 is the mass of an electron. This equation only applies to electrodes that are electrically 

isolated. Even if the electrodes are not totally separated or floating in the real PECVD system, eq. 

(3.27) may be employed roughly since the currents provided to the electrodes from the outside 

during deposition are not as big as the interior currents induced by electron collisions at the 

electrodes. 
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Furthermore, in most situations, the two electrodes of RF signals are not identical. When the 

regions of two electrodes differ slightly, one electrode is inadvertently biased to the positive versus 

the other electrode. Because one electrode is frequently grounded, it has a bigger size than the 

other due to the addition of the chamber wall's area. As in DC-PECVD, anode and cathode 

electrodes are used in RF-PECVD. Of course, applying an external voltage can be used to 

regulate the bias voltage (Matsumura et al. 2019). 

PECVD process can be used to modify the surface properties such as the material hardness, 

fatigue, adhesion, friction, corrosion, resistivity, oxidation, and the dielectric properties (Fridman 

2008). 

 

Advantages and disadvantages of PECVD 

 

As a summery and conclusion of the advantages of PECVD process (Pantoja-Suárez 2019): 

1- It is able to achieve low temperature reactions that can’t be achieved with the thermal CVD 

process. 

2- Reducing the mismatch between the substrate and the thin film compared to thermal CVD 

3- The rate controlling factor is surface kinetics, which leads to greater uniformity. 

4- The possibility of forming amorphous or polycrystalline deposits that has superior 

characteristics. 

5- The possibility to use organic and inorganic precursors. 

6- It doesn’t depend strongly on the substrate geometry and composition. 

 

There are also some drawbacks such as: 

1- Getting a pure material deposit is not easy. Desorption of byproducts and other gases, 

notably hydrogen, is almost retained as part of the deposit. 

2- PECVD produces unfavorable compressive stresses in the deposit, especially at lower 

frequencies. This problem can be obvious in the thick films like metallurgical applications, 

as they carry peeling and breaking. 

3- Depending on the precursor gases, toxic, explosive, and/or extremely corrosive gases 

may be created. 
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Figure 3.13. Schematic image of ICP-CVD system (Wu et al. 2017). 

 

 

Inductively coupled plasma CVD (ICP-CVD) 

The Inductively coupled plasma (ICP), is a high density plasma operates at a relatively low 

pressure (10 Pa). Plasma can be obtained inside a chamber, which is surrounded by an inductive 

coil antenna (Figure 3.13). The system can work in two geometries, planar and geometrical. The 

plasna one uses a coil antenna of a flat metal wound in spiral, which works as electrode. In the 

cylindrical one, the antenna is shaped like a helical spring. It is different from the capacitely 

coupled (CCP) plasma mode as the CCP is produced by two parallel plane electrodes seperated 

by a distance (Avetisyan 2019).  

CCP has a higher operating pressure, higher electron density, and lower electron energy as 

compared to the ICP. Langmuir probe measurements showed that the electron density ranges 

between 109 to 1010 m-3 for the CCP and 1010 to 1012 cm-3 for microwave and ICP plasmas 

(Hopwood et al. 1998; Lieberman and Lichtenberg 2005). The plasma obtained from this 

technique can be combined with high temperature for ICP-CVD process in order to form 

crystalline materials as we will see in the following chapters. 

 

3.5. Reactors and set-ups of material synthesis 

During the work that has been achieved in this thesis, three reactors were used. Carbon 

nanotubes (CNTs) were prepared in two reactors; one for the synthesis of the vertically aligned 

CNTs (VACNTs) on a substrate using the plasma enhanced chemical vapor deposition (PECVD) 

process and the other is a tubular reactor for the synthesis of CNTs without substrate using the 

floating catalyst chemical vapor deposition (FC-CVD) process. The third one is also a tubular 

reactor was used for the synthesis of graphene nanowalls (GNWs) to obtain the hybrid structure 

of CNTs-GNWs using the inductively coupled plasma chemical vapor deposition (ICP-CVD) and 
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was used as well for plasma functionalization. In addition to these reactors, a plasma-liquid set-

up was used to produce metal oxide nanoparticles out of metal foils. 

 

 

3.5.1 Carbon nanotubes reactor of VACNTs 

This reactor is a 304 stainless steel cylindrical chamber which is able to reach a high vacuum 

(5x10-5 Pa). The main purpose of this reactor is to synthesize VACNTs in two processes (steps) 

without breaking the vacuum which leads to avoiding any oxidation could happen to the samples 

during preparation. These two steps are the sputtering and the PECVD. The reactor as shown in 

figure (3.14.) consists of four heads; three are used for sputtering where it allows to fix one target 

on each in addition to the fourth head which is used for the PECVD process. The system is 

automated and controlled by a computer using a LabVIEW interface allows controlling the process 

conditions. 

The system consists of a three-pumps vacuum system, different vacuum gauges (pressure 

sensors), mass flow controllers, manual and automatic gates, sample-loading system, pyrometer, 

heating system, and RF-power supply. 

 

Figure 3.14. Vertically aligned carbon nanotubes (VACNTs) reactor set-up. 
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The vacuum system consists of three different models of pumps. Each one is used to maintain a 

specific level of vacuum depending on our need. In general, to obtain a vacuum in the reactor 

when the vacuum is broken can be done using the three models in three steps: 

1- LEYBOLD TRIVAC rotary pump is a mechanical pump used to reach a pressure up to 10 Pa 

when starting from the atmospheric pressure. The pressure value that the rotary pump can reach 

depends on the size of the pump and the volume of the chamber (Figure 3.15). 

2- Rotary pump which is used to reduce the pressure from 10 Pa to 0.5 Pa. It consists of two 

counter-rotating interconnected rotors spinning in opposite directions in a high momentum. This 

pump can’t be used for high pressures, e.g. atmospheric pressure, to avoid heating the internal 

parts which will lead to break it (Figure 3.16-a). 

 

3- LEYBOLD TMP360C turbomolecular pump which is used to obtain a very high vacuum which 

can reach in our case a pressure 5x10-5 Pa. its working principle depends on the high momentum 

of many rotors as shown in figure (3.16-b). We could use the turbomolecular pump to maintain a 

specific pressure inside the chamber. The pressure value depends on both; the size of the pump 

and the chamber volume. We have studied the relation between the Ar gas flow with the 

corresponding pressure when only using the turbomolecular pump (Figure 3.17). 

 

Figure 3.15. a) Outer shape of the rotary pump and b) a scheme of its working principle (Gaines 

2019). 

a) b) 
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Figure 3.16. a) Scheme of the working principle of the roots pump (mekanizmalar 2012) and b) 

Scheme of the internal parts of the turbomolecular pump (Gaines 2019). 

 

 

Figure 3.17. Relationship between the flow rate of Ar gas with the pressure inside the reactor 

when using the turbomolecular pump for evacuation. 

 

 

To measure the pressure inside the reactor we use three main sensors (Gauges): 

 

 

a) b) 
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1- Thermal conductivity gauge (Pirani): 

 

The working principle of Pirani gauge depends on the thermal conductivity of the gas. Normally it 

is calibrated for N2 but we use it for air in general and for a range starting from the atmospheric 

pressure to 1 Pa. The filament represents an arm in Wheatstone bridge. The heating voltage 

which is applied to the bridge controlled in a way to keep the filament resistance and therefore its 

temperature constant. The heat transfer will increase by increasing the pressure which means 

increase in the voltage reading across the bridge. Therefore, this change of voltage reading is 

translated to a change of pressure (Figure 3.18). 

 

 

Figure 3.18. a) Picture of the thermal conductivity gauge in our lab and b) a scheme of its working 

principle (Sens 2021). 

 

2- Cold Cathode Ionization Vacuum Gauge (Penning) 

 

The penning gauge measures the pressure through a gas discharge within a gauge head where 

the ignition of gas discharge is done by applying a high tension. The resulting ion current is output 

signal that is proportional to the pressure. The gas discharge is maintained at low pressures with 

the help of a magnet. We use this sensor for measuring pressure in high vacuum. 

 

3- Capacitance Vacuum Gauge 

 

The pressure sensitive diaphragm of the capacitive gauge is made of Al2O3. The “capacitive” term 

corresponds to the plates of a capacitor. The distance between these two plates changes 

a) b) 
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according to the pressure which means change in the capacitance. The resultant electrical 

measurement signal is converted to a proportional value of pressure (Collon 2008). 

 

Mass flow controller 

Mass flow controller is a device combines both mass flow sensing and control of gas flow. The 

MFCs are designed and calibrated to control a specific gas in a limited range of flow rates. MFC 

consists of a mass flow meter (MFM), feedback controller, and control valve.  

MFMs and MFCs depend on the thermodynamic principles. The MFC may consist either two or 

three wires. In the three-wire sensor, the MFM uses a resistance wire of high temperature 

coefficient to measure the temperature difference across a heater (∆𝑇 = 𝑇2 − 𝑇1) (Figure 3.19). 

The temperature difference is proportional to the mass flow rate according the relationship: 

 

∆𝑇 = (𝛼. 𝑃𝑤) ∕ (
∆𝑚

∆𝑡
. 𝐶𝑝)                                                                                                                                   (3.28) 

 

 

where 𝑃𝑤 is the heater power setting, 𝐶𝑝 is the heat capacity of the gas, 𝛼 is a proportionality 

constant and  
∆𝑚

∆𝑡
  is the mass flow rate. The two-wire sensor is the common one where it depends 

on a resistance wire with a high temperature coefficient to be used as a sensor and heater (Figure 

3.19). 

 

 

Figure 3.19. Basic Principles of thermal MFM measurements (MKS 2021). 
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Pre-chamber 

The prechamber is one of the main parts of our reactor. It is shown on the left side of figure 3.15. 

It contains the lock-system which we use to introduce the sample inside the chamber or taking it 

out which can be done with connecting an arm with the sample holder as seen in figure (3.20). 

On the other side, we use the pre-chamber to obtain a good vacuum inside before introducing the 

sample inside the main chamber to reduce the waiting time for obtaining high vacuum before 

starting any process. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.20. a) Front view of the sample holder showing the locking position and b) the arm that 

we use to lock the sample holder. 

 

Pyrometer and heating system 

The heating element in our reactor is a graphite resistance of 1.79Ω which is lowered to be on top 

of the sample with a distance of ≈15 cm (Figure 3.21 a). in order to measure the temperature on 

our sample, we use a pyrometer (CALEX TL-TG-13) which can measure the temperatures 

between 300C and 1300 C. It measures the surface temperature of an object by sensing the 

heating/infrared radiation emitted from the object. the temperature is controlled using a feedback 

circuit which allows to maintain the required temperature of the even the temperature increasing 

rate.  

 

 

 

a) b) 
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Figure 3.21. a) The graphite resistance we use for heating purpose and b) the pyrometer we use 

to measure the temperature on the sample surface. 

 

 

RF power supply (matching box) 

The power supply we used during our experiments is a radio frequency (RF) connected with a 

matching network. The purpose of the matching box connected with the RF-power supply is to 

maximize the transferred power and minimize the back reflected power. The matching network 

usually as shown in the figure (3.22a). It consists of a coil and two variable capacitors (Figure 

3.22b). To transfer the power from the RF generator to the reactor, it will pass through a first 

coaxial cable, matching box and the second coaxial cable. The cables have a characteristic 

impedance of 50 ohms, while the plasma reactors are far from the 50 ohms. The idea is to 

moderate the impedance (the total impedance of the circuit with the cable and the plasma reactor) 

to be 50 ohms with 0 phase corresponding to the incoming signal from the RF generator. This 

can be done by changing the capacitance of the two capacitors as shown in figure (3.22b). This 

can be adjusted manually or automatically depending on the device. 

When an RF electric field is applied to the vacuum chamber, the electrons will be driven back and 

forth and hit the powered electrode at each RF half cycle. A blocking capacitor available in the 

tuning network acts as a conductor for the RF field and as an insulator for a self-induced field. 

The hitting of electrons on the powered electrode allows building up in addition to the AC field a 

negative DC field which is called DC self-bias (Figure 3.23). The value of the bias DC depends 

on many factors such as ratio between the cathode and anode surface area and the pressure and 

type of the gas (Palomar 2021). 

 

 

a) b) 
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Figure 3.22. a) Matching network to moderate the RF impedance and b) top view of a matching 

box showing its internal parts (iTecTec 2021). 

 

 

 

Figure 3.23. a scheme showing the principle of the DC self-bias (Palomar 2021). 

 

Figure 3.24. Scheme shows the main parts of the FC-CVD reactor connected with a glovebox. 

 

 

a) b) 
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3.5.2. Reactor of free-substrate CNTs 

This reactor is a tubular reactor connected from one side with the gas lines and the other side is 

inserted in a glovebox (Figure 3.24). This reactor is used to achieve floating catalyst CVD (FC-

CVD) process. The glovebox contains an inlet hole connected with N2 gas line to keep the 

pressure value close to the atmospheric pressure to allow using the gloves to be able to extract 

the synthesized material from the quartz tube. There is another hole in the glovebox which is 

connected to a rotary pump to be used as an outlet to remove the residual gases from the 

glovebox. The flow of all gases is controlled by mass flow controller (MFC). 

 

3.5.3. Graphene Nanowalls reactor 

It is a tubular furnace reactor works as well at low pressure using the inductively coupled plasma 

CVD (ICP-CVD). The reactor consists mainly of a quartz tube, a double shell tubular oven with 

the ability to heat up to 1100 0C, a coil, RF power supply, and two vacuum pumps; rotary and 

turbomolecular (Figure 3.25).  

 

When the RF power (13.56 MHz) is applied to the coil, the plasma will be generated in the 

chamber. The coil inductance obeys the following relationship: 

𝐿𝑐𝑜𝑖𝑙 ≈ 𝑁2𝜇0𝜇𝑟(
𝐷

2
) [ln (

8𝐷

𝑑
) − 2]                                                                                                                              (3.29) 

 

Where 𝐿𝑐𝑜𝑖𝑙 is the conductance of the coili in Henry (H), 𝑁 is the turns number, 𝜇0 is the 

permeability of free space (4𝜋 × 10−7 𝐻/𝑚), 𝜇𝑟 is the relative permeability, 𝐷 is the loops 

diameter, and 𝑑 is the wire diameter. 

 

 

Figure 3.25. Scheme shows the main parts of the ICP-CVD reactor (Amade et al. 2019). 

3.5.4. Metal Oxide nanoparticles set-up 

Hybrid plasma-liquid methods represent an emerging class of synthesis techniques that have 

attracted great interest due to their simplicity and ability to produce, rapidly and relatively cheap, 
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a wide variety of materials, such as metallic, semiconductor, bimetallic and colloidal metal oxide 

nanoparticles from simple  

and environmentally friendly precursors. The set-up is very simple as it contains high-voltage 

power supply, flow mass controller, and a thin tube of Ni (Figure 3.26). 

Figure 3.26. scheme shows the main parts of the plasma-liquid interaction process. 
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Chapter 4 

 

CNTs growth on highly flexible Papyex® substrate 

 

4.1. Introduction 

Carbon nanostructures form a large set of varied morphologies related with the also a wide 

range of possibilities provided by chemical vapour deposition activated by low pressure plasma. 

Descriptions of novel carbon structures and morphologies have appeared for more than three 

decades, during which several experiments for the synthesis of carbon nanostructures have been 

suggested. The main structures that have been investigated are such as micro and 

nanostructured diamond, diamond like carbon (DLC), amorphous carbon (a-C) and hydrogenated 

amorphous carbon (a-C:H), carbon nanotubes (CNT) and carbon nanowires, carbon 

nanoparticles, graphene nanostructures e.g. single layer (SLG) or few layers graphene (FLG) 

(Sullivan et al. 2000; Robertson 2002; Paillet et al. 2018). 

 

This broad family of carbon allotropes can be distinguished by the extreme hardness, ultra-low 

friction, anti-wear, chemical protection, biocompatibility, low surface energy, extremely high 

specific surface, emission via field effect, luminescence, and extreme electronic characteristics 

such as high and low gap energy, extreme electronic mobility and very high current density 

(Falcao and Wudl 2007). 

 

Carbon nanostructures are used in a variety of sectors, including energy, chemistry and 

electrochemistry for catalysts, protective materials for metal tools and polymers, electrodes for 

super capacitors and batteries, sensors, and high power electric and electronic devices. The 

carbon structures are also used in the field of light emitting and other optoelectronic devices, 

where doped carbon-based amorphous films, such as a-C:H and a-C:N:H films, which exhibit 

remarkable performance as good light emitting sources (Robertson 2006). 

 

There are different techniques are used to obtain the carbon materials. The technique we will 

consider during this chapter and the following chapters is the CVD and its related techniques. 

MWCNT growth through CVD is a promising (Kumar and Ando 2010) method that provides for 

fine control over length, diameter, and placement. Plasma enhanced chemical vapor deposition 
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(PECVD) (Hofmann et al. 2003) in particular is an effective approach for growing vertically aligned 

carbon nanotubes (VACNTs), which are suitable for a wide range of applications. 

 

The inertness of CNT surfaces and their limited solubility in solvents are significant barriers in 

real-world applications (Han et al. 2009b; Gil Min et al. 2020). As a result, it is valuable to be able 

to functionalize the surface of CNTs by including diverse chemical groups. CNTs may be 

functionalized using a variety of methods, including air oxidation, light oxidation (Kalbacova et al. 

2021), ozone oxidation (Lebrón-Colón et al. 2011), and electrowetting (Han et al. 2009a).  

 

Furthermore, it has been demonstrated that treating CNTs with certain acids (e. g., refluxing 

in HNO3 or H2SO4) opens nanotube tips and introduces oxygen-containing groups (Datsyuk et 

al. 2008). The primary goal of the oxidative treatment is to remove metallic catalyst particles 

utilized in the production of nanotubes as well as amorphous carbon formed as a byproduct of 

the synthesis. 

 

The majority of treatment approaches include long-time processes with a relatively low yield of 

pure nanotubes (Sun et al. 2002). It is preferable if the treatment is surface-exclusive in order to 

retain the bulk qualities. The plasma approach is an efficient, quick, and adaptable technology 

with minimal impacts on the surface and neighboring regions of CNTs that can be easily modified 

through intensity (Abbas et al. 2007). The plasma’s excited species, radicals, electrons, ions, and 

UV radiation interact intensely with the surface of CNTs, breaking the C=C bond and forming 

active sites where chemical groups are linked. A broad range of functional groups may be injected 

into the plasma depending on plasma parameters such as power, pressure, gas mixture, and 

treatment duration. 

 

4.2. Growth mechanism of VACNTs 

CNTs production was carried out on a flexible and conductive Papyex® graphite paper by 

PECVD process (Figure 4.1.). The base pressure of the chamber was reduced to a value of 

2x10-4 Pa in order to prevent any contamination during the process. The first step was the 

deposition of the catalyst thin film which is considered as the guidance for the nanotubes growth. 

The Fe deposition was calibrated using 2 Pa of Ar using a flow of 136 sccm by RF-magnetron 

sputtering using a power of 60 W. For the calibration, we deposited the Fe thin film for 30 minutes 

on a patterned glass. The thickness of the obtained thin film was later checked used the confocal 
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microscope as shown in figure 4.2. As the resolution of the confocal is too low, we double checked 

the thickness of the obtained film using a profilometer as we obtained the same result. The 

deposition rate using the parameters mentioned above is 0.032 nm/s. The methodology we 

followed to grow the CNTs after the deposition of the thin film is illustrated in figure 4.3. The thin 

film is heated gradually in order to obtain nano islands of Fe, which will represent the seed of the 

CNTs under pressure 2 mbar and flow rate 100 sccm of H2 to avoid the oxidation of any residual 

oxygen inside the chamber. Once we reach to a specific temperature, we fix the temperature for 

2 minutes before we start the plasma for the CNTs growth. Then, the CNTs can grow using the 

plasma of NH3 (50sccm) and C2H2 (100 sccm) under a total pressure of 1 mbar and an RF power 

of 50 W. in order to optimize the growth process, we optimized three parameters: Fe thickness, 

temperature, and the PECVD time. Firstly, we used a range of Fe thickness between 0.5 nm and 

3 nm by fixing the temperature at 680°C and the PECVD time to 900 s.  

 

Figure 4.1. SEM images of Papyex® graphite paper as received. 

 

 

Figure 4.2. A topography image obtained by the confocal microscope to measure the thickness 

of Fe thin film. 

 

b) a) 
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The optimum result was using Fe thickness of 2.5 nm as it resulted the higher density and 

longer CNTs (Figure 4.4). Then we fixed the Fe thickness at 2.5 nm and the growth time at 900 s 

and applied different temperatures range from 600°C to 750°C (Figure 4.5).  

The optimum temperature we obtained was by using 700°C. The final parameter we changed 

is the PECVD time where we used a time range between 300 s and 1200 s (Figure 4.6). As a 

result, we obtained the optimum parameters using 900 s of PECVD time, 700°C, and using 2.5 nm 

of Fe thin film thickness (Figure 4.7). 

 

 

Figure 4.3. A chart illustrating the parameters used for the growth of CNTs on a graphite paper. 
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Figure 4.4. SEM images of VACNTs using different Fe thin film thicknesses. A) Top view and B) side view. 

B) 

A) 

0.5 nm                                                                    1 nm                                                               1.5nm 

2 nm                                                                   2.5 nm                                                           3nm 

0.5 nm                                                              1 nm                                                                  1.5nm 

2 nm                                                             2.5 nm                                                                    3nm 



112 
 

 

 

 

Figure 4.5. SEM images of VACNTs using different PECVD temperatures. A) Top view and B) side view. 

 

Figure 4.6. SEM images of VACNTs using different PECVD times. A) Top view and B) side view. 

A) 

B) 

600oC                                      650oC                                       700oC                                  750oC 

A) 

B) 

300s                                      600s                                       900s                                  1200s 
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The importance of the NH3, or any rich hydrogen gas, is to obstruct the formation of amorphous 

carbon that results during the dissociation of C2H2 molecules, which will start to accumulate on 

the grown nanotubes causing the poisoning of the catalyst particles resulting in short nanotubes 

combined with a non-crystalline carbon (Figure 4.8.). Because of the relative weakness of its 

molecular bonds, NH3 decomposes preferentially before C2H2 at high NH3 ratios. This slows the 

decomposition of the C2H2, resulting in the regulated quantities of carbon required for nanotube 

synthesis and the development of clean, well-aligned carbon nanotubes. At high C2H2 ratios, there 

is insufficient NH3 to adequately inhibit C2H2 breakdown, resulting in increased carbon production 

and amorphous carbon deposition on the substrate. Through the formation of reactive atomic 

hydrogen, NH3 plays an important function in eliminating any excess of carbon (Bell et al. 2007). 

 

Figure 4.7. SEM images show the morphology of CNTS. a) side view of the sample, b) showing the 

length of CNTs, and c) showing the diameter. 

a) b) c) 
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Figure 4.8. CNTs combined with amorphous carbon obtained after not using NH3. 

 It is very important to keep the substrate surface very clean where the dust or any 

contamination can easily act as a barrier, which prevents the deposition of the catalyst particles 

on the substrate on some spots. Figure 4.9. shows a SEM image of CNTs obtained by (water 

assisted) WACVD where it is very clear the hole of 100 m of diameter inside the forest of 

nanotubes, owing to a surface contamination of the substrate (probably a dry drop of some 

contaminant). 

 

Figure 4.9. SEM image of CNTs obtained by WACVD process shows the effect of contaminant 

of the substrate surface. 

The VLS description published by Baker et al. (Baker et al. 1982) for carbon filament growth is 

widely believed to be relevant to carbon nanotube growth, at least when metal catalyst particles 

are used. HRTEM was used to confirm the tubular structure of the CNTs. The nanotubes with 
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catalyst on their top surface are shown in Figure 4.10-a. The side walls of CNTs include 

amorphous carbon, which is often a byproduct of the PECVD development process. The 

elongated catalyst particle at the tip of the CNT (Figure 4.10-b) clearly demonstrates the tip growth 

process. The arrows inside the nanotube show the graphene layers at various distances inside 

the nanotube. This structure is defined by the bamboo-like form of the CNTs as opposed to the 

hollow cylindrical shape in which the nanotube inside is void. 

 

A bamboo-shaped nanotube is made up of regular cone shaped compartment. The periodic 

precipitation of graphite sheets on the top of the catalyst particle causes compartment creation in 

the bamboo-like structure. Because its bonds are weaker than those of H2, NH3 is easily 

dissociated. The discovery of bamboo-structures in nitrogen-containing plasma and hollow tubes 

 

 

Figure 4.10. HRTEM images of CNTs grown on Papyex® graphite paper. 

in nitrogen-free plasma by Martin S. Bell et al. (Bell et al. 2007) shows that nitrogen or CN 

(carbon-to-nitrogen ratio) played a crucial role in the compartment formation. They discovered 

that CN is essential in the creation of bamboo-like structures. Furthermore, CNTs are thought to 

develop by surface (SD) and/or bulk diffusion (BD) of carbon species through catalyst particles. 

High CN concentrations facilitated BD of carbon via Fe particles while suppressing SD by 

maintaining the catalyst surface clean (Bell et al. 2007). 

 

There's also the potential of CN diffusion through the Fe particles (Bell et al. 2006). However, 

because CN or N have extremely limited solubility in Fe, the concentration of N or CN in Fe is 

expected to be much lower than that of carbon. The size of the catalyst particle limits the growth 

tube's outer diameter. The local geometry of the catalyst particle stimulating the tube's 

b) a) 



116 
 

development controls the shape of the tip (Srivastava et al. 2006). Nanotube fabrication 

necessitates the controlled deposition of carbon, which may then self-assemble into an 

energetically favorable nanotube shape. This regulated deposition rate is achieved by combining 

two reactions: dissociation of a carbon-rich gas (in our example, C2H2) and elimination of excess 

carbon, which would otherwise result in amorphous carbon deposits. 

 

Functionalization of CNTs 

CNTs have two distinct reactive zones: the fullerene-like tube ends and the less reactive 

hexagonal cylindrical tube walls. Because of their significant curvature, the carbon bonds at the 

tips are under more strain and provide a region of elevated reactivity and lower activation energy 

for oxidation processes; hence, oxidation is predicted to begin at the tips rather than the cylindrical 

walls (Hussain et al. 2015). 

The O2 plasma process was utilized to remove amorphous carbon and Fe particles, as well as 

to functionalize the surface of CNTs by adding different oxygen functional groups such as carboxyl 

and hydroxyl groups, which increase the hydrophilicity of the nanotubes. These functional groups 

on the side walls of CNTs are advantageous for contributing faradaic capacitance to the overall 

capacitance of the supercapacitor in aqueous solution. Nonaqueous solutions, on the other hand, 

are unsuitable because they quickly breakdown at 1.2 V and emit some gases (Yu et al. 2013). 

 

Other researchers have employed H2O gas or Ar/H2O gas mixture in earlier studies (Chen et 

al. 2009, 2010). The oxygen plasma interacts chemically and physically with the nanotubes 

through a strong protonic bombardment, whereas an argon mixture includes physical effects 

(sputtering) while reducing the chemical effects. Furthermore, rather than microwave power, we 

employed radio frequency (RF) power to ignite the plasma, as described in the majority of Ar/O2 

plasma studies (Chen et al. 2009, 2010). At relatively low power densities (0.5 W·cm-2) RF plasma 

(Abbas et al. 2007) looks remarkably steady and uniform across a broad region.  

 

In this work, the O2 plasma was applied using a flow rate 100 sccm of O2 gas at 0.5 mbar, and 

an RF power of 70 W. we functionalized the nanotubes using two different period of time 30 s and 

60 s (Figure 4.11). We have observed that the CNTs were shortened after 60 s of O2 plasma as 

the plasma started to etch them (Hussain et al. 2013). 
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Figure 4.11. SEM images of CNTs functionalized by O2 plasma for: a) 30 s and b) 60 s. 

 

4.3. Growth mechanism of GNWs 

Plasma enhanced chemical vapour deposition is a common method for the production of 

MLGNWs. The growth mechanism of graphene nanowalls (MLGNWs) strictly depends on the 

plasma type. In case of vertical nanostructure fabrication, it is important to elucidate the specific 

species, such as carbon and hydrogen contained radicals, which are responsible for the 

successful growth of nanowalls. The growth mechanism of vertical free-standing nanostructures 

has not been discussed much compared to various techniques for thin film deposition, which have 

been developed earlier. There are various hypotheses about the GNW growth process. However, 

there is no unified theory to unveil the growth mechanism. In this chapter, we propose a 

mechanism for the growth of vertical graphene by plasma-enhanced vapor deposition (Avetisyan 

2019). 

 

The surface reactions in vapor deposition processes are controlled by nucleation and growth 

stages, and high performance can be achieved by: 

(1) the selective production of specific reactive species crucial for the film growth and 

nucleation. 

(2) the efficient transport of essential species onto the growing surface. 

(3) the control of surface reaction for both, nucleation, and subsequent growth. 

 

Plasma is an essential factor for the vertical growth of carbon and graphene. The reactions 

under plasma activated by remote ICP, used to minimize the orientational effect of the plasma 

electrical fields during the catalyst-free growth of graphene nano-sheets (Cuxart et al. 2017): 

a) b) 
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(a) warrant for a low graphene defect density via low plasma kinetics (low energy species during 

our ICP-CVD processes). 

(b) decouple the dissociation process of the gas from the growth process of graphene on the 

substrate (because the remote plasma, in our process). 

(c) tune the precursor gas chemistry (high presence of C-C dimers in our processes) in view of 

improving the graphene growth. 

(d) reduce the growth temperature as compared to conventional chemical vapor deposition 

(CVD). 

 

In particular ICP is a relatively economical processes and simply way for producing a significant 

variety of carbon micro and nanostructures, like graphene and graphene nanowalls. The ICP 

configuration has a number of advantages, such as high energy density, larger plasma volume 

and, consequently, high growth rate (Hiramatsu et al. 2013). The growth process of vertical  

 

 

Figure 4.12. Two images of GNWs grown on Papyex® paper using ICP-CVD process. 

 

 

graphene is affected by diverse parameters, such as the type of precursor gas, temperature, 

pressure, deposition time, substrate materials and plasma power. Also, catalysis-free direct 

synthesis of MLGNWs in suitable substrate is an additional characteristic of the random oriented 

nanostructures. Therefore, vertical structures need to be characterized and analyzed at various 

stages of growth, including the nucleation, vertical growth, and completion of the free-standing 

vertical nanostructures. We could successfully grow the GNWs directly on the Papyex® paper 

using an RF power of 400 W to obtain a plasma of CH4 with a flow of 10 sccm under pressure of 

400 mtorr and temperature 750°C for 30 min. (Figure 4.12) 
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Figure 4.13. High resolution deconvoluted spectra C 1s for a) graphite paper and b) GNWs 

(Hussain et al. 2021). 

 

 

The XPS analysis was carried out for the graphite paper and for the GNWs grown over it. The 

elemental composition analysis reveals that the as received Papyex® sample consists of C1s 

(98.68 at.%) and O1s (1.32 at.%) while the GNWs sample consists of C1s (96.89 at.%) and O1s 

(3.11 at.%). The higher ratio of oxygen in GNWs in comparison to the graphite paper is probably 

due to the existence of defect sites and grain boundaries in the graphene, which readily react with 

atmospheric oxygen when the sample is removed from the reactor. The asymmetric shape of high 

resolution C1s spectra indicates the presence of other chemical moieties at the surface of the 

both samples. The deconvolution of C1s spectra for graphite paper and GNWs shows 9 peaks. 

The main C1s peak at 284.5 ± 0.2 eV was characterized as C1 (C=C)/sp2 hybridized graphite like 

carbon. The C2 peak at 285.1 ± 0.2 eV was a feature of C–C/sp3 hybridized carbon atoms. The 

C3 peak at 285.8 ± 0.1 eV corresponds to the C–OH chemical group. The C4 (C–O) peak at 286.4 

± 0.1 eV, C5 (C=O) at 287.3 ± 0.2 eV, and C6 (O–C=O) at 288.4 ± 0.1eV indicate the presence 

of alcohol/ ether, carbonyl and carboxylic groups, respectively (Bertóti et al. 2015; Hussain et al. 

2018). The C7 peak located at 291.0 ± 0.1 eV and C8 at 293.5 ± 0.2 eV were designated as shake 

up satellite (p-p*) and bulk-loss, respectively (Girard-Lauriault et al. 2012). Due to the high number 

of defects in GNWs, the percentage of adsorbed impurities as oxygen functional groups is higher 

in comparison to FGS. In addition, a peak at 283.9 ± 0.1 eV was assigned to vacancy-like defects 

a) b) 
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(Ganesan et al. 2016). In the case of Si/VG/FGS, C1, C2, and C3 peaks appear at the same 

binding energies as those for FGS and VG/FGS (Hussain et al. 2021). 

We finally applied the same conditions for the growth of GNWs on the CNTs to be able to 

obtain a hybrid structure with greater surface are (Figure 4.14) in order to use it as electrode for 

supercapacitor. 

 

 

Figure 4.14. SEM images of CNTs covered by the GNWs over Papyex® paper. 

 

4.4. Results and discussion 

4.4.1. Raman spectroscopy 

Raman Spectroscopy was used to evaluate the quality of CNTs and hybrid structure of CNTs 

and GNWs. This kind of carbon-based material displays two characteristic bands, the tangential 

stretching G mode (1500-1600cm-1) and the D mode (1330-1360 cm-1) (Korneva 2008) (see 

Figure 4.15). In addition, multi wall carbon nanotubes (MWCNTs) present a band in the range 

1617 to 1625 cm-1 called D'-band that corresponds to defects on the side walls of CNTs (Lehman 

et al. 2011). D'-band is related with disordered graphitic lattice. These bands are activated by 

defects due to the breaking of the crystal symmetry that relax the Raman selection rules (Merlen 

et al. 2017). The D band, like the D'-band, is a double resonance Raman mode which can be 

attributed to the presence of disordered graphitic lattice (Düngen et al. 2017), double resonance 

effects in sp2 carbon and other defects (Osswald et al. 2007; Lehman et al. 2011). Following the 

deconvolution process presented by (Sadezky et al. 2005) in Raman spectra were possible 

identified two additional bands (Figure 4.15). One denoted as A Band (1500 cm-1), related with 
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amorphous carbon (Düngen et al. 2017), and the other one denoted as D" band (1200 cm-1). I 

band according with (Venezuela et al. 2011), it is mainly due to phonons associated to the 𝐾Γ 

direction in the Brillouin zone. As this band is related with very defective samples, (Bokobza et al. 

2015) determined the behavior of the I band, by means the identification of two new bands (D* 

and D**) lying close to the D" band on defective aromatic carbons (graphite nanoplatelets, heat 

treated glassy carbons, pyrograph nanofilaments, and multiwall nanotubes) (Bokobza et al. 2015). 

In our case, for carbon nanotubes, the line shape of the D" mode is significantly broadened due 

to contributions from different tubes in or close to resonance with the excitation laser (Herziger et 

al. 2014). It is necessary to take into account that the Raman intensity of the defect-induced lines 

(e.g., D, D', and D" bands) is proportional to the average number of defects in the material 

(Venezuela et al. 2011). In that sense, the number of defects in the CNTs can be estimated by 

using the intensity ratio between D band and G band (ID/IG). As the ID/IG ratio decreases, so does 

the number of structural defects present in the CNTs (Hussain et al. 2014). For sample obtained 

by PECVD the value of the ratio ID/IG is reducing from 1.24 to 0.83 with the plasma 

functionalization (Figures 4.16-4.19). The Raman features are given in Table 4.1. The difference 

is considerable and is most likely due to the different amount of amorphous carbon present in the 

first one. For "pure" amorphous carbons, the Raman spectra can be seen as simpler, because 

only a broad asymmetric band is seen close to 1500 cm-1. However, this is incorrect, and for 

several reasons. First, many different kinds of amorphous carbon exist: sp2 dominated ones (a-

C), sp3 dominated ones (ta-C, referring to tetrahedral amorphous carbon), one containing hetero 

atoms such as H (a-C:H, ta-C:H, an others) or N. Their structure and properties are related but 

widely varying. Second, as there is some aromatic carbon embedded in their structure, some 

resonance occurs (Merlen et al. 2017). There is another approach that identifies the type of 

amorphous carbon. It is possible to discriminate between types of amorphous carbon with the G-

band data. (Pardanaud et al. 2014) related the shift and width (FWHM) of the G band with the 

type of amorphous carbon.  

 

If one uses FWHMG (𝛤G) (Figure 4.15) as an indicator of local disorder close to sp2 bonds in 

the material (which can be related to the size of the clusters and/or to the sp3 content close to sp2 

bonds), one can use this parameter in order to have an idea of where is the sample situated in 

Ferrari's three stage model".  With this in mind, nanocrystalline graphene (nc-G) is more ordered 

than a-C:H/D which are themselves more ordered than ta-C:H and ta-C. The presence of 

hydrogen systematically diminishes the shift of the G band (for ta-C/ta-C:H and a-C/ta-C:H) 

(Merlen et al. 2017). The value of crystallite size (La) for the sample obtained by PECVD is less 
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than that of the sample obtained by the hybrid structure of GNWs and CNTs. La was found lower 

for the hybrid structure. This makes sense, the sample of CNTs alone, which has less amorphous 

carbon and therefore more defects, has a higher crystal size than that obtained for the hybrid 

structure, which has less amorphous carbon. Besides, this is in accordance with the established 

by the ID/IG ratio, the CNTs sample has a greater degree of disorder than the sample of hybrid 

structure. 

For graphene, as it has different electronic structures close to the K point, and because the 

double resonance mechanism connects phonons to the electronic structure, the shift, shape 

(composed of several overlapped bands), and intensity of the 2-band(s) can be used to distinguish 

from monolayer up to 5-10 stacked layers. The relative intensity ratio between the 2D and G 

bands was also found to be dependent on the number of layers: I2D/IG is close to 3 for monolayer 

graphene, and falls down to 0.3 for highly oriented pyrolytic graphite (HOPG) (Merlen et al. 2017). 

In figure 4.15 it is also possible to distinguish three weak bands that are close to 2D band. In the 

literature these 2D sub-bands are denominated D+D", D+D' and 2D' and are found at 2460, 2940 

and 3230 cm-1, respectively (Merlen et al. 2017). The number and origin of the 2D sub-bands 

have been understood for multilayer graphene (Ferrari et al. 2006) in the framework of the double 

resonance mechanism and more complex things can occur such as folding (Podila et al. 2012), 

misorientation (Poncharal et al. 2008), and stacking faults that can modify the intensities and 

shape (Merlen et al. 2017). In our case these bands can be attributed to the existence of graphene 

in the hybrid nanostructure. G, 2D and 2D sub-bands are sensitive to defect density in the 

MWCNTs, including the ones related to tube diameter and number of walls (Antunes et al. 2007). 

In summary, this technique provided enough information to ensure that the CNTs samples 

have different characteristics. Not only morphological, as could be seen in the SEM images, 

MWCNTs with different structural quality were obtained. In accordance with the development of 

the D"-band, the PECVD process produced forest of MWCNTs with a large percentage of 

amorphous carbon. On the other hand, the hybrid structure had less amorphous carbon. 
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Figure 4.15. Raman spectra for CNTs grown over Papyex® paper before and after plasma 

functionalization, and the hybrid structure of CNTs and GNWs 

 

 

 

Figure 4.16. D, G, and 2D bands deconvolution for MWCNTs. 
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Figure 4.17. D, G, and 2D bands deconvolution for MWCNTs after applying O2 plasma for 30 s. 

 

 

 

 

Figure 4.18. D, G and 2D bands deconvolution for MWCNTs after applying O2 plasma for 60 s. 
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Figure 4.19. D, G, and 2D bands deconvolution for hybrid structure of MWCNTs and GNWs. 

 

 

Figure 4.20. 𝛤D vs. 𝛤G plot for a large variety of disordered aromatic carbons (Merlen et al. 2017). 
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Table 4.1. Data of Raman fitting for CNTs before and after plasma functionalization, and for 

the hybrid structure of CNTs and GNWs. 

 

4.4.2. Optical Emission spectroscopy (Avetisyan 2019) 

 

Fig. 4.21-a shows the OES spectra for the evolution of the CH4 precursor gas radicals from 5 

to 25 min. of deposition. In thermal CVD, only ~0.0002% of incoming methane dissociates forming 

active species in the gas phase at a temperature of 900°C. However, due to plasma activity, more 

than 80% of the methane dissociates to give rise to other species such as H, H2, CH and C2H2 

  I D D'' G D' D+D'' G' D+D' 2D' ID/IG 
La 

(nm) 

CNTs 
Position 
(cm-1) 

1238.66  
± 9.77 

1367.43  
± 1.17 

1514.12  
± 8.98 

1590.55  
± 1.82 

1623.71  
± 93.33 

 
2682.04  
± 16.72 

2926.76  
± 56.17 

 

1.24 4.05 
 FWHM 

(cm-1) 
245.83  
± 13.19 

148.24  
± 3.1 

115.9  
± 10.54 

76.75  
± 11.57 

107.96  
± 32.96 

 
397.46  
± 28.75 

405.9  
± 21.31 

 

 
Intensit

y 
(a.u.) 

14.61  
± 0.79 

39.34  
± 4.07 

26.75  
± 6.39 

31.83  
± 5.58 

12.4  
± 4.13 

 
3.02  

± 1.52 
3.3  

± 0.81 
 

CNTs 
+30’’ 

plasma 

Position 
(cm-1) 

1259.22  
± 3.06 

1367.13  
± 0.91 

1515.09  
± 3.49 

1591.59  
± 0.92 

1630.38  
± 30.46 

2590.65  
± 18.11 

2714.44  
± 1.35 

2891.19  
± 10.24 

 

1.08 4.66  FWHM 
(cm-1) 

285.51  
± 8.51 

139.54  
± 3.6 

118.7  
± 6.48 

73.4  
± 4.36 

111.17  
± 16.75 

314.98  
± 21.47 

96.24  
± 4.87 

400.33  
± 12.77 

 

 
Intensit

y 
(a.u.) 

15.17  
± 0.46 

35.09  
± 2.92 

25.76  
± 2.87 

32.41  
± 6.31 

12.33  
± 2.87 

1.98 
 ± 0.36 

2.09  
± 0.22 

4.07  
± 0.28 

 

CNTs 
+60’’ 

plasma 

Position 
(cm-1) 

1336.46  
± 12.73 

1364.07  
± 2.13 

1510.87  
± 32.58 

1594.85  
± 0.69 

1612.18  
± 71.4 

2591.47  
± 14.02 

2714.51  
± 1.22 

2903.59  
± 5.4 

3189.58  
± 6.45 

0.83 6.06  FWHM 
(cm-1) 

338.54 
 ± 22.14 

114.79  
± 5.04 

119.27  
± 25.51 

74.21  
± 4.76 

136.14  
± 24.13 

279.69  
± 18.99 

113.53  
± 4.31 

324.16  
± 14.68 

152.29  
± 16.46 

 
Intensit

y 
(a.u.) 

20.56  
± 4.77 

24.51  
± 4.23 

15.64  
± 7.17 

29.51  
± 8.41 

12.6  
± 5.53 

2.08  
± 0.3 

2.81  
± 0.28 

3.95  
± 0.27 

0.6  
± 0.14 

CNTs+GN
Ws 

Position 
(cm-1) 

 
1345.78  
± 0.11 

1518.72  
± 6.2 

1584.31  
± 0.59 

1613.8  
± 0.59 

2685.43  
± 0.34 

2777.25  
± 20.89 

2950.56  
± 0.48 

3211.4  
± 0.89 

2.08 2.41 
 FWHM 

(cm-1) 
 

3882.37  
± 28.62 

342.42  
± 83.4 

1558.18  
± 

113.44 

407.75  
± 58.97 

86.31  
± 1.1 

537.31  
± 18.43 

104.93  
± 1.43 

96.45  
± 2.52 

 
Intensit

y 
(a.u.) 

 
42.65 
± 0.45 

2.31  
± 0.63 

20.53  
± 1.8 

9.57  
± 1.61 

5.04  
± 0.12 

2.11  
± 0.18 

4.28  
± 0.1 

2  
± 0.08 
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(Cruden and Meyyappan 2005). We observed that recombination lines of the atomic (656 nm, Hα) 

and molecular (550-650 nm, H2) hydrogen dominate in the emission spectrum. This high H 

content depends on the CH4 gas precursor (1:4). H atoms are formed as a result of CH4 

dissociation in a high plasma density and provide effective removal of amorphous carbon 

(etching), which contributes to the ulterior growth of MLGNWs, where pure hydrocarbon radicals 

can simultaneously serve as a carbon source or as a by-product after hydrogen etching. Emission 

lines of CH radicals at 387 nm and 430 nm, C2 Swan band system in the range 465-590 nm and 

Balmer lines at 410 nm, 434 nm, 486 nm, and 656 nm were also analyzed. During plasma 

deposition CH4 precursor was able to easily convert to CHX (x = 1-3) radicals, to produce carbon 

dimers (C2) through radical recombination and subsequent dissociation (Hofmann et al. 2003). 

The C2 Swan band system has a large influence on the nucleation process (Mantzaris et al. 1998). 

OES spectra within 5 minutes of deposition show a Swan band system with high intensity, which 

decreases after 10 minutes due to the nucleation in the first stage of growth. The radical density 

of C2 ranging from 1017-1019 m-3, in ICP system, is favorable for the initial growth of vertical 

nanostructures. Furthermore, the hydrogen plasma has proven to be effective in promoting the 

crystallinity of the carbon materials by the following factors: (1) atomic hydrogen can preferentially 

etch amorphous phase and (2) atomic hydrogen can induce crystallization (Vizireanu et al. 2010). 

Cheng et al. reported that, hydrogen radical etched away loosely bonded carbons and promoted 

the graphitization in diamond like carbon (DLC) films. In our case the hydrogen radical would etch 

away disordered components (carbon atoms) such as amorphous carbon rather than ordered, 

because the bond strength of disordered carbons is weaker than that of ordered ones. Therefore, 

hydrogen radical would etch away disordered phase selectively and by this way decrease of the 

disordered carbon formation, which would affect positively to the growth of MLGNWs (Avetisyan 

2019). 

 

We have also checked the OES for the oxygen plasma functionalization of the hybrid structure 

(Figure 4.21-b).  

 

Electron impact excitation of ground-state molecular and atomic oxygen leads to emission at 

844.6 and 777.4 nm, which is predicted by the following mechanisms:  

 

dissociative excitation          e +O2 → e +O∗ + O 

 

and direct impact excitation      e +O → e +O∗ 
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where O∗ refers to the O(3p5P) state which emits at 777.4 nm and to the O(3p3P) state which 

emits at 844.6 nm (Krstulović et al. 2006). Walkup et al showed that in oxygen plasma the 

844.6 nm oxygen emission line is more reliable than the 777.4 nm (Walkup et al. 1998), hence, 

in these figures the intensity of the 844.6 nm O emission line is shown. As is clear, increasing 

oxygen gas flowrate leads to a slight decrease in the density of atomic oxygen and oxygen 

molecular ions. This is attributed to the recombination of active species: e +O2 → 2e + 𝑂2
+ 

(Lieberman and Lichtenberg 2005). 

 

a)                                                                            b) 

 

Figure 4.21. a) Optical emission spectra from the CH4 methane plasma taken at different deposition times; 

and b) Optical emission spectra from the O2 plasma. 

 

Figure 4.22. Voltage vs. time during the deposition of the MnO2 for a)CNTs and b) CNTs+GNWs. 

a) b) 
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4.4.3. Electrodeposition of MnO2 

The prepared samples of CNTs and carbon hybrid structure over Papyex® paper were used 

as electrodes for supercapacitors. As know, the MnO2 has high specific capacitance which leads 

us to use the large surface area of our carbon materials as a base of the MnO2. The MnO2 was 

deposoited electrochemically using 0.2 M of Mn2SO4 in a solution of Na2SO4 of 0.1 M 

concentration. We deposited the MnO2 for different periods of time (5, 10, and 15 min.) and we 

studdied the morphology of the obtained samples using SEM, EDS, Raman, and the 

electrochemical characterization for super capacitors. The chart in figure 4.22. shows the voltage 

change during the deposition of the MnO2 for different times. In the three experiments for both 

structures, we used the same amount of  MnO2 which is 0.5 ml but the dropping was faster or 

slower depending on how fast we need to deposit the material (Figure 4.23). 

 

 

4.4.4. Scanning Electron Microscope and Energy-dispersive X-ray spectroscopy 

By showing directly the SEM images of CNTs+MnO2 and the CNTs+GNWs+MnO2 after MnO2 

for different times, we can observe that the manganese oxide was decreasing until 15 min. (Figure 

 

Figure 4.23. Scheme of the overall synthesis process of manganese oxide/carbon-carbon 

nanocomposite. Graphite sheet is used as the substrate and different steps/techniques are 

required for the production of the supercapacior electrodes: magnetron sputtering of Fe, RF-

PECVD, ICP-CVD, and MnO2 electrodeposition (Amade et al. 2021). 
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4.24). The atomic concentration of C, Mn and O2 obtained from the EDS are shown in table 4.2 

(Figure 4.25).  

 

Figure 4.24. SEM images of (a-c) CNTs with the deposited MnO2 for 5, 10, and 15 min. respectively, and (d-f) 

CNTs+GNWs with deposited MnO2 for 5, 10, 15 min. respectively. 

 

 

 

 

 

 

 

 

 

Sample Mn (At%) O (At%) C (At%) 

CNTs+GNWs+5 min. MnO2 32.45 41.81 11.73 

CNTs+GNWs+10 min. MnO2 31.98 49.47 2.58 

CNTs+GNWs+15 min. MnO2 53.80 49.06 2.58 

CNTs+5 min. MnO2 25.85 38.00 23.06 

CNTs+10 min. MnO2 39.36 41.89 7.06 

CNTs+15 min. MnO2 43.10 41.32 5.19 

Table 4.2. At% of Mn, O, and C after the electrodeposition of MnO2 on 

different samples. 

d) e) 

a) b) c) 

f) 
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Figure 4.25. EDS spectra of (a-c) CNTs with the deposited MnO2 for 5, 10, and 15 min. respectively, and (d-f) 

CNTs+GNWs with deposited MnO2 for 5, 10, 15 min. respectively. 

 

4.4.5. Raman Spectroscopy of MnO2 

The samples were characterized after the electrochemical of MnO2 deposition where the 

carbon bands start to disappear as we increase the MnO2 deposition time as it covers the carbon 

material (Figure 4.26).  

The MnOx where obtained in the range of 175 cm-1 and 633 cm-1. The strongest peak we 

obtained at 633 cm-1 which is due to the symmetrical stretching vibrations (Julien et al. 2003; Gao 

et al. 2009). At low wave number region, two peaks were observed at 175 cm-1 and 283 cm-1. The 

one at 175 cm-1 can be ascribed to the external vibration because of the MnO6 octahedral 

translational motion (Wang 2012; Cheng et al. 2014) while the 283 cm-1 band is assigned to the 

𝛿-MnO2 layered structure (Julien and Massot 2002). The two bands indicate as well the existence 

of the tunnel like structures of 𝛼-MnO2 phase (Roychaudhuri et al. 2018). The peak at 576 cm-1 is 

also coming from the basal plane of the MnO6 (Hsu et al. 2011). 

 

 

a) b) c) 

d) e) f) 
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Figure 4.26. Raman spectra of the CNTs and hybrid structure carbon material before and after 

the deposition of MnO2 for 5, 10, and 15 min. 

 

4.4.6. Cyclic Voltammetry 

After the deposition of the MnO2, the average specific capacitance of the samples in 1 M 

Na2SO4 solution was determined from the cyclic voltammograms. In general, the specific 

capacitance of the samples (both structures: CNTs and hybrid) increased until the deposition of 

MnO2 for 10 min. then it started to decrease when the deposition time increased, which can 

happen because the MnO2 is fully blocking the carbon structure and therefore lower specific area. 

Figure 4.27 shows the cyclic voltammograms at a scan rate of 5 mVs-1 of MWCNTs Untreated 

CNTs present almost a rectangular-shape voltammograms associated with double layer 

capacitance.  The Cyclic voltammetry was achieved using a three-electrodes cell which is 

explained in the previous chapter. 
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Figure 4.27. a,c) Cyclic Voltammetry at different scan rates for CNTs and hybrid carbon 

structure (CNTs+GNWs) after 10 min of MnO2 deposition, respectively, and b,d) Specific 

capacitance vs. scan rate of CNTs and hybrid structure grown on Papyex® paper before and 

after the deposition of MnO2. Still the increase was not as high as the specific capacitance of 

CNTs and hybrid structure are 115.8 and 121.7 mF/cm2. 

 

We observed that the hybrid carbon structure before the deposition of MnO2 had a lower 

specific capacitance than the CNTs, which can be explained by the existence of the amorphous 

carbon when depositing the GNWs on the surface of CNTs. When we deposited the MnO2, the 

specific capacitance of the hybrid structure started to increase more than of the CNTs where its 

high specific area played an important role in increasing the specific area of the MnO2. 

 

4.4.7. Electrochemical impedance 

Electrochemical impedance spectroscopy was performed by applying an alternating voltage of 

10 mV between 0.1 Hz and 100 kHz. This technique provides more information on the 

a) b) 

c) d) 
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electrochemical processes that take place at the interfaces and the bulk of electrode materials. 

An equivalent circuit can be found describing the different processes such as load transfer 

resistance, diffusion or capacitance. However, this is beyond the scope of this work, and only 

interception with the x-axis, which is related to electrochemical series resistance (ESR), will be 

comment. The ESR is the result of all the contact resistances, electrolyte resistance and electrode 

resistances that are present in our system and is a crucial parameter for fast charge/discharge 

rates. In the case of CNTs this resistance increases once MnO2 is deposited, due to the additional 

resistance of the oxide layer (Figure 4.28). In the case of GNWs the ESR increased and, with the 

increase of the MnO2 deposition time, the oxide layer becomes thicker and therefore more 

resistive as expected. The ESR values range was between 1.1 and 10.5 Ω. 

 

 

Figure 4.28. Impedance spectra of a) CNTs before and b) hybrid carbon structure before and after 

the deposition of MnO2. 

 

 

 

 

 

 

 

a) 
b) 
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4.5. Conclusions 

The carbon nanotubes growth parameters over a high flexible and conductive Papyex® 

graphite paper was optimized in order to obtain a high-density and long CNTs using PECVD 

process. The optimized parameters were the thickness of the catalyst thin film, PECVD 

temperature, and the growth time. Different oxygen plasma times were applied on the CNTs to 

increase its morphology to allow the diffusion of ions through the porous nanotubes when using 

them as electrode for supercapacitors, which was proved by Raman spectra. The CNTs were 

used as a support for the growth of GNWs using ICP-CVD process leading to a hybrid structure 

allowing the increase of the surface area. The CNTs and hybrid carbon nanostructure were used 

to deposit MnO2 electrochemically in order to increase the specific capacitance. The capacitance 

increased until a deposition time 10 min of MnO2 and started to decrease again when the 

deposition time increased more as the MnO2 layer blocked the pores, such as it was observed by 

SEM.  After 10 min of the deposition of MnO2, the specific capacitance increased from 

11.4 mF/cm2 to 115.8 mF/cm2 for CNTs and from 9.42 to 121.7 mF/cm2 for the hybrid structure at 

scan rate 5 mV/s. This result is relatively high with other complex techniques(Yang and Ionescu 

2017; Deghiedy et al. 2022; Hou et al. 2022) .The EDS result showed the increase of the at% for 

Mn and O2. The ESR of all samples was determined. It was found that it increases with increasing 

MnO2 deposition time. ESR values are generally in the range of 1.1 Ω to 10.5 Ω for all samples.  
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Chapter 5 

Direct Growth of CNTs on SS310S. 

5.1. Introduction 

Carbon nanotubes (CNTs) have garnered a well-deserved reputation throughout time. Research 

and industry organizations all over the globe are continually enhancing their manufacturing due 

to their physical, chemical, electronic, thermal, mechanical, and optoelectrical qualities, which 

now can be used for testing the covid (Ji et al. 2017; MIT 2021). It is a versatile substance that 

may be acquired in the form of a coating, a powder, or even fibers (An et al. 2017). Industrial 

techniques, for example, have been devised to create long fibers and subsequently to construct 

high-performance mechanical conductive meshes (Lepró et al. 2010). It is also available in 

powder form, which serves as a reinforcing material (Kowalczyk et al. 2015). This material may 

also be used to make flexible screens, sensors, and energy storage devices. One of the 

applications where CNTs and other carbon-based materials shine is in the creation of energy 

storage systems (Kang et al. 2017). The industry of next-generation batteries and supercapacitors 

is continually encouraging the development of novel materials that fulfill existing requirements (Ke 

and Wang 2016). 

 

CNTs are chemically and thermally stable, and they may be functionalized (Adamska and 

Narkiewicz 2017). CNTs may also be grown on a variety of rigid and flexible substrates. Silicon 

is one of the most often utilized rigid substrates. A thin coating of catalyst material is applied on 

silicon wafers with a native silicon oxide layer (Hussain et al. 2012). When heated, the thickness 

of these layers must be sufficient to produce nanoislands. The sort of CNTs formed is determined 

by the shape, distribution, and, of course, the type of catalyst material present in the nanoislands 

(Loiseau and Gavillet). Iron, nickel, and cobalt are among the most frequent elements employed 

as catalysts (Harutyunyan et al. 2005). 

 

Rigid substrates, on the other hand, are not appropriate in many practical circumstances. 

Because they are incompatible with industrial production methods, they can only be used in labs. 

As a result, research organizations' emphasis is increasingly concentrated on flexible substrates. 

CNTs may be acquired on flexible substrates in two ways: they can be transferred from rigid 

substrates, or they can be grown directly on flexible substrates (Moreno et al. 2014). The first 

option is inconvenient due to a lack of control. The second strategy, which has been employed 
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by several researchers, provides better control over the characteristics of CNTs. Sheets of 

copper, nickel, aluminum, various kinds of steel, or graphite paper are utilized as flexible 

substrates. Diffusion barrier systems, often composed of oxides or nitrides, are used to prevent 

the diffusion of catalyst nanoparticles. Furthermore, multilayer structures that function as buffer 

layers are often put between the diffusion barrier and the substrate. The buffer layers compensate 

for the thermal expansion coefficient discrepancy. Diffusion barrier and buffer layer technologies, 

on the other hand, minimize the electrical contact between the substrate and carbon nanotubes 

(Yang et al. 2014). 

 

Another method for obtaining CNTs on flexible substrates has been used. These nanostructures 

have been reported to develop on stainless steel without the need of diffusion barriers, buffer 

layers, or external catalytic material. The biggest impediment is removing the stable layer of 

chromium oxide from the surface. Mechanical (grinding and polishing) or chemical techniques 

can be used to remove the natural oxide coating. The alloying elements (Fe, Ni, Mn, Cr) then 

function as catalysts and accelerate the development of CNTs directly on the metallic substrate 

when heated in a reducing environment. The given results suggest that a high level of control 

over the growing process was attained. CNTs with a homogeneous distribution and vertical 

alignment have been discovered. There is also an ohmic contact between the substrate and the 

CNTs. Until date, every research has concentrated on enhancing the growing process of carbon 

nanotubes. However, little or nothing is mentioned concerning the substrate's integrity. There is 

sufficient scientific data to suggest that prolonged exposure of stainless steel to high temperatures 

in the presence of hydrogen can significantly impair its characteristics (Han et al. 1998; Marchi et 

al. 2020). 

In this chapter, the process of CNTs growth will be carried out directly on SS310S. This kind of 

stainless steel is considered as a good candidate if we compare it with other SS alloys as it 

contains a higher level of Cr (25%) and Ni (20%) which can contribute to the synthesis of CNTs 

in one continuous step for reduction (removing the native oxide layer from the surface) and 

synthesis, which, till this moment, hasn’t been reported. 
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5.2. Growth mechanism of CNTs 

CNTs production was carried out on a flexible SS310S substrate by PECVD process. The base 

pressure of the chamber was reduced to a value of 2x10-4 Pa in order to prevent any 

contamination during the process. Different from the usual process that we used in the previous 

chapter, we started the annealing process directly as the purpose is to use the catalyst particles 

of the SS310S itself to grow the CNTs. Figure 5.1. shows the mechanism we followed to grow the 

CNTs. The substrate was heated gradually in order to reach a high temperature (680 °C) to start 

the reduction process. The reduction process was achieved using H2 gas under a pressure 2 

mbar and flow rate 100 sccm. We originally use the H2 to avoid any oxidation on the substrate as 

we aim to remove the native oxide layer.  Once we reach to a specific temperature, we fix the 

temperature for 1 minutes to stabilize before we start the plasma of H2 for 2 min. in order to start 

the reduction using RF power of 70 W. Previous reports showed that this is enough time to get 

rid of the native oxide(Pantoja-Suárez 2019). Once we finish the reduction process, the catalyst 

nano-islands will be already formed, which in our case they could be Fe, Cr, or Ni because the  

 

Figure 5.1. Chart illustrating the parameters and methodology for the direct growth of CNTs on 

SS310S. 
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alloy is rich of these elements and all the three elements are good candidates for the growth of 

the CNTs. For CNTs synthesis we also use the PECVD process but this time the PECVD 

temperature can be different from the annealing and reduction.  CNTs grew using the plasma of  

NH3 (50sccm) and C2H2 (100 sccm) under a total pressure of 1 mbar and an RF power of 50 W. 

In order to optimize the growth process, we used Box-Wilson experimental design to optimized 

two parameters: annealing time, and the PECVD temperature, where the other parameters kept 

fixed including the PECVD time which was 30 min. for all the experiments (Figure 5.2). Box-Wilson 

experimental design as shown in figure 5.2, depends on choosing 9 points on a plane of two 

variables, then using Statgraphic software we can predict the optimum parameters we can 

choose. The optimum parameters we chose is to obtain long nanotubes, with smaller diameter 

and high density. 

After preparing all the experiments, we checked the samples by SEM to study the characteristics 

of each one. Table 5.1. shows a summary of the results of each experiment in Box-Wilson 

experimental design. The same values are represented in Figure 5.4 

After entering all the details in Statgraphic software and doing some kind of simulation, we could 

obtain the desirability in 3D. The desirable parameters provided by the software were setting the 

annealing ramp time to 1010 s and the PECVD temperature to be 700 °C (Figure 5.5). As this 

temperature is the minimum we have used in our experimental design, we tried to fix all the 

 

Figure 5.2. Box-Wilson experimental design of optimizing CNTs growth on SS310S. The 

chosen parameters are the annealing time and the PECVD temperature. 
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parameters and reduce it but the result wasn’t as good as the one obtained from the experimental 

design desirable parameters. 

 

 

 

 

 

Figure 5.3. SEM images of the 9 experiments of Box-Wilson experimental design. Samples (1-9) in 

table 5.1. corresponds to the images (a-i) respectively. 

a

) 

b) c) 

d

) 
e

) 

f) 

g

) 
h

) 
i) 
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Figure 5.4. Illustration of the temperature and annealing time effect on the CNTs 

grown directly on SS310S. 
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Sample 
Time 

(s) 

Temperature 

(°C) 

Density 

( μm-1) 

Length 

(μm) 

Diameter 

(nm) 

1 900 700 5.221365 0.849766 108.7746 

2 800 715 9.731785 1.365004 124.8769 

3 1000 715 12.04325 1.867277 123.6125 

4 760 750 8.230812 1.313392 79.88462 

5 900 750 6.171119 0.421301 126.2959 

6 1040 750 7.671007 0.957027 112.9392 

7 800 785 1.90645 1.332064 129.1961 

8 1000 785 2.940629 0.809076 128.2517 

9 900 800 8.296635 1.006697 103.4179 

Table 5.1. Box-Wilson experimental design for optimizing the CNTs 

growth directly on SS310S 

 

Figure 5.5. 3D representation of the desirability of parameters. The z-axis represents the 

annealing time (760-1060 s) while the z-axis represents the PECVD temperature (700-800 °C). 
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HRTEM was used to confirm the tubular structure of the CNTs. The nanotubes with catalyst on 

their top surface are shown in Figure 5.7. The side walls of CNTs include amorphous carbon, 

which is often a byproduct of the PECVD development process. The elongated catalyst particle  

at the tip of the CNT (Figure 5.7-a) clearly demonstrates the tip growth process. The arrows inside 

the nanotube show the graphene layers at various distances inside the nanotube. This structure 

is defined by the bamboo-like form of the CNTs as opposed to the hollow cylindrical shape in 

which the nanotube inside is void. 

 

 

Figure 5.6. SEM images of the directly grown CNTs obtained by PECVD after applying the 

desired parameters of Box-Wilson experimental design. 

a) 
b) 

c) d) 



145 
 

A bamboo-shaped nanotube is made up of regular cone shaped compartment. The periodic 

precipitation of graphite sheets on the top of the catalyst particle causes compartment creation in 

the bamboo-like structure. Because its bonds are weaker than those of H2, NH3 is easily 

dissociated. The discovery of bamboo-structures in nitrogen-containing plasma and hollow tubes 

in nitrogen-free plasma by Martin S. Bell et al. (Bell et al. 2007) shows that nitrogen or CN 

(carbon-to-nitrogen ratio) played a crucial role in the compartment formation. They discovered 

that CN is essential in the creation of bamboo-like structures. Furthermore, CNTs are thought to 

develop by surface (SD) and/or bulk diffusion (BD) of carbon species through catalyst particles. 

High CN concentrations facilitated BD of carbon via Fe particles while suppressing SD by 

maintaining the catalyst surface clean (Bell et al. 2007). 

There's also the potential of CN diffusion through the catalyst particles particles (Bell et al. 2006). 

However, because CN or N have extremely limited solubility in Fe, the concentration of N or CN 

in Fe is expected to be much lower than that of carbon. The size of the catalyst particle limits the 

growth tube's outer diameter. The local geometry of the catalyst particle stimulating the tube's 

development controls the shape of the tip (Srivastava et al. 2006). Nanotube fabrication 

necessitates the controlled deposition of carbon, which may then self-assemble into an 

energetically favorable nanotube shape. This regulated deposition rate is achieved by combining 

two reactions: dissociation of a carbon-rich gas, which is in C2H2 in our case, and elimination of 

excess carbon, which would otherwise result in amorphous carbon deposits. Figure 5.7-b shows 

a nanotube without the catalyst particle, which might be removed during the dispersion of CNTs 

using the ultrasonic bath to prepare it for TEM. TEM was used also to do mapping for a tube to 

have an idea about the metallic elements that contributed in the growth of the tube. The mapping 

was done for C, Fe, Ni, Mn, Mo, O, and cupper (Figure 5.8.). The main elements that contributed  

 

Figure 5.7. TEM images of CNTs grown directly on SS310S with a) the catalyst particle at the 

tip and b) with a removed catalyst particle. 

a) b) 
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in the growth of the nanotube were Fe and Ni, and Cu. We found that the only the Ni was also 

distributed along the walls of nanotubes. 

 

5.3. Growth mechanism of GNWs 

Carbon nanostructures were grown in an inductively coupled plasma chemical vapour 

deposition (ICP-CVD) reactor, which was modified and improved from another described 

elsewhere (Avetisyan 2019). The new system was configured to work at 13.56 MHz at an RF 

power of 400 W using a thermostatic tubular oven and a pressure control system. It consists of a 

long quartz tube (150 cm long, and 60 mm of diameter) having an RF anti-resonator coil 

manufactured by winding a copper tube with a diameter of 6 mm and a length of a quarter of the 

wavelength (552.7 cm) on a cylinder with a diameter of 10 cm and a length of 23 cm. The purpose 

of this work is to obtain a hybrid structure of CNTs-GNWs on SS310 substrate. Before we grew 

the nanowalls on the CNTs we obtained synthesized them directly on the SS310 alloy. Carbon 

nanostructures were deposited on SAE 310 stainless steel (SS310) substrates. SS310 stainless 

steel is chemically more stable against oxygen and chemicals than others such as Cu for use as 

an electrode. We chose SS310 stainless steel for its characteristics, such as, metallic 

conductivity, chemical stability, resistance to high temperatures, high Cr content that reduces 

nucleation of carbon from the formation of Fe nanoparticles (Pantoja-Suárez 2019), carbon 

compatibility, inertness, and possibility of achieving it as thin elastic sheets. These characteristics 

makes SS310 suitable for the present study. For the determination of the mass growth rate, 

SS310 substrates of equal dimensions (50 mm long, 38 mm width, and 100 μm thick) were used 

in order to obtain the deposited mass of carbon. The values obtained in a multitude of samples 

varied between 2 and 5 mg for deposition times of 30 minutes. 
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Prior to the growth of carbon nanostructures, it is necessary to clean the quartz tube of possible 

carbon contamination from a previous process. Normally, a small gaseous flow of oxygen 

(99.99%) is introduced at a pressure of 50 Pa, which when excited by a 400 W RF plasma for 

about 30 min at room temperature, completely oxidizes the deposited carbon species on the inner 

surface of the quartz tube. Once the tube is totally transparent, the sample can be introduced into 

the reactor mounted on its graphite holder. SS310 substrates are routinely cleaned with 

isopropanol in a 20 min ultrasonic bath. Then, the substrates are weighed using a precision 100 

μg balance and introduced mounted on the graphite substrate holder inside the quartz tube. The 

flat SS310 substrate on the substrate holder is positioned parallel to the quartz tube and 15 mm  

 

Figure 5.8. HRTEM-EDS mapping of a carbon nanotube grown on SS310 substrate. 
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from its central axis. The substrate remains oriented at a small angle of 5° with respect to the 

horizontal axis of the tube and against the incident gas flow. The position of the substrate 

corresponds to the centre of the tubular oven, 40 cm from the radio frequency antenna. The quartz 

tube is evacuated by means of a 65 l/s turbo-molecular pump to an ultimate pressure, usually 

between 10-3 and 10-4 Pa. A small flow of H2 (10 sccm) is introduced at a pressure of 1 Pa and 

the oven heated by a ramp temperature of 1ºC/s to the desired temperature to 750 °C. Once the 

temperature of the sample has stabilized, the hydrogen pressure in the quartz tube is increased 

to 50 Pa by throttling the conductance valve closing the turbo-molecular pump, and a 400W RF 

plasma is turned on for 10 s. This operation enables the surface of the SS310 substrate to be 

activated by reducing the surface oxide. Subsequently, and without delay, a flow of 10 sccm of 

high purity methane (99.995%) is introduced and the hydrogen flow is cut off. At that moment, the 

growth of carbon nanostructures begins. The growth conditions (temperature, gas flow, pressure 

and RF-power) are maintained for 30 min and then the plasma is turned off. The gas flow is cut 

off and the temperature is reduced to values close to room temperature within a 15 min interval 

while the reactor is evacuated to the ultimate pressure. Once the sample has cooled, it can be 

extracted from the quartz tube.  

 

Figure 5.9. FE-SEM images of GNWs grown on SS310 stainless steel using ICP-CVD process. 
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We applied the same previous conditions of GNWs growth but without the plasma of H2 at the 

beginning of the process to avoid the etching of CNTs. We obtained a fully decorated CNTs as 

shown in figure 5.10) 

 

5.4. Results and discussion 

5.4.1. Raman spectroscopy 

Raman Spectroscopy was used to evaluate the quality of CNTs and hybrid structure of CNTs 

and GNWs. This kind of carbon-based material displays two characteristic bands, the tangential 

stretching G mode (1500-1600cm-1) and the D mode (1330-1360 cm-1) (Korneva 2008) (see 

Figure 5.11). In addition, multi wall carbon nanotubes (MWCNTs) present a band in the range 

1617 to 1625 cm-1 called D'-band that corresponds to defects on the side walls of CNTs (Lehman 

et al. 2011). D'-band is related with disordered graphitic lattice. These bands are activated by 

defects due to the breaking of the crystal symmetry that relax the Raman selection rules (Merlen 

et al. 2017). The D band, like the D'-band, is a double resonance Raman mode which can be 

attributed to the presence of disordered graphitic lattice (Düngen et al. 2017), double resonance 

effects in sp2 carbon and other defects (Osswald et al. 2007; Lehman et al. 2011). Following the 

deconvolution process presented by (Sadezky et al. 2005) in Raman spectra were possible 

identified two additional bands (Figure 5.11). One denoted as A band (1500 cm-1), related with 

amorphous carbon (Düngen et al. 2017), and the other one denoted as D" band (1200 cm-1). I 

band according with (Venezuela et al. 2011), it is mainly due to phonons associated to the 𝐾Γ 

direction in the Brillouin zone. As this band is related with very defective samples, (Bokobza et al. 

 

Figure 5.10. SEM image of CNTs covered by GNWs on SS310 substrate 
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2015) determined the behavior of the I band, by means the identification of two new bands (D* 

and D**) lying close to the D" band on defective aromatic carbons (graphite nanoplatelets, heat 

treated glassy carbons, and multiwall nanotubes) (Bokobza et al. 2015). In our case, for carbon 

nanotubes, the line shape of the D" mode is significantly broadened due to contributions from 

different tubes in or close to resonance with the excitation laser (Herziger et al. 2014). It is 

necessary to take into account that the Raman intensity of the defect-induced lines (e.g., D, D', 

and D" bands) is proportional to the average number of defects in the material (Venezuela et al. 

2011). In that sense, the number of defects in the CNTs can be estimated by using the intensity  

 

 

Figure 5.11. Raman Spectra for CNTs grown over SS310 substrate and the hybrid structure of 

CNTs-GNWs 

 

ratio between D band and G band (ID/IG). As the ID/IG ratio decreases, so does the number of 

structural defects present in the CNTs (Hussain et al. 2014). The ID/IG ration was 1.24 for the 

CNTs obtained by PECVD and decreased to 1.08 after the deposition of GNW (Figure 5.12). The 

Raman features are given in Table 5.2. The difference is considerable and is most likely due to 

the different amount of amorphous carbon present in the first one. For "pure" amorphous carbons, 

the Raman spectra can be seen as simpler, because only a broad asymmetric band is seen close 

to 1500 cm-1. However, this is incorrect, and for several reasons. First, many different kinds of 
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amorphous carbon exist: sp2 dominated ones (a-C), sp3 dominated ones (ta-C, referring to 

tetrahedral amorphous carbon), one containing hetero atoms such as H (a-C:H, ta-C:H, an others) 

or N. Their structure and properties are related but widely varying. Second, as there is some 

aromatic carbon embedded in their structure, some resonance occurs (Merlen et al. 2017). There 

is another approach that identifies the type of amorphous carbon. It is possible to discriminate 

between types of amorphous carbon with the G-band data. (Pardanaud et al. 2014) related the 

shift and width (FWHM) of the G band with the type of amorphous carbon.  

In Figure 5.12 it is also possible to distinguish three weak bands that are close to 2D band. In 

the literature these 2D sub-bands are denominated D+D", D+D' and 2D' and are found at 2460, 

2940 and 3230 cm-1, respectively (Merlen et al. 2017). The number and origin of the 2D sub-

bands have been understood for multilayer graphene (Ferrari et al. 2006) in the framework of the 

double resonance mechanism and more complex things can occur such as folding (Podila et al. 

2012), misorientation (Poncharal et al. 2008), and stacking faults that can modify the intensities 

and shape (Merlen et al. 2017).  

In our case these bands can be attributed to the existence of graphene in the hybrid 

nanostructure. G, 2D and 2D sub-bands are sensitive to defect density in the MWCNTs, including 

the ones related to tube diameter and number of walls (Antunes et al. 2007). This explains the 

distinguished D+D’ and 2D’ in Figure 5.12-d. 

In general, this technique provided enough information to ensure that the CNTs samples have 

different characteristics. Not only morphological, as could be saw in the SEM images, MWCNTs 

with different structural quality were obtained. In accordance with the development of the D"-band, 

the PECVD process produced forest of MWCNTs with a large percentage of amorphous carbon. 

On the other hand, the hybrid structure had less amorphous carbon. 
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Figure 5.12. Raman Spectra showing the main D, G, and 2D bands for: a,b) CNTs and c,d) 

CNTs+GNWs both grown on SS310 substrate. 

a) b) 

c) d) 
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Table 5.2. Data of Raman fitting for CNTs of both CNTs and the hybrid carbon structure grown 

on SS310 substrate. 

 

5.4.2. Optical Emission spectroscopy 

 

Fig. 4.21-a shows the OES spectra for the evolution of the CH4 precursor gas radicals from 5 

to 25 min. of deposition. In thermal CVD, only ~0.0002% of incoming methane dissociates forming 

active species in the gas phase at a temperature of 900°C. However, due to plasma activity, more 

than 80% of the methane dissociates to give rise to other species such as H, H2, CH and C2H2 

(Cruden and Meyyappan 2005). We observed that recombination lines of the atomic (656 nm, Hα) 

and molecular (550-650 nm, H2) hydrogen dominate in the emission spectrum. This high H 

content depends on the CH4 gas precursor (1:4). H atoms are formed as a result of CH4 

dissociation in a high plasma density and provide effective removal of amorphous carbon 

(etching), which contributes to the ulterior growth of MLGNWs, where pure hydrocarbon radicals 

can simultaneously serve as a carbon source or as a by-product after hydrogen etching. Emission 

lines of CH radicals at 387 nm and 430 nm, C2 Swan band system in the range 465-590 nm and 

Balmer lines at 410 nm, 434 nm, 486 nm, and 656 nm were also analyzed. During plasma 

  I D D'' G D' D+D'' G' D+D' 2D' ID/IG 
La 

(nm) 

CNTs 

Position 

(cm-1) 

1284.71 

± 19.25 

1367.28 

± 1.93 

1502.31 

± 4.61 

1587.05 

± 1.68 

1617.98 

± 69.7 

 

2654.37 

± 11.67 

2812.79 

± 10.11 

 1.24 4.05 
FWHM 

(cm-1) 

320.41 

± 17.51 

152.61 

± 6.4 

101.29 

± 5.37 

87.73 

± 6.21 

152.31 

± 8.9 

723.2 

± 66.13 

429.77 

± 22.61 

Intensity 

(a.u.) 

12.25 

± 0.73 

17.73 

± 1.12 

13.38 

± 1.04 

19.58 

± 8.11 

5.65 

±1.83 

1.19 

±0.13 

2.2 

±0.2 

CNTs 

+ 

GNWs 

Position 

(cm-1) 

 

1345.76 

± 0.19 

1581.77 

± 1.65 

1503.59 

± 6.74 

1615.21 

± 3.14 

2468.52 

± 10.81 

2689.04 

± 0.75 

2926.89 

± 1.54 

3230 

± 3.6 

1.08 4.65 
FWHM 

(cm-1) 

68.63 

± 0.7 

66.71 

± 5.05 

124.8 

± 16.8 

58.88 

± 6.16 

183.85 

± 37.98 

1615.06 

± 31.74 

579.91 

± 23.11 

29.12 

± 8.4 

Intensity 

(a.u.) 

15.98 

± 0.23 

2.09 

± 0.2 

11.59 

± 3.04 

4.57 

± 0.69 

0.65 

± 0.31 

0.67 

± 0.18 

7.85 

± 0.23 

3.24 

± 0.2 
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deposition CH4 precursor was able to easily convert to CHX (x = 1-3) radicals, to produce carbon 

dimers (C2) through radical recombination and subsequent dissociation (Hofmann et al. 2003). 

The C2 Swan band system has a large influence on the nucleation process (Mantzaris et al. 1998). 

OES spectra within 5 minutes of deposition show a Swan band system with high intensity, which 

decreases after 10 minutes due to the nucleation in the first stage of growth. The radical density 

of C2 ranging from 1017-1019 m-3, in ICP system, is favorable for the initial growth of vertical 

nanostructures. Furthermore, the hydrogen plasma has proven to be effective in promoting the 

crystallinity of the carbon materials by the following factors: (1) atomic hydrogen can preferentially 

etch amorphous phase and (2) atomic hydrogen can induce crystallization (Vizireanu et al. 2010). 

Cheng et al. reported that, hydrogen radical etched away loosely bonded carbons and promoted 

the graphitization in diamond like carbon (DLC) films. In our case the hydrogen radical would etch 

away disordered components (carbon atoms) such as amorphous carbon rather than ordered, 

because the bond strength of disordered carbons is weaker than that of ordered ones. Therefore, 

hydrogen radical would etch away disordered phase selectively and by this way decrease of the 

disordered carbon formation, which would affect positively to the growth of MLGNWs (Avetisyan 

2019). 

 

We have also checked the OES for the oxygen plasma functionalization of the hybrid structure 

(Figure 4.21-b).  

Electron impact excitation of ground-state molecular and atomic oxygen leads to emission at 

844.6 and 777.4 nm, which is predicted by the following mechanisms:  

 

Dissociative excitation          e +O2 → e +O∗ + O 

Direct impact excitation      e +O → e +O∗ 

 

where O∗ refers to the O(3p5P) state which emits at 777.4 nm and to the O(3p3P) state which 

emits at 844.6 nm (Krstulović et al. 2006). Walkup et al showed that in oxygen plasma the 

844.6 nm oxygen emission line is more reliable than the 777.4 nm (Walkup et al. 1998), hence, 

in these figures the intensity of the 844.6 nm O emission line is shown. As is clear, increasing 

oxygen gas flowrate leads to a slight decrease in the density of atomic oxygen and oxygen 

molecular ions. This is attributed to the recombination of active species: e +O2 → 2e + 𝑂2
+ 

(Lieberman and Lichtenberg 2005). 
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Figure 5.13. a) Optical emission spectra from CH4 methane plasma taken at different deposition 

times; and b) Optical emission spectra from the O2 plasma. 

 

5.4.3. Electrodeposition of MnO2 

The prepared samples of CNTs and carbon hybrid structure over Papyex® paper were used as 

electrodes for supercapacitors. As know, the MnO2 has high specific capacitance which leads us 

to use the large surface area of our carbon materials as a base of the MnO2. The MnO2 was 

deposoited electrochemically using 0.2 M of Mn2SO4 in a solution of Na2SO4 of 0.1 M 

concentration. We deposited the MnO2 for different periods of time (5, 10, and 15 min.) and we 

studdied the morphology of the obtained samples using SEM, EDS, Raman, and the 

electrochemical characterization for super capacitors. The chart in figure 5.14. shows the voltage 

change during the deposition of the MnO2 for different times. In the three experiments for both 

structures, we used the same amount of  MnO2 which is 0.5 ml but the dropping was faster or 

slower depending on how fast we need to deposit the material. 

a) b) 
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5.4.4. Scanning Electron Microscope and Energy-dispersive X-ray spectroscopy 

By looking at the SEM images of CNTs+MnO2 and the CNTs+GNWs+MnO2 after MnO2 for 

different times, we can observe that the manganese oxide was increasing until 15 min. (Figure 

5.15). The atomic concentration of C, Mn and O2 obtained from the EDS are shown in table 5.3 

(Figure 5.16). 

Sample Mn (At%) O (At%) 

CNTs+GNWs+5 min. MnO2 38.37 17.28 

CNTs+GNWs+10 min. MnO2 48.53 22.47 

CNTs+GNWs+15 min. MnO2 60.48 25.31 

CNTs+5 min. MnO2 13.62 7.34 

CNTs+10 min. MnO2 24.39 9.65 

CNTs+15 min. MnO2 31.33 14.01 

 

Table 5.3. At% of Mn and O after the electrodeposition 

of MnO2 on CNTs and hybrid carbon structure on SS310 

 

 

Figure 5.14. Voltage vs. time during the deposition of the MnO2for a) CNTs and b) CNTs+GNWs 

on SS310 substarte. 
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Figure 5.15. SEM images of (a, c and e) CNTs with the deposited MnO2 for 5, 10, and 15 min. 

respectively, and (b, d, and f) CNTs+GNWs with deposited MnO2 for 5, 10, 15 min. respectively. 

 

a) b) 

c) 

e) 

d) 

f) 
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Figure 5.16. EDS spectra of (a-c) CNTs with the deposited MnO2 for 5, 10, and 15 min. respectively, and (d-f) 

CNTs+GNWs with deposited MnO2 for 5, 10, 15 min. respectively. 

 

  

Figure 5.17. Raman spectra of the CNTs and hybrid structure carbon material before and after 

the deposition of MnO2 for 5, 10, and 15 min. 

a)  b)  c)  

d)  e)  f)  
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5.4.5. Raman Spectroscopy of MnO2 

The samples were characterized after the electrochemical of MnO2 deposition where the 

carbon bands start to disappear as we increase the MnO2 deposition time as it covers the carbon 

material (Figure 5.17). The MnOx where obtained in the range of 175 cm-1 and 633 cm-1. The 

strongest peak we obtained at 633 cm-1 which is due to the symmetrical stretching vibrations 

(Julien et al. 2003; Gao et al. 2009). At low wave number region, two peaks were observed at 

175 cm-1 and 283 cm-1. The one at 175 cm-1 can be ascribed to the external vibration because of 

the MnO6 octahedral translational motion (Wang 2012; Cheng et al. 2014) while the 283 cm-1 

band is assigned to the 𝛿-MnO2 layered structure (Julien and Massot 2002). The two bands 

indicate as well the existence of the tunnel like structures of 𝛼-MnO2 phase (Roychaudhuri et al. 

2018). The peak at 576 cm-1 is also coming from the basal plane of the MnO6 (Hsu et al. 2011). 

5.4.6. Cyclic Voltammetry 

After the deposition of the MnO2, the average specific capacitance of the samples in 1 M 

Na2SO4 solution was determined from the cyclic voltammograms. In general, the specific 

capacitance of the samples (both structures: CNTs and hybrid) increased until the deposition of 

MnO2 for 10 min. then it started to decrease when the deposition time increased, which can 

happen because the MnO2 is fully blocking the carbon structure and therefore lower specific area. 

 

Figure 5.18 shows the cyclic voltammograms at a scan rate of 5 mVs -1 of MWCNTs Untreated 

CNTs present almost a rectangular-shape voltammograms associated with double layer 

capacitance.  The Cyclic voltammetry was achieved using a three-electrodes cell which is 

explained in Chapter 3. The specific capacitance increased from 3.1 mF/cm2 for CNTs to 128.21 

mF/cm2 for hybrid carbon structure at scan rate 5 mv/s after 10 min. of MnO2 deposition. 
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We observed that the hybrid carbon structure before the deposition of MnO2 had a higher 

specific capacitance than the CNTs which increased from 3.1 mF/cm2 to 12.0 mF/ cm2 as 

expected and proved from Raman spectra where the hybrid structure was in general more 

crystalline. When we deposited the MnO2, the specific capacitance of the hybrid structure started 

  

 

 

Figure 5.18. a,c) Cyclic Voltammetry at different scan rates for CNTs and hybrid carbon 

structure (CNTs+GNWs) after 10 min of MnO2 deposition, respectively, and b,d) Specific 

capacitance vs. scan rate of CNTs and hybrid structure grown on SS310 substrate and after 

the deposition of MnO2. Still the increase was not as high as the specific capacitance of CNTs 

and hybrid structure are 89.9 and 128.21 mF/cm2. 

a) 
b) 

d) 
c) 
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to increase more than of the CNTs where its high specific area played an important role in 

increasing the specific area of the MnO2. 

 

5.4.7. Electrochemical impedance 

Electrochemical impedance spectroscopy was performed by applying an alternating 

voltage of 10 mV between 0.1 Hz and 100 kHz. This technique provides more information on the 

electrochemical processes that take place at the interfaces and the bulk of electrode materials. 

An equivalent circuit can be found describing the different processes such as load transfer 

resistance, diffusion or capacitance. However, this is beyond the scope of this work, and only 

interception with the x-axis, which is related to electrochemical series resistance (ESR), will be 

comment. The ESR is the result of all the contact resistances, electrolyte resistance and electrode 

resistances that are present in our system and is a crucial parameter for fast charge/discharge 

rates. In the case of CNTs this resistance increases once MnO2 is deposited, due to the additional 

resistance of the oxide layer (Figure 5.19). In the case of GNWs the ESR increased when 

depositing MnO2 for 5 min. but then decreased with longer time deposition, while in the CNTs 

samples the ESR increased from 0.5 to about 2.5 Ω, which is expected as with the increase of 

the MnO2 deposition time, the oxide layer becomes thicker and therefore more resistive as 

expected. In general the ESR values range was between 0.5 and 3.75 Ω. 

  

Figure 5.19. Impedance spectra of a) CNTs before and b) hybrid carbon structure before 

and after the deposition of MnO2. 
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5.5. Conclusions 

The carbon nanotubes were successfully grown over a flexible SS310 alloy after optimizing 

the parameters using Box-Wilson experimental design. The experimental design could optimize 

the annealing time and the PECVD temperature. Prior to starting the growth of nanotubes, H2 

plasma was applied on the substrate at 680 °C for the reduction process to remove the native 

oxide layer from the surface of the substrate. No previous preparation or polishing was done to 

the substrate. The parameters that were provided by the experimental design were annealing 

time 1010 s and PECVD temperature 700 °C. The obtained CNTs were about 3.02 μm long with 

a diameter about 71.2 nm. Using EDS-HRTEM mapping, we could find that two catalyst elements 

contributed in the growth of the nanotubes, which are Fe and Ni. The CNTs were used as a 

support for the growth of GNWs using ICP-CVD process leading to a hybrid structure allowing the 

increase of the surface area. The CNTs and hybrid carbon nanostructure were used to deposit 

MnO2 electrochemically in order to increase the specific capacitance. The capacitance increased 

until a deposition time 10 min of MnO2 and started to decrease again when the deposition time 

increased more as the MnO2 layer blocked the pores as it was observed by SEM.  After 10 min 

of the deposition of MnO2, the specific capacitance increased from 3.1 mF/cm2 to 89.9 mF/cm2 

for CNTs and from 12.0 to 1218.2 mF/cm2 for the hybrid structure at scan rate 5 mV/s. This result 

is relatively high comparing with other complex techniques as there is no publications on growing 

the nanotubes on SS310 and the process was done in one continuous step for both processes, 

reduction and CNTs growth. The EDS result showed the increase of the at% for Mn and O2. The 

ESR of all samples was determined. It was found that it increases with increasing MnO2 deposition 

time. ESR values are generally in the range of 0.5 Ω to 3.75 Ω for all samples.  
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Chapter 6 

 

Synthesis of CNTs and metal oxide nanoparticles at atmospheric pressure 

6.1 Introduction 

Carbon nanotube (CNT) is one of the widely studied nanomaterials from the carbon family 

(Paradise and Goswami 2007; Ferreira et al. 2019; Yadav et al. 2019a). CNTs possess 

extraordinary mechanical, thermal, chemical, optical and electronic properties, which can be 

exploited for potential use in various fields (Thostenson et al. 2001). After extensive efforts by 

various scientists and engineers across the globe, CNTs and CNT based products have been 

commercialized, majorly consisting of multiwalled CNTs (MWCNTs) (Dasgupta et al. 2014; Pirard 

et al. 2017). Whereas commercial products based on single-walled carbon nanotubes (SWCNTs) 

are still in the development phase. Depending upon the chirality, single-walled carbon nanotubes 

(SWCNTs) can be either metallic or semiconducting (Baughman et al. 2002). Metallic SWCNTs 

(m-SWCNTs) are widely used in the conductive coatings, specifically for solar cells, organic light 

emitting diodes, electrochromic devices, etc. (Maeda et al. 2008) while, semiconducting SWCNTs 

(s-SWCNTs) are widely used as a channel material for field effect transistors, low-cost printable 

devices, etc. (Fujii et al. 2009). Various methods, such as, arc discharge, laser ablation and 

catalytic chemical vapour deposition (C-CVD) have been studied for the synthesis of SWCNTs. 

Out of these three methods, C-CVD is widely studied due to inherent potential for large scale 

production (Yadav et al. 2017). Most of the synthesis routes end up with producing mixture of m-

SWCNTs and s-SWCNTs which impede the process of commercialization of SWCNT based 

products. In the past two decades enormous efforts have been devoted in order to synthesize 

SWCNTs with single chirality or either metallic or semi-conducting. The approaches utilized by 

various researchers can be classified into two, i.e. post synthesis separation and direct controlled 

growth (Liu et al. 2017). In post synthesis separation, the mixture of SWCNTs is separated by 

exploiting the differences in physical and chemical properties. Density gradient ultracentrifugation 

(Arnold et al. 2006), gel chromatography , dielectrophoresis (Lee et al. 2005), polymer wrapping 

(Zheng and Diner 2004), aromatic extraction (Li et al. 2004a), selective oxidation (Miyata et al. 

2005), DNA recognition (Zheng et al. 2003), etc. are few examples of post synthesis separation 

techniques. These techniques are quite effective in term of separation of metallic and 

semiconducting SWCNTs, but not cost effective. In addition, usage of complex physical and 

chemical treatments results in contamination of SWCNTs and incorporation of defects in the 
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structure. In order to circumvent the separation problem, it is always desirable to have SWCNTs 

with uniform type having majorly metallic or semiconducting i.e. by direct controlled growth. Direct 

synthesis of SWCNTs with specific type (m or s) has been studied by various groups in last two 

decades (Xu et al. 2017; Cheng et al. 2018). Detailed analysis of the reported literature suggests 

that the type of SWCNTs i.e. either m-type or s-type gets fixed during nucleation stage itself, since 

along the length of SWCNTs no change in type is observed (Arenal et al. 2012). Exception to this 

Zhao et al. (Zhao et al. 2016) recently reported variable chirality along elongation of SWCNTs 

using tandem plate CVD where the synthesis temperature varied periodically. Hence, in order to 

have SWCNTs with specific type (m or s), control over the nucleation step during synthesis of 

nanotubes is of utmost importance while maintaining the synthesis temperature constant 

throughout the experiment. In C-CVD, various parameters such as type of carbon source [32,33], 

synthesis temperature (Lolli et al. 2006), catalyst type (Bachilo et al. 2003; Sanchez-Valencia et 

al. 2014), system pressure (Bachilo et al. 2003), growth time (Yang et al. 2015), carrier gas 

composition (Harutyunyan et al. 2009; He et al. 2010), etc. affect the nucleation and subsequently 

the type of the grown CNTs. It is quite interesting to observe that more than two decades after 

discovery of CNTs (Iijima 1991) in 1991 and paramount synthesis of SWCNTs (Bethune et al. 

1993; Iijima and Ichihashi 1993) in 1993. Various strategies utilized by different groups for 

selective growth of SWCNTs (either m-type of s-type) are listed in Table 1. Bachilo et al. (Bachilo 

et al. 2003) reported selective synthesis of s-SWCNTs (~57%) mainly consisting of SWCNTs with 

chiral index (6, 5) and (7, 5). CoMoCAT method was utilized for the synthesis with CO as carbon 

source at 5 atm. In order to have fine control over the active catalyst cluster, lower ratio of Co:Mo 

(1:3) was used which aids in the formation of smaller diameter s-SWCNTs. Zhang et al. [46] 

reported highly selective synthesis of s-SWCNTs (~99%) by utilizing selective etching of m-

SWCNTs. Ethanol was used as carbon source with cobalt deposited on SiO2/Si as catalyst at 

800 °C and 1 atm. Post synthesis of SWCNTs, exposure to methane plasma followed by vacuum 

annealing leads to selective etching of m-SWCNTs. Harutyunyan et al. (Harutyunyan et al. 2009) 

reported selective synthesis of m-SWCNTs (~91%). They found that the catalyst morphology and 

the chirality of SWCNTs are interdependent. In situ TEM studies were also reported in support of 

the hypothesis. Catalyst morphology was modulated by varying the ambient conditions during 

thermal annealing of the catalyst. In addition, oxidative species such as water were utilized in 

order to increase the fraction of m-SWCNTs. Loebick et al. (Zoican Loebick et al. 2010) have 

reported the usage of bimetallic catalyst i.e. CoMn on MCM-41 silica templates with CO as carbon 

source and hydrogen as carrier gas at 1 atm. Shape and size of catalyst i.e. Co in presence of 

Mn played a major role in selective synthesis of s-SWCNTs (~93%). In addition, they also reported 
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that the size and shape of catalyst is dependent on the synthesis temperature, while lower 

synthesis temperature favoured synthesis of s-SWCNTs. Che et al. (Che et al. 2012) reported 

selective synthesis of s-SWCNTs (~97.6%) using isopropanol as carbon source and iron 

deposited on quartz as catalyst (Yadav et al. 2019b). 

 

6.2. FC-CVD and properties of obtained CNTs 

Floating catalyst chemical vapour deposition (FC-CVD) is one-step process driven synthesis of 

"direct-spun" CNT aerogels (Li et al. 2004b), drawing on earlier papers pointing to CNT aerogel 

synthesis in closed reactor tubes (Cheng et al. 1998; Pimenta et al. 2000; Chen et al. 2009). The 

decomposition of simple iron, sulfur and carbon precursors in a high temperature tubular furnace 

results in catalyst nanoparticles suspended in a continuously flowing buffer gas (principally H2) 

from which a high concentration of individual CNTs (typically of up to 15 nm diameter (Moisala et 

al. 2003; Li et al. 2004b) grow. The individual CNTs are attracted to one another via van der Waals 

dispersion forces, creating bundles (typically of 30-50 nm diameter) which at the same time 

become entangled with one another, forming a continuous, me­chanically cohesive CNT network, 

commonly referred to as an "aerogel". 

 

Figure 6.1. Schematic of direct-spinning CNTs process listing the parameters required for 

quantitative mapping and showing the self assembly of the macroscopic material from individual 

CNTs (typically 1-15 nm diameter) through bundles (typically 30-50 nm diameter) to a 

contibuous aerogel. Input parameters required are catalyst, promoter, hydrocarbon and carrier 

gas and corresponding flow rates. Output parameters required are product quantity (mass, 

density) and quality (CNT alignment, hexagonal lattice uniformity, diameter, wall number, length 

of individual CNTs and purity(Weller et al. 2019). 
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While early reports estimated nanotube lengths to be of the order of hundreds of microns up to 1 

mm (Conroy et al. 2010), in most cases the CNT lengths have not been measured. Recent work 

by Tran et al. (Tran et al. 2017) assessed CNT minimum lengths to be of the order of a few 

microns by oxidising direct-spun CNT samples, followed by sol­ubilisation in chlorosulfonic acid. 

Bulmer et al. (Gspann et al. 2017) determined a length of about 10 µm between CNT defects in 

direct-spun samples and proposed that these defects could be interpreted as ends of tubes in 

very pure samples. These minimum values are still significantly longer than the lengths of 

individual CNTs found in high-purity commercial samples such as HiPco 188.3 (0.29 µm), HiPco 

183.6 (1.51 µm), SWeNT CG300 (0.71 µm), and UniDym OE (1.92 µm) (Tran et al. 2017).  

 

 

Figure 6.2. Macroscopic properties of various CNT materials compared with those of silicon, 

copper and aluminium plotted as a function of density. The properties highlighted are (a) 

Young's modulus, (b) electrical conductivity, (c) tensile strength and (d) thermal 

conductivity(Weller et al. 2019). 
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Figure 6.3. (a) Bulk equilibrium section (mass percentages) of the Fe-C-S ternary phase 

diagram at 1400 °C. Black squares on the Fe(S) axis mark phase changes on the related Fe-

C(Fe-S) binary phase diagrams. The schematic within (a) shows the two immiscible carbon and 

sulfur-rich liquids L1 and L2 that comprise an active catalyst nanoparticle. The orange, green 

and grey (purple) circles indicate an active (inactive) catalyst mass composition in the absence 

of carbon. Single, double and triple-circled points indicate catalyst nanoparticles of decreasing 

L1/L2 ratios of 3, 1 and 0.25, respectively with (b) illustrating the impact of this on the catalyst 

composition (Weller et al. 2019).  

 

The aerogel can be extracted from the furnace system and collected on a bobbin. The aerogel 

can be treated in-line with a solvent, where capilla1y action causes condensation to form a thin 

microfibre ("direct-spun fibre"). Alternatively multiple layers of the uncondensed aerogel can be 

collected on a bobbin to create a sheet of CNT material ("direct-spun mat"), which can be treated 

with solvent to allow some condensation if required. The FC-CVD pro­cess is illustrated in Fig. 1, 

which shows the input flows required for the synthesis, the types of output flows which can be 

recorded, and a schematic of the bundling mechanism which creates the aerogel, further  



168 
 

illustrated by an example scanning electron microscope (SEM) image of a typical aerogel 

material.  

The methods for producing macroscopic CNT materials have been refined since their initial 

inceptions, producing microfibres, mats and films with increasingly superior properties. Data in 

Fig. 2 hows the mechanical, electrical and thermal properties of direct­spun materials up to early 

2016 for thermal properties and early 2017 for the remainder, compared to other carbon materials 

and conventional high strength or high conductivity materials (aluminium, copper, silicon) (Weller 

et al. 2019).  

The properties of direct-spun materials compare very favourably to, and in some cases 

outperform, the established materials, particularly when their low densities are considered. As 

shown in Fig. 2, direct spun fibres can reach Young's modulus values of 100 GPa (Vilatela and 

Windle 2012), tensile strengths of 3.75 GPa (Wang et al. 2014), electrical conduc­tivities of 2 x 

 

Figure 6.4. (a) Bulk equilibrium section (mass percentages) of the Fe-C-S ternary phase 

diagram at various temperatures between 1200 °C and 1600 °C. The carbon and sulfurrich 

liquids phases L1 and L2 exist above 1200 °C with the immiscible boundaries occurring for a 

range of Fe:C:S compositions at temperatures above 1300 °C. The double-circled point is 

located in (a) where the Fe:C:S composition corresponds to L1/ L2=1 with (b) showing the impact 

of increasing temperature on the phases of this catalyst nanoparticle (Weller et al. 2019). 
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106 sm-1 (Wang et al. 2014) and thermal conductivities of 95 W m-1 K-1 [40]. More recent thermal 

conductivity data shows values up to 900Wm-1 K-1 for macroscopic direct-spun fibre samples 

(Gspann et al. 2017) 

The portfolio of the current direct-spun product properties, combined with the relative simplicity of 

the direct-spun production method and the potential to improve properties further towards those 

of individual CNTs has, therefore, attracted significant in­dustrial interest due to the wide range of 

fields where application of these materials might induce step changes in tech­nologies. Various 

reviews and publications provide excellent summaries of applications of macroscopic CNT 

materials, including those from direct-spun production methods, covering areas such as electrical 

applications (Yu et al. 2016), composites (Yadav et al. 2017), synthesis (Janas and Koziol 2016), 

smart textiles (Foroughi et al. 2016) and improvement in strength (Jung et al. 2018). 

 

6.3. Process mechanism 

The trends observed from mapping the experimental data and the associated conclusions 

regarding the roles of the key elements (Fe, S, C, H) in the direct-spinning process facilitate a 

much richer description of their roles. 

 

Figure 6.5. Schematic showing the impact of high (a) and low (b) sulfur to iron ratios on direct-

spun CNT product synthesis. High S/Fe ratios favour MWCNT synthesis while low S/Fe ratios 

favour SW- or DWCNT synthesis due to the different catalyst nanoparticles formed. The pink, 

yellow and black circles represent decomposition of precursor sources releasing iron, sulfur 

and carbon, respectively (Weller et al. 2019). 
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(Tafwidli and Kang 2017) work on the Fe-S-C ternary phase diagrams has allowed a more 

accurate determination of the phase boundaries from 1600 to 1200 °C as shown in figure 6.4-a. 

This new information highlights that the coexistence of the carbon-rich liquid (L1) and sulfur-rich 

liquid (L2) phases, for a given Fe:C:S ratio, only occurs above 1400 °C  in Figure 6.4-a. Between 

1200 °C and 1300 °C, both phases can exist, but only at high C (mass%) and high S (mass%), 

respectively, represented by the areas bounded by the blue and green isothermal phase 

boundaries, respectively. The first step in the reaction pathway in figure 6.5. represents the 

decomposition of iron and sulfur precursors, releasing the corre­sponding Fe (pink) and 5 (yellow) 

atoms for catalyst nanoparticle nucleation. Carbon precursor molecules have not undergone 

pyrolysis at this stage, so are not illustrated in this step. The second step represents catalyst 

nano­particle nucleation, promoted by s with catalyst nanoparticle structures starting off as Fe 

and Fe + LFe as shown in figure 6.4. Catalyst nanoparticles increasing in temperature will be 

evolving towards L1 + L2 structures capable of rapid CNT growth but diffusion losses of small 

catalyst nanoparticles and evaporation of the remaining particles will be competing with this 

process.  

At the renucleation and CNT growth stage, the pathways differ depending on whether high (Figure 

6.4-a) or low (Figure 6.4-b) S/Fe ratios are present, however for both routes the CNT growth is 

driven by acetylene-like pyrolytic carbon compounds. Sufficient dilution of the entire reaction 

system by carrier gas is required such that carbon molar concentration does not exceed 3%. The 

presence of H also chemically suppresses soot formation. 

Figure 6.5-a illustrates how a high S/Fe ratio leads to catalyst nanoparticles of predominantly L2 

composition (see Fig. 8(b)(iii)), therefore the whole diameter of the catalyst nanoparticle is used 

for CNT growth, generally favoring MWCNT synthesis. Where the S/ Fe ratio is high, results point 

towards H being utilized in the reac­tion to remove excess S from the catalyst into the gas phase, 

ig. figure 6.5-b illustrates how a low S/Fe ratio leads to catalyst nanoparticles of predominantly L1 

composition with only a little L2 (figure 3-b (i)). This restricts the sizes of the sites from which CNTs 

grow, favoring rapid growth of nanotubes of small diameter, therefore predominantly SWCNTs or 

DWCNTs, with the possibility of growing more than one CNT from each catalyst nanoparticle. 

The final steps on both pathways represent the self-assembly of CNTs into bundles driven by van 

der Waals dispersive forces and the further assembly of bundles to create the continuous aerogel 

which allows continuous, direct spinning of the macroscopic CNT material (Weller et al. 2019). 
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6.4. Classification of bulk material 

Methods for producing CNT materials may be divided into three families, together resulting in 

eight different types of CNT material. 

Figure 6.6. illustrates the three families, the methods which comprise them, and their 

morphologies. The first family involves processing vertically aligned CNTs grown from substrates 

by chemical vapor deposition; these CNT ‘forests’ may be (i) densified into pillars, (ii) spun into 1-

dimensional fibers, or (iii) drawn into aligned 2- dimensional mats. The second family utilizes 

liquids to create suspensions or solutions of short, mass-produced CNTs. CNT-solvent solutions 

can be filtered to create (iv) random planar ‘buckypaper’ mats, or spun into coagulating fluids to 

produce (v) single fibers. Porous CNT foams (vi) are often produced from aqueous gel precursors 

by critical point drying, or freeze drying. The final family uses direct-spun carbon nanotube 

aerogels, produced via the ‘Windle process’. Direct-spun fibers (vii) are produced by on-line 

solvent condensation of the aerogels; alternatively, the spinning of aerogel layers onto a rotating 

mandrel, with or without solvent condensation, produces direct-spun mats, labelled (viii). Charts 

that summarize the elastic moduli, strength, and electrical and thermal conductivity as a function 

of density for these CNT-based materials are presented in figure 6.2. Note that the bulk density 

of CNT materials ranges from a few kg/m3 for CNT foams to over 1000 kg/m3 for CNT fibers, 

whilst their moduli range from tens of kPa to hundreds of GPa. Large differences in strength and 

conductivity are also observed. Wide property variations occur between classes and also within 

individual material classes. For example, direct-spun materials exhibit a large variation in 

mechanical properties due to their range of material alignment and density (Alemán et al. 2015). 

The macroscopic modulus of CNT materials is much below the Voigt upper bound, based on the 

in-plane modulus of a CNT wall (i.e. graphene). A similar observation can be made for strength 

as follows. If the ultimate tensile strength of CNT walls is assumed to be 100 GPa, all CNT 

morphologies lie more than an order of magnitude below the Voigt bound for ultimate tensile 

strength, as illustrated in Fig. 6.2-b. In broad terms, the moduli and compressive yield strength of 

CNT foams and CNT forest based materials appear to scale with density ρ according to E∼ρ3 

and σ ∼ρ2 respectively. This scaling law is representative of cellular solids of low nodal 

Connectivity (Treacy et al. 1996). 
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Figure 6.6. Classes of bulk materials and production methods (Bruggeman et al. 2016). 

 

 



173 
 

6.5. Plasma-Liquid interaction process 

Plasma–liquid interactions are becoming an increasingly important topic in the field of plasma 

science and technology. The interaction of non-equilibrium plasmas with a liquid state is important 

in many applications ranging from environmental remediation to material science and health care. 

Cavendish’s famous work ‘experiments on air’ from 1785 might be the first report involving 

plasma–liquid interaction and dealt with the production of nitric acid by an electric spark in air 

(Cavendifli and Read June 1785). Experiments dealing with the interaction of plasmas and liquids 

in the context of electrochemistry date back more than 100 years ago (Gubkin 1887). Up to about 

30 years ago, the main focus in the field of plasmas in and in contact with liquids was on glow 

discharge electrolysis (Hickling and Ingram 1964) and the study of breakdown of dielectric liquids 

for high-voltage switching ( Martin et al. 1996). These works were followed by a strong emphasis 

on environmental driven research exploiting the fact that plasmas in and in contact with liquids 

are rich sources of reactive species, such as •OH, O• and H2O2, and UV radiation (Sato et al. 

1996). Plasmas are, in fact, a form of advanced oxidation technology enabling the breakdown of 

organic and inorganic compounds in water (Foster et al. 2012). Many studies on microsecond 

pulsed discharges in water have addressed these topics (Šunka et al. 1999). 

The field of analytical chemistry often uses plasma devices to prepare samples or as a sampling 

process for the analyses of solutions. These techniques are typically based on glow discharges 

with liquid electrodes (Webb and Hieftje 2009), inductively coupled plasmas (Rosen and Hieftje 

2004) and a variety of corona, dielectric barrier discharges and glow discharges as ionization 

 

Figure 6.7. Schematic of different discharges used in plasma–liquid interactions: (A) direct 

discharge in liquid, (B)–(D) gas phase discharges and (E) and (F) multiphase discharges. In 

more detail: (B) plasma jet without direct contact with liquid, (C) gas phase plasma with liquid 

electrode, (D) surface discharge, (E) gas phase plasma with dispersed liquid phase (aerosols) 

and (F) discharges in bubbles. Blue = liquid, pink = plasma, green = dielectric, black = metal 

electrodes (Bruggeman et al. 2016). 
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sources for mass spectrometry (Smoluch et al. 2016). The emphasis in these uses of plasmas is 

typically not to intentionally transfer reactivity from the plasma into the liquid for the purposes of 

making a more reactive liquid. The plasma community has greatly benefited from this work. The 

topics addressed in this manuscript build on this knowledge base produced by the analytical 

chemistry community. However, the focus here is on plasma–liquid interactions and particularly 

on the physical and chemical mechanisms leading to complex feedback between the plasma and 

liquid at the plasma–liquid interface resulting in reactivity in the liquid. During the last 15 years, 

the focus of research on the interactions of plasmas with liquids has broadened to address a 

variety of application areas, including electrical switching ( Martin et al. 1996), analytical chemistry 

(Webb and Hieftje 2009; Smoluch et al. 2016), environmental remediation (water treatment and 

disinfection) (Foster et al. 2012), material synthesis (nanoparticles) (Mariotti et al. 2012), material 

processing (photoresist removal, plasma-polishing, polymer functionalization) (Friedrich et al. 

2008; Ishijima et al. 2013), chemical synthesis (H2O2, H2) (Bruggeman and Leys 2009), 

sterilization and medical applications (plasma induced wound healing, tissue ablation, blood 

coagulation, lithotripsy) (Sato et al. 1996; Fridman et al. 2008)]. These exciting opportunities have 

challenged the plasma community with multidisciplinary scientific questions. In addition to 

specialized review articles, two broader reviews focusing on the applications and the physics of 

plasmas in and in contact with liquids, have been published (Locke et al. 2005; Bruggeman and 

Leys 2009).  

 

Plasmas interacting with liquids: classification of conditions 

 

Similar to gas-phase plasmas, plasma–liquid systems can be classified based on the method of 

generation or configurations. However, the type of interactions with liquid is of particular 

importance to plasma–liquid systems because it highly influences the plasma properties. One 

such classification scheme is: 

• Direct liquid phase discharges 

• Gas phase plasmas producing reactivity in the liquid 

- Without direct contact/electrical coupling with the liquid 

- With direct contact/electrical coupling with the liquid (liquid electrode) 

- At the plasma liquid interphase (surface discharges) 

• Multiphase plasmas including 

- Gas phase plasmas with dispersed liquid phase (aerosols) 
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- Gas phase plasmas dispersed in the gas phase (bubbles) in liquid While many 

other classifications can be considered, this scheme stresses the different kinds of 

interactions of plasmas which in turn emphasize differences in plasma generation 

and heat, mass and species transport. Although this review is far from exhaustive, 

it provides insights on the different types of plasmas in and in contact with liquids 

(Bruggeman et al. 2016). 

 

6.6. synthesis parameters and results 

 

6.6.1. Synthesis of CNTs 

The CNTs synthesis process and principles using FC-CVD is explained above in details and the 

reactor we have used is shown in figure 3.24 and figure 6.1. The ferrocene (C10H10Fe) was used 

as a source of Fe, which represents the catalyst with a flow of 130 sccm, Methane (CH4) was the 

carbon source with a flow of 160 sccm, and thiophene (C4H4S) was the source of S that will 

promote the growth of nanotubes by preventing the agglomeration of Fe nanoparticles by 

encapsulating them. with a flow of 90 sccm. Also, we used H2 with a flow of 1350 sccm which has 

the same rule of NH3 in the PECVD process to reduce the formation of amorphous carbon. The 

process was carries out at temperature 1230 °C. This process usually either produce CNTs or 

just produce a cloud of gases if the parameters aren’t adjusted well which makes it easy to know 

at the moment if we have CNTs or no. Figure 6.7. Shows how the CNTs mat looks when extracted 

from the tubular reactor. 

 

Figure 6.8. CNTs mat obtained by FC-CVD process 
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Using FE-SEM, we could see the thickness of the mat (ribbon), which was in the range between 

1.40 μm and 2.01 μm. Also it was possible to measure the diameter of the nanotubes by SEM, 

which was in the range of 20-30 nm. 

The EDS spectrum shows that the CNTs are still containing the Fe and S that were used during 

the process (Figure 6.10), which was proved again with the EDS-HRTEM mapping of a single 

tube (Figure 6.11) 

 

Figure 6.10. EDS of the obtained CNTs using FC-CVD 

 

 

 

 

Figure 6.9. FE-SEM images of CNTs ribbons obtained by FC-CVD. a) shows the thickness of the CNTs mat 

and b) shows the diameter of the nanotubes. 

b) a) 
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Figure 6.11. Mapping analysis of the obtained CNTs using EDS-HRTEM. 

 

Raman Spectroscopy was used to evaluate the quality of CNTs which shows the two 

characteristic bands, the tangential stretching G mode (1500-1600cm-1) and the D mode (1330-

1360 cm-1) (Korneva 2008) (see Figure 6.12). In addition, multi wall carbon nanotubes (MWCNTs) 

present a band in the range 1617 to 1625 cm-1 called D'-band that corresponds to defects on the 

side walls of CNTs (Lehman et al. 2011). D'-band is related also with disordered graphitic lattice. 

These bands are activated by defects due to the breaking of the crystal symmetry that relax the 

Raman selection rules (Merlen et al. 2017). This band is existed which means that we have multi-

layers CNTs. The D band, like the D'-band, is a double resonance Raman mode which can be 

attributed to the presence of disordered graphitic lattice (Düngen et al. 2017), double resonance 

effects in sp2 carbon and other defects (Osswald et al. 2007; Lehman et al. 2011). Following the 

deconvolution process presented by (Sadezky et al. 2005) in Raman spectra we didn’t find the 
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D’’ band which is related to the amorphous carbon and normally exists at 1500 cm -1. The 

crystalline size La was found high, comparing with the other nanotubes we obtained before, for 

this crystalline structure, which was 5.84 nm. 

In figure 6.12 it is also possible to distinguish three strong bands that are close to 2D (G’) band. 

In the literature these 2D sub-bands are denominated D+D", D+D' and 2D' and are found at 2460, 

2940 and 3230 cm-1, respectively (Merlen et al. 2017). The number and origin of the 2D sub-

bands have been understood for multilayer graphene (Ferrari et al. 2006) in the framework of the 

double resonance mechanism and more complex things can occur such as folding (Podila et al. 

2012), misorientation (Poncharal et al. 2008), and stacking faults that can modify the intensities 

and shape (Merlen et al. 2017). In our case these bands can be attributed to the few number of 

walls of the CNTs. G, 2D and 2D sub-bands are sensitive to defect density in the MWCNTs, 

including the ones related to tube diameter and number of walls (Antunes et al. 2007). 

 

 

 
  

Figure 6.12. Raman spectroscopy of the CNTs showing D, G, D’, and G’ bands. 
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Table 6.1. Data of the distinguished Raman spectrum peaks of CNTs. 

 

6.6.2. Synthesis of NiOx 

NiOx nanoparticles were synthesized using the plasma-liquid interaction process which is 

explained previously. The synthesis parameters were improved by the group where this work was 

done. The process (Figure 6.13) in considered a very simple one comparing with the other 

methodologies to obtain nanoparticles.  

  D G D’ ID/IG 
La 

(nm) 

CNTs 

Positio

n 

(cm-1) 

1348.32 

± 0.76 

1579.9 

± 0.62 

1615.23 

± 2.95 

0.86 5.84 
FWHM 

(cm-1) 

37.66 

± 2.2 

27.51 

± 1.98 

17.55 

± 9.75 

Intensit

y 

(a.u.) 

25.2 

± 1.82 

29.27 

± 2.73 

4.65 

± 3.39 

 

Figure 6.13. Image and schematic of the plasma interaction with ethanol during the synthesis 

process of NiOx nanoparticles. 
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The process depends on flowing noble gas in a conductive tube to be located just on top of the 

liquid (without touching) and emerging the foil of the metal we need to synthesis its oxide 

nanoparticle in the same liquid. The process depends on applying high DC potential between the 

tube where the Ar flows and the emerged foil. The current will not be high at the beginning but 

must be limited to a specific maximum value. When the plasma is ignited, the metal will start to 

decompose, therefore the resistance will decrease which will allow the increase of current. If we 

don’t stop the process when the current reached to its adjusted maximum, the voltage will start to 

decrease. 

This process is very critical to many parameters that must be concerned: 

1- Maximum current 

2- Applied voltage 

3- conductivity of the electrolyte 

4- immersed area of the cathode (metal foil) in the electrolyte. 

5- The gas flow in the capillary. 

6- The distance between the metal foil and the capillary. 

We achieved the process in 15 ml of ethanol as we used a Ni capillary and a Ni foil. The distance 

was kept between the foil and the capillary at 1.5 cm. 1.5 cm2 was immerged in the ethanol and 

the voltage adjusted at 3 kV. Once the current reached its maximum which was 5 mA, the voltage 

started to decrease. The voltage value reached to 1.8kV after 45 min. of starting the process. 

During the process, the Ar flow was set at 50 sccm. The nanoparticles of NiOx where 

characterized by TEM where their majority have a spherical shape of about 5 nm dimater (Figure 

6.14). 
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Figure 6.14. TEM images of the NiO2 nanoparticles obtained by plasma-liquid interaction 

process. 

 

6.6.3. Electrochemical characterization 

Foe electrochemical characterization, the obtained CNTs were dispersed in pure ethanol and in 

the solution of NiO2 nanoparticles to compare the characteristics of each method. They were 

sprayed on graphite paper to support the minimum weight of CNTs. Using cyclic voltammetry we 

could find the capacitance of the CNTs alone, and when it is dispersed in the nanoparticles 

solution (Figure 6.15). Four samples were tested by CV using 1 M of Na2SO4 to compare the 

capacitance of the CNTs and NiOx. The first sample is the Papyesx® substrate to find its 

capacitance before adding any other material. The second sample is CNTs that is dispersed in 

ethanol. The third sample is the NiOx nanoparticles, and the forth is the CNTs that are dispersed 

in the NiOx nanoparticles. The second, third and forth samples are sprayed on Papyex® substrate 

to study the improvement in the capacitance. We found that the capacitance tendency is 

increasing with the nanotubes. The areal specific capacitance values for the samples of Papyex®, 

NiOx, CNTs, and CNTs+NiOx were 21.53, 26.77, 31.21 and 80.56 mF/cm2, respectively, at scan 

rate 10 mV/s (Figure 6.16). The ESR has increased when we add more material to the Papyex 

substrate which is logical because of the addition of the resistance of the added materials. It was 

noticed by comparing the ESR of CNTs and NiOx when each of them was used alone that it is 

higher for the NiOx (Figure 6.17).  
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Figure 6.15. Cyclic voltammetry of CNTs and NiOx nanoparticles mixture at different scan 

rates 

 

 

Figure 6.16. Areal specific capacitance of Papyex® substrate only and with NiOx, CNTs, 

NiOx+CNTs. 

 



183 
 

 

Figure 6.17. Impedance spectra of Papyex®, NiOx, CNTs, NiOx+CNTs. 

 

This methodology could look for instance no different from the previous ones as we needed a 

substrate at the end but the difference is the remarkable quality of the CNTs that we could obtain 

without the difficulty of taking into account the substrate obstacles during the growth. In addition, 

this process ensure the continuous production of CNTs which makes it scalable, therefore, 

suitable for a wide field of industry. 

 

6.7. Conclusions 

The synthesis of carbon nanotubes was achieved in a tubular furance reactor using the Ferrocene 

as a source of Fe, which will represent the catalyst for the growth of CNTs inside the tube without 

the need of the substrate. The process was carried out under temperature of 1230 °C.   The 

thiophene was used as a source of S, which plays an important role to encapsulate the Fe 

nanoparticles tp prevent their agglomeration. High S/Fe molar flow produces mult walls CNTs 

while it can be reduced to obtaine lower layers reaching to DWCNTs. According to recent 

inversitagations, CNTs obtained by FC-CVD can give higher electrical and thermal conductivity 

due to its high density in addition to the high strength and Modulus if we compare it with the other 

methods. SEM and TEM images showed that the CNTs ribbon has a thickness ranges between  

1.40 μm and 2.01 μm and a tube diameter between 20 and 30 nm. CNTs are crystalline as Raman 

spectroscopy shows a strong G’ band, low ID/IG= 0.86 and crystalline size 5.84 nm. 



184 
 

NiOx nanoparticle were synthesized by plasma-liquid interaction process using 15 ml of ethanol, 

and a Ni foil emerged while a capillary with Ar flow is placed just over the solution to obtain plasma 

after applying high DC potential. The nanoparticles size was about 5 nm with different shapes 

with a majority of spherical.  

To benefit from the electrochemical properties of CNTs and NiOx nanoparticles, The 

electrochemical characterization of CNTs dispersed in the solution where the nanoparticles were 

synthesized to give higher specific capacitance than each one alone. The Specific capacitance of 

the mixture was found 80.56 mF/cm2 at scan rate 5 mV/s. 
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Conclusions 

According to the main purpose of the thesis for improving the synthesis parameters of 

carbon nanotubes and hybrid nanostructures on flexible and conductive substrates, we 

have shown that the obtained results have a great potential for applications as flexible 

electrodes for supercapacitors. The diversity of these technologies and nanomaterials also 

open other future developments of electrodes for batteries, sensors, photo and 

electrocatalysis.  

 

• Three methodologies have been followed to obtain the CNTs: 

1- Synthesis of CNTs on Papyex ® graphite substrate using plasma enhanced chemical 

vapor deposition (PECVD). 

2- Synthesis of CNTs directly on SS310 stainless steel using the catalyst elements of the 

alloy itself using PECVD. 

3- Synthesis of CNTs without substrate in a furnace tubular reactor using floating catalyst 

CVD (FC-CVD). 

 

• CNTs were successfully synthesized over high flexible Papyex® substrate. Thickness of 

the Fe catalyst thin film, PECVD temperature, and the growth time are the three 

parameters that have been optimized in the synthesis process. The parameters we finally 

selected were using 2.5 nm of catalyst thin film and 700°C PECVD temperature for 15 min. 

The obtained CNTs are 2 μm long with an average diameter of 60 nm. The CNTs were 

functionalized by O2 plasma for different times to modify their structure and morphology to 

allow the diffusion of ions through the porous nanotubes. 

 

• These CNTs were used as a support for the growth of GNWs using inductively coupled 

plasma CVD (ICP-CVD) leading to a hybrid carbon nanostructure allowing the increase of 

the surface area. CNTs and the hybrid carbon nanostructure were used to deposit MnO2 

electrochemically to use them as electrodes for supercapacitors. The highest capacitance 

was obtained after the deposition of MnO2 for 10 min as the further deposition blocks the 

porosity of the carbon nanostructure. The capacitance increased from 11.4 mF/cm2 to 

115.8 mF/cm2 for CNTs, and from 9.42 to 121.7 mF/cm2 for the hybrid structure at scan 

rate 5 mV/s. 
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• The second methodology we followed was the use of SS310 substrate to directly grow 

CNTs on it without the need of additional catalyst using PECVD process after reduction. 

The annealing time and the PECVD temperature were optimized using Box-Wilson 

experimental design. The reduction was achieved at 680°C temperature using H2 plasma 

to remove the native oxide layer from the surface of SS310. Both, the reduction and 

PECVD were achieved in one continuous process without the need for prior grinding or 

polishing. The parameters desired by the experimental design are 1010 s of ramp 

annealing time and PECVD at 700°C. 

 

• The obtained CNTs were about 3.0 μm long with a diameter 71 nm. EDS-HRTEM mapping 

showed that two elements (catalysts) contributed in the growth of the nanotubes, Fe and 

Ni. As in the previous methodology, we used the CNTs to be decorated with GNWs to 

increase the specific capacitance. Again, MnO2 was deposited electrochemically on the 

obtained structure to increase the specific capacitance from 12.0 to 128.2 μF/cm2. The 

ESR of these samples were in the range between 0.5 and 3.75Ω 

 

• The third methodology of CNTs synthesis is without substrate using FC-CVD process in 

a tubular furnace reactor. This process allowed the continuous growth of CNTs, which 

makes it scalable and suitable for a wide field of industries, in addition to the high quality 

of CNTs produced by this technique.  

 

• The process was achieved at a temperature of 1230°C using CH4 as a C source, C10H10Fe 

as a catalyst source (Fe), and C4H4S as a promoter to prevent the agglomeration of 

catalyst nanoparticles by encapsulating them. The thickness of the obtained CNTs ribbons 

ranges between 1.4 and 2.0 μm and the tube diameter between 20 and 30 nm. CNTs are 

crystalline as Raman spectroscopy shows a strong G’ band, low ID/IG= 0.86 and crystalline 

size 5.8 nm. 

 

• NiOx nanoparticles were synthesized using plasma-liquid interaction process to be used 

together with the obtained CNTs from the FC-CVD process as a substrate for 

supercapacitors. The nanoparticles size was about 5 nm with different shapes with a 

majority being spherical. 
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• When the carbon nanotubes were dispersed in the solution containing NiOx, the 

electrochemical properties improve, and the specific capacitance of the composite 

increases up to 81 mF/cm2 at scan rate 5 mV/s. 
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APPENDIX 
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  Substrate File Catalyst  PECVD 

source Target  Previous 

vacuum 
Pa 

Ar 

sccm 

Pressure 

mbar 

time s Depositi-

on rate 
nms 

Powe

r 
W 

Vbias 

V 

H2 

sccm 

P 

mbar 

Ramp 

time 
s 

Hold 

time 
s 

Tfinal 

C 

NH3 

scc
m 

C2H2 

sccm 

P 

mbar 

RF 

W 

Vbias 

V_2 

Depositi-

on time 
s 

20L16b.pdf SS304+Ni+Ti+AlN 20L16b.txt RF Fe 2.8*10^-4 128 0.0194 25 0.04 60 98 100 2 799 120 671 100 50 1 50 354 1200 

20L16c.pdf SS304+Ni+Ti+AlN 20L16c.txt RF Fe 3.5*10^-4 128 0.0194 25 0.04 60 94 100 2 799 120 671 100 50 1 50   1200 

01C18a (PECVD-CNTs-Si wafer).pdf Si 01C18a.txt RF Fe 4.2*10^-4 135 0.0202 64 
(3nm) 

0.047 60 1.01338
4321 

100 2 750 120 680 100 50 1 50 -398V 900 

19A17a.pdf SS304+Ni+Ti+AlN 19A17a.txt RF Fe 1.4*10^-4 128 0.0194 50 0.04 60 99 100 2 675 120 700 100 50 1 50 349 1200 

01J18a (PECVD-test).pdf Si 01J18a.txt RF Fe 6.5*10^-4 135 0.021 75 0.04 60 -123 100 2 750 120 680 100 50 1 50 -

1.0235 

600 

01J18b (WACVD-test).pdf Si 01J18b.txt RF Fe 6.6*10^-4 135 0.021 25 0.04 60 0.99346

9388 

100 2 750 120 600/730 100 50 1     300 

19A17b.pdf Si 19A17b.txt RF Fe 3*10^-4 128 0.0194 62 0.04 60 97 100 2 750 120 680 100 50 1 50 356 900 

19A17c.pdf Si 19A17c.txt RF Fe 3.8*10^-4 128 0.0195 75 0.04 60 98.1 100 2 750 120 680 100 50 1 50 369 900 

02C17b.pdf SS+Ni+Ti+AlN 02C17b.txt RF Fe 3.8*10^-4 128 0.0199 40 0.026 60 -96 100 2 750 120 680 100 50 1 50 367 900 

20A17a.pdf Si 20A17a.txt RF Fe 2.1*10^-4 128 0.0195 81 0.04 60 97.2 100 2 750 120 680 100 50 1 50 384 900 

02D18a (SS304+CNTs).pdf SS304 02D18a.txt                   100 2 750 120 680 100 50 1 50 -407 600 

23A17c-Fe calibration.pdf Glass 23A17c.txt RF Fe 2.9*10^-4 128 0.0197 900   60 106.1                       

24A17a.pdf SS304+Ni+Ti+AlN 24A17a.txt RF Fe 3.3*10^-4 128 0.0193 90 0.04 60 106.3 100 2 675 90 700 100 50 1 50 349 1200 

25A17a-Fe calibration.pdf Glass 25A17a.txt RF Fe 2.6*10^-4 128 0.0197 300   60 106.3                       

25A17b-Fe calibration.pdf Glass 25A17b.txt RF Fe 2.6*10^-4 128 0.0197 1500   60 103.7                       

02G18a (WACVD).pdf Al2O3 
grid/Si/SiO/Al2O3 

02g18a.txt RF Fe 4.1*10^-4 135 0.021 35 0.04 60 -124.5 100 2 750 120 600 (730) 100 50 1     1800 

30A17a-Fe calibration.pdf Glass 30A17a.txt RF Fe 2.7*10^-4 128 0.0194 1800   70 106.5                       

30A17b-Fe calibration.pdf Glass 30A17b.txt RF Fe 2.9*10^-4 128 0.0194 1200   70 106.3                       

30A17c-Fe calibration.pdf Glass 30A17c.txt RF Fe 2.5*10^-4 128 0.0195 600   70 107.5                       

13B17c-Fe calibration.pdf Glass 13B17c.txt RF Fe 3.4*10^-4 128 0.0195 3600   70 -110.5                       

02J18f (SS304+DLC-test).pdf SS304 02J18f.txt RF Fe 5.4*10^-4 135 0.021 75 
(3nm) 

0.04 60 -
0.99248

7479 

                      

02K17a (Al2O3-Grid).pdf Al2O3 02K17a.txt RF Fe 3.7*10^-4 67 (128) 0.02 85 0.047 60 -105.5 100 2 750 120 600 100 50 1     1800 

02K17b (Ash).pdf SS mesh+AlN 02K17b.txt RF Fe 6.2*10^-4 128 (66 

H2 line) 

0.0201 64 0.047 60 -105 100 2 750 120 680 100 50 1 50   900 

13B17d-Fe calibration.pdf Glass 13B17d.txt RF Fe 3.4*10^-4 128 0.0195 2400   70 -106.2                       

15B17a-cleaning Fe target.pdf Glass 15B17a.txt RF Fe 2.9*10^-4 128 0.0194 1200   60 100.3                       

03C17a.pdf SS+Ni+Ti+AlN 03C17a.txt RF Fe 3.8*10^-4 128 0.0202 
(90sccm) 

40 0.026 60 100 100 2 750 120 680 100 50 1 50 332 900 

15B17d.pdf Si 15B17d.txt RF Fe 2.5*10^-4 128 0.0194 77 0.026 60 97.9 100 2 750 120 680 100 50 1 50 364 900 

16B17a.pdf Si 16B17a.txt RF Fe 2.3*10^-4 128 0.0194 39 0.026 60 98.7 100 2 750 120 680 100 50 1 50 372 900 

03D18a (SS304+CNTs).pdf SS304 03D18a.txt                   100 2 750 120 680 100 50 1     600 

17B17a (H2O Plasma).pdf Si 17B17a.txt RF Fe 2.3*10^-4 128 0.0194 62 0.04 60 -100 100 2 750 120 680 100 50 1 50 354 900 

20B17a.pdf Si 20B17a.txt RF Fe 3.4*10^-4 128 0.0194 77 0.026 60 98.8 100 2 750 120 680 100 50 1 50 398-
404 

900 

03G18a (WACVD).pdf Al2O3 

grid/Si/Al2O3 

03g18a.txt RF Fe 4.4*10^-4 135 0.021 25 0.04 60 -124.6 100 2 750 120 600 (730) 100 50 1     1800 

03K17a(Ash).pdf SS mesh+AlN 03K17a.txt RF Fe 4.8*10^-4 128 (66 
H2 line) 

0.0201 64 0.047 60 1.00756
859 

100 2 750 120 680 100 50 1 60 1.0059
2 

900 

03K17b(ICMAB).pdf Si+G-SS304+AlN 03K17a.txt RF Fe 5.9*10^-4 128 (66 

H2 line) 

0.0201 64 0.047 60 1.00096

432 

100 2 750 120 680 100 50 1 60 -350 600 

03K17c(Ash).pdf SS mesh+Al2O3 03K17c.txt RF Fe 5.9*10^-4 128 (66 

H2 line) 

0.0201 64 0.047 60 1.00290

1354 

100 2 750 120 680 100 50 1 50 -310 900 

20B17b (N2 Plasma).pdf Si 20B17b.txt RF Fe 2.3*10^-4 128 0.0201 62   60 99.2 100 2 750 120 680 100 50 1 50 404-

394 

900 

21B17a.pdf Si 21B17a.txt RF Fe 2.4*10^-4 128 0.0199 39 0.026 60 97.7 100 2 750 120 680 100 50 1 50 393- 900 

22B17a.pdf Si 22B17a.txt RF Fe 2.4*10^-4 128 0.0199 39 0.026 60 99 100 2 750 120 680 100 50 1 50 398 900 

23B17a.pdf SS+Ni+Ti+AlN 23B17a.txt RF Fe 2.4*10^-4 128 0.0199 62 0.026 60 98.9 100 2 750 120 680 100 50 1 50 385 900 

23B17c.pdf SS+Ni+Ti+AlN 23B17c.txt RF Fe 3.5*10^-4 128 0.0199 62 0.026 60 97.7 100 2 750 120 715 100 50 1 50 359 900 

27B17a.pdf SS+Ni+Ti+AlN 27B17a.txt RF Fe 2.1*10^-4 128 0.0199 62 0.026 60 102.5 100 2 750 120 730 100 50 1 50 359 900 

27B17b.pdf SS+SS thin film 27B17b.txt RF Fe 3.2*10^-4 128 0.0199 62 0.026 60 100.7 100 2 750 120 700 100 50 1 50 357 900 

27B17c.pdf Si 27B17c.txt RF Fe 3.4*10^-4 128 0.0199 62 0.026 60 97.4 100 2 750 120 680 100 50 1 50 377-
404 

900 

03e18b (WACVD).pdf Si 27d18b.txt RF Fe 4.5*10^-4 135 0.0206 25 0.04 60 -118 100 2 750 120 600 (730) 100 50 1     1800 

28B17a (27B17a).pdf SS+Ni+Ti+AlN 28B17a.txt RF Fe 4.2*10^-4 128           100 2 750 120 730 100 50 1 50 344 900 

01C17a.pdf SS+SS 01C17a.txt RF Fe 1.7*10^-4 128 0.0167 62 0.026 60 97.7 100 2 750 120 680 100 50 1 50 370 900 

04G18a (WACVD).pdf Al2O3 
grid/Si/Al2O3 

04g18a.txt RF Fe 3.9*10^-4 135 0.021 50 0.04 60 -124.6 100 2 750 120 600 (730) 100 50 1     1800 

04G18b (WACVD).pdf Al2O3 

grid/Si/Al2O3 

04g18a.txt RF Fe 4.3*10^-4 135 0.021 75 0.04 60 -122.2 100 2 750 120 600 (730) 100 50 1     1800 

02C17a.pdf Si 02C17a.txt RF Fe 2.1*10^-4 128 0.0167 62 0.026 60 99.4-
98.5 

100 2 750 120 680 100 50 1 50 370 900 

04J17a (Al2O3).pdf Al2O3 04J17a.txt RF Al 2.7*10^-4 12.1 (17) 0.0043 600 0.016 120 -102                       

04J17a (Al2O3-Grid).pdf Al2O3 04J17a.txt RF Fe 3.5*10^-4 67 (128) 0.0198 90s / 

4nm 

0.047 60 -99 100 2 750 120 600 100 50 1     900 

04J17b (Shahzad).pdf  Si+Al2O3+Ni  04J17b.txt     3.5*10^-4             50 0.5 1200 300 680 100 50 1 50 322 900 
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  Substrate File Catalyst  PECVD 

source Target  Previous 

vacuum 
Pa 

Ar 

sccm 

Pressure 

mbar 

time s Depositi-

on rate 
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Powe

r 
W 

Vbias 

V 

H2 

sccm 

P 

mbar 

Ramp 
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s 
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time 
s 

Tfinal 

C 

NH3 

scc
m 

C2H2 

sccm 

P 

mbar 

RF 

W 

Vbias 

V_2 

Depositi-

on time 
s 

03C17b.pdf SS+Ni+Ti+AlN 03C17b.txt RF Fe 3.9*10^-4 128 0.0202 
(90sccm) 

40 0.026 60 99 100 2 750 120 700 100 50 1 50 344-
352 

900 

05C17a.pdf SS+Ni+Ti+AlN 05C17a.txt RF Fe 2.2*10^-4 128 0.0202 

(90sccm) 

40 0.026 60 99.7 100 2 750 120 715 100 50 1 50 350-

363 

900 

05C17b.pdf SS+Ni+Ti+AlN 05C17b.txt RF Fe 3.5*10^-4 128 0.0199 
(90sccm) 

40 0.026 60 99.7 100 2 750 120 730 100 50 1 50 381-
374 

900 

07C17a.pdf SS+Ni+Ti+AlO2 07C17a.txt RF Fe 1.9*10^-4 128 0.0199 

(90sccm) 

40 0.026 60 -99.9 100 2 750 120 680 100 50 1 50 351-

374 

900 

07C17b.pdf SS+Ni+Ti+AlO2 07C17b.txt RF Fe 3.7*10^-4 128 0.0199 
(90sccm) 

40 0.026 60 99.3 100 2 750 120 700 100 50 1 50 341-
354 

900 

07C17c.pdf SS+Ni+Ti+AlO2 07C17c.txt RF Fe 3.6*10^-4 128 0.0199 

(90sccm) 

40 0.026 60 97.8 100 2 750 120 730 100 50 1 50 354 900 

08C17a.pdf SS+Ni+Ti+AlO2 08C17a.txt RF Fe 3.6*10^-4 128 0.0199 
(90sccm) 

40 0.026 60 99.4 100 2 750 120 730 100 50 1 50 361 900 

08C17c.pdf SS+Ni+Ti+TaN 08C17c.txt RF Fe 3.3*10^-4 128 0.0199 

(90sccm) 

62 0.026 60 98.4 100 2 750 120 700 100 50 1 50 354-

360 

900 

09C17a.pdf SS+Ni+Ti+TaN 09C17a.txt RF Fe 2.0*10^-4 128 0.0199 
(90sccm) 

62 0.026 60 98.4 100 2 650 120 715 100 50 1 50 362 900 

09C17b.pdf SS+Ni+Ti+AlN 09C17b.txt RF Fe 2.6*10^-4 128 0.0199 62 0.026 60 97.9 100 2 750 120 680 100 50 1 50 367 900 

10C17a.pdf Si 10C17a.txt RF Fe 2.4*10^-4 128 0.0201 62   60 97.9 100 2 750 120 680 100 50 1 50 355 900 

10C17b.pdf SS+gradientSS+Al
N 

10C17b.txt RF Fe 3.4*10^-4 128 0.0199 62 0.026 60 96.8 100 2 750 120 680 100 50 1 50 -344 900 

05C18c (graphite sheet).pdf graphite sheet 05c18a.txt RF Fe 4.50E-04 135 0.0202 64 0.0383 60 -105.2 100 2 750 120 680 100 50 1 50 -387 900 

14C17a.pdf SS+Ni+Ti+AlN 14C17a.txt RF Fe 2.6*10^-4 128 0.0199 62 0.04 60 99.4 100 2 750 120 680 100 50 1 50 363 900 

14C17b.pdf SS+Ni+Ti+AlN 14C17b.txt RF Fe 3.8*10^-4 128 0.0199 62 0.04 60 97 100 2 750 120 680 100 50 1 50 363 900 

15C17a.pdf SS+Ni+Ti+AlN 15C17a.txt RF Fe 3.8*10^-4 128 0.0199 62 0.04 60 98.3 100 2 750 120 715 100 50 1 50 370-
358 

900 

15C17b.pdf SS+SSgradient+Al

N 

15C17b.txt RF Fe 2.5*10^-4 128 0.0199 62 0.04 60 -98 100 2 750 120 730 100 50 1 50 370-

329 

900 

05G18a (WACVD).pdf Al2O3 grid 05g18a.txt RF Fe 4.6*10^-4 135 0.021 50 0.04 60 -124.6 100 2 750 120 600 (730) 100 50 1     1800 

17C17a.pdf Si 16C17a.txt RF Fe 2.0*10^-4 128 0.0199 62 0.04 60 100.5 100 2 750 120 700 100 50 1 50 -335 1200 

27C17a.pdf Si+Al2O3 27C17a.txt RF Fe 3.0*10^-4 128 0.0199 50 0.026 60 98.4 100 2 750 120 700 100 50 1 50   1800 

29C17a.pdf Si+gradient 

SS304+AlN 

29C17a.txt RF Fe 2.5*10^-4 128 0.0199 62 0.04 60 98 100 2 750 120 680             

29C17b.pdf Si+gradient 
SS304+AlN 

29C17b.txt RF Fe 5.0*10^-4 128 0.0199 62 0.04 60 96.5 100 2 750 120 700             

05K18a (copper+DLC+test).pdf Copper 05K18a.txt     3.3*10^-4                                   

03D17a.pdf Si+gradient 

SS304+AlN 

03D17a.txt RF Fe 4.6*10^-4 128 0.0201 50 0.04 60 97.2 100 2 750 120 730 100 50 1     1800 

05D17a.pdf Cu+graphene 05D17a.txt RF Fe 4.0*10^-4 128 0.0201 62 0.04 60 97.5                       

05D17b.pdf Cu 05D17b.txt RF Fe 3.4*10^-4 128 0.0201 62 0.04 60 97.2 100 2 750 120 680             

05D17c.pdf Cu+graphene 05D17c.txt RF Fe 3.5*10^-4 128 0.0201 62 0.04 60 98 100 2 750 120 680             

06D17a.pdf Si+Al2O3 06D17a.txt RF Fe 3.1*10^-4 128 0.0201 50 0.04 60 99.5 100 2 750 120 600 100 50 1 - - 1800 

06D18a (SS304+CNTs).pdf SS304 06D18a.txt     7.6*10^-4             100 2 750 120 730 100 50 1 50 1.0182

8 

600 

06E19a-SS304+GSS304+AlN.pdf SS+SSgradient+Al
N 

06E19a.txt RF Fe 4.7*10^-4 128 0.0199 83 
(2.5nm

) 

0.03 60 -
0.99416

3424 

100 2 750 120 730 100 50 1 50 1.0222
2 

900 

06E19b-SS304+GSS304+AlN.pdf SS+SSgradient+Al
N 

06E19b.txt RF Fe 3.3*10^-4 128 0.0199 83 
(2.5nm

) 

0.03 60 -
0.99700

2997 

100 2 750 120 730 100 50 1 50 1.0084
7 

900 

07D17a.pdf Si+Al2O3 07D17a.txt RF Fe 2.4*10^-4 128 0.0201 50 0.04 60 97.3 100 2 750 120 600 100 50 1 - - 1800 

06J17a (Al2O3).pdf Al2O3 06J17a.txt RF Al 2.7*10^-4 12.1 (17) 0.0043 600 0.016 120 -94                       

06J17a (Al2O3-Grid).pdf Al2O3 06J17a.txt RF Fe 3.4*10^-4 67 (128) 0.0198 64s / 

3nm 

0.047 60 -105 100 2 750 120 600 100 50 1     900 

06K18a (copper+DLC+test).pdf Copper 06K18a.txt     3.3*10^-4                                   

07D17b.pdf Si+Al2O3 07D17b.txt RF Fe 3.5*10^-4 128 0.0201 38 0.04 60 95.4 100 2 750 120 600 100 50 1 - - 1800 

10D17a.pdf Si+Al2O3 10D17a.txt RF Fe 3.0*10^-4 128 0.0201 25 0.04 60 97.6 100 2 750 120 600 100 50 1 - - 1800 

10D17b.pdf Si+Al2O3 10D17b.txt RF Fe 3.5*10^-4 128 0.0201 50 0.04 60 98.6 100 2 750 120 600 100 50 1 - - 1800 

19D17a.pdf Si 10D17b.txt RF Al 2.8*10^-4 8.6 (via 

H2) 

0.0203   0.04 120 -187                 - -   

11D17a.pdf Si+Al2O3 11D17a.txt RF Fe 2.2*10^-4 128 0.0201 13 0.04 60 98.7 100 2 750 120 600 100 50 1 - - 1800 

20D17a.pdf Cu+graphene 20D17b.txt RF Al 2.8*10^-4 8.6 (via 

H2) 

0.0203   0.04 120 -187                 - -   

23D17a (Depth profile XPS).pdf SS+gradientSS+Al

N 

23D17a.txt RF Fe 3.9*10^-4 128 (90 

H2 line) 

0.0201 62 0.04 60 97.5 100 2 750 120 680 100 50 1     1200 

25D17a.pdf Cu+graphene 25D17a.txt RF Al 1.8*10^-4 8.6 (via 

H2) 

0.0033 318 0.04 120 -182.4 100 2 750 120 650 100 50 1 - - 600 

27D17a.pdf Cu+graphene 27D17a.txt RF Al 1.8*10^-4 8.6 (via 

H2) 

0.0033 318 0.04 120 -183.7 100 2 750 120 650 100 50 1 - - 600 

28D17a.pdf Cu+graphene 28D17a.txt RF Al 1.8*10^-4 8.6 (via 

H2) 

0.0033 318 0.04 120 -183.7 100 2 750 120 650 100 50 1 - - 600 

02F17a-Al calibration.pdf Glass 02F17a.txt RF Al 2.4*10^-4 42(via 
H2) 

0.01 1800   120 -120.9                 -     

02F17b-Al2O3 calibration.pdf Glass 02F17b.txt RF Al 2.4*10^-4 8.6(via 

H2) 

0.0034 2700   120 -106.9                 -     
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  Substrate File Catalyst  PECVD 
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vacuum 
Pa 

Ar 
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time s Depositi-
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W 
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V 

H2 
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P 
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s 
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02F17c-AlN calibration.pdf Glass 02F17c.txt RF Al 3.3*10^-4 5.6(via 
H2) 

0.0031 2700   120 -128.6                 -     

22F17a (similar 15B17d).pdf Si 22f17a.txt RF Fe 4.1*10^-4 128(90 

via H) 

0.0194 77 0.04 60 100.7 100 2 750 120 680 100 50 1 50 333 900 

23F17a (similar 16B17a).pdf Si 23F17a.txt RF Fe 2.3*10^-4 128 (90 
via H2)  

0.0194 39 0.026 60 97.1 100 2 750 120 680 100 50 1 50 332 900 

26F17a (similar 16B17a).pdf Si 26F17a.txt RF Fe 2.3*10^-4 128 (90 

via H2)  

0.0194 39 0.026 60 94.9 100 2 750 120 680 100 50 1 50 332 900 

27F17a (Fe calibration)-new target.pdf Glass 27F17a.txt RF Fe 4.3*10^-4 128 (90 
H2 line) 

0.0203 600   60 -102                       

27F17b (similar 21D17g) WACVD.pdf SS+gradientSS9+A

lN 

27F17b.txt RF Fe 4.1*10^-4 128 (90 

H2 line) 

0.0206 62 0.04 60 -101.2 100 2 750 120 600 100 50 1     1200 

07e18a (WACVD).pdf Si 07e18a.txt RF Fe 2.6*10^-4 135 0.0218 25 0.04 60 -125.6 100 2 750 120 600 (730) 100 50 1     1800 

29F17a (calibration Al).pdf Glass 29F17a.txt RF Al 3.7*10^-4 40 (58) 0.0101 600   120 -123.1                       

29F17b (Al2O3 calibration).pdf Glass 29F17b.txt RF Al 3.8*10^-4 37 (51) 0.0109 600   120 -88.5                       

08C17b.pdf SS+Ni+Ti+TaN 08C17b.txt RF Fe 3.5*10^-4 128 0.0199 

(90sccm) 

62 0.026 60 96.3 100 2 750 120 680 100 50 1 50 355 900 

30F17a (similar 21D17g) WACVD.pdf SS+gradientSS+Al
N 

30F17a.txt RF Fe 4.2*10^-4 128 (90 
H2 line) 

0.0206 55 0.0445 60 -104.3 100 2 750 120 600 100 50 1     1200 

30F17b (similar 21D17g) WACVD.pdf SS+gradientSS+Al

N 

30F17b.txt RF Fe 4.6*10^-4 128 (90 

H2 line) 

0.0206 55 0.0445 60 -102.7 100 2 750 120 600 100 50 1     1200 

08J18a (SS304+DLC+CNTs).pdf SS304 08J18a.txt RF Fe 5.4*10^-4 135 0.021 75 
(3nm) 

0.04 60 1.01322
314 

100 2 750 120 680 100 50 1 50 1.0370
4 

600 

03G17a (similar 21D17g) WACVD.pdf SS+gradientSS+Al

N 

03G17a.txt RF Fe 3.7*10^-4 128 (90 

H2 line) 

0.0202 55 0.0445 60 -103.5 100 2 750 120 600 100 50 1     1200 

03G17b (similar 21D17g) WACVD.pdf SS+gradientSS+Al
N 

03G17b.txt RF Fe 3.8*10^-4 128 (90 
H2 line) 

0.0202 55 0.0445 60 -101.3 100 2 750 120 600 100 50 1     1200 

09A18a (graphite sheet).pdf graphite sheet 09A18a.txt RF Fe 5.9*10^-4 135 0.021 64 

(3nm) 

0.047 60 -

1.01252
4085 

100 2 750 120 600 100 50 1 50 -382 600 

05G17a (similar 21D17g) WACVD.pdf SS+gradientSS+Al

N 

05G17a.txt RF Fe 2.9*10^-4 128 (90 

H2 line) 

0.0202 55 0.0445 60 -96.8 100 2 750 120 600 100 50 1     1200 

06G17a (similar 21D17g) WACVD.pdf SS+gradientSS+Al
N 

05G17a.txt RF Fe 2.8*10^-4 128 (90 
H2 line) 

0.0202 55 0.0445 60 -99.5 100 2 750 120 600 100 50 1     1200 

07G17a (similar 21D17g) WACVD.pdf SS+gradientSS+Al

N 

07G17a.txt RF Fe 3.9*10^-4 128 (90 

H2 line) 

0.0202 55 0.0445 60 -98.5 100 2 750 120 600 100 50 1     1200 

09D18a (ref 

15C17b)(SS304+GSS304+AlN).pdf 

SS+SSgradient+Al

N 

09D18a.txt RF Fe 4.7*10^-4 135 0.0199 78 

(3nm) 

0.0383 60 1.00482

6255 

100 2 750 120 730 100 50 1 50 1.0641 900 

09G18a (SS304)(Surface morphology XPS XRD).pdf Succes

s 

                Without 

diffusion 

barrier and 
catalyst 

                    

09G18b (SS304)(Surface morphology XPS XRD).pdf Succes

s 

                Without 

diffusion 
barrier and 

catalyst 

                    

09G18c (SS304)(Surface morphology XPS XRD).pdf Succes
s 

                Without 
diffusion 

barrier and 
catalyst 

                    

09G18d (SS304)(Surface morphology XPS XRD).pdf Succes

s 

                Without 

diffusion 

barrier and 
catalyst 

                    

09G19a (SS304+CNTs)-Ref(04L18c).pdf SS304 09G19a.txt     1.0*10^-4             100 1 900 620 500/730 100 50 1 50 -324 1800 

09G19b (SS304+CNTs)-Ref(04L18c).pdf SS304 09G19b.txt     1.8*10^-4             100 1 900 620 500/780 100 50 1 50 -

0.0026 

1800 

09G19c (SS304+CNTs)-Ref(04L18c).pdf SS304 09G19c.txt     4.3*10^-4             100 1 900 620 500/780 100 50 1 50 0.8753
3 

1800 

09G19d (SS304+CNTs)-Ref(04L18c).pdf SS304 09G19d.txt     5.0*10^-4             100 1 900 620 500/780 100 50 1 50 0.9185

8 

1800 

10G17a (similar 16B17a) PECVD.pdf Si (cuarter) 10G17a.txt RF Fe 3.0*10^-4 128 (90 
via H2) 

0.0194 35 0.045 60 97.6 100 2 750 120 680 100 50 1 50 317 900 

10G17b (similar 16B17a) PECVD.pdf Si 10G17b.txt RF Fe 3.9*10^-4 128 (90 

via H2) 

0.0194 35 0.045 60 100 100 2 750 120 680 100 50 1 50 323 900 

11G17a (similar 16B17a) PECVD.pdf Si 11G17a.txt RF Fe 3.5*10^-4 128 (90 
via H2) 

0.0194 35 0.045 60 99.9 100 2 750 120 680 100 50 1 50 329 900 

12G17a (WACVD).pdf Si 12G17a.txt RF Fe 3.5*10^-4 128 0.0201 45 0.045 60 100.2 100 2 750 120 600 100 50 1 - - 1800 

13G17a (WACVD).pdf Si(cuarter) 13G17a.txt RF Al 3.1*10^-4 8.6 

(12.5) 

0.0033 227 0.044 120 -107                       

13G17b (WACVD).pdf Si(cuarter) 13G17b.txt RF Al 4.2*10^-4 8.6 
(12.5) 

0.0033 635 0.044 120 -107 100 2 750 120 600 100 50 1     1800 

17G17a (WACVD).pdf Si(cuarter) 17G17a.txt RF Al 3.7*10^-4 8.6 

(12.5) 

0.0033 635 0.044 120 -100 100 2 750 120 600 100 50 1     1800 

19G17a (WACVD).pdf Si 18G17a.txt RF Al 3.5*10^-4 8.6 

(12.5) 

0.033 635 0.044 120 -103.3 100 2 750 120 600 100 50 1     1800 

09e18a (WACVD).pdf Si+Al2O3 09e18a.txt RF Fe 5.3*10^-4 135 0.0203 15 0.04 60 -121.5 100 2 750 120 600 (730) 100 50 1     1800 

09e18b (WACVD).pdf Si+Al2O3 09e18a.txt RF Fe 5.3*10^-4 135 0.0203 15 0.04 60 -121.5 100 2 750 120 600 (730) 100 50 1     1800 

10A18a (graphite sheet).pdf graphite sheet 10a18a.txt RF Fe 6.6*10^-4 135 0.021 64 
(3nm) 

0.047 60 -
0.99530

0752 

100 2 750 120 600 100 50 1 50 -378 600 
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10A18b (SS304+DLC).pdf SS304 10a18b.txt RF Fe 6.7*10^-4 135 0.021 64 
(3nm) 

0.047 60 -
1.01246

4046 

100 2 750 120 600 100 50 1 50 1.0302
2 

600 

20G17a (WACVD).pdf Si 20G17a.txt RF Al 2.9*10^-4 8.6 
(12.5) 

0.033 635 0.044 120 -106.7 100 2 750 120 600 100 50 1     600 

20G17b (WACVD).pdf Si 20G17a.txt RF Al 2.9*10^-4 8.6 

(12.5) 

0.033 635 0.044 120 -106.5 100 2 750 120 600 100 50 1     600 

27G17a (Al2O3-Grid).pdf Al2O3 27G17a.txt RF Fe 2.8*10^-4 90 (128) 0.02 90 0.044 60 -100.7 100 2 750 120 600 100 50 1     1800 

28G17a (Al2O3-Grid).pdf Al2O3 28G17a.txt RF Fe 4.3*10^-4 90 (128) 0.02 23 0.044 60 -100.7 100 2 750 120 600 100 50 1     1800 

30H17a (similar 16B17a) PECVD.pdf Si (cuarter) 30H17a.txt RF Fe 3.0*10^-4 128 (90 

via H2) 

0.0194 35 0.045 60 97.6 100 2 750 120 680 100 50 1 50 317 900 

09I17a (similar 16B17a) PECVD.pdf Si 08I17a.txt RF Fe 3.0*10^-4 128 (90 
via H2) 

0.0211 35 0.045 60 99.9 100 2 750 120 680 100 50 1 50 329 900 

10G18a (SS304+CNTs).pdf SS304 10g18a     4.2*10^-4             100 2 750 120 730 100 50 1 50 1.0095

7 

600 

10G18b (WACVD).pdf Al2O3 grid and 
Al2O3 

grid/Si/Al2O3 

10g18b.txt RF Fe 4.6*10^-4 135 0.021 37.5 0.04 60 -124.6 100 2 750 120 600 (730) 100 50 1     1800 

10G19a (SS304+CNTs)-Ref(04L18c).pdf SS304 10G19a.txt     5.0*10^-4             100 1 900 620 500/780 100 50 1 50 0.9185
8 

1800 

10G19b (SS304+CNTs)-Ref(04L18c).pdf SS304 10G19b.txt     1.8*10^-4             100 1 900 620 500/780 100 50 1 50 0.9898

2 

1800 

10G19c (SS304+CNTs).pdf SS304 10G19c.txt     3.3*10^-4             100 1 900 620 500/780 100 50 1 50 0.9669
2 

1800 

10G19d (SS304+CNTs).pdf SS304 10G19d.txt     6.0*10^-4             100 1 900 620 500/780 100 50 1 50 -

0.0028 

1800 

10I18a (SS304+CNTs).pdf SS304 10I18a.txt     3.5*10^-4             100 2 750 120 730 100 50 1 50 1.0120
5 

600 

10J17a (Al2O3).pdf Al2O3 10J17a.txt RF Al 1.9*10^-4 12.1 (17) 0.0043 600 0.016 120 -97                       

10J17a (Al2O3-Grid).pdf Al2O3 10J17a.txt RF Fe 5.5*10^-4 67 (128) 0.0198 64s / 

3nm 

0.047 60 -105 100 2 750 120 600 100 50 1     900 

12I17a (Al2O3-Grid).pdf Al2O3 12I17a.txt RF Fe 2.8*10^-4 66 (128) 0.02 90 0.044 60 -100.7 100 2 750 120 600 100 50 1     3600 

10J18b (SS304+DLC+CNTs).pdf SS304 10J18b.txt RF Fe 5.6*10^-4 135 0.021 75 

(3nm) 

0.04 60 1.01243

7811 

100 2 750 120 680 100 50 1 50 0.9775

6 

600 

15I17b (WACVD on copper).pdf Cu 15I17b.txt RF Fe 4.2*10^-4 66 (128) 0.0202 45 0.044 60 -107 100 2 750 120 600 100 50 1     900 

17I17a  (similar15B17d).pdf Si 17I17a.txt RF Fe 4.1*10^-4 128(90 
via H) 

0.0194 77 0.04 60 109.5 100 2 750 120 680 100 50 1 50 333 900 

18I17a (Al2O3-Grid).pdf Al2O3 18I17a.txt RF Fe 2.8*10^-4 66 (128) 0.02 90 0.044 60 -100.7 100 2 750 120 600 100 50 1     3600 

19I17a (Al2O3-Grid).pdf Al2O3 19I17a.txt RF Fe 2.8*10^-4 66 (128) 0.02 90 0.044 60 -99.7 100 2 750 120 600 100 50 1     3600 

19I17b (similar 16B17a).pdf Si 19I17b.txt RF Fe 3.5*10^-4 128 (90 
via H2) 

0.0194 35 0.045 60 100.4 100 2 750 120 680 100 50 1 50 329 900 

20I17a (similar 16B17a).pdf Si 20I17a.txt RF Fe 3.5*10^-4 128 (67 

via H2) 

0.0194 35 0.045 60 100.4 100 2 750 120 680 100 50 1 54 333 900 

10e18a (WACVD).pdf Si+Al2O3 10e18a.txt RF Fe 3.8*10^-4 135 0.0205 10 0.04 60 -121.5 100 2 750 120 600 (730) 100 50 1     1800 

10e18b (WACVD).pdf Si+Al2O3 10e18b.txt RF Fe 3.7*10^-4 135 0.0205 12.5 0.04 60 -121.5 100 2 750 120 600 (730) 100 50 1     1800 

20I17b (Shahzad).pdf  Si & Cu+Al2O3+Ni 
(two substrates) 

20I17b.txt                   100 2 750 300 
(with 

plasma

) 

600 100 50 1     900 

21I17a (Al2O3-Grid).pdf Al2O3 21I17a.txt RF Fe 2.8*10^-4 66 (128) 0.02 90 0.044 60 -99.7 100 2 750 120 600 100 50 1     3600 

22I17a (Fe calibration).pdf Glass 21I17a.txt RF Fe 3.5*10^-4 128 (66 
via H2) 

0.0194 600   60 100.4                       

22I17b (Al calibration).pdf Glass 21I17b.txt RF Al 3.5*10^-4 128 (44 

via H2) 

0.0103 300   60 100.4                       

22I17c (Al2O3 calibration).pdf Glass 21I17c.txt RF Al 3.5*10^-4 (18 via 
H2) 

0.0061 1800   90 84.9                       

11G18a (WACVD).pdf Al2O3 

grid/Si/Al2O3 

11g18a.txt RF Fe 5.0*10^-4 135 0.021 50 0.04 60 -123.6 100 2 750 120 600 (730) 100 50 1     1800 

29I17a (Al2O3-Grid).pdf Al2O3 29I17a.txt RF Fe 2.8*10^-4 66 (128) 0.02 85 0.047 60 -99.7 100 2 750 120 600 100 50 1     3600 

02J17a (Al2O3-Grid).pdf Al2O3 02J17a.txt RF Fe 3.5*10^-4 66 (128) 0.0219 106s / 
5nm 

0.047 60 -99.9 100 2 750 120 600 100 50 1     2100 

02J17b (Shahzad).pdf  Si+Al2O3+Ni & 

Cu+Al2O3+Ni 

02J17b.txt     3.5*10^-4             50 0.5 1200 300 680 100 50 1 50 322 900 

02J17c (Al2O3-Grid).pdf Al2O3 02J17c.txt RF Fe 3.5*10^-4 66 (128) 0.0219 106s / 
5nm 

0.047 60 -98.3 100 2 750 120 600 100 50 1     900 

02J17d  (similar15B17d).pdf Si 02J17d.txt RF Fe 3.9*10^-4 128(66 

via H) 

0.0194 64s/ 

3nm 

0.047 60 98.1 100 2 750 120 680 100 50 1 50 333 900 

11J17a  (similar15B17d).pdf Si+AlN 11J17a.txt RF Fe 3.0*10^-4 128(66 
via H) 

0.0194 64s/ 
3nm 

0.047 60 108 100 2 750 120 680 100 50 1 50 333 900 

11e18a (WACVD).pdf Si+Al2O3 11e18a.txt RF Fe 3.7*10^-4 135 0.0205 17.5 0.04 60 -122.6 100 2 750 120 600 (730) 100 50 1     1800 

11J17b  (similar15B17d).pdf Si+AlN 11J17b.txt RF Fe 3.0*10^-4 128(66 
via H) 

0.0194 64s/ 
3nm 

0.047 60 105 100 2 750 120 680 100 50 1 50 322 900 

17J17a  (similar15B17d).pdf Si+AlN 17J17a.txt RF Fe 3.0*10^-4 128(66 

via H) 

0.0194 64s/ 

3nm 

0.047 60 104.7 100 2 750 120 680 100 50 1 50 322 900 

19J17a (Ash).pdf SS 19J17a.txt RF Fe 4.7*10^-4 128 (66 
H2 line) 

0.0201 53 0.047 60 -104.9 100 2 750 120 600 100 50 1     1800 

20J17a (Ash).pdf SS 20J17a.txt RF Fe 4.7*10^-4 128 (66 

H2 line) 

0.0201 85 0.047 60 -105.8 100 2 750 120 600 100 50 1     1800 

23J17a (Ash).pdf SS 23J17a.txt RF Fe 1.9*10^-4 128 (66 
H2 line) 

0.0201 32 0.047 60 -106.2 100 2 750 120 600 100 50 1     1800 
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12D17a (calibration Al).pdf Glass 12D17a.txt RF Al 1.9*10^-4 42 (58) 0.0103 600   120 -190                       

12D17b (calibration Al2O3).pdf Glass 12D17b.txt RF Al 2.8*10^-4 37 (51) 0.0109 600   120 -184                       

12D17c (calibration Al2O3).pdf Glass 12D17c.txt RF Al 2.8*10^-4 37 (51) 0.0107 600   120 -180                       

12D17c.pdf Si+Al2O3 10D17b.txt RF Fe 2.8*10^-4 128 0.0203 50 0.04 60 -97 100 2 750 120 600 100 50 1.0132 - - 1800 

12D18a (WACVD).pdf Si 12d18a.txt RF Fe 6.5*10^-4 135 0.0202 64 0.0383 60 -103.2 100 2 750 120 600 (730) 100 50 1     900 

12D18b (WACVD).pdf Si 12d18b.txt RF Fe 5.5*10^-4 135 0.0203 64 0.0383 60 -104 100 2 750 120 600 (730) 100 50 1     900 

26J17a  (Shahzad).pdf  Si 26J17a.txt RF Fe 2.7*10^-4 128(66 
via H) 

0.0208 64s/ 
3nm 

0.047 60 -106.6 100 2 750 120 680 100 50 1 50 -334 300 

12F18b (WACVD).pdf Si+Al2O3 12f18a.txt RF Fe 4.8*10^-4 135 0.0225 20 0.04 60 -119.7 100 2 750 120 600 (730) 100 50 1     1800 

31J17a  (Shahzad).pdf  Cu 31J17a.txt RF Fe 2.7*10^-4 128(66 

via H) 

0.0208 64s/ 

3nm 

0.047 60 -106.6 100 2 750 120 680 100 50 1 50 -310 900 

12G18a (SS304)(Surface morphology XPS XRD).pdf Succes
s 

Decapado 
uniforme 

              Without 
diffusion 

barrier and 
catalyst 

                    

12G18b (SS304)(Surface morphology XPS XRD).pdf Succes

s 

decapado 

poco 

uniforme 

              Without 

diffusion 

barrier and 
catalyst 

                    

12G18c (SS304)(Surface morphology XPS XRD).pdf Succes

s 

decapado 

poco 
uniforme 

              Without 

diffusion 
barrier and 

catalyst 

                    

12G18d (WACVD).pdf Al2O3 
grid/Si/Al2O3 

11g18a.txt RF Fe 5.0*10^-4 135 0.021 50 0.04 60 -123.6 100 2 750 120 600 (730) 100 50 1     1800 

03K17d (Ash).pdf SS mesh+Al2O3 03K17d.txt RF Fe 4.7*10^-4 67 (128) 0.02 64 0.047 60 -107 100 2 750 120 600 100 50 1     1800 

11A18a (graphite sheet).pdf graphite sheet 11a18a.txt RF Fe 3.6*10^-4 135 0.021 64 

(3nm) 

0.047 60 -106.3 100 2 750 120 680 100 50 1 50 -534 600 

11A18b (graphite sheet).pdf graphite sheet 11a18b.txt RF Fe 3.6*10^-4 135 0.021 64 
(3nm) 

0.047 60 -107.7 100 2 750 120 680 100 50 1 50 -483/- 600 

12A18a (graphite sheet).pdf graphite sheet 12a18a.txt RF Fe 3.8*10^-4 135 0.021 64 

(3nm) 

0.047 60 -104.8 100 2 750 120 680 100 50 1 50 -392/ 600 

14A18a (graphite sheet).pdf graphite sheet 14a18a.txt RF Fe 3.8*10^-4 135 0.021 64 
(3nm) 

0.047 60 1.00753
2957 

100 2 750 120 680 100 50 1 50 -392/ 600 

15A18a (Si).pdf Si 15a18a.txt RF Fe 3.8*10^-4 135 0.0202 64 

(3nm) 

0.047 60 1.00568

1818 

100 2 750 120 680 100 50 1   -392/ 900 

29A18a (graphite sheet).pdf graphite sheet 29a18a.txt RF Fe 3.2*10^-4 135 0.021 64 
(3nm) 

0.047 60 1.01224
1055 

100 2 750 120 680 (730 
CVD) 

100 50 1     900 

31A18a (graphite sheet).pdf graphite sheet 31a18a.txt RF Fe 3.0*10^-4 135 0.021 64 

(3nm) 

0.047 60 1.01229

8959 

100 2 750 120 680 100 50 1 50 -

393V/

380V 

900 

13B17a.pdf Si 13B17a.txt RF Fe 3.2*10^-4 128 0.0194 200 0.015 60 102 100 2 750 120 680 100 50 1 50 397 900 

13B17b.pdf Si 13B17b.txt RF Fe 4.7*10^-4 128 0.0194 233 0.015 60 101.3 100 2 750 120 680 100 50 1 50 378 900 

31A18b (graphite sheet).pdf graphite sheet 31a18b.txt RF Fe 3.0*10^-4 135 0.0205 43 
(2nm) 

0.047 60 1.00477
5549 

100 2 750 120 680 (730 
CVD) 

100 50 1 50 -
393V/

380V 

900 

05B18a (IBEC).pdf Si 05b18a.txt RF Fe 2.6*10^-4 135 0.0202 64 
(3nm) 

0.047 60 -105.3 100 2 750 120 680 100 50 1   -387/ 900 

05B18b (IBEC).pdf Si 05b18b.txt RF Fe 3.7*10^-4 135 0.0202 64 

(3nm) 

0.047 60 1.01620

591 

100 2 750 120 680 100 50 1   -394 900 

06B18a (graphite sheet+AlO2).pdf graphite sheet 06b18a.txt RF Fe 3.2*10^-4 135 0.0202 64 
(3nm) 

0.047 60 1.00657
277 

100 2 750 120 680 100 50 1 50 -398V 900 

07B18a (graphite sheet+AlO2).pdf graphite sheet 07b18a.txt RF Fe 2.3*10^-4 135 0.0202 64 

(3nm) 

0.047 60 -106.7 100 2 750 120 630 (730) 100 50 1 50 -398V 900 

13C17a.pdf SS+gradientSS+Al
N 

13C17a.txt RF Fe 3.4*10^-4 128 0.0199 62 0.026 60 -98 100 2 750 120 700 100 50 1 50 -352 900 

13C17b.pdf SS+Ni+Ti+AlN 13C17b.txt RF Fe 2.8*10^-4 128 0.0199 62 0.026 60 -98 100 2 750 120 700 100 50 1 50 -380 900 

13C17c.pdf SS+Ni+Ti+AlN 13C17c.txt RF Fe 2.8*10^-4 128 0.0199 62 0.04 60 -96.5 100 2 750 120 680 100 50 1 50 -380 900 

13C18a 
(SS304+DLC+CNTs)(WACVD).pdf 

SS304 13C18a.txt RF Fe 3.9*10^-4 135 0.021 78 
(3nm) 

0.0383 60 -
1.01725

791 

100 2 750 120 600/730 100 50 1     600 

13E19a-SS304+CNTs (H2O plasma).pdf  SS+CNTs 13E19a.txt     3.4*10^-4                                   

13F18a (WACVD).pdf Si+Al2O3 13f18a.txt RF Fe 4.7*10^-4 135 0.0207 25 0.04 60 -121.8 100 2 750 120 600 (730) 100 50 1     1800 

13F18b (WACVD).pdf Si+Al2O3 13f18b.txt RF Fe 4.8*10^-4 135 0.021 25 0.04 60 -121.8 100 2 750 120 600 (730) 100 50 1     1800 

08B18a (WACVD).pdf Si 08b18a.txt RF Fe 4*10^-4 135 0.0202 64 

(3nm) 

0.047 60 -101.8 100 2 750 120 600 (730) 100 50 1 50 -398V 900 

13G17b (Al2O3).pdf Si 13G17b.txt RF Al 4.2*10^-4 8.6 
(12.5) 

0.0033 635 0.016 120 -105                       

12B18a (WACVD).pdf Si 12b18a.txt RF Fe 3.2*10^-4 135 0.0202 64 

(3nm) 

0.047 60 -105.3 100 2 750 120 600 (730) 100 50 1 50 -398V 900 

13I17c (test-Si).pdf Si 13I17c.txt RF Fe 4.7*10^-4 65 (128) 0.019 45 0.044 60 -107 100 2 750 120 600 100 50 1 50 -344 900 

13B18a (WACVD).pdf Si 13b18a.txt RF Fe 2.6*10^-4 135 0.0202 64 
(3nm) 

0.047 60 -106.6 100 2 750 120 600 (730) 100 50 1 50 -398V 900 

13K18a (Copper+SS-nucleation 

study).pdf 

Copper+SS304 13K18a.txt     3.1*10^-4             100 2 750 120 730             

13K18b (Copper+SS+CNTs).pdf Copper+SS304 13K18b.txt     4.8*10^-4             100 2 750 120 730 100 50 2 50 -380 900 

21B18a (graphite sheet).pdf graphite sheet 21b18a.txt RF Fe 2.60E-04 135 0.0202 64 0.0383 60 -104.5 100 2 750 120 680 100 50 1 50 -380/- 1800 

22B18a (graphite sheet).pdf graphite sheet 22b18a.txt RF Fe 2.60E-04 135 0.0202 64 0.0383 60 -104.7 100 2 750 120 600/730 100 50 1     900 
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02C18a (WACVD).pdf Si 02c18a.txt RF Fe 2.6*10^-4 135 0.0202 64 0.0383 60 -108.1 100 2 750 120 600 (730) 100 50 1     900 

05C18a (WACVD).pdf Si 05c18a.txt RF Fe 4.5*10^-4 135 0.0202 64 0.0383 60 -106.5 100 2 750 120 600 (730) 100 50 1     150 

05C18b (WACVD).pdf Si 05c18b.txt RF Fe 3.4*10^-4 135 0.0202 64 0.0383 60 -105.6 100 2 750 120 600 (730) 100 50 1     150 

09C18a  (WACVD).pdf Si 09C18a.txt RF Fe 3.3*10^-4 135 0.0202 64s 0.0383 60 -104.9 100 2 750 120 600/730 100 50 1     150 

16D18a (Cleaning Fe target).pdf Glass 16d18a.txt RF Fe 5.5*10^-4 135 0.0207 300   60 -123.7                       

16D18b (Fe calibration).pdf Glass 16d18b.txt RF Fe   135   1800 0.04 60                         

14B18a (Fe callibration).pdf glass (PREMIERE, 
Ted Pella) 1"X1" 

14b18a.txt RF Fe 3.3*10^-4 135 0.0202 600 
(~33n

m) 

0.0383 60 -105.6                       

23D18a (PECVD).pdf Si 23d18a.txt RF Fe 3.6*10^-4 135 0.0203 75 0.04 60 -122.9 100 2 750 120 680 100 50 1 50   900 

23D18b (PECVD).pdf SS 23d18b.txt RF Fe 4.8*10^-4 135 0.0203 75 0.04 60 -120.5 100 2 750 120 600 (730) 100 50 1 50 387 1800 

23D18c (WACVD).pdf Si 23d18c.txt RF Fe 4.8*10^-4 135 0.0203 62 0.04 60 -119.8 100 2 750 120 600 (730) 100 50 1 50 387 1800 

14F18a (WACVD).pdf Si+Al2O3 14f18a.txt RF Fe 6.4*10^-4 135 0.021 25 0.04 60 -121.8 100 2 750 120 600 (730) 100 50 1     1800 

14I18a (SS304+CNTs).pdf SS304 14I18a.txt     6.5*10^-4             100 2 750 120 730 100 50 1 50 1.0376

5 

600 

08e18a (WACVD).pdf Si+Al2O3 08e18a.txt RF Fe 2.8*10^-4 135 0.0206 25 0.04 60 -120.2 100 2 750 120 600 (730) 100 50 1     1800 

14K18a (Copper+SS+CNTs).pdf Copper+SS304 14K18a.txt     2.5*10^-4             100 2 750 120 730 100 50 1 50 1.0335
9 

900 

14K18b (Copper+SS+CNTs).pdf Copper+SS304 14K18b.txt     4.9*10^-4             100 2 750 120 730 100 50 1 50 1.0852

7 

900 

14K18c (Copper+SS+CNTs).pdf Copper+SS304 14K18c.txt     5.0*10^-4             100 2 750 120 730 100 50 1 50 1.0381
9 

900 

02e18a (PECVD).pdf Graphite 02e18a.txt RF Fe 1.7*10^-4 135 0.021 75 0.04 60 -122.5 100 2 750 120 680 100 50 1 50 371 900 

11F18a (PECVD).pdf Graphite 11f18a.txt RF Fe 4.8*10^-4 135 0.0203 75 0.04 60 -121.2 100 2 750 120 680 100 50 1 50 385 900 

12F18a (PECVD).pdf Graphite 12f18a.txt RF Fe 4.2*10^-4 135 0.0203 62 0.04 60 -122.3 100 2 750 120 680 100 50 1 50 385 900 

04I18a (SS304+CNTs).pdf SS304 04I18a.txt     8.6*10^-4             100 2 750 120 730 100 50 1 50 0.9660
6 

600 

14e18a (WACVD).pdf Si+Al2O3 11e18a.txt RF Fe 2.8*10^-4 135 0.0205 17.5 0.04 60 -122.6 100 2 750 120 600 (730) 100 50 1     1800 

05I18a (SS304+CNTs).pdf SS304 05I18a.txt     8.6*10^-4             100 2 750 120 730 100 50 1 50 0.9660

6 

600 

05I18b (SS304+CNTs).pdf SS304 05I18b.txt     4.7*10^-4             100 2 750 120 730 100 50 1 50 1.0101

5 

600 

15B17b-Fe calibration.pdf Glass 15B17b.txt RF Fe 3.5*10^-4 128 0.0195 1200   60 98                       

15B17c-Fe calibration.pdf Glass 15B17c.txt RF Fe 3.7*10^-4 128 0.0197 1200+1
200 

  60 97                       

05I18c (SS304+CNTs).pdf SS304 05I18c.txt     8.8*10^-4             100 2 750 120 730 100 50 1 50 1.0253

8 

900 

15B18a (graphite sheet).pdf graphite sheet 15b18a.txt RF Fe 4.3*10^-4 135 0.0205 64 0.0383 60 1.00477
5549 

100 2 750 120 680 (730 
CVD) 

100 50 1 50 -
393V/

380V 

900 

05I18d (SS304+CNTs).pdf SS304 05I18d.txt     6.8*10^-4             100 2 750 120 730 100 50 1 50 -378 600 

07I18a (SS304+CNTs).pdf SS304 07I18a.txt     7.4*10^-4             100 2 750 120 730 100 50 1 50 -401 600 

07I18b (SS304+CNTs).pdf SS304 07I18b.txt     7.4*10^-4             100 2 750 120 730 100 50 1 50 -401 600 

17I18b (PECVD).pdf Si 17I18b.txt RF Fe 4.4*10^-4 135 0.021 75 0.04 60 -121.3 100 2 750 120 680 100 50 1 50 -401 1800 

15C17c.pdf Si 15C17c.txt RF Fe 4.6*10^-4 128 0.0199 62 0.04 60 -95.5 100 2 750 120 680 100 50 1 50 370-

329 

900 

15F18a (WACVD).pdf Si+Al2O3 15f18a.txt RF Fe 4.8*10^-4 135 0.021 25 0.04 60 -120.3 100 2 750 120 600 (730) 100 50 1     1800 

15I17a (test-Si).pdf Si 15I17a.txt RF Fe 4.2*10^-4 66 (128) 0.0202 45 0.044 60 -116 100 2 750 120 600 100 50 1 50 -303 900 

18I18b (SS304+CNTs).pdf SS304 18I18b.txt     5.5*10^-4             100 2 750 120 730 100 50 1 50 0.9952

5 

600 

15J18a (SS304+DLC+CNTs).pdf SS304 15J18a.txt                                         

15J18b (SS304+CNTs).pdf SS304 15J18b.txt                   100 2 750 120 680 100 50 1 50 1.0438
1 

600 

19I18a (SS304+CNTs).pdf SS304 19I18a.txt     4.5*10^-4             100 2 750 120 730 100 50 1 50 -410 600 

21I18a (SS304+CNTs).pdf SS304 21I18c.txt     4.0*10^-4             100 2 750 120 730 100 50 1 40 1.2986

1 

600 

25I18a (SS304+CNTs).pdf SS304 25I18c.txt     3.8*10^-4             100 2 750 120 730 100 50 1 40 1.0289
5 

600 

15e18a (WACVD).pdf Al2O3 15e18a.txt RF Fe 2.6*10^-4 135 0.0203 15 0.04 60 -121.5 100 2 750 120 600 (730) 100 50 1     1800 

26I18a (SS304+CNTs).pdf SS304 26I18a.txt     4.9*10^-4             100 2 750 120 650 100 50 1 55 -408 600 

26I18b (SS304+CNTs).pdf SS304 26I18b.txt     4.9*10^-4             100 2 750 120 730 100 50 1 55 1.0492
6 

600 

26I18c (SS304+CNTs).pdf SS304 26I18c.txt     4.9*10^-4             100 2 750 120 730 100 50 1 55 1 600 

16B17b.pdf Si 16B17b.txt RF Fe 3.5*10^-4 128 0.0194 62 0.04 60 -97 100 2 750 120 680 100 50 1 50 374-

384 

900 

27I18a (SS304+CNTs).pdf SS304 26I18c.txt     4.9*10^-4             100 2 750 120 650 100 50 1 60 -414 600 

16C17a.pdf Si 16C17a.txt RF Fe 3.2*10^-4 128 0.0199 62 0.04 60 -99 100 2 750 120 700 100 50 1 50 -335 1200 

09J18a (Graphite).pdf Graphite 09J18a.txt RF Fe 3.2*10^-4 135 0.021 13 

(0.5nm
) 

0.04 60 0.99674

7967 

100 2 750 120 700 100 50 1 60 1.0273 900 

09J18b (Graphite).pdf Graphite 09J18b.txt RF Fe 3.2*10^-4 135 0.021 25 

(1nm) 

0.04 60 0.94122

3833 

100 2 750 120 700 100 50 1 60 1.0094

8 

900 
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16G18d (WACVD).pdf Al2O3 
grid/Si/Al2O3 

16g18a.txt RF Fe 4.8*10^-4 135 0.021 40 0.04 60 -124.5 100 2 750 120 600 (730) 100 50 1     1800 

09J18c (Graphite).pdf Graphite 09J18c.txt RF Fe 4.1*10^-4 135 0.021 38 

(1.5nm
) 

0.04 60 1.00324

412 

100 2 750 120 700 100 50 1 60 -427/- 900 

16J17a (Al2O3).pdf SS304 (grid) 16J17a.txt RF Al 1.9*10^-4 12.1 (17) 0.0043 1250 0.016 120 -93                       

16J17a (SS304-Grid).pdf SS304 (grid) 16J17a.txt RF Fe 5.5*10^-4 67 (128) 0.0198 64s / 

3nm 

0.047 60 -104.7 100 2 750 120 600 100 50 1 50 -389 900 

09J18d (Graphite).pdf Graphite 09J18d.txt RF Fe 3.9*10^-4 135 0.021 50 

(2nm) 

0.04 60 0.99675

0609 

100 2 750 120 700 100 50 1 60 1.0071

9 

900 

09J18e (Graphite).pdf Graphite 09J18e.txt RF Fe 4.6*10^-4 135 0.021 63 

(2.5nm

) 

0.04 60 0.99173

5537 

100 2 750 120 700 100 50 1 60 1.0095

5 

900 

10J18a (Graphite).pdf Graphite 10J18a.txt RF Fe 3.3*10^-4 135 0.021 75 
(3nm) 

0.04 60 0.99682
035 

100 2 750 120 700 100 50 1 60 1.0317
1 

900 

15J18c (SS304+CNTs).pdf SS304 15J18c.txt                   100 2 750 120 680 100 50 1 50 1.0080

6 

600 

16J18a (SS304+CNTs).pdf  SS304 16J18a.txt                   100 2 750 120 680 100 50 1 50 1.0341
5 

600 

16J18b (Graphite).pdf Graphite 16J18b.txt RF Fe 4.7*10^-4 135 0.021 50 

(2nm) 

0.04 60 0.96104

9285 

100 2 750 120 600 100 50 1 60 1.0102

3 

900 

16J18c (Graphite).pdf Graphite 16J18c.txt RF Fe 3.7*10^-4 135 0.021 50 
(2nm) 

0.04 60 0.98251
1924 

100 2 750 120 650 100 50 1 60 0.9975
3 

900 

16e18a (WACVD).pdf Si con Al2O3 16e18a.txt RF Fe 3.4*10^-4 135 0.0205 15 0.04 60 -121.3 100 2 750 120 600 (730) 100 50 1     1800 

16e18b (WACVD).pdf Si+Al2O3 16e18b.txt RF Fe 4.1*10^-4 135 0.0205 17.5 0.04 60 -122.6 100 2 750 120 600 (730) 100 50 1     1800 

16J18d (Graphite).pdf Graphite 16J18d.txt RF Fe 4.1*10^-4 135 0.021 50 

(2nm) 

0.04 60 0.99182

3385 

100 2 750 120 750 100 50 1 60 1.0410

6 

900 

17B17b.pdf Si 17B17b.txt RF Fe 2.3*10^-4 128 0.0194 39 0.026 60 98.7 100 2 750 120 680 100 50 1 50 -381 900 

18J18f (SS304+CNTs).pdf  SS304 18J18f.txt RF Fe 3.9*10^-4 135 0.0209 50 

(2nm) 

0.04 60 -121.3 100 2 750 120 730 100 50 1 50 -393/- 600 

19J18a (SS304+CNTs).pdf  SS304 19J18a.txt RF Fe 4.1*10^-4 135 0.0209 75 
(3nm) 

0.04 60 -113.4 100 2 750 120 730 100 50 1 50 -383/- 600 

17G17b (Al2O3-Grid).pdf Al2O3 17G17b.txt RF Fe 5.1*10^-4 90 (128) 0.02 45 0.044 60 -100.7 100 2 750 120 600 100 50 1     1800 

17G18a (WACVD).pdf Al2O3 

grid/Si/Al2O3 

17g18a.txt RF Fe 4.2*10^-4 135 0.021 50 0.04 60 -124.9 100 2 750 120 730 100 50 1     1800 

17G18b (WACVD).pdf Al2O3 
grid/Si/Al2O3 

17g18b.txt RF Fe 4.7*10^-4 135 0.021 50 0.04 60 -124.9 100 2 750 120 730 100 50 1     1800 

21J18a (SS304+CNTs).pdf  SS304 21J18a.txt RF Fe 3.7*10^-4 135 0.0209 75 

(3nm) 

0.04 60 -117.7 100 2 750 120 730 100 50 1 50 -383/- 600 

17I18a (SS304+CNTs).pdf SS304 17I18a.txt     5.8*10^-4             100 2 750 120 730 100 50 1 45 1.0052
9 

600 

22J18c (Graphite).pdf Graphite 22J18c.txt RF Fe 3.5*10^-4 135 0.021 50 

(2nm) 

0.04 60 0.99199

3595 

100 2 750 120 750 100 50 1 50 1.0510

8 

600 

17I18c (SS304)(Surface morphology 
study).pdf 

SS304 17I18cht                                         

17I18d (SS304)(Surface morphology 

study).pdf 

SS304 17I18dht                                         

22J18d (Graphite).pdf Graphite 22J18d.txt RF Fe 4.2*10^-4 135 0.021 50 
(2nm) 

0.04 60 0.99428
5714 

100 2 750 120 750 100 50 1 60 1.0404
8 

600 

17J17a (AlN).pdf Si wafer 17J17a.txt RF Al 2.6*10^-4 12.1 (17) 0.0043 1250 0.016 120 -93                       

22J18e (Graphite).pdf Graphite 22J18e.txt RF Fe 4.3*10^-4 135 0.021 50 
(2nm) 

0.04 60 0.98935
2989 

100 2 750 120 750 100 50 1 60 1.0279
1 

1200 

23J18a (SS304+CNTs).pdf  SS304 23J18a.txt RF Fe 3.8*10^-4 135 0.0209 75 

(3nm) 

0.04 60 -123 100 2 750 120 730 100 50 1 50 -417/- 600 

17e18a (SS304+DLC+CNTs)+H2O 
plasma.pdf  

SS304 17E18a.txt RF Fe 3.5*10^-4 135 0.021 75 
(3nm) 

0.04 60 1.00158
3531 

100 2 750 120 680 100 50 1 50 1.0102 600 

23J18b (Graphite).pdf Graphite 23J18a.txt RF Fe 4.2*10^-4 135 0.021 50 

(2nm) 

0.04 60 0.99105

6911 

100 2 750 120 750 100 50 1 60 1.0581

4 

300 

23J18c (SS304+CNTs).pdf SS304 23J18c.txt RF Fe 2.9*10^-4 135 0.0209 50 
(2nm) 

0.04 60 0.99352
7508 

100 2 750 120 730 100 50 1 70 1.0239
7 

600 

23J18d (Graphite-ICMAB).pdf Graphite 23J18d.txt RF Fe 4.3*10^-4 135 0.021 50 

(2nm) 

0.04 60 0.98855

2739 

100 2 750 120 750 100 50 1 60 -

0.0025 

900 

01G19a test.pdf Graphite 24J18b.txt RF Fe 4.1*10^-4 135 0.021 50 
(2nm) 

0.04 60 -
122.9.5/

-124.2 

100 2 750 120 750 100 50 1 60 1.0363
2 

900 

18D17a (Al2O3).pdf Glass 12D17c.txt RF Al 2.8*10^-4 37 (51) 0.0107 600   120 -182                       

18D17a.pdf Si+Al2O3 10D17b.txt RF Fe 2.8*10^-4 128 0.0203 50 0.04 60 -98.2 100 2 750 120 600 100 50 1.0132 - - 1800 

18D18a (SS304+CNTs).pdf SS304 18D18a.txt     5.9*10^-4             100 2 750 120 730 100 50 1 50 1.0410

3 

600 

18D18b (SS304+CNTs).pdf SS304 18D18b.txt     5.9*10^-4             100 2 750 120 730 100 50 1 50 1.0259

7 

600 

18D18c (SS304+CNTs).pdf SS304 18D18c.txt     5.9*10^-4             100 2 750 120 730 100 50 1 50 1.0337

7 

600 

18F18a (WACVD).pdf Back of Si+Al2O3 18f18a.txt RF Fe 4.4*10^-4 135 0.0225 25 0.04 60 -120.2 100 2 750 120 600 (730) 100 50 1     1800 

24J18a (Graphite-ICMAB).pdf Graphite 24J18a.txt RF Fe 3.7*10^-4 135 0.021 50 
(2nm) 

0.04 60 0.98888
0064 

100 2 750 120 750 100 50 1 60 -
0.0025 

900 

18G17a (Al2O3).pdf SS304+G SS304 18G17a.txt RF Al 2.7*10^-4 12.1 (17) 0.0043 600 0.016 120 -102                       

18G17a (WACVD).pdf SS304+G 

SS304+Al2O3 

18G17a.txt RF Al 3.6*10^-4 90 (128) 0.02 45 0.044 60 -101 100 2 750 120 600 100 50 1     1800 

18G17b (Al2O3).pdf SS304+G SS304 18G17a.txt RF Al 2.7*10^-4 8.6 
(12.5) 

0.0033 600 0.016 120 -102                       
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18G17b (WACVD).pdf SS304+G 
SS304+Al2O3 

18G17a.txt RF Al 3.5*10^-4 8.6 
(12.5) 

0.033 635 0.044 120 -101 100 2 750 120 600 100 50 1     1800 

24J18b (Graphite-ICMAB).pdf Graphite 24J18b.txt RF Fe 4.1*10^-4 135 0.021 50 

(2nm) 

0.04 60 -

122.9.5/
-124.2 

100 2 750 120 750 100 50 1 60 1.0363

2 

900 

18I18a (SS304+CNTs).pdf SS304 18I18a.txt     5.5*10^-4             100 2 750 120 730 100 50 1 50 0.9952

5 

600 

24J18c (Graphite-ICMAB).pdf Graphite 24J18c.txt RF Fe 4.5*10^-4 135 0.021 50 
(2nm) 

0.04 60 0.99262
2951 

100 2 750 120 750 100 50 1 60 1.0159
1 

900 

18J17a (Al2O3).pdf SS304 (grid) 16J17a.txt RF Al 1.9*10^-4 12.1 (17) 0.0043 1250 0.016 120 -93                       

18J17a (SS304-Grid).pdf SS304 (grid) 16J17a.txt RF Fe 5.5*10^-4 67 (128) 0.0198 64s / 

3nm 

0.047 60 -104.7 100 2 750 120 600 100 50 1 50 -389 900 

18J18a (quartz+DLC+callibration).pdf Quarz 18J18a.txt     5.0*10^-4                                   

18J18b (quartz+DLC+callibration).pdf Quartz 18J18b.txt     4.7*10^-4                                   

18J18c (quartz+DLC+callibration).pdf Quartz 18J18c.txt     4.8*10^-4                                   

18J18d (quartz+DLC+callibration).pdf Quartz 18J18d.txt     3.9*10^-4                                   

18J18e (quartz+DLC+callibration).pdf Quartz 18J18e.txt     3.0*10^-4                                   

25J18a (SS304+CNTs).pdf  SS304 25J18a.txt RF Fe 2.6*10^-4 135 0.0207 50 
(2nm) 

0.04 60 0.98946
5154 

100 2 750 120 730 100 50 1 50 -
0.2544 

600 

10K18a (SS304+CNTs).pdf SS304 10k18a.txt     8.0*10^-4             100 2 750 120 730 100 50 1 50 1.0092

2 

300 

10K18b (SS304+CNTs).pdf SS304 10k18b.txt     9.5*10^-4             100 2 750 120 730 100 50 1 50 1.0212
3 

600 

12K18a (SS304+CNTs).pdf SS304 12k18a.txt     8.5*10^-4             100 2 750 120 730 100 50 1 50 1.0074

4 

1800 

18b19b (Graphite).pdf Graphite 18b19b.txt RF Fe 4.6*10^-4 128 0.0202 67 
(2nm) 

0.03 60 1.00190
1141 

100 2 750 120 750 100 50 1 50 -361 900 

18b19c (Graphite).pdf Graphite 18b19c.txt RF Fe 3.6*10^-4 128 0.0202 67 

(2nm) 

0.03 60 -105.2 100 2 750 120 750 100 50 1 60 -418 900 

18e18a (WACVD).pdf Si+Al2O3 18e18b.txt RF Fe 4.1*10^-4 135 0.0205 15 0.04 60 -123.3 100 2 750 120 600 (730) 100 50 1     1800 

18e18b (WACVD).pdf Si+Al2O3 18e18b.txt RF Fe 4.4*10^-4 135 0.0205 15 0.04 60 -122.2 100 2 750 120 600 (730) 100 50 1     1800 

12K18b (SS304+CNTs).pdf SS304 12k18b.txt     6.9*10^-4             100 2 750 120 730 100 50 1 50 -407 1200 

22K18a (SS304+CNTs).pdf SS304 22k18a.txt     6.9*10^-4             100 2 750 120 730 100 50 1 50 -

0.0026 

1800 

26K18a (SS304+CNTs).pdf SS304 26k18a.txt     4.2*10^-4             100 1 900 200 730 100 50 1 50 1.0455
7 

1800 

26K18b (SS304+CNTs).pdf SS304 26k18b.txt     4.1*10^-4             100 1 900 620 730 100 50 1 50 1.0128

5 

1200 

27K18a (SS304+CNTs).pdf SS304 27k18a.txt     4.2*10^-4             100 1 900 620 680 100 50 1 50 -403/ 1800 

27K18b (SS304+CNTs).pdf SS304 27k18b.txt     4.2*10^-4             100 1 900 620 600/730 100 50 1 50 0.9856
5 

1800 

19B18a (graphite sheet).pdf graphite sheet 19b18a.txt RF Fe 3.5*10^-4 135 0.0202 64 0.0383 60 -103.6 100 2 750 120 680 100 50 1 50 -377 900 

19B18b (graphite sheet).pdf graphite sheet 19b18a.txt RF Fe 5.70E-04 135 0.0202 64 0.0383 60 -102.3 100 2 750 120 680 100 50 1 50 -378 900 

28K18a (SS304+CNTs).pdf SS304 28k18a.txt     2.3*10^-4             100 1 900 620 500/730 100 50 1 50 1.0165
3 

1800 

30K18a (SS304+CNTs).pdf SS304 30k18a.txt     2.7*10^-4             100 1 900 620 500/730 100 50 1 50 1.0149

3 

1800 

03L18a (SS304+CNTs).pdf  SS304 03L18a.txt     2.8*10^-4             100 1 900 620 500/730 100 50 1 50 1.0048
9 

1800 

19C19a (SS304)(reduction-OES).pdf SS304 19c19aht                                         

19D17a (Al2O3).pdf Glass 19D17b.txt RF Al 2.8*10^-4 8.6 

(12.5) 

0.0033 900 0.016 120 -185                       

03L18b (SS304+CNTs).pdf SS304 03L18b.txt     6.1*10^-4             100 1 900 620 500/730 100 50 1 50 1.0448
9 

1800 

19F18a (SS304+CNTs).pdf SS304 19F18a.txt     7.6*10^-4             100 2 750 120 730 100 50 1 50 1.0140

8 

600 

19F18b (SS304+CNTs).pdf SS304 19F18b.txt     5.9*10^-4             100 2 750 120 730 100 50 1 50 1.0140
8 

600 

04L18a (SS304+CNTs).pdf  SS304 04L18a.txt     3.7*10^-4             100 1 900 620 500/730 100 50 1 50 1.0175

9 

1800 

19G18a (WACVD).pdf Al2O3 

grid/Si/Al2O3 

19g18a.txt RF Fe 4.1*10^-4 135 0.021 63 0.04 60 -122 100 2 750 120 600(900) 100 50 1     1800 

04L18b (SS304+CNTs).pdf SS304 04L18b.txt     3.2*10^-4             100 1 900 620 500/730 100 50 1 50 1.0287

2 

1800 

04L18c (SS304+CNTs).pdf SS304 04L18c.txt     6.8*10^-4             100 1 900 620 500/730 100 50 1 50 0.97 1800 

07L18a (SS316+CNTs).pdf  SS316 07L18a.txt     2.8*10^-4             100 1 900 620 730 100 50 1 50 1.0299

3 

1800 

19I18b (SS304+CNTs).pdf SS304 19I18b.txt     6.7*10^-4             100 2 750 120 730 100 50 1 45 1.0151
9 

600 

19I18c (SS304+CNTs).pdf SS304 19I18c.txt     7.2*10^-4             100 2 750 120 730 100 50 1 40 1 600 

19I18d (SS304+CNTs).pdf SS304 19I18d.txt     6.9*10^-4             100 2 750 120 730 100 50 1 35 0.8813

6 

600 

19J17a (Al2O3-Grid).pdf Al2O3 19J17a.txt RF Fe 4.0*10^-4 90 (128) 0.02 85 0.047 60 -103.5 100 2 750 120 600 100 50 1     1800 

07L18b (SS316+CNTs).pdf SS316 07L18b.txt     3.5*10^-4             100 1 900 620 600/730 100 50 1 50 1.0402 1800 

07L18c (SS316+CNTs).pdf SS316 07L18c.txt     3.5*10^-4             100 1 900 620 500/730 100 50 1 50 0.9948

5 

1800 

19L16a.pdf SS304+Ni+Ti+AlN 19L16a.txt RF Fe 1.3*10^-4 128 0.0193 25 0.04 60 97 100 2 500 120 600 100 50 1 50 342 1200 
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10L18a (SS316+CNTs).pdf  SS316 10L18a.txt     2.7*10^-4             100 1 900 620 500/730 100 50 1 50 1.0176
8 

1800 

10L18b (SS316+CNTs).pdf SS316 10L18b.txt     5.1*10^-4             100 1 750 120 730 100 50 1 50 -403/- 1800 

10L18c (SS316+CNTs).pdf SS316 10L18c.txt     5.1*10^-4             100 1 750 120 500/730 100 50 1 50 1.0096

9 

1800 

12L18a (SS316+CNTs).pdf  SS316 12L18a.txt     2.3*10^-4             100 1 750 120 600/730 100 50 1 50 -389/- 1800 

12L18b (SS316+CNTs).pdf SS316 12L18b.txt     5.7*10^-4             100 1 750 120 600/730 100 50 1 50 -

0.0025 

1800 

20A17b.pdf Si 20A17b.txt RF Fe 2.5*10^-4 128 0.0195 87 0.04 60 96.7 100 2 750 120 680 100 50 1 50 372 900 

19L18a (SS304+CNTs).pdf  SS304 19L18a.txt     5.1*10^-4             100 1 750 120 730 100 50 1 50 1.0559
8 

1800 

14a19a (Fe Calibration).pdf Glass 14a19a.txt RF Fe 3.7*10^-4 128 0.0206 600   60 -106.2/                       

20C17a.pdf SS+SSgradient+Al

N 

20C17a.txt RF Fe 3.3*10^-4 128 0.0199 62 0.026 60 -97.6 100 2 750 120 700 100 50 1 50 -334 1200 

20C17b.pdf SS+SSgradient+Al
N 

20C17b.txt RF Fe 4.5*10^-4 128 0.0199 62 0.026 60 -95.6 100 2 750 120 700 100 50 1 50 -325 1200 

20C18a (SS304+DLC+CNTs).pdf SS304 20C18a.txt RF Fe 2.0*10^-4 135 0.021 78 

(3nm) 

0.0383 60 -

1.00478

4689 

100 2 750 120 680 100 50 1 50 1.0358

1 

600 

16a19a (SS316+CNTs).pdf SS316 16a19a.txt     2.6*10^-4             100 1 750 120 600/730 100 50 1 50 -396/ 1800 

20F18a (SS304+CNTs).pdf SS304 20F18a.txt     4.9*10^-4             100 2 750 120 730 100 50 1 50 1.0252
8 

600 

20F18b (SS304+CNTs).pdf SS304 20F18b.txt     5.5*10^-4             100 2 750 120 730 100 50 1 60 1.0109

3 

600 

20F18c (SS304+CNTs).pdf SS304 20F18c.txt     7.5*10^-4             100 2 750 120 730 100 50 1 60 1.0068 600 

18a19a (SS316+CNTs).pdf SS316 18a19a.txt     2.2*10^-4             100 1 750 120 600/730 100 50 1 50 -
0.0024 

1800 

22a19a (SS304+CNTs).pdf SS304 22a19a.txt     2.9*10^-4             100 1 750 620 500/730 100 50 1 50 1.0869

6 

1800 

20G18a (WACVD).pdf Al2O3 
grid/Si/Al2O3 

20g18a.txt RF Fe 4.1*10^-4 135 0.0225 63 0.04 60 -124.5 100 2 750 120 730 100 50 1     1800 

22a19b (SS304+CNTs).pdf SS304 22a19b.txt     2.9*10^-4             100 1 900 620 730 100 50 1 50 1.0949

9 

1800 

22a19c (SS304+CNTs).pdf  SS304 22a19c.txt     2.9*10^-4             100 1 900 620 500/730 100 50 1 50 1.0628
6 

1800 

20I18a (SS304+CNTs).pdf SS304 20I18a.txt     4.9*10^-4             100 2 750 120 730 100 50 1 40 0.9946

8 

600 

23a19a (SS304+CNTs).pdf SS304 23a19a.txt     2.9*10^-4             100 1 900 620 500/730 100 50 1 50 1.0155
4 

1800 

20L16a.pdf SS304+Ni+Ti+AlN 20L16a.txt RF Fe 1.5*10^-4 128 0.0194 25 0.04 60 98 100 2 500 120 600 100 50 1 50 357 1200 

23a19b (SS304+CNTs).pdf SS304 23a19b.txt     4.0*10^-4             100 1 900 620 500 100 50 1 50 1.0155
4 

1800 

23a19c (SS304+CNTs).pdf  SS304 23a19c.txt     4.0*10^-4             100 1 900 620 500/730 100 50 1 50 0.9770

1 

1800 

23a19d (SS304+CNTs).pdf SS304 23a19d.txt     4.4*10^-4             100 1 900 620 500/730 100 50 1 50 0.9643
8 

1800 

28a19a (Graphite).pdf Graphite 28a19a.txt RF Fe 2.0*10^-4 128 0.021 50 

(1.5nm
) 

0.03 60 1.00464

2526 

100 2 750 120 750 100 50 1 60 1.0408

2 

900 

21C19a (SS304)(reduction-OES).pdf SS304 21c19aht                                         

21C19b (SS304)(reduction-OES).pdf  SS304 21c19bht                                         

21C19c (SS304)(reduction-OES).pdf SS304 21c19cht                                         

21D17a (Depth profile XPS).pdf SS+gradientSS+Al
N 

21D17a.txt RF Fe 2.5*10^-4 128 (90 
H2 line) 

0.0201 62 0.04 60 -96.9 100 2 750 120 680 100 0 0       

21D17b (Depth profile XPS).pdf SS+gradientSS+Al

N 

21D17b.txt RF Fe 4.7*10^-4 128 (90 

H2 line) 

0.0201 62 0.04 60 -99.5 100 2 750 120 680             

21D17c (Depth profile XPS).pdf SS+gradientSS+Al
N 

21D17c.txt RF Fe 3.9*10^-4 128 (90 
H2 line) 

0.0201 62 0.04 60 -99.3 100 2 750 120 700             

21D17d (Depth profile XPS).pdf SS+gradientSS+Al

N 

21D17d.txt RF Fe 3.7*10^-4 128 (90 

H2 line) 

0.0201 62 0.04 60 -99.4 100 2 750 120 715             

21D17e (Depth profile XPS).pdf SS+gradientSS+Al
N 

21D17e.txt RF Fe 3.4*10^-4 128 (90 
H2 line) 

0.0202 62 0.04 60 -99.1                       

21D17f (Depth profile XPS).pdf SS+gradientSS+Al

N 

21D17f.txt RF Fe 3.3*10^-4 128 (90 

H2 line) 

0.0201 62 0.04 60 -97.9 100 2 750 120 730             

21D17g (Depth profile XPS).pdf SS+gradientSS+Al
N 

21D17g.txt RF Fe 4.7*10^-4 128 (90 
H2 line) 

0.0201 62 0.04 60 -98 100 2 750 120 600 100 50 1     1200 

21F18a (SS304+CNTs).pdf SS304 21F18a.txt     5.1*10^-4             100 2 750 120 730 100 50 1 50 1.0227

3 

600 

21F18b (SS304+DLC+CNTs).pdf  SS304 21F18b.txt RF Fe 4.9*10^-4 135 0.21 75 0.04 60 1.00426
9855 

100 2 750 120 730 100 50 1 50 1.0050
4 

600 

21G17a (Al2O3-Grid).pdf Al2O3 21G17a.txt RF Fe 4.7*10^-4 90 (128) 0.02 45 0.044 60 -100.7 100 2 750 120 600 100 50 1     1800 

28a19b (Graphite).pdf Graphite 28a19b.txt RF Fe 3.3*10^-4 128 0.021 67 

(2nm) 

0.03 60 1.00095

057 

100 2 750 120 750 100 50 1 65 1.0222

2 

900 

28a19c (Graphite).pdf Graphite 28a19c.txt RF Fe 4.3*10^-4 128 0.021 67 
(2nm) 

0.03 60 1.00558
1395 

100 2 750 120 750 100 50 1 80 1.0988 900 

28a19d (Graphite).pdf Graphite 28a19d.txt RF Fe 5.5*10^-4 128 0.021 83 

(2.5nm
) 

0.03 60 1.00558

1395 

100 2 750 120 750 100 50 1 80 1.0988 900 

05b19a (Graphite).pdf Graphite 05b19a.txt RF Fe 2.3*10^-4 128 0.021 67 

(2nm) 

0.03 60 1.01045

6274 

100 2 750 120 750 100 50 1 60 -426/- 900 
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05b19b (Graphite).pdf Graphite 05b19b.txt RF Fe 2.1*10^-4 128 0.021 67 
(2nm) 

0.03 60 1.02568
9819 

100 2 750 120 750 100 50 1 60 -
0.0027 

900 

06b19a (Graphite).pdf Graphite 06b19a.txt RF Fe 2.1*10^-4 128 0.0199 67 

(2nm) 

0.03 60 0.99630

3142 

100 2 750 120 750 100 50 1 60 -

0.0026 

900 

06b19b (Graphite).pdf Graphite 06b19b.txt RF Fe 4.9*10^-4 128 0.0202 67 
(2nm) 

0.03 60 1.00571
4286 

100 2 750 120 750 100 50 1 60 0.9975
4 

900 

22F17b (similar 21D17g) WACVD.pdf SS+gradientSS+Al

N 

22F17b.txt RF Fe 4.7*10^-4 128 (90 

H2 line) 

0.0201 62 0.04 60 -97.3 100 2 750 120 600 100 50 1     1200 

08b19a (SS304+CNTs).pdf SS304 08b19a.txt     2.1*10^-4             100 1 900 620 500/730 100 50 1 50 0.9643
8 

1800 

13b19a (SS304+CNTs).pdf SS304 13b19a.txt     2.4*10^-4             100 1 900 620 500/730 100 50 1 50 1.0194

4 

1800 

13b19b (SS304+CNTs).pdf SS304 13b19b.txt     4.1*10^-4             100 1 900 620 500/730 100 50 1 50 0.9813
3 

1800 

13b19c (Cu wire).pdf Cu wire 

coveredwith Ni 

13b19c.txt     3.7*10^-4             100 1 900 620 500/730 100 50 1 50 0.9813

3 

1800 

13b19d (Graphite).pdf Graphite 13b19d.txt RF Fe 3.1*10^-4 128 0.0202 67 
(2nm) 

0.03 60 1.00918
2736 

100 2 750 120 750 100 50 1 60 -430/- 900 

22J18a (SS304+DLC+CNTs).pdf SS304 22J18a.txt RF Fe 5.2*10^-4 135 0.021 75 

(3nm) 

0.04 60 0.99834

8472 

100 2 750 120 680 100 50 1 50 -380 600 

22J18b (SS304+CNTs).pdf SS304 22J18b.txt     4.9*10^-4             100 2 750 120 650 100 50 1 60 -414 600 

27b19c (Cu wire).pdf Cu wire 

coveredwith Ni 

27c19c.txt     3.7*10^-4             100 1 900 620 500/730 100 50 1 50 0.9813

3 

1800 

14b19a (Graphite).pdf Graphite 14b19a.txt RF Fe 2.3*10^-4 128 0.0202 67 
(2nm) 

0.03 60 1.00186
7414 

100 2 750 120 750 100 50 1 60 -430/- 900 

14b19b (Si+Al2O3).pdf Si+Al2O3 14b19b.txt RF Fe 2.8*10^-4 128 0.0202 34 

(1nm) 

0.03 60 -105.4 100 2 750 120 600/730 100 50 1     900 

15b19a (Si+Al2O3).pdf Si+Al2O3 15b19a.txt RF Fe 2.8*10^-4 128 0.0202 34 
(1nm) 

0.03 60 -106.8 100 2 750 120 600/730 100 50 1     900 

22K18b (SS304+CNTs).pdf SS304 22k18b.txt     2.7*10^-4             100 2 750 500 730 100 50 1 50 1.0282

8 

1800 

15b19b (Si+Al2O3).pdf Si+Al2O3 15b19b.txt RF Fe 3.2*10^-4 128 0.0201 34 
(1nm) 

0.03 60 -106.4 100 2 750 120 600/730 100 50 1     900 

18b19a (Si+Al2O3).pdf Si+Al2O3 15b19b.txt RF Fe 2.3*10^-4 128 0.0199 34 

(1nm) 

0.03 60 -106.5 100 2 750 120 600/730 100 50 1     900 

19b19a (Graphite).pdf Graphite+Al2O3 19b19a.txt RF Fe 2.2*10^-4 128 0.0202 67 
(2nm) 

0.03 60 -111.1 100 2 750 120 600/750 100 50 1     1800 

21b19a (Si+Al2O3).pdf Si+Al2O3 21b19a.txt RF Fe 2.3*10^-4 128 0.0199 34 

(1nm) 

0.03 60 -104.2 100 2 750 120 600/730 100 25 1     900 

22b19a (Graphite).pdf Graphite 22b19a.txt RF Fe 2.3*10^-4 128 0.0202 67 
(2nm) 

0.03 60 -104.7 100 2 750 120 750 100 50 1 60 -407/- 900 

22b19b (Graphite).pdf Graphite 22b19b.txt RF Fe 2.3*10^-4 128 0.0202 67 

(2nm) 

0.03 60 -104.9 100 2 750 120 750 100 50 1 60 1.0201 900 

23b19a (Graphite).pdf Graphite 23b19a.txt RF Fe 2.3*10^-4 128 0.0202 67 
(2nm) 

0.03 60 -103.3 100 2 750 120 750 100 50 1 60 -409/- 900 

23b19b (Graphite).pdf Graphite 23b19b.txt RF Fe 4.6*10^-4 128 0.0202 67 

(2nm) 

0.03 60 -105.4 100 2 750 120 750 100 50 1 60 -409/- 900 

25b19a (Graphite).pdf Graphite 25b19a.txt RF Fe 2.9*10^-4 128 0.0202 67 
(2nm) 

0.03 60 -106.2 100 2 750 120 750 100 50 1 60 -414/- 900 

23A17a-Fe calibration.pdf Glass 23A17a.txt RF Fe 2.5*10^-4 128 0.0195 600   60 106.1                       

23A17a.pdf Si 20A17b.txt RF Fe 2.5*10^-4 128 0.0195 87 0.04 60 96.7 100 2 750 120 680 100 50 1 50 372 900 

23A17b-Fe calibration.pdf Glass 23A17b.txt RF Fe 2.5*10^-4 128 0.0194 900   60 106.2                       

25b19b (Graphite).pdf Graphite 25b19b.txt RF Fe 4.2*10^-4 128 0.0202 67 
(2nm) 

0.03 60 -104.3 100 2 750 120 750 100 50 1 60 1.0714
3 

900 

23A17d.pdf SS304+Ni+Ti+AlN 23A17d.txt RF Fe 2.9*10^-4 128 0.0193 90 0.04 60 105.5 100 2 675 120 700 100 50 1 50 396 1200 

23A18a (SS304+DLC).pdf SS304 23a18a.txt RF Fe 4.3*10^-4 135 0.021 64 

(3nm) 

0.047 60 -

1.00879
7654 

100 2 750 120 680 100 50 1 50 1.0309

3 

600 

25b19c (Graphite).pdf Graphite 25b19c.txt RF Fe 3.6*10^-4 128 0.0202 67 

(2nm) 

0.03 60 -104 100 2 750 120 750 100 50 1 60 -408 900 

23B17b.pdf SS+Ni+Ti+AlN 23B17b.txt RF Fe 4.5*10^-4 128 0.0199 62 0.026 60 -96 100 2 750 120 700 100 50 1 50 367 900 

25b19d (Graphite).pdf Graphite 25b19d.txt RF Fe 4.1*10^-4 128 0.0202 67 

(2nm) 

0.03 60 -104.9 100 2 750 120 750 100 50 1 60 -413 900 

23C18a (SS304+G-SS304+CNTs).pdf SS304+G-
SS304+AlN 

23C18a.txt RF Fe 2.5*10^-4 135 0.0202 78 
(3nm) 

0.0383 60 1.01047
619 

100 2 750 120 730 100 50 1 50 0.9925
6 

900 

25b19e (Graphite).pdf Graphite 25b19e.txt RF Fe 3.9*10^-4 128 0.0202 67 

(2nm) 

0.03 60 -103.1 100 2 750 120 750 100 25 1 60 1.01 900 

25b19f (Graphite).pdf Graphite 25b19f.txt RF Fe 4.1*10^-4 128 0.0202 67 
(2nm) 

0.03 60 -104.8 100 2 750 120 750 100 12 1 60 -418 900 

25b19g (Graphite).pdf Graphite 25b19g.txt RF Fe 4.1*10^-4 128 0.0202 67 

(2nm) 

0.03 60 -105.1 100 2 750 120 750 100 12 1 60 1.0829 900 

26b19a (Graphite).pdf Graphite 26b19a.txt RF Fe 2.2*10^-4 128 0.0202 67 
(2nm) 

0.03 60 -105.6 100 2 750 120 750 100 12 1 60 1.0829 1800 

23D19a-SS304+GSS304+AlN 

(ref.15C17b PECVD).pdf 

SS+SSgradient+Al

N 

23D19a.txt RF Fe 2.5*10^-4 128 0.0199 67 

(2nm) 

0.03 60 0.99038

4615 

100 2 750 120 730 100 50 1 50 370-

329 

900 

23D19b-SS304+GSS304+AlN 
(ref.15C17b PECVD).pdf 

SS+SSgradient+Al
N 

23D19b.txt RF Fe 3.4*10^-4 128 0.0199 67 
(2nm) 

0.03 60 -106.8 100 2 750 120 730 100 50 1 50 1.1094
2 

900 

23D19c (Glass+SS304+callibration).pdf Glass 23d19c.txt     5.7*10^-4                                   

26b19b (Graphite).pdf Graphite 26b19b.txt RF Fe 4.2*10^-4 128 0.0202 67 

(2nm) 

0.03 60 -104.8 100 2 750 120 750 100 50 1 60 1.0829 900 

23F17b (similar 21D17g) WACVD.pdf SS+gradientSS+Al
N 

23F17b.txt RF Fe 5.5*10^-4 128 (90 
H2 line) 

0.0206 62 0.04 60 -95.9 100 2 750 120 600 100 50 1     1200 



199 
 

  Substrate File Catalyst  PECVD 

source Target  Previous 

vacuum 
Pa 

Ar 

sccm 

Pressure 

mbar 

time s Depositi-

on rate 
nms 

Powe

r 
W 

Vbias 

V 

H2 

sccm 

P 

mbar 

Ramp 

time 
s 

Hold 

time 
s 

Tfinal 

C 

NH3 

scc
m 

C2H2 

sccm 

P 

mbar 

RF 

W 

Vbias 

V_2 

Depositi-

on time 
s 

23F17c (similar 21D17g) WACVD.pdf SS+gradientSS 23F17c.txt RF Fe 5.3*10^-4 128 (90 
H2 line) 

0.0206 62 0.04 60 -95.5 100 2 750 120 600 100 50 1     1200 

26b19c (Graphite).pdf Graphite 26b19c.txt RF Fe 3.6*10^-4 128 0.0202 67 

(2nm) 

0.03 60 -103 100 2 750 120 750 100 12 1 60 -401 900 

27b19a (Graphite).pdf Graphite 27b19a.txt RF Fe 2.6*10^-4 128 0.0202 67 
(2nm) 

0.03 60 -106.4 100 2 750 120 750 100 60 1 60 1.0512
8 

900 

27b19b (Graphite).pdf Graphite 27b19b.txt RF Fe 2.6*10^-4 128 0.0202 67 

(2nm) 

0.03 60 -105.2 100 2 750 120 750 100 60 2 60 1.3366

3 

900 

25C19a (SS316+CNTs).pdf SS316 25c19a.txt     2*10^-4             100 1 750 120 600/730 100 50 1 50 -
0.0025 

1800 

26c19a (Graphite).pdf Graphite 26c19a.txt RF Fe 2.3*10^-4 128 0.0202 67 

(2nm) 

0.03 60 -11.9 100 2 750 120 750 100 12 1 60 -440 900 

28C19b (SS316+CNTs).pdf SS316 28c19b.txt     2.2*10^-4             100 1 750 120 600/730 100 50 1 50 -
0.0025 

1800 

23K18a (SS304+CNTs).pdf SS304 23k18a.txt     4.6*10^-4             100 1 900 120 730 100 50 1 50 -

0.0026 

1800 

23K18b (SS304+CNTs).pdf SS304 23k18b.txt     5.5*10^-4             100 1 900 120 730 100 50 1 50 1.0299
3 

1800 

28c19a (Graphite).pdf Graphite 28c19a.txt RF Fe 2.4*10^-4 128 0.0202 67 

(2nm) 

0.03 60 -109.4 100 2 750 120 750 100 12 1 56 -404 900 

02D19a (SS316+CNTs).pdf SS316 02D19a.txt     2.0*10^-4             100 1 750 120 630/780 100 50 1 50 0.9082
4 

1800 

04d19a (Cu wire).pdf Cu wire 

coveredwith Ni 

04d19a.txt     3.2*10^-4             100 1 900 620 500/730 100 50 1 50 0.9813

3 

1800 

06d19a (SS304+CNTs).pdf SS304 06d19a.txt     3.0*10^-4             100 1 900 120 500/730 100 50 1 50 1.0157
1 

1800 

06d19b (SS304+CNTs).pdf SS304 06d19b.txt     3.9*10^-4             100 1 900 120 500/730 100 50 1 50 1.0157

1 

1800 

03d19a (SS304+CNTs).pdf SS304 03d19a.txt     3.1*10^-4             100 1 900 620 500/730 100 50 1 50 0.9813

3 

1200 

03d19b (SS304+CNTs).pdf SS304 03d19b.txt     3.1*10^-4             100 1 900 620 500/730 100 50 1 50 1.0078

5 

1800 

03d19c (SS304+CNTs).pdf SS304 03d19c.txt     3.3*10^-4             100 1 900 120 500/730 100 50 1 50 1.0157

1 

1800 

26d19a (Cu wire).pdf Cu wire 

coveredwith Ni 

26d19a.txt     2.4*10^-4             100 1 900 620 500/730 100 50 1 50 0.9813

3 

1800 

23e18a (WACVD).pdf Si+Al2O3 23e18a.txt RF Fe 1.7*10^-4 135 0.0205 15 0.04 60 -122.4 100 2 750 120 600 (730) 100 50 1     1800 

23e18b (WACVD).pdf Si+Al2O3 23e18b.txt RF Fe 3.9*10^-4 135 0.0211 15 0.04 60 -122.1 100 2 750 120 600 (730) 100 50 1     1800 

26d19b (Cu wire).pdf Cu wire 

coveredwith Ni 

26d19b.txt     2.4*10^-4             100 1 900 620 500/730 100 50 1 50 0.9813

3 

1800 

24A18a (graphite sheet+DLC) 
Arevik.pdf 

graphite sheet 24a18a.txt     3.5*10^-4                                   

26d19c (Cu wire)-1.pdf Cu wire 

coveredwith Ni 

26d19c.txt     2.4*10^-4             100 1 900 620 500/730 100 50 1 50 0.9813

3 

1800 

24D18a (WACVD).pdf Si 24d18a.txt RF Fe 3.4*10^-4 135 0.0205 62 0.04 60 -121 100 2 750 120 600 (730) 100 50 1 50 387 1800 

24D19a-SS304+GSS304+AlN 

(ref.15C17b PECVD).pdf 

SS+SSgradient+Al

N 

24D19a.txt RF Fe 2.7*10^-4 128 0.0199 83 

(2.5nm
) 

0.03 60 -

0.98596
8195 

100 2 750 120 730 100 50 1 50 1.0179

6 

900 

24D19b-SS304+GSS304+AlN 

(ref.15C17b PECVD).pdf 

SS+SSgradient+Al

N 

24D19b.txt RF Fe 5.6*10^-4 128 0.0199 83 

(2.5nm
) 

0.03 60 -

0.99709
0204 

100 2 750 120 730 100 50 1 50 1 900 

24D19c-SS304+GSS304+AlN 

(ref.15C17b PECVD).pdf 

SS+SSgradient+Al

N 

24D19c.txt RF Fe 5.1*10^-4 128 0.0199 83 

(2.5nm
) 

0.03 60 -

0.99311
0236 

100 2 750 120 730 100 50 1 50 0.9801

1 

900 

24D19d-SS304+GSS304+AlN 

(ref.15C17b PECVD).pdf 

SS+SSgradient+Al

N 

24D19d.txt RF Fe 5.1*10^-4 128 0.0199 83 

(2.5nm
) 

0.03 60 -

1.00684
9315 

100 2 750 120 730 100 50 1 50 1.0191

3 

900 

24D19e-SS304+GSS304+AlN (ref. 

21D17g WACVD).pdf 

SS+gradientSS+Al

N 

24D19e.txt RF Fe 4.3*10^-4 128 0.0201 67 

(2nm) 

0.03 60 0.99414

6341 

100 2 750 120 600 100 50 1     1800 

24J17a (H2O Plasma)-IBEC.pdf Si 24J17a.txt RF Fe 4.8*10^-4 67 H2 
line 

(128) 

0.0203 64 
(3nm) 

0.047 60 -106.4 100 2 750 120 680 100 50 1 50 354 900 

26d19c (Cu wire).pdf Cu wire 
coveredwith Ni 

26d19b.txt     2.4*10^-4             100 1 900 620 500/730 100 50 1 50 0.9813
3 

1800 

14b19a (Fe Calibration).pdf Glass 07J19a.txt RF Fe 9.8*10^-5 128 0.0202 67 

(2nm) 

0.03 60 -107.3                       

Copia de 14b19a (Fe Calibration).pdf Glass 07J19a.txt RF Fe 9.8*10^-5 128 0.0202 67 
(2nm) 

0.03 60 -107.3                       

15k19a-Si.pdf Si 15k19a.txt RF Fe 3.9*10^-5 128 0.0199 75 0.033 60 -110/ 100 2 750 120 680 100 50 1 50 -374 900 

24a19a (SS304+CNTs).pdf SS304 24a19a.txt     2.2*10^-4             100 1 780 620 650/730 100 50 1 50 1.1014
9 

1800 

24a19b (SS304+CNTs).pdf SS304 24a19b.txt     2.9*10^-4             100 1 780 1200 650/730 100 50 1 50 1.0139

7 

1800 

24a19c (SS304+CNTs).pdf  SS304 24a19c.txt     3.4*10^-4             100 1 780 200/50
0/500 

650/650 100 50 1 50 0.9810
8 

1800 

24e18a (WACVD).pdf Si+Al2O3 24e18a.txt RF Fe 2.7*10^-4 135 0.021 50 0.04 60 0.99510

6036 

100 2 750 120 600 (730) 100 50 1     1800 

24e18b (WACVD).pdf Si+Al2O3 24e18b.txt RF Fe 3.6*10^-4 135 0.021 25 0.04 60 -121.3 100 2 750 120 600 (730) 100 50 1     1800 

15k19b-Si.pdf Si 15k19b.txt RF Fe 1.6*10^-4 128 0.0199 75 0.033 60 -111.2/ 100 2 750 120 680 100 50 1 50 -
1.0559 

900 

18k19a-Si.pdf Si 18k19a.txt RF Fe 1.1*10^-4 128 0.0199 95 0.033 60 -110.2 100 2 750 120 680 100 50 1 50 -

1.0553 

900 
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W 

Vbias 
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s 

18k19b (Graphite).pdf Graphite 18k19a.txt RF Fe 3.8*10^-4 128 0.0202 67 
(2nm) 

0.03 60 -108.9 100 2 750 120 750 100 50 1 60 -
1.0677 

900 

18k19c-Si.pdf Si 18k19c.txt RF Fe 1.3*10^-4 128 0.0199 100 0.033 60 -109.1 100 2 750 120 680 100 50 1 50 -

1.0553 

900 

25D19a-SS304+GSS304+AlN (H2O 
Plasma 23D19b)-SEM-RAMAN.pdf 

SS+SSgradient+Al
N+Fe+CNTs 

25D19a.txt RF Fe 3.4*10^-4 128 0.0199 67 
(2nm) 

0.03 60 -106.8 100 2 750 120 730 100 50 1 50 1.1094
2 

900 

25D19b-SS304+GSS304+AlN 

(WACVD).pdf 

SS+gradientSS+Al

N 

25D19a.txt RF Fe 5.9*10^-4 128 0.0201 67 

(2nm) 

0.03 60 1.01536

9837 

100 2 750 120 600 100 50 1     600 

25F18a (WACVD).pdf Back of Si+Al2O3 18f18a.txt RF Fe 4.4*10^-4 135 0.0225 25 0.04 60 -120.2 100 2 750 120 600 (730) 100 50 1     1800 

19k19a-Si.pdf Si 19k19a.txt RF Fe 7.9*10^-5 128 0.0199 100 0.033 60 -110.3 100 2 750 120 680 100 50 1 50 -398 900 

25J17a  (similar15B17d)-ICMAB.pdf Si+AlN 25J17a.txt RF Fe 3.4*10^-4 128(66 

via H) 

0.0208 64s/ 

3nm 

0.047 60 -108.3 100 2 750 120 680 100 50 1 50 -334 900 

22k19a (Graphite).pdf Graphite 22k19a.txt RF Fe 1.1*10^-4 128 0.0202 67 
(2nm) 

0.03 60 -108 100 2 750 120 750 100 50 1 60 -
1.0401 

900 

25J18b (SS304+DLC+CNTs).pdf SS304 25J18b.txt RF Fe 4.3*10^-4 135 0.021 50 

(2nm) 

0.04 60 0.99485

4202 

100 2 750 120 680 100 50 1 50 1.0459

5 

600 

25J18c (SS304+DLC+CNTs).pdf SS304 25J18c.txt                                         

25J18d (SS304+DLC+CNTs).pdf SS304 25J18d.txt RF Fe 5.2*10^-4 135 0.021 75 
(3nm) 

0.04 60 0.99834
8472 

100 2 750 120 680 100 50 1 50 -380 600 

25J18e (SS304+DLC+CNTs).pdf SS304 25J18e.txt RF Fe 2.7*10^-4 135 0.021 50 

(2nm) 

0.04 60 0.99831

2236 

100 2 750 120 680 100 50 1 50 1.0614

5 

600 

25a19a (SS304+CNTs).pdf SS304 25a19a.txt     2.1*10^-4             100 1 780 1200 650/730 100 50 1 50 1.0431 1800 

22k19b (Graphite).pdf Graphite 22k19b.txt RF Fe 2.4*10^-4 128 0.0202 67 
(2nm) 

0.03 60 -107.8 100 2 750 120 750 100 50 1 60 -404/ 900 

22k19c (Graphite).pdf Graphite 22k19c.txt RF Fe 2.4*10^-4 128 0.0202 67 

(4nm) 

  60 -

0.98107

8524 

100 2 750 120 750 100 50 1 60 -

1.0978 

900 

22k19d (Graphite).pdf Graphite 22k19d.txt RF Fe 3.9*10^-4 128 0.0202 67 
(4nm) 

  60 -106.4 100 2 750 120 750 100 50 1 60 -
1.0734 

900 

29k19a (Graphite).pdf Graphite 29k19a.txt RF Fe 3.9*10^-4 128 0.0202 74 0.03 60 -108.5 100 2 750 120 750 100 50 1 60 -407/ 900 

30k19a (Graphite).pdf Graphite 30k19a.txt RF Fe 1.8*10^-4 128 0.0202 81 0.03 60 -109.2 100 2 750 120 750 100 50 1 60 -

1.1194 

900 

03L19a (Graphite).pdf Graphite 03L19a.txt RF Fe 5.8*10^-5 128 0.0202 60 0.03 60 -
0.99009

009 

100 2 750 120 750 100 50 1 60 -365/ 900 

03L19b (Graphite).pdf Graphite 03L19b.txt RF Fe 1.4*10^-4 128 0.0202 60 0.03 60 -109.5 100 2 750 120 780 100 50 1 60 -
0.0032 

900 

25e18a (WACVD).pdf Si+Al2O3 25e18a.txt RF Fe 4.4*10^-4 135 0.0213 25 0.04 60 -120.3 100 2 750 120 600 (730) 100 50 1     1800 

26B18a (Glass+DLC+callibration).pdf Glass 26b18a.txt     6.7*10^-4                                   

26B18b (Glass+DLC+callibration).pdf Glass 26b18b.txt     3.2*10^-4                                   

26D18a (WACVD).pdf Si 26d18a.txt RF Fe 2.1*10^-4 135 0.0203 62 0.04 60 -121.5 100 2 750 120 600 (730) 100 50 1 50 387 1800 

11L19a-SS304+GSS304+AlN (ref.15C17b 
PECVD).pdf 

SS+SSgradient+Al
N 

11L19a.txt RF Fe 2.0*10^-4 128 0.0199 83 
(2.5nm

) 

0.03 60 -107.5 100 2 750 120 730 100 50 1 55(8
0 on 

the 

met
er) 

-286 900 

26F17b (Fe calibration)-old target.pdf Glass 27F17b.txt RF Fe 4.6*10^-4 128 (90 

H2 line) 

0.0203 900   60 -93.8                       

26F17c (Fe calibration)-old target.pdf Glass 27F17c.txt RF Fe 4.8*10^-4 128 (90 
H2 line) 

0.0207 1800   60 -95.3, -
94.5 

                      

11L19b-Cleaning RF head.pdf SS+SSgradient+Al

N 

11L19b.txt RF RF head 2.0*10^-4 50 1 600   40 0.30456

8528 

                      

11L19c-SS304+GSS304+AlN (ref.15C17b 
PECVD).pdf 

SS+SSgradient+Al
N 

11L19c.txt RF Fe 2.2*10^-4 128 0.0199 83 
(2.5nm

) 

0.03 60 -109.9 100 2 750 120 730 100 50 1 50(7
0 on 

the 
met

er) 

-310 900 

12L19a-SS304+GSS304+AlN (ref.15C17b 
PECVD).pdf 

SS+SSgradient+Al
N 

11L19c.txt RF Fe 1.8*10^-4 128 0.0199 83 
(2.5nm

) 

0.03 60 -106.5 100 2 750 120 730 100 50 1 50(7
0 on 

the 
met

er) 

-314/ 900 

12L19a (Graphite).pdf Graphite 12L19a.txt RF Fe 1.6*10^-4 128 0.0191 67 

(4nm) 

  60 -108.1 100 2 750 120 750 100 50 1 65 -338/ 900 

13L19a-SS304+GSS304+AlN (ref.15C17b 
PECVD).pdf 

SS+SSgradient+Al
N 

13L19c.txt RF Fe 1.4*10^-4 128 0.0199 83 
(2.5nm

) 

0.03 60 -108.9 100 2 750 120 730 100 50 1 50(7
0 on 

the 
met

er) 

-314/ 900 

13L19b (Graphite).pdf Graphite 13L19a.txt RF Fe 2.1*10^-4 128 0.0191 67 
(3nm) 

  60 -108.2 100 2 750 120 750 100 50 1 65 -
1.1786 

900 

13L19c (Graphite).pdf Graphite 13L19c.txt RF Fe 3.7*10^-4 128 0.0191 67 

(3nm) 

  60 -108.2 100 2 750 120 750 100 50 1 6 

(rea
l 90) 

-309 900 

16L19a (Fe calibration).pdf Glass 16L19a.txt RF Fe   128 0.0191 3600 

(104.4n
m) 

0.029 60 

(80W 
real) 

                        

17L19a-SS304+GSS304+AlN (ref.15C17b 

PECVD).pdf 

SS+SSgradient+Al

N 

17L19a.txt RF Fe 1.1*10^-4 128 0.019 86 

(2.5nm

) 

0.029 60 -

0.99167

4376 

100 2 750 120 730 100 50 1 70(1

00 

on 
the 

-344/ 900 
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Depositi-
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met
er) 

17L19b-SS304+GSS304+AlN 

(ref.15C17b PECVD).pdf 

SS+SSgradient+Al

N 

17L19b.txt RF Fe 1.1*10^-4 128 0.019 86 

(2.5nm
) 

0.029 60 -

0.99530
9568 

100 2 750 120 750 100 50 1 70(1

00 
on 

the 
met

er) 

-320 900 

18L19a-SS304+GSS304+AlN (ref.15C17b 

PECVD).pdf 

SS+SSgradient+Al

N 

18L19a.txt RF Fe 1.3*10^-4 128 0.019 86 

(2.5nm
) 

0.029 60 -

0.99536
608 

100 2 750 120 770 100 50 1 70(1

00 
on 

the 
met

er) 

-362 900 

19L19a-SS304+GSS304+AlN (ref.15C17b 
PECVD).pdf 

SS+SSgradient+Al
N 

18L19a.txt RF Fe 1.1*10^-4 128 0.019 86 
(2.5nm

) 

0.029 60 -107 100 2 750 120 700 100 50 1 70(1
00 

on 
the 

met

er) 

-362 900 

24A20a (Graphite).pdf Graphite 24A20a.txt RF Fe 7.4*10^-5 128 0.0193 67 
(3nm) 

  60 -107.3 100 2 750 120 750 100 50 1 6 
(rea

l 90) 

46/66/
280/2

64 

900 

29A20a (Graphite).pdf Graphite 29A20a.txt RF Fe 2.4*10^-4 128 0.0193 67 
(3nm) 

  60 -108.6 100 2 750 120 680 100 50 1 60 -410 900 

30A20a (Graphite).pdf Graphite 30A20a.txt RF Fe 4.3*10^-4 128 0.0193 73 

(3nm) 

  60 -106.4 100 2 750 120 680 100 50 1 50 -390 900 

30A20b (SS310).pdf SS310 30A20b.txt RF   2.1*10^-4             100 2 750 180 500-730 100 50 1 50 0.9827
2 

1800 

31A20a (SS310).pdf SS310 31A20a.txt RF   1.1*10^-4             100 2 750 180 600-730 100 50 1 50 0.9754

3 

1800 

31A20b (SS310).pdf SS310 31A20b.txt RF   3.2*10^-4             100 2 750 180 730-730 100 50 1 50 -399/ 1800 

31A20c (SS310).pdf SS310 31A20c.txt RF   2.3*10^-4             100 2 750 180 557-730 100 50 1 50 1.0075
2 

1800 

01B20a (SS310).pdf SS310 01B20a.txt RF   1.1*10^-4             100 2 750 180 680-680 100 50 1 50 -1 1800 

03B20a (SS310).pdf SS310 03B20a.txt RF   3.8*10^-4             100 2 750 120 600-730 100 50 1 50 0.9898

5 

1800 

04B20a (SS310).pdf SS310 04B20a.txt RF   1.5*10^-4             100 2 750 180 500             

27D18a (WACVD).pdf Si 26d18a.txt RF Fe 4.4*10^-4 135 0.0206 40 0.04 60 -120.1 100 2 750 120 600 (730) 100 50 1 50 387 1800 

27D18b (WACVD).pdf Si 27d18b.txt RF Fe 4.5*10^-4 135 0.0206 25 0.04 60 -118 100 2 750 120 600 (730) 100 50 1     1800 

04B20b (SS310).pdf SS310 04B20b.txt RF   2.4*10^-4             100 2 750 180 730             

05B20a (SS310).pdf SS310 05B20a.txt RF   1.8*10^-4             100 2 750 180 680             

27F17c (similar 21D17g) WACVD.pdf SS+gradientSS+Al
N 

27F17c.txt RF Fe 5.5*10^-4 128 (90 
H2 line) 

0.0206 62 0.04 60 -101.5 100 2 750 120 600 100 50 1     1200 

05B20b (SS310).pdf SS310 05B20b.txt RF   1.9*10^-4             100 2 750 180 680             

27I17a (DLC).pdf Glass 27I17a.txt     3.4*10^-4                       40     100 -508 600 

27I17b (DLC).pdf Glass 27I17b.txt     4.4*10^-4                       50 

(mfc 

80) 

    120 -1114 600 

27I17c (DLC).pdf SS304+G-
SS304+AlN 

27I17c.txt     3.4*10^-4                       50 
(mfc 

80) 

    120 -1145 600 

27I17d (DLC).pdf SS304+G-
SS304+AlN 

27I17d.txt     3.4*10^-4                       40 
(mfc 

64.7
) 

    100 -1223 600 

06B20a (SS310).pdf SS310 06B20a.txt RF   8.2*10^-5             100 2 750 180 557             

07B20a (SS310).pdf SS310 07B20a.txt RF   1.9*10^-4             100 2 750 180 600             

07B20b (SS310).pdf SS310 07B20b.txt RF   2.0*10^-4             100 2 750 180 730             

12B20a (SS310).pdf SS310 12B20a.txt RF   1.4*10^-4             100 2 900 180 680/700 100 50 1 50 397/4
09 

1800 

12B20b (SS310).pdf SS310 12B20b.txt RF   2.2*10^-4             100 2 800 180 680/715 100 50 1 50 414/4

18 

1800 

12B20c (SS310).pdf SS310 12B20c.txt RF   2.2*10^-4             100 2 1000 180 680/715 100 50 1 50 406/4
12 

1800 

13B20a (SS310).pdf SS310 13B20a.txt RF   2.2*10^-4             100 2 760 180 680/750 100 50 1 50 416/4

18 

1800 

13B20b (SS310).pdf SS310 13B20b.txt RF   2.8*10^-4             100 2 900 180 680/750 100 50 1 50 415/4
05 

1800 

14B20a (SS310).pdf SS310 14B20a.txt RF   6.5*10^-5             100 2 1040 180 680/750 100 50 1 50 408 1800 

28B18a (SS304+DLC+CNTs).pdf SS304 28b18a.txt RF Fe 4.0*10^-4 135 0.021 64 

(3nm) 

0.047 60 -

1.01049

6183 

100 2 750 120 680 100 50 1 50 1.0309

3 

600 

28B18b (SS304+DLC+CNTs).pdf SS304 28b18b.txt RF Fe 5.5*10^-4 135 0.021 64 
(3nm) 

0.047 60 -101.2 100 2 750 120 680 100 50 1 50 -367 600 

28B18c (SS304+DLC+CNTs).pdf SS304 28b18c.txt RF Fe 3.7*10^-4 135 0.021 64 

(3nm) 

0.047 60 -

1.00987
1668 

100 2 750 120 680 100 50 1 50 1.0098

5 

600 

28B18d (SS304+DLC+CNTs).pdf SS304 28b18d.txt RF Fe 3.6*10^-4 135 0.021 78 

(3nm) 

0.0383 60 -

1.00857
1429 

100 2 750 120 680 100 50 1 50 1 600 
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15B20a (SS310).pdf SS310 15B20a.txt RF   1.9*10^-4             100 2 800 180 680/785 100 50 1 50 0.9448
3 

1800 

15B20b (SS310).pdf SS310 15B20b.txt RF   2.2*10^-4             100 2 1000 180 680/785 100 50 1 50 0.9557

1 

1800 

16B20a (SS310).pdf SS310 16B20a.txt RF   1.7*10^-4             100 2 900 180 680/800 100 50 1 50 0.9211
7 

1800 

18B20a (SS310).pdf SS310 18B20a.txt RF   5.6*10^-5             100 2 900 180 680/800 100 50 1 40 0.9634

1 

1800 

18B20b (SS310).pdf SS310 18B20b.txt RF   9.1*10^-5             100 2 900 180 680/800 100 50 1 60 0.9132
3 

1800 

18B20c (SS310).pdf SS310 18B20c.txt RF   2.2*10^-4             100 2 700 180 680             

18B20d (SS310).pdf SS310 18B20d.txt RF   1.7*10^-4             100 2 1040 180 680             

19B20a (SS310).pdf SS310 19B20a.txt RF   1.3*10^-4             100 2 1000 180 680             

19B20b (SS310).pdf SS310 19B20b.txt RF   1.8*10^-4             100 2 900 180 680             

19B20c (SS310).pdf SS310 19B20c.txt RF   1.8*10^-4             100 2 760 180 680             

18F20a (SS310).pdf SS310 18F20a.txt RF   2.5*10^-4             100 2 1040 180 680/750 100 50 1 50 0.9715

8 

1800 

22F20a (SS310).pdf SS310 22F20a.txt RF   1.1*10^-4             100 2 1040 180 680/750 100 50 1 50 0.9848
9 

1800 

22F20b (SS310).pdf SS310 22F20b.txt RF   3.0*10^-4             100 2 1040 180 680/750 100 50 1 50 0.9376

5 

1800 

08G20a (SS310).pdf SS310 08G20a.txt RF   7.0*10^-5             100 2 1040 180 680/750 100 50 1 50 0.9087
7 

1800 

11I20a (SS310).pdf SS310 11I20a.txt RF   2.4*10^-4             100 2 1040 180 680/750 100 50 1 50 0.8801

6 

1800 

12I20a (SS310).pdf SS310 12I20a.txt RF   1.2*10^-4             100 2 1040 180 680/750 100 50 1 25 -
0.0018 

1800 

16I20a (SS310).pdf SS310 16I20a.txt RF   9.6*10^-5             100 2 1040 180 680/750 100 50 1 50 -397/ 1800 

29I20a (SS310).pdf SS310 29I20a.txt RF   6.1*10^-5             100 2 1040 180 680/700 100 50 1 50 0.9923

7 

1800 

29I20b (SS310).pdf SS310 29I20b.txt RF   6.1*10^-5             100 2 1040 180 680/730 100 50 1 50 0.9873
7 

1800 

29I20c (SS310).pdf SS310 29I20c.txt RF   1.4*10^-4             100 2 1040 180 680/780 100 50 1 50 0.9593

9 

1800 

30I20a (SS310).pdf SS310 30I20a.txt RF   1.0*10^-4             100 2 1040 180 680/720 100 50 1 50 0.9898
7 

1800 

30I20b (Graphite).pdf Graphite 30I20b.txt RF Fe 1.7*10^-4 136 0.0193 67 

(2nm) 

  60 -108.2 100 2 750 120 680 100 50 1 50 

(rea
l 80) 

0.9534

9 

900 

30I20c (Graphite).pdf Graphite 30I20c.txt RF Fe 2.5*10^-4 136 0.0193 67 

(2nm) 

  60 -106.3 100 2 750 120 730 100 50 1 50 

(rea

l 80) 

0.9898

7 

900 

01J20a (Graphite).pdf Graphite 01J20a.txt RF Fe 1.6*10^-4 136 0.0193 67 

(2nm) 

  60 -105.3 100 2 750 120 700 100 50 1 50 

(rea

l 80) 

0.9974

1 

900 

29a19a (SS304+CNTs).pdf SS304 29a19a.txt     3.6*10^-4             100 1 780 200/50
0/500 

650/680 100 50 1 50 1.0027
8 

1800 

29a19b (SS304+CNTs).pdf SS304 29a19b.txt     2.8*10^-4             100 1 780 200/50

0/500 

650/730 100 50 1 50 1.1375 1800 

29a19c (SS304+CNTs).pdf  SS304 29a19c.txt     3.3*10^-4             100 1 780 620 650/730 100 50 1 50 1.0771
5 

1800 

09J20a (SS310).pdf SS310 09J20a.txt RF   1.8*10^-4             100 2 1040 180 680/680 100 50 1 50 -390/- 1800 

13J20a (SS310).pdf SS310 13J20a.txt RF   1.4*10^-4             100 2 1040 180 680/700 100 50 1 50 1 1800 

14J20a (SS310)-.pdf SS310 14J20a.txt RF   9.4*10^5             100 2 1040 180 680/720 100 50 1 50 1 1800 

16J20a (SS310).pdf SS310 16J20a.txt RF   2.7*10^-4             100 2 1040 180 680/720 100 50 1 50 -395/- 1800 

23J20a (SS310).pdf SS310 23J20a.txt RF   2.7*10^-4             100 2 1040 180 680/720 100 50 1 50 -412 1800 

26J20a (SS310).pdf SS310 26J20a.txt RF   7.3*10^-5             100 2 1040 180 650/690 100 50 1 50 0.9948
1 

1800 

30C17a.pdf Si+gradient 

SS304+AlN 

30C17a.txt RF Fe 4.7*10^-4 128 0.0201 62 0.04 60 -98.5 100 2 750 120 715             

26J20b (SS310).pdf SS310 26J20b.txt RF   2.2*10^-4             100 2 1040 180 670/710 100 50 1 50 0.9527
4 

1800 

27J20a (SS310).pdf SS310 27J20a.txt RF   9.6*10^-5             100 2 1040 180 660/700 100 50 1 50 0.9151

8 

1800 

27J20b (SS310).pdf SS310 27J20b.txt RF   9.6*10^-5             100 2 1040 180 660/700 100 50 1 50 0.9151
8 

1800 

28J20a (SS310).pdf SS310 28J20a.txt RF   8.3*10^-5             100 2 1040 180 650/690 100 50 1 50 -372/- 1800 

28J20b (SS310).pdf SS310 28J20b.txt RF   1.2*10^-4             100 2 1040 180 680/720 100 50 1 50 -385/- 1800 

29J20a (SS310).pdf SS310 29J20a.txt RF   1.1*10^-4             100 2 1040 180 680/720 100 50 1 50 -385/- 1800 

30J17a  (similar15B17d)-ICMAB.pdf Si+AlN 30J17a.txt RF Fe 3.4*10^-4 128(66 
via H) 

0.0208 64s/ 
3nm 

0.047 60 -108.1 100 2 750 120 680 100 50 1 50 -334 1200 

29J20b (SS310).pdf SS310 29J20b.txt RF   1.8*10^-4             100 2 1040 180 680/720 100 50 1 50 1.0487

1 

1800 

29J20c (SS310).pdf SS310 29J20c.txt RF   1.7*10^-4             100 2 1040 180 680/720 100 50 1 50 1.0197
2 

2120 

23K20a (SS310).pdf SS310 23K20a.txt RF   9.6*10^-5             100 2 1040 180 680/720 100 50 1 50 1.0197

2 

2120 

23K20b  (SS310).pdf SS310 23K20b.txt RF   1.3*10^-4             100 2 1040 180 680/720 100 50 1 50 0.9466
7 

2120 
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  Substrate File Catalyst  PECVD 

source Target  Previous 

vacuum 
Pa 

Ar 

sccm 

Pressure 

mbar 

time s Depositi-

on rate 
nms 

Powe

r 
W 

Vbias 

V 

H2 

sccm 

P 

mbar 

Ramp 

time 
s 

Hold 

time 
s 

Tfinal 

C 

NH3 

scc
m 

C2H2 

sccm 

P 

mbar 

RF 

W 

Vbias 

V_2 

Depositi-

on time 
s 

23K20c  (SS310).pdf SS310 23K20c.txt RF   2.3*10^-4             100 2 1040 180 665/705 100 50 1 50 0.9771
4 

1800 

24K20a  (SS310).pdf SS310 24K20a.txt RF   9.6*10^-5             100 2 1040 180 670/710 100 50 1 50 -360/- 1800 

26J20a (Graphite).pdf Graphite 26J20a.txt RF Fe 1.6*10^-4 136 0.0193 67 

(2nm) 

  60 -105.3 100 2 750 120 700 100 50 1 50 

(rea

l 80) 

0.9974

1 

900 

31C17a.pdf Si+gradient 

SS304+AlN 

31C17a.txt RF Fe 4.2*10^-4 128 0.0201 62 0.04 60 -96.6 100 2 750 120 730             

09L19a-SS304+GSS304+AlN (ref.15C17b 

PECVD).pdf 

SS+SSgradient+Al

N 

09L19a.txt RF Fe 7.1*10^-5 128 0.0199 83 

(2.5nm
) 

0.03 60 -109.4/ 100 2 750 120 730 100 50 1 50 

(70  

-1.62 900 

31a19a (SS304+CNTs).pdf SS304 31a19a.txt     2.1*10^-4             100 1 780 200/50

0/500 

650/730 100 50 1 50 1.0337

7 

1800 

10L19a-SS304+GSS304+AlN (ref.15C17b 
PECVD).pdf 

SS+SSgradient+Al
N 

10L19a.txt RF Fe 5.7*10^-5 128 0.0199 83 
(2.5nm

) 

0.03 60 -107.6 100 2 750 120 730 100 50 1 
 

-286 900 
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Resum de la tesi  

 

Actualment, la Nanotecnologia està tenint un impacte en pràcticament tots els aspectes de la 

vida humana. És una tecnologia transformadora que ha influït i continuarà en l'electrònica i la 

informàtica, la medicina, els materials i la fabricació, la catàlisi, l'energia i el transport. Ha canviat 

la manera d'utilitzar els materials en el futur, millorant la seva durabilitat i reactivitat. Tenim moltes 

oportunitats per fer que les coses siguin més petites, més lleugeres i més fortes. Els materials de 

carboni són un dels principals materials que els científics han estudiat intensament les seves 

propietats durant les últimes tres dècades per les seves notables propietats, que encara s'estan 

investigant i s'estan descobrint noves propietats i aplicacions fins al moment. Els nanotubs de 

carboni (CNT) i el grafè són els principals materials de carboni investigats i més importants des 

del seu descobriment. El primer descobriment de CNT va ser l'any 1991 pel Dr. Sumio Iijima on 

eren nanotubs de carboni de paret múltiple (MWCNT) ja que els podia produir al seu laboratori 

en condicions estables. Dos anys més tard, el mateix científic va poder descobrir els primers CNT 

de paret única (SWCNT). Una dècada més tard, la revolució del grafè va començar quan el 

professor Andre Geim i el professor Constantine Novoselov van poder obtenir una sola capa de 

grafè separant els fragments de grafit repetidament fins a obtenir una capa de carboni d'un àtom 

de gruix. De fet, atès que s'ha avançat la tecnologia per produir CNT i grafè a escala industrial, 

es poden trobar en nombroses aplicacions, com ara polímers de reforç, que actuen com a 

bastides per al creixement artificial de teixits, utilitzant-los en molts dispositius sensors com ara 

com a elèctrics, òptics i biològics, fabricant els components d'elèctrodes de bateries i 

supercondensadors de nova generació. Els CNT i el grafè són suports ideals per a altres 

materials, especialment quan es combinen amb materials d'alta capacitat. Investigadors i 

empreses de tot el món estan dedicant esforços importants a desenvolupar elèctrodes amb 

disseny tridimensional a escala nanomètrica i una gran superfície específica. Aquesta tesi se 

centra en l'optimització dels paràmetres de síntesi de CNTs utilitzant diferents metodologies per 

obtenir els CNTs sobre substrats conductors i flexibles i sense substrat per utilitzar-los com a 

elèctrodes per a supercondensadors. Els CNT s'han estudiat per separat, combinats amb 

nanowalls de grafè (GNW) i combinats amb MnO2 per augmentar la capacitat tant com sigui 

possible. Totes les metodologies de síntesi de CNT i GNW són processos relacionats amb CVD.  

Les tecnologies estudiades també ofereixen una diversitat de mètodes de producció de 

nanomaterials, que obren altres desenvolupaments futurs tals com elèctrodes flexibles per a 
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supercondensadors i bateries, sensors, foto i electrocatàlisi, i altres desenvolupaments com 

biosensors per a roba intel·ligent. 

 

Capítol 1-Introducció  

Aquest capítol tracta alguns principis bàsics de la nanociència i la nanotecnologia. Els materials 

de carboni prenen la resta del capítol a partir dels al·lòtrops de carboni, explicant amb detall 

conceptes sobre nanotubs de carboni, les seves propietats, tècniques de síntesi, mecanisme de 

creixement i l'efecte dels gasos catalitzadors i precursors en el creixement. A continuació, 

s'explica breument la història i els conceptes del grafè, a més de la seva estructura i propietats 

tèrmiques i mecàniques.  

 

Capítol 2 – Tècniques de caracterització  

Les tècniques de caracterització utilitzades durant aquesta tesi es descriuen amb detall en aquest 

capítol. Es van realitzar diferents mesures espectroscòpiques, elèctriques i electroquímiques per 

caracteritzar els materials de carboni que hem sintetitzat, així com la seva aplicació com a 

elèctrodes per a dispositius supercondensadors. En aquest capítol, també es presenten les 

descripcions de les tècniques de microscòpia electrònica i d'anàlisi de superfícies utilitzades per 

a la caracterització composicional, estructural i morfològica de les mostres.  

 

Capítol 3 – Conceptes i configuracions experimentals.  

Aquest capítol és el nucli per a la capacitat d'imaginar com es va dur a terme el treball del material 

de síntesi durant la tesi. Cobreix amb detall els conceptes del sistema de buit i els possibles 

recursos de gas dins de les cambres de buit, els conceptes de plasma i els processos relacionats 

de deposició física de vapor (PVD) i deposició de vapor químic (CVD). S'expliquen els tres 

reactors que hem utilitzat per sintetitzar els materials de carboni. En particular, les seves parts 

(principi de funcionament, bombes, vacuòmetres, etc...) i la importància de cada peça per a un 

ús exitós i segur de les cambres. Finalment, també es va explicar una tècnica de plasma 

atmosfèric per a la síntesi de nanopartícules metàl·liques. 
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Capítol 4 – Síntesi de composites basats en carboni sobre substrats Papyex® altament 

flexibles 

En aquest capítol, es presenta l'optimització dels paràmetres de creixement dels CNTs alineats 

verticalment (VACNT) i dels seus compostos GNWs sobre substrats de grafit Papyex® mitjançant 

CVD millorat per plasma (PECVD) i CVD de plasma acoblat inductivament (ICP-CVD) per 

utilitzar-los. com elèctrodes per a supercondensadors. Els paràmetres es van optimitzar un per 

un incloent la funcionalització del plasma de la mostra. Les mostres es van caracteritzar 

mitjançant diferents tècniques microscòpiques, espectroscòpiques i de raigs X. Les propietats 

electroquímiques dels CNT i les estructures híbrides de carboni es van investigar abans i després 

de l'electrodeposició de MnO2. 

 

Capítol 5 – Síntesi de compostos basats en carboni directament sobre aliatges flexibles 

SS310 

En aquest capítol, hem estudiat el creixement de CNT directament sobre aliatges d'acer 

inoxidable SS310 utilitzant les partícules de catalitzador presents al propi substrat en un únic 

procés continu mitjançant PECVD. L'optimització dels paràmetres del procés es va dur a terme 

mitjançant el disseny experimental de Box-Wilson. Els CNT obtinguts es van decorar amb 

escates de GNW per augmentar la seva superfície específica. La morfologia i les propietats dels 

compostos CNTs i CNTs-GNWs es van caracteritzar mitjançant diferents tècniques 

microscòpiques i espectroscòpiques. Es va dipositar diòxid de manganès sobre l'estructura 

obtinguda i se'n van estudiar les propietats electroquímiques. 

 

Capítol 6 – Síntesi de nanotubs de carboni i nanopartícules d'òxid metàl·lic a pressió 

atmosfèrica. 

Aquest és l'últim capítol de resultats, que presentarà una tècnica diferent per al creixement de 

CNT. La síntesi de CNT es va fer sense substrat mitjançant un catalitzador flotant CVD (FC-CVD). 

Aquesta tècnica permet la síntesi contínua (escalable) de CNT a pressió atmosfèrica en un entorn 

d'oxigen lliure dins d'un reactor de forn tubular. En aquest capítol es presenta una altra tècnica 

per a la síntesi de nanopartícules d'òxid metàl·lic anomenada interacció plasma-líquid. Mitjançant 

aquesta tècnica es van sintetitzar diferents òxids metàl·lics però només vam utilitzar NiO2. 

Mitjançant aquestes tècniques podríem obtenir una estructura híbrida de CNTs i nanopartícules 
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de NiO2. Tots dos es van caracteritzar per tècniques microscòpiques i espectroscòpiques per 

finalment utilitzar-los per a aplicacions electroquímiques. La major part d'aquest treball es va dur 

a terme durant una estada curta a la Universitat d'Ulster - Irlanda del Nord. 

Conclusions 

L'exposició dels resultats i la discussió s'ha completat amb una llista de conclusions derivades 

dels principals resultats i assoliments de la tesi. 

 


	first pages without numbers
	Thesis whithout first page
	table of contents
	Thesis 1-252
	Chapters 1-6
	Chapter1-Introduction
	Ch2-Characterization techniques
	Chapter 3-experimental setup
	Ch4-Papyex papers
	Chapter 5-SS
	Ch6-FC-CVD

	Conclusions
	table of samples
	Bibliography
	CV
	Resume en catala



