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Abstract

Since the invention of the microscope in the 17th century, the use of imaging technologies
has been fundamental in the study of biological tissues. Over the centuries, new imaging
technologies have been developed and implemented to enhance the visualization of tissues and
ease the understanding of their structure from the measurement of some of their physical
properties. In that context, polarimetry is an interesting non-contact and non-invasive optical
technique that has been used for image enhancement in a wide range of fields such as
astronomy, remote sensing, and characterization of materials. Moreover, polarimetry can be
combined with other optical techniques to further improve the visualization of samples.

Polarimetry comprises a group of optical methods that are based on measuring the
polarization of light and how it varies when interacting with samples. In this thesis, some
polarimetric methods recently proposed in the literature (as well as new ones) are studied,
experimentally implemented, and applied for the first time in the analysis of biological tissues
to improve the visualization of animal and plant tissues.

In the field of biomedicine, the potential of polarimetry is demonstrated in a wide variety of
studies. These studies are usually based on two groups of polarimetric techniques: Polarization
Gating techniques and Mueller matrix-based techniques. In this thesis, we investigate the
relationship between these two groups of polarimetric techniques and we propose a new
generalized polarimetric method that allows the analysis of different Polarization Gating
configurations from a single Mueller matrix measurement.

Concerning to the biomedical studies based on the Mueller matrix, different polarimetric
properties (diattenuation, retardance, and depolarization) are analyzed from a group of
observables to obtaining physical information related to the structure of biological tissues and
also to enhance their visualization. In these studies, retardance is completely studied through
the Lu-Chipman decomposition and the calculation of the linear retardance, the circular
retardance, and the orientation of the fast axis, among others. By contrast, the analysis of
depolarization content is restricted to the calculation of observables that quantify the overall
depolarization of samples and do not allow the study of more specific information, as can be
possible anisotropies in that depolarization process. For that reason, in this thesis, different
observables that further describe the depolarization properties of the sample are studied to,
afterwards, be applied for visualization enhancement of the measured animal tissues. In that
sense, the parameters called Indices of Polarimetric Purity are applied to inspect animal tissues.
These depolarizing observables are used to improve tissue visualization, revealing certain
structures hidden in standard depolarization channels, and also to classify, with improved
efficiency, different animal tissues.

Finally, we also study the use of polarimetry for the analysis of plant tissues. Unlike animal
tissues, polarimetry is much less used in the plant analysis framework, being Mueller-based
techniques scarcely used. For this reason, this thesis studies the potential of Mueller polarimetry
for plant tissue analysis and compares the obtained results with those obtained with some
commonly used polarimetric and non-polarimetric techniques. As a result, Mueller polarimetry
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is an optimal polarimetric method for obtaining non-invasive images of plant tissues that, in
addition, can be used as a complementary tool to other non-polarimetric optical techniques.
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Chapter 1 Introduction

This thesis examines, for the first time, the experimental implementation of some recently
proposed in literature, as well as newly developed in this thesis, polarimetric methods for the
inspection of biological tissue. These polarimetric methods are applied with the aim of
enhancing the visualization of biological tissues, as well as obtaining additional information
useful for biomedical and botanical applications. Both polarization and depolarization properties
of measured tissue samples provide relevant information for biological applications, but in this
thesis, we are mainly focused on exploiting the depolarization properties of tissues. In that
sense, the Indices of Polarimetric Purity (IPP) are applied, for the first time, to obtain new and
relevant information from biological tissues. The IPP are a set of three observables, recently
proposed by I. San José and J. J. Gil [1], that further synthesize the depolarization properties of
samples. In the following chapters, we study their use for the visualization of biological tissue
structures and for the automatic classification of animal tissues based on machine learning
processes.

Besides depolarization properties, other polarimetric properties, as the birefringence of
tissue, are also used to enhance the visualization of tissues and to determine the orientation of
tissue fibers. The analysis of all these polarimetric properties is based on the calculus of
polarimetric observables from the Mueller matrix. The measurement of the Mueller matrix is
one of the polarimetric approaches commonly used for imaging biological tissues. However,
other approaches, as for instance, Polarization Gating (PG) techniques, are also commonly used.
In this thesis, we also compare the potential of polarimetric approaches commonly used in
biological applications to determine which is better suited for research applications.

In this introductory chapter, we present an overview of the state of the art of optical imaging,
especially in image polarimetry, in the biomedical and botanical fields. In addition, we describe
some applications that motivated us to develop the research comprised in this thesis.

First, we describe in section 1.1 a collection of optical imaging techniques commonly used in
biomedical and botanical applications. Then, section 1.2 overview different imaging polarimetric
methods described in the specialized literature, as well as positive results obtained when using
polarimetry in other fields, such as astronomy, remote sensing, and material characterization.
Afterward, an overview of the studies that use polarimetric imaging techniques for biomedical
applications and the medical relevance of some applications is provided in subsection 1.2.2.
Subsection 1.2.3 provides an overview of the studies that use polarimetry to improve the
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imaging of vegetal tissues and describes the economic interest of some botanical applications
not studied with polarimetry. Finally, the main goals and the structure of this thesis are
described in sections 1.3 and 1.5, respectively.

1.1 Optical imaging techniques

Imaging technologies play a fundamental role in the field of biomedicine and botany since
they can be used to visualize the different structures of biological tissues and measure some of
their physical properties [2—4]. The use of modern imaging technologies, which provide better
visualization of measured tissues, allows a better understanding of the tissue structure and the
performance of new and more detailed studies. For this reason, new and advanced imaging
techniques that enhance the visualization of biological tissues by increasing the image resolution
or by improving the image contrast between the different measured structures are being
investigated. For instance, the stimulated emission depletion (STED) microscopy [5] is a super-
resolved fluorescence technique that has overcome Abbe’s diffraction limit [6] or the phase-
contrast microscopy [7] which is used to improve the image contrast between adjacent
structures.

In this thesis, we are focused on the use of image polarimetry techniques to improve the
image contrast between the measured structures and consequently enhancing the visualization
of biological tissues. Before explaining how image polarimetry works, we following describe the
operation principle of the main optical imaging techniques used for the analysis of biological
tissues to take a general vision of the state of the art of optical imaging in biological applications.
We will also describe the operation principle of electron microscopes because they are
commonly used for similar biological applications on the nanometric scale.

The operation principle of optical techniques consists of exploiting the fundamental
properties of light (intensity, frequency, phase, coherence, and polarization), as well as the light-
matter interaction properties (fluorescence, absorption, scattering, etc.) to improve the
visualization of samples.

Simple imaging systems

At the beginning of the 17th century, the combined use of lenses was proposed to magnify
the image of an object [8]. The proposed instrument was called light microscope (or optical
microscope) and it is nowadays used to visualize microscopic structures. Simple light
microscopes work illuminating the sample with light (usually non-polarized and non-coherent
white light) and measuring the intensity of light resulting from the light-matter interaction.
When the light interacts with biological tissues, part of the incident light is absorbed and
scattered [4]. The absorption and scattering properties of tissues are characteristic of each
sample and tend to be different for distinct tissues. Therefore, the intensity of light coming from
the interaction with distinct tissue structures is usually different, allowing their distinction and
recognition. Although this is the simplest optical instrument used in biology, it is responsible for
very relevant findings, as for instance, the discovering of bacteria and cells [9].
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Multispectral or hyperspectral imaging

The absorption and scattering processes associated with light-tissue interactions depend on
the wavelength/frequency of the incident light [10]. In fact, the penetration depth is different
depending on the wavelength used, being, in the case of illuminating human skin, the blue and
green light more superficial than the red and the near-infrared light [11]. Therefore, the separate
use of different wavelengths can be used to obtain information from superficial and deeper
layers of tissue samples and also to differentiate two tissues that could be seen as equal in a
particular wavelength but completely distinct in others.

Multispectral and hyperspectral imaging systems are the instruments used to measure the
intensity response of a sample as a function of the wavelength [12]. They are non-contact and
non-invasive optical instruments that work similarly to the simple imaging system but measuring
the intensity corresponding to different wavelengths separately. In that sense, hyperspectral
and multispectral imaging systems are very similar. The only difference between them is that
hyperspectral systems measures a continuous range of wavelengths (e.g., 450-900 nm in steps
of 1 nm) whereas multispectral systems subsets the range into different bands (e.g., 450-900
nm in 30 nm) [13]. Note that in the previous examples, the number of images per frame are 450
and 15, respectively. Thus, the amount of information is so large that it cannot be processed by
a human and requires specialized software. Specialized software is even more necessary if we
consider that some hyperspectral instruments are snapshots instruments that allow real-time
measurements [14] (i.e., more than 25 images/s).

Among the diverse biological applications of spectral imaging techniques, they have been
used to identify regional differences in oxygen saturation of blood in human retinal vessels [15]
and for the automatic diagnosis of skin cancer by using machine learning tools [16]. In the latter
mentioned study, the sensitivity and specificity of cancer detection take values from 75% to 85%
[16] so there is room for improvement. Hyperspectral techniques have been also used for the
early detection and classification of plant diseases and stress [17]. Note that for these
applications spectral imaging techniques do not need sample preparation.

Raman spectroscopy

Raman spectroscopy is a non-contact and non-invasive spectral imaging technique that
exploits the “Raman” scattering process to analyze the chemical composition of the measured
tissue [18]. “Raman” scattering is an inelastic scattering process (i.e., the energy of the incident
photon is different from the reemitted one) that was predicted by Adolf Smekal in 1923 and first
observed by C.V. Raman in 1928 [18]. Similar to Rayleigh scattering, in the Raman scattering, a
photon interacts with a molecule inducing a short-term transition to a virtual energy level (see
Figure 1-1). However, instead of being relaxed back to the same initial state and emitting the
same energy photon, like in the Rayleigh scattering process, in the Raman scattering, the
molecule is relaxed to another vibrational energy state and a photon with different energy is
emitted.

There are two types of Raman scatterings: Stokes and anti-Stokes scattering. Stokes Raman
scattering is characterized for remitting lower energy photons and anti-Stokes Raman scattering
for reemitting higher energy photons [18] (see Figure 1-1). The frequency difference between
the incident photon and the reemitted one is characteristic of each molecule and its vibrational
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energy levels. Therefore, illuminating the sample with a narrow bandwidth source and analyzing
the spectral shift can be used to deduce the chemical composition of the analyzed sample.
However, the Ramman scattering probability is very low, being the Stokes scattering the most
commonly observed in biomedical research with a probability of 1 in 10® incident photons [18]
(the Stokes scattering probability depends on the concentration of molecules, being higher with
higher concentrations). Accordingly, the measured Raman signal is very low. To enhance this
signal, the incident light is concentrated at a point and the measured images are taken through
scanning processes. In comparison with other optical techniques as fluorescence microscopy,
Raman spectroscopy usually does not need sample preparation.

As examples of biological Raman spectroscopy applications, the technique has been applied
for the analysis of mineralized nodules formed in vitro of a bone when using different
regenerative techniques [19] and for the detection of skin cancer [20]. In the latter study, the
accuracy of detecting various skin oncological pathologies when using Raman spectroscopy
varies from 78.4% to 100% depending on the pathology [20].
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Figure 1-1. Scheme of Rayleigh scattering, Raman scattering, fluorescence, two-

photon absorption and stimulated emission.

Fluorescence microscopy

Fluorescence microscopy is a non-contact imaging technique that uses the fluorescence
effect produced in the measured samples to enhance the image contrast [21]. The operational
principle of this technique consists of illuminating the sample with a given wavelength that must
have the same energy as the absorption transition of the imaged fluorescent molecules. Then,
a part of the incident photons is absorbed by these fluorescent molecules producing a molecule
transition to a higher energy state E; (see Figure 1-1). During the next picoseconds, the molecule
is relaxed to the lower vibrational state of E; (see Figure 1-1) and after some nano seconds, the
molecule is relaxed back to the ground state Eo emitting a fluorescent photon [21] (see Figure 1-
1). The wavelength of the fluorescent photon is different from the incident one so a filter can be
placed in front of the camera to only measure the fluorescent light. Consequently, only the
fluorescent molecules are imaged with this technique.

In the case of measuring plant samples, many vegetal structures are composed of fluorescent
molecules (fluorophores) [22]. Nevertheless, many other biological structures do not fluoresce.
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In the latter cases, fluorescent dyes must be introduced in the sample, this requiring previous
sample preparation. Therefore, fluorescence microscopy is an invasive technique in the case of
ensuring non-fluorescent objects. Moreover, after several measurements fluorophores and
fluorescent dyes can remain useless due to photobleaching processes so long-term continuous
measurements are not allowed [21].

The energy of the absorbed light is always higher than the emitted fluorescent photons.
Therefore, we have to illuminate the sample with shorter wavelengths. The main problem of
using short wavelengths is the smaller penetration depth associated with them [11]. However,
fluorescence microscopy is usually combined with confocal microscopy (following described) to
image deeper layers.

As many plant present fluorescent structures, fluorescence techniques are widely used for
the inspection of vegetal tissues [22—-25]. For example, fluorescence microscopy has been used
to study the protein dynamics in plant cells [23,24] and to study the cell patterning during the
development of plant development from seeds to adult plants [25]. Fluorescence microscopy
has also been used in biomedicine, for instance, to study the internal body dynamics through
the intravenous administration of nanoparticles [26] and for the detection of skin cancer [20].
In the latter study, the accuracy of detecting various skin oncological pathologies when using
fluorescence microscopy varies from 78.9% to 93% depending on the pathology [20].

Two-photon microscopy

Two-photon microscopy is similar to fluorescence microscopy but uses two half-energy
photons to excite the molecule [3] (see Figure 1-1). After the absorption of the two photons, the
fluorescence process is the same. One advantage of two-photon microscopy compared to the
previously described fluorescence microscope is that lower energy photons penetrate deeper
into the sample. However, the probability of two-photon absorption is much lower compared
to one-photon absorption [3]. Consequently, the beam is concentrated at a point and the
measured images are taken through scanning processes, like in Raman spectroscopy. In
addition, the two photons must arrive nearly simultaneously (<1 fs) to be absorbed so very short
pulses (e.g., femtosecond pulses) must be used. Sometimes, despite concentrating the
illumination beam at a point the fluorescence signal is too low [3]. Under this scenario, the
intensity of the incident beam can be increased. Nevertheless, highly concentrated beams with
high intensities produce photobleaching which damages the sample [3].

The explained two-photon microscopy method is called two-photon excitation fluorescence
(TPEF) and it has been used, for instance, for the in vivo imaging of a mouse brain to study
Alzheimer's disease [27]. Alternatively, second-harmonic generation (SHG) is a two-photon
technique similar to TPEF but in which the photon emission is an elastic process (i.e., the emitted
photon has the same energy as the sum of the two incident photons energy) [3]. Unlike TPEF,
SHG does not need sample preparation and does not suffers inherent photobleaching.

In biological materials, SHG is especially intense in well-organized noncentrosymmetric
microcrystalline structures because the emitted light is constructively combined [3]. As an
example, SHG has been used to image collagen fibers [28].
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Stimulated emission depletion (STED) microscopy

In 1994, Stefan Hell published an article outlining the operation principles of the so-called
stimulated emission depletion (STED) method that overcomes Abbe’s diffraction limit [6]. Six
years later, in 2000, he proved that STED works in practice [29,30]. STED microscopy is a
fluorescence technique that is based on illuminating a point of the sample with two
synchronized pulses and retrieve a superresolution image through a scanning process [5]. The
scanning process can be done in the z-axis thus obtaining 3D images. The first emitted pulse is
Gaussian-shaped, similar to the one used in simple fluorescence microscopy (see Figure 1-2 (a)).
The photons of the first pulse are absorbed by the fluorophores (fluorescent molecules)
producing a molecule transition to a higher energy state E; (see Figure 1-1), and in the next
picoseconds, the molecule is relaxed to the lower vibrational state of E;, like in simple
fluorescence microscopy (see Figure 1-1) [5]. Then, the same point is illuminated by a second
pulse before the emission of a fluorescent photon (the emission of a fluorescent photon takes
some nanoseconds to occur). This second pulse is doughnut-shaped (see Figure 1-2 (b)) and
produces a stimulated emission in the illuminated region (see Figure 1-1). Doughnut-shaped
spots can be obtained through vortex beams and the central hole can also be obtained in the z-
direction [30]. After the emission of stimulated photons, the central region remains excited (see
Figure 1-2 (c)) and, after few nanoseconds, emits the fluorescent photons [5]. As the fluorescent
emission area is smaller compared to the initial illuminated section, the obtained image
resolution is increased. The image resolution obtained with STED microscopy in the x-y plane is
50 nm vs 250 nm obtained with confocal microscopy [5]. In the z-axis, the axial resolution of
STED microscopy is 150 nm vs 550 nm obtained with confocal microscopy [5]. This increment of
resolution allows the distinction of close objects as in Figure 1-2 (d) and (e) where a bacteria
membrane is better outlined with STED than confocal microscopy [30].

Thanks to this nanometric resolution, the length of DNA fragments can be measured more
precisely [31]. Moreover, STED allowed performing studies that were only possible with electron
microscopy as the precise determination of protein sub-location and organelle quantities in the
analysis of cells [32]. However, STED microscopy is an invasive technique that needs sample
preparation and their measure instruments are more expensive compared to the previously
described techniques because STED is more complex. Moreover, they are not able to take real-
time measurements (images take ~s [5]).
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Figure 1-2. X-Y scheme of (a) excitation spot, (b) doughnut-shaped stimulated
emission spot, and (c) fluorescent emission spot. Images of a membrane-labeled E. coli
taken with (d) a confocal microscope and with (e) a STED microscope. (d) and (e)

images were obtained from ref. [30].
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Confocal microscopy

Confocal microscopy is a non-contact and non-invasive optical technique that is usually
combined with fluorescence microscopy [33]. In fact, confocal microscopy is based on focusing
the light on a point in the sample (see Figure 1-3 (a)), thus enhancing the fluorescent signal.
Then, the fluorescent or the reflected light passes through a pinhole and is measured by a
detector (see Figure 1-3 (a)). The particularity of this technique is that most light coming from
other planes, other positions, and scattered by the sample is filtered by the pinhole and not
measured (see Figure 1-3 (a)). In other words, only light coming from a particular point of the
sample is measured [33].

After measuring the light coming from a point of the sample, the light is focused on other
points in the sample following a scanning method, like Raman spectroscopy or STED. Like STED
microscopy, confocal microscopy can take 3D images [34]. However, confocal microscopy
presents a lower resolution compared to STED microscopy [5]. By contrast, confocal
microscopes are cheaper instruments that can take real-time measurements (images take ~ms-

s [5]).
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Figure 1-3. (a) Scheme of a confocal microscope. (b) Scheme of an optical coherence

tomography system. BS means beam splitter.

Optical coherence tomography (OCT)

Optical coherence tomography is a scanning optical technique, like STED microscopy and
confocal microscopy, that uses the coherence of light to take 3D images of semi-transparent and
turbid samples [35]. This technique is based on the interferometry of low-coherence light. First,
a low-coherence light beam is divided into two arms: the reference arm and the sample arm
(see Figure 1-3 (b)). The reference arm is composed of a mirror that can be displaced in the beam
direction. And the sample arm is composed of a lateral scanning system (a rotatable mirror in
Figure 1-3 (a)) and an objective that images the sample. Then, the reflected light of each arm is
recombined producing an interferometric pattern. This interferometric pattern depends on the
path length as well as on any change in the refractive index [35]. Accordingly, different layers of
the sample are imaged when displacing the mirror in the beam direction. Note that this
interferometry is only produced if the difference in travel path lengths is less than the coherent
length of light [35]. Therefore, the axial resolution of 3D images is equal to the coherent length.
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In that sense, the use of broadband light sources involves that interference occurs at
micrometric scales.

Compared to other scanning techniques, OCT presents lower axial resolution. However, OCT
is a non-contact, non-invasive and real-time imaging technique that does not need sample
preparation and which, in contrast to fluorescence microscopy, can repeat the same
measurement over time [35]. Moreover, different arms can be substituted by optical fibers, this
making a robust optical system applicable for in vitro measurements, as for instance, the
measurement of colon cancer [36].

Optical coherence tomography has been regularly used in ophthalmology to detect retinal
irregularities [37], and in plant biology, for instance, to study the root growth in soil [38].

Phase-contrast microscopy

Phase-contrast microscopy exploits variations of the phase of light to enhance the image
contrast. It is a non-contact and non-invasive technique that does not require sample
preparation [7]. Moreover, it can be used for real-time measurements and has the same
resolution limitations as simple and spectral microscopy, i.e., Abbe’s diffraction limit [6].

Its operational principle consists of changing the phase of light scattered by the sample in
other to differentiate it from the background light. To do so, the light beam is first modified by
a condenser annulus (see Figure 1-4). Then, the modified light beam interacts with the sample,
being most of the light transmitted (see bright green color in Figure 1-4) and a small part
scattered (see dark green color in Figure 1-4). Afterward, all the light, independently of its origin,
is refocused on the camera. Now, since the path of transmitted light is known, we use a phase
plate to induce a phase shift between transmitted and scattered light [7]. Finally, scattered light
interferes with directly transmitted light, which creates a phase contrast. As phase is
independent of the intensity, phase-contrast microscopy allows observing transparent samples.
In fact, the observation of transparent samples is its main use [7].
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Figure 1-4. Scheme of a phase-contrast microscope.

Phase-contrast microscopy is useful to highlight the edges of measured objects because most
of the scattering light is produced there. Moreover, phase-contrast images are sensitive to
changes in the index of refraction and changes in the thickness of the measured sample so
retrieving 3D information of samples [39]. By contrast, the measurement of thick samples is
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worthless because more than 2m phase differences can occur. In addition, the measure of highly
scattering samples is also worthless because scattering paths may also produce more than 2n
phase differences.

For these reasons, phase-contrast microscopy is mainly used to measure thin sections of
living cells because they are mostly transparent samples [39]. In addition to this application,
phase-contrast is also used for biomedical applications with X-ray illumination sources because
several biological samples are invisible to these wavelengths. For example, X-ray phase-contrast
microscopy has been used for diagnosing rheumatoid arthritis [40] and to image ground plant
parts and roots for studying dynamic and real-time processes [41].

Electron microscopy

Electron microscopy techniques are imaging techniques that were originally developed to
observe inorganic materials with up to atomic resolution [35]. The two most commonly used
types of electron microscopy techniques are transmission electron microscopy (TEM) and
scanning electron microscopy (SEM). The operational principle of TEM is the same as a simple
transmission optical microscope but uses electrons instead of photons. Accordingly, the used
lenses are electromagnetic lenses and the detector is an electron detector [35]. The main issue
of TEM is that it must be used to image ultrathin sections (~100 nm). By contrast, SEM is used
to measure the surface of samples so these samples have not to be thin. SEM is a scanning
imaging technique that works by focusing the electrons at a point of the specimen surface. In
that focused point, these primary electrons knock out electrons from the sample material. These
secondary knocked-out electrons are collected by a detector and thanks to a scanning process
(in which electrons are focused at different points of the specimen surface) an image of the
sample surface is retrieved [35]. The resolution of SEM microscopy allows the visualization of
nanometric crystals.

Although this technique provides up to the atomic resolution, the instruments are much
more expensive than optical microscopes because the measurement must be performed in a
vacuum chamber [35]. In addition, organic samples must be prepared before their imaging. This
sample preparation follows very precise methods that usually involves a carbon coat, and which
must be performed by an expert.

In biology, electron microscopy is used to measure nanometric and micrometric structures,
for instance, plant stomata [42] or the composition of blood [43].

1.2 Image polarimetry

Polarization is the property of light that describes the transversal oscillation direction of
electromagnetic waves [44—-46]. This direction can be random (unpolarized light), in a unique
and particular direction (linearly polarized light), or can variate with a circular or elliptical pattern
(circularly or elliptically polarized light, respectively).

Polarimetry comprises a group of non-contact and non-invasive optical methods that
measures the polarization of light as well as its modification due to light-sample interaction [44—
46]. Figure 1-5 shows the basic operational principle of polarimetric techniques. In polarimetric
experiments, the measured sample is illuminated with polarized light (vertical linear polarization
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in Figure 1-5), and the polarized light resulting from light-sample interaction is analyzed by using
one or more analyzers (diagonal linear polarization in Figure 1-5). An analyzer is an optical
element (or a set of optical elements) that allows passing through only one type of polarization
(several instrumental architectures can be used to analyze polarized light [47]; they are
described below in section 1.3). Once light resulting from the sample is analyzed, we can
determine the polarization modification produced by the sample by comparing the incident and
the analyzed polarizations. In the schematized example of Figure 1-5, the sample acts as an
optical rotator that rotates linearly polarized light at a given angle [45]. However, the
measurement schematized in Figure 1-5 is also compatible with the fact that the sample was a
linear polarizer [45]. Under this scenario, we can generate and analyze more polarization states
to obtain a complete characterization of the sample’s polarimetric response.

yJ

Sample
Figure 1-5. Scheme of the basic operation principle of polarimetry.

Depending on the number of generated and analyzed states we can differentiate three
polarimetric approaches: Polarization Gating (PG) techniques, Stokes vector-based techniques,
and Mueller matrix-based techniques.

Polarization Gating (PG) techniques

Polarization Gating techniques are the simplest polarimetric methods and consists of
illuminating the sample with a certain polarization and analyzing the polarimetric response of
the sample by using an analyzer with a specific polarization [48] (e.g. illuminating the sample
with horizontal linearly polarized light and analyzing the amount of vertically polarized light
coming from the sample). Usually, the polarization of the analyzer is the same input polarization
(co-polarized configuration) or the orthogonal one (cross-polarized configuration). This group of
polarimetric techniques has de benefit, in front of the methods following described, that only
needs to take one image for measurement so it can be easily used for real-time applications.

Stokes vector-based techniques

Another group of polarimetric techniques are those based on the measurement of the Stokes
vector [45]. Stokes vectors consist of four real parameters arranged in a vector-form that
completely describe the state of polarization (SoP) of a light beam. To measure a complete
Stokes vector (i.e., measure its four parameters), at least four analyzers are needed [49].
Consequently, at least four different measurements must be taken, this difficulting the real-time
acquisition of Stokes images. However, real-time Stokes images can be nowadays implemented
with the so called division of focal plane (DoFP) polarimeters [50-59]. DoFP polarimeters reduce
the image resolution to improve the frame rate.
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The operational principle of Stokes polarimetry consists of illuminating the sample with a
given polarization and analyzing the polarimetric response of the sample by using four or more
independent analyzers. Once measured the Stokes vector, different light polarimetric properties
can be deduced from them [45]. Light depolarization is one of the most commonly analyzed
polarimetric property and it is usually quantified by using the degree of polarization (DOP) [45].
Light depolarization is a statistical magnitude that can be understood as the opposite of light
polarization and is associated with the randomness of the amplitudes and relative phase of the
electromagnetic wave components.

Mueller matrix-based techniques

Lastly, a widespread group of polarimetric methods [1,44—-46,60-73] is based on the Mueller
matrix of samples [44—46]. The Mueller matrix is a 4x4 real coefficients matrix that defines how
any incident polarized light beam, with a fixed wavelength and incident direction, is modified
because of its interaction with the measured sample [44-46]. Accordingly, the 16 real
coefficients of that matrix encode the polarimetric characteristics of the sample which can be
described as a combination of three physical properties [45,46]: diattenuation-polarizance (or
dichroism) - the ability to variate the intensity of the incident beam depending on their
polarization and the ability to polarize light; retardance (or birefringence) — the ability to modify
the type of polarization of the incident beam (e.g., modify from linearly to circularly polarized
light); and depolarization — the ability to depolarize the incident beam. Under this scenario, the
information of different properties can be decoupled by using different mathematical methods
to obtain several observables [1,44-46,60—66,68—73]. These observables are used to analyze
the polarimetric properties of samples as well as to improve the visualization of samples in
imaging applications.

Diattenuation and polarizance properties are commonly described with the diattenuation D
and polarizance P vectors [44—-46]. To analyze the retardance of the sample, the birefringence
of the sample can be completely described by operating the Lu-Chipman product decomposition
[66] and calculating the total retardance (R) [66], the linear retardance (6) [74], the angle
orientation of the fast axis (0) [74], and the optical rotation of the circular retarder, (¢) [74].
Concerning depolarization properties, a first approximation can be done with the operation of
the depolarization index (P,) [69] or the depolarization power (4) [66] which quantifies the
overall depolarization of samples from a statistical point of view. However, part of
depolarization information is lost when using only P, or A, for instance, the possible dependence
of sample depolarization with the input polarization (i.e, depolarization anisotropy).
Interestingly, this depolarization information is not lost in other depolarization methods
described in the literature which further synthesize the depolarization content of the sample, as
for instance, the indices of polarimetric purity (IPP) [1], the components of purity (CP) [61], the
covariance matrix eigenvalues [70], and the canonical parameters of the symmetric
decomposition [72], among others. However, these metrics are not extensively used yet in
biomedical applications, and to highlight their usefulness in such applications is one of the goals
of this thesis. The physical meaning and the mathematical calculation of the above-cited
observables will be described in detail in Chapter 2.

The operational principle to measure the complete Mueller matrix of samples consist of
illuminating the sample with four or more independent polarizations and analyzing the
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polarimetric response of the sample by using four or more independent analyzers. Considering
that DoFP polarimeters can be used to analyze the polarization in real-time, at least four
radiometric measurements are needed to retrieve the complete Mueller matrix image (8
radiometric measurements in the case of using the actual commercial DoFP polarimeters based
on grid polarizers [57]). Then, taking into account the fast synchronization processes observed
in STED, OCT and confocal microscopy, the fact of taking 100 images per second (25 Mueller
matrix images x 4 Stokes images for each measurement) is feasible [75]. Consequently, the
construction of real-time Mueller polarimeters is possible.

Regardless of the polarization technique, polarimetry always provides information that is
independent of the intensity properties of the illumination light beam. In that sense, image
polarimetry can distinguish objects that transmit or reflects the same amount of light but which
modifies the polarized light differently, for instance, transparent samples. As an example,
polarimetry can differentiate sticky tapes with different orientations [76] or organic tissues with
the same reflectance but different birefringence or dichroism.

In addition, polarimetric methods can be combined with most other optical techniques to
improve the obtained results. For instance, polarimetry can be combined with multispectral or
hyperspectral imaging [77-79], Raman spectroscopy [80], fluorescence microscopy [81-83],
second harmonic generation microscopy [84—86], or optical coherence tomography [87], among
others. In the case of Raman scattering, fluorescence microscopy, and SHG microscopy, light
absorbed and scattered by dipole molecules is reemitted linearly polarized with a polarization
parallel to the orientation of the dipole. Therefore, the combination of second harmonic
generation and polarimetry can be used to characterize the orientation of biological elements,
for instance, to characterize the orientation of collagen [84—-86] and muscle fibers [86].
Concerning the combination of fluorescence microscopy and polarimetry, it has been used in
biomedical applications for the diagnosis of oral cancer [81] and the study of breast cancer at
the cellular level [82], and to determine the orientation of cellulose fibrils in plants [83]. The
combination of multispectral and hyperspectral imaging techniques with polarimetry is also very
interesting because polarimetric properties of samples usually variates with the incident light
wavelength. Polarization-sensitive hyperspectral imaging proved to be useful for detecting skin
diseases by enhancing its visualization [78,79]. Unfortunately, polarization cannot be combined
with STED microscopy because vortex beams must be circularly polarized to present the
doughnut shape.

Note that most studies that combine polarimetry with other optical techniques implement
PG methods [77,79,81-85] because they do not increase the acquisition time of measurements.
However, other studies implement Stokes polarimetry with positive results [78,86,87]. The
implementation of these polarimetric techniques in instruments that uses other optical
techniques can be relatively easy to do. To make an optical instrument capable of measuring the
polarization of light and how it is modified by light-sample interaction, only two sets of optical
elements have to be built-in: one set capable to generate the desired polarization (called
polarization state generator, PSG), and the other set capable to analyze the polarization
response of the sample (called polarization state analyzer, PSA). If the PSG and the PSA can
generate and analyze four independent polarization, the combined instrument is able to
measure the Mueller matrix of the sample [49].
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1.2.1 Image polarimetry applications

Image polarimetry proved to be useful in a wide range of fields. In the following, as an
example, we review some applications in material characterization, astronomy, and remote
sensing. Afterward, to motivate their use in the analysis of biological samples, we overview the
use of image polarimetry for biomedical and plant applications.

Material characterization

The use of polarimetry to characterize bulk and thin-film materials is traditionally called
ellipsometry [88,89]. The potential of ellipsometry was first proved by Paul Drude in 1888 when
he used polarized light to analyze the optical properties of very thin metallic films and determine
their thickness [90]. Recent studies usually combine ellipsometry and spectroscopy techniques
for a more general characterization of analyzed materials [91,92]. In these studies, the Mueller
matrix or the Jones matrix [44] of samples is measured in different angles to completely
characterize their optical properties. As an example, a near-infrared Mueller matrix ellipsometer
has been used to characterize strain in transparent samples [93]. Spectroscopic ellipsometers
also proved to be useful for the thickness measurement of multilayer films (stack in perovskite
solar cells) [94].

When light-matter interaction is produced, polarization properties of light are sensitive to
the nanometric structure of measured material and some studies showed how this polarimetric
information can be used to characterize the sample [95,96]. In that sense, polarimetry can be
used for the study of indium nanowires deposited on silicon [95] and to characterize the optical
properties of silver nanoparticles [96].

Astronomy

In astronomy studies, polarimetry often yields crucial information that is unobtainable with
other optical techniques [97]. Polarimetry is mainly used for the study of stars [98-100] and for
the detection and characterization of extrasolar planets [97,101]. However, polarization of light
is also used in astronomy for other applications, for instance, to measure the distance of galaxies
[102]. Concerning the use of polarimetry to study stars, the Sun’s magnetic fields are analyzed
through the measurement of light polarized via the Zeeman effect [98]. Zeeman signals show
often very small amplitudes and sometimes take values smaller than the noise signal of the
instrumentation [99]. Alternatively, Sun can be studied by measuring the scattering polarization
associated with the Hanle effect [100]. For its side, extrasolar planets are detected by measuring
the light polarized in their atmosphere because of the Rayleigh scattering process [97,101]. The
polarization associated with Rayleigh scattering is especially used to study protoplanetary
nebulas [101].

Remote sensing

In remote sensing, polarimetry is commonly used in combination with multispectral and
hyperspectral imaging techniques to enhance the visualization of certain objects [47,103—107].
In particular, polarimetry is especially useful for distinguishing between metallic and organic
objects because the former maintains the incident polarization while the latter depolarize it. In
that sense, polarimetry has been used for military purposes to distinguish metallic vehicles in
forest areas [47] and to detect anti-personnel mines by using an infrared camera [103]. These
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latter two remote sensing applications are called passive applications because the sample is not
illuminated artificially. In these cases, the sample is illuminated by the Sun’s light that is
polarized by the Earth’s atmosphere through Rayleigh scattering processes [104]. The same
passive technique is used in the study of oceans [105], forests [106], and the atmosphere [104].
Polarimetry is also used to measure the quantity of oxygen in the atmosphere [107]. Moreover,
polarimetry is combined with radar techniques, for instance, for the detection of warm fronts
[108] and the characterization of urban structures [109], among others.

1.2.2 Image polarimetry for biomedical applications

The potential of using polarimetry for the study of organic tissues has been provided in
literature [48,79,81,82,84,85,110-148]. However, organic fibers scatter the incident light and
generate depolarization. Figure 1-6 shows, in a schematic way, the light propagation in organic
tissues such as human skin. Inside organic tissues, the light is scattered multiple times by fibers
and other internal structures, and consequently, the incident photons follow different optical
paths across the tissue. Each photon, associated with a particular path, experiences a particular
polarization transformation that is different from those of the other photons. Therefore, the
polarization of photons leaving the sample is different. Then, for statistics, part of the outgoing
photons leaves the tissue sample in the same position and direction (see Figure 1-6), those
photons reaching the same pixel of an imaging polarimeter, so their polarizations are
incoherently combined. The incoherent combination of different polarizations leads to partially
or fully depolarized states and part of the polarimetric information is lost. However, the
measured depolarization is defined for the scattering processes which strongly depends on the
density of the inherent fibers and their physical characteristics (i.e., size, shape, index of
refraction, etc.) [48]. For that reason, different Monte-Carlo models have been developed to
understand the relation between the intrinsic physical structure of the sample and the type of
depolarization produced [149-153]. Unfortunately, this relation is a complex issue that has not
been solved.

Incident
Photons

L,

Scattering
Absorption

Figure 1-6. Scheme of scattering processes in biological tissues.

Although the mentioned relation is still unknown, different biological structures can produce
different polarimetric responses and this information can be used to enhance their visualization.
For that reason, the interest in using polarimetric methods for biomedical studies has grown
during the last decades [140]. In that sense, polarimetry is used to determine the concentration
of hemoglobin [113], oxygen [113], and glucose [117,141] in blood. Different concentration of
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hemoglobin and oxygen variates the scattering properties of the sample thus changing light
depolarization [113]. Concerning the measurement of glucose, glucose is a chiral molecule that
rotates the incident polarization [117,141]. In ref. [141] human eyes are imaged to determine
their glucose concentration. Other polarimetric studies takes also polarimetric images from the
eyes of animals [118] and humans [119-121,142] with the aim of detecting ocular aberrations
and other optical pathologies such as glaucoma [120,142]. These last studies measure the
polarimetric properties of the eye’s retina and show that eyes that suffer glaucoma present
more depolarization than “normal” eyes. Larger depolarization levels are also observed in eyes
corrected with laser in situ keratomileusis [143]. In this case, operated eyes also presents more
irregular patterns of retardation compared to “normal” healthy eyes [143].

Polarimetry is also used to identify the orientation of tissue fibers [84-86,114,122,123]. Most
of these studies use polarimetry to determine the orientation of collagen fibers because collagen
presents a strong birefringence [84—-86,114,122,123,144]. However, some studies showed that
polarimetry can also determine the orientation of other types of biological fibers such as skeletal
muscle fibers [86]. In other biomedical applications, the birefringence properties of collagen
fibers are also proved to be useful to determine the structural inhomogeneities in intermediate
layers of tissue samples, for instance, articular cartilages [124]. Note that SHG, a high-resolved
image technique commonly used to image collagen fibers, can only measure the superficial
layers of tissue samples [124].

In the biomedical field, it is difficult to diagnose of skin pathologies for pigmented lesions or
darker skins [79]. In that context, the polarization of light is a property independent of the
intensity that proved to be useful in dermatology for the detection of skin diseases
[78,79,115,116,125,126]. Polarimetry allows an easier delimitation of the unhealth region [115]
and also to perform a better diagnosis of the pathology [78,79,116,125]. Moreover, polarimetry
is also able to characterize in real-time microstructural variations of skin tissues during the
ultraviolet photo-damaging process [126]. Note that some of these studies (e.g., refs. [78,79])
bases their analysis on hyperspectral imaging techniques and use polarimetry to improve the
visualization of the pigmented area (see Figure 1-7). In Figure 1-7 (b) light directly reflected on
the surface of the skin is filtered with a linear cross-polarized PG configuration.

(b)

Figure 1-7. Color image of a nevus by using linear (a) co-polarized and (b) cross-

polarized PG configurations. Image from ref. [79].

Nowadays, cancer detection is a very important topic in the medical field since cancer
becomes the leading cause of death in 2020 with nearly 10 million deaths and 19.3 million cancer
occurrences [154]. In addition, the number of cancer occurrences will grow in the next years
because the world population is estimated to increase. Accordingly, the number of deaths will
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also increase unless the cancer survival rate increases. In that sense, the early recognition of
cancerous tissues significantly increases the probability of long-term survival [155-157]. As an
example, 89.9% of patients with lung cancer survive for five or more years after the cancer
diagnosis at stage | compared with 11.4% of those diagnosed at stage IV [158]. As previously said
in section 1.1, different optical imaging techniques proved to be useful for the detection of
cancer, but the sensitivity of these studies is around 85% [16]. Therefore, the research of new
imaging methods that allows the correct early detection of malignant tissues or that eases its
recognition takes a special medical interest because their use would reduce drastically the
number of deaths.

In the last years, a wide number of studies proved the interest in using polarimetric imaging
for the diagnosis and detection of cancer [81,82,127-132,134-136,145,146]. In particular,
polarimetric imaging has been used for the diagnosis of breast cancer [82,130,146], skin cancer
[131,132], cervical cancer [129,134-136], colon cancer [133], brain cancer [127], oral cancer[81],
thyroid cancer [135], lung cancer [145], among others. Some of these studies are focused on
using polarimetry to study carcinoma tissues at the microstructure or cellular level [82,128,130]
while others image the sample from a macroscopic point of view and use the different
polarimetric properties of cancer and healthy tissue to delimit the cancerous region
[81,127,129,131-136,145,146]. As an example of the last group of studies, we provide in Figure
1-8 some results of ref. [135]. Figure 1-8 shows the linear retardance (8) and the depolarization
power (A) of a cervical carcinoma tissue. We see that birefringence and depolarization
properties of cancerous and healthy regions are different. Healthy cervical tissues present a no-
null linear retardance because they are well-ordered structures [135]. By contrast, cancerous
cervical tissue has null linear retardance because neoplasia processes destruct and broke down
these well-ordered structures [135]. Concerning depolarization properties, cancerous tissues
contain denser small organelles which result in smaller depolarization [135]. Some studies
analyze the different polarimetric responses between healthy and malignant tissues from an
statistical point of view to automatically recognize pre-cancerous regions [129,136].
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Figure 1-8. Pseudo-color image of (a) linear retardance (6), and (b) depolarization
power (4) of cervical carcinoma tissue. Tissue was measured at 630 nm wavelength
and healthy and cancerous regions are delimited by a white and black dotted line.

Images are taken from ref. [135].

Most studies that use polarimetric imaging techniques for biomedical purposes are based on
two differentiated groups of methods: PG methods [48,79,81,82,84,85,110-116,145-148] and
Mueller matrix-based techniques [117-139].
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On the one hand, studies that use Polarization Gating techniques exploit the fact that
photons directly reflected on the sample’s surface maintain the incident polarization when
samples are non-dichroic and non-birefringent. In that sense, many studies based on PG
techniques use cross-polarized PG configurations to remove the directly reflected photons thus
enhancing the visualization of deeper layers of the tissue [79,110-112,115,116,145,147,148].
For example, in ref. [79], a nevus is illuminated with linearly polarized light and when a cross-
linear analyzer is used, the surface-reflected photons are filtered (see Figure 1-7 (b)). Note that
when a co-linear analyzer is used, the surface-reflected photons are detected (see Figure 1-7
(a)). This study used linear polarizations, but other studies proved the interest of using circular
and elliptical polarizations for image enhancement [110,111,145,148]. In particular, ref. [148]
combines circular and linear PG configurations to enhance contrast and depth resolution in
tissue imaging. Other studies combine linear co-polarized and cross-polarized PG configurations
to determine the orientation of birefringent fibers [84,85,114].

On the other hand, a widespread number of polarization-based biomedical applications
measure the Mueller matrix of tissue samples to analyze their polarimetric properties [117—
120,122-132,134-139]. In that sense, birefringence and depolarization properties proved to be
useful for many biomedical applications, for instance, cancer detection (see Figure 1-8). In
Mueller polarimetry, these properties are studied through the calculus of different polarimetric
observables. The birefringence of the sample is completely described by operating the Lu-
Chipman product decomposition [66] and calculating the total retardance R [118,127,129,134],
the linear retardance & [119,124,132,138], the angle orientation of the fast axis, 6
[119,124,127,134,138], and the optical rotation of the circular retarder, ¢ [124,138]. Concerning
depolarization properties, their analysis is usually restricted to the operation of the
depolarization index, P, [45,69,119,124,129], or the depolarization power, A
[66,118,127,132,134,138], both global observables that quantify the overall depolarization of
samples from a statistical point of view. Note that these depolarization metrics do not measure
any dependence of exiting light depolarization with the incident polarization state (i.e., they do
not measure the depolarization anisotropy of the sample) so this information that could be
interesting is not studied for most biomedical applications.

1.2.3 Image polarimetry for plant applications

Compared to biomedical applications, the number of studies that use polarimetry to enhance
the imaging of vegetal tissue samples is much lower [83,159-176]. Despite the limited number
of studies, the existing studies showed that relevant information can be obtained from the
measurement of dichroism [159,169,170], birefringence [83,170—-175], and depolarization [160—
168,170,176] properties of vegetal samples. For example, the amount of light reflected off plant
leaves is different when the incident light is polarized compared to when it is non-polarized
[159,169]. Moreover, the dependence between light reflected by the leaves and the wavelength
of the illumination source is also different when using polarized and non-polarized incident light
[159,169]. This extra information related to light diattenuation is useful, for instance, for plant
classification and characterization [169]. Diattenuation is also produced in leaf veins and can be
used to determine their direction [170]. However, their diattenuation signal is weaker compared
to their retardance so this application is better performed by using retardance images [170].
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Birefringence information is used to characterize the structure of guard cells and their related
stomata in different plant samples, including Allium cepa [171,172], Nicotiana tabacum [172],
Platycerium bifurcatum [173], Asplenium nidus [173], among others [173]. Stomata are widely
studied in the botanical field because they are responsible for regulating gas exchange and water
loss in plants [177,178]. Figure 1-9 shows a polarization (Figure 1-9 (a)) and a non-polarization
(Figure 1-9 (b)) images of an Allium cepa taken from ref. [172]. In the polarization image (Figure
1-9 (a)), four bright points are seen in the stomata “lips”. This brightness is observed because
these stomata structures retardate the incident light thus changing their polarization. This
retardation can be used to study the stress and pressure of those microfibrils that compose the
measured stoma [173].

Figure 1-9. (a) Cross-polarization image of onion guard cells and their related stomata.

(b) Microscopy image of an onion stoma. (c) Cross-polarization and (d) microscopy

image of an Arabidopsis thaliana leaf. (a) and (b) images are taken from ref. [172]

In addition to guard cells and stomata, birefringence enhances the visualization of trichomes
compared to using non-polarimetric microscopes [174] (see Figure 1-9 (c) and (d)). Trichomes
are ideal model systems for the study of various aspects of plant cell morphogenesis [179].
Cotton fibers are trichome cells composed primarily of cellulose and their maturity can be
determined by measuring their birefringence [175]. In that sense, mature fibers have more
cellulose so greater birefringence [175]. Moreover, polarimetric techniques also allow
determining the orientation of cellulose fibrils in plants [83].

For its side, depolarization has been used to study the photosynthesis process [165,166].
The polarimetric signature of photosynthetic pigments can be sensitive biomarkers to detect
live in other planets [165]. In addition, depolarization can be used to detect water stress in plants
because measured depolarization increases as plant leaves are more dehydrated [160-162].
Moreover, depolarization is also used in remote sensing to classify vegetation [163,176], to
discriminate and delimit vegetal areas [167], and to distinguish land mines from the surrounding
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vegetation backgrounds [164]. Note that in these remote sensing applications, polarimetry is
combined with spectroscopy techniques to improve the classification results.

The above-mentioned studies that use polarization to inspect vegetal tissues are mainly
based on two different approaches: PG techniques [83,171-175], and the measurement of the
degree of polarization, DOP [160-163,165-167,176]. The PG techniques are mainly used to
exploit the birefringence properties of vegetal structures. In turn, the degree of polarization is
employed to measure the depolarization that a given polarized light suffers after its interaction
with the imaged vegetal tissue. Note that when using these polarimetric techniques, only part
of the birefringence or depolarization properties is studied. By contrast, Mueller polarimetry is
a more general approach that allows the calculation of several retardance and depolarization
observables to completely analyze these two properties from a particular Mueller matrix
measurement [44-46]. However, despite the theoretical benefits, Mueller polarimetry has been
scarcely used for plant applications [164,168,170].

The use of polarimetry for plant studies is minimal compared with its use in biomedical
applications. Consequently, the potential of polarimetry for many plant applications is unknown.
For example, polarimetry could be used for the detection of plant diseases, but its suitability in
such scenario is still not studied. The detection of plant disease is a very interesting topic with
economic relevance because pests and diseases are responsible for significant losses in
agricultural crops thus resulting in important economic losses [180]. To give some numbers, crop
losses of the major food crops (rice, wheat, maize, potatoes, etc.) due to pests and diseases
were quantified between 20% to 40% [181] in 2001-2003. Therefore, the research of new
imaging methods that eases the detection of diseases, preferably at early stages, takes a special
economical interest.

1.3 Polarimeters

Polarimeters are the instruments used to measure the polarization properties of light and
samples. Polarimeters that measure the polarization properties of light are called Stokes
polarimeters whereas those used to measure sample properties are called Mueller polarimeters.
Mueller polarimeters are composed of an illumination system with control to the generated
state of polarization and a Stokes polarimeter that can analyze the state of polarization of
measured light. In this section, we following review some of the main architectures of Stokes
polarimeters: a division of amplitude polarimeters (DoAmP) [182,183], division of aperture
polarimeters (DoAP) [184-186], division of focal plane (DoFP) polarimeters [50-59],
polarimeters based on rotating elements [187-190], and polarimeters based on liquid crystal
devices [191-194].

Division of amplitude polarimeters (DoAmP)

In DoAmP, the analyzed light beam is divided into four beams and different static analyzers
(usually composed of a retarder plate and a linear polarizer) are used to measure each beam
[182,183] (see Figure 1-10 (a)). Afterward, all the measured intensities are combined to retrieve
the Stokes vector of the beam. This architecture has the advantage of performing simultaneous
acquisitions leading to real-time measurements. However, the instrument presents large sizes
compared to other options and, in the case of imaging polarimeters, four cameras are needed



20 Chapter 1- Introduction

thus being an expensive option compared with others. Additionally, the calibration process of
these four cameras is laborious as the four images that must be combined usually present
different magnifications and requires postprocessing techniques. Such postprocessing
technigues must also take into account the different light absorptions and electrical responses
between cameras, which can be different although being the same model.

(a)
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Camera

(b)

Incident beam

Figure 1-10. (a) Scheme of a division of amplitude polarimeter. (b) Scheme of a

division of focal plane polarimeter. BS means beam splitter.

Division of aperture polarimeters (DoAP)

DoAP is an alternative architecture that presents similar characteristics to DoOAmP but solving
the problem of working with four different cameras. These type of polarimeters also splits the
beam amplitude into four channels, they being addressed to their corresponding analyzers, but
unlike DoAmP, all the resulting intensities are measured with different regions of the same
camera [184-186]. Consequently, it allows the performance of compact snapshot polarimeters
[186]. The main issue of DoAP polarimeters is the loss of spatial resolution with respect to
DoAmP. Additionally, DoAP presents distortion, magnification, apodization, and transmission
between channels due to the optical elements that split the beam.

Division of Focal plane (DoFP) polarimeters

DoFP polarimeters are compact polarimeter designs that solve the distortion, magnification,
and apodization issues and allow snap-shot measurements [59]. This polarimeter is built by
placing different analyzers (usually a polarization microgrid) in front of each camera pixel [50—
59] (see Figure 1-10 (b)). Note that using this architecture, the resolution of the polarimetric
image is lower than the standard intensity image because at least the information of four pixels
must be combined to calculate the Mueller matrix (see Figure 1-10 (b) in which macropixels are
represented in different colors).

Because of its miniaturized design, its construction process requires complex miniaturization
techniques and high align accuracy thus resulting in very expensive polarimeters. However,
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during the last years, the miniaturization industry has been growing very fast and nowadays
their price is comparable with other polarimeters. This kind of polarimeters is very interesting
for biomedical applications, but unfortunately, at the beginning of this thesis, a DoFP system
was not available.

1.3.1 Division of time polarimeters (DoTP)

Polarimeters based on rotating elements and polarimeters based on liquid crystal devices are
grouped as a division of time polarimeters (DoTP) [47] which are characterized by changing the
analyzer over time (time-sequential polarimeters). This type of polarimeters works by taking
measurements with different analyzers that vary over time, and after a given number of
measurements (at least 4 in the case of Stokes polarimeter and 16 in the case of Mueller
polarimeter) the Mueller matrix of the sample is retrieved. Note that each analyzer
measurement takes time so the Mueller matrix measurements are not instantaneous, and the
samples must be stationary during the measuring time. Nevertheless, although these kind of
polarimeters are not the best option for real-time applications, nowadays, they can be
configured to perform very fast measurements, being limited by the refresh rate of the liquid
crystals (in the order of Hz for nematic liquid crystals and of kHz for ferro-electric liquid crystals
[195]) or the exposure time of the camera in the case of polarimeters based on rotating
elements.

Polarimeters based on rotating elements

Polarization analyzers in polarimeters based on rotating elements are mechanically modified
by rotating a retarder plate or rotating a polarizer [187—190]. This type of polarimeters performs
faster measurements compared to polarimeters based on liquid crystal devices and is clearly the
cheapest architecture in the market. However, they present a strong disadvantage related to
image acquisitions. This type of polarimeters is based on the mechanical rotation of optical
elements and this mechanical rotation of the element may slightly modify the direction of the
light beam so shifting the images captured with the camera (beam wander). This image shifting
requires image postprocessing to be compensated.

Polarimeters based on liquid crystal devices

Polarization analyzers in polarimeters based on liquid crystal (LC) devices are modified by
changing the voltage applied to liquid crystal devices thus not applying mechanical rotations
[191-194]. This is because liquid crystals are based on anisotropic uniaxial molecules that are
polar molecules, so tend to align with an external electric field, modifying the medium
retardance with voltage. Since no mechanical rotation is applied, the captured images do not
need postprocessing techniques to compensate for possible image shifts. This type of
polarimeters is cheaper and easier to implement compared to DoAmP and DoAP but such
polarimeters are not able to take snapshot images; they are limited by the refresh rate of the
liquid crystals. Accordingly, depending on the liquid crystal device employed, faster or slower
polarimeters are built.

(i) Parallel aligned nematic LC

Parallel aligned liquid crystals (PA-LC) consist of nematic liquid crystals placed
between two glass substrates, and with the molecules that limit with both substrates
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attached in parallel [196] (see Figure 1-11 (a)). Under this scenario, orthogonal light
components experience two different indices of refraction and they are accordingly
retarded, being able to modify light polarization. Importantly, when an external field is
applied, LC molecules are tilted in the direction of that field. The tilted angle depends
on the voltage applied, being near to 90° for high voltages (see Figure 1-11 (b)).
Therefore, the effective retardance introduced by LC molecules depends on the optical
axis orientation. In the case of maximum tilt, the medium acts as an isotropic medium,
so PA-LC does not introduce phase shift to the light components. However, in real
experimental scenarios, LC molecules never reach the perfect alignment with the
external field direction, even for high voltages [196], so some residual retardance is
always introduced.

In practice, PA-LC acts as a linear retarder with variable retardance §, which can be
controlled with the voltage. To swap from one state to another, PA-LC needs typically
~10-100 ms [195]. However, the newest high-speed liquid crystal devices need ~1ms
[195] thus making possible real-time polarimeters based on PA-LC devices.
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Figure 1-11. Scheme of PA-LC cell showing molecules arrangement when applying (a)
no voltage and (b) high voltage. Scheme of TN-LC cell, with a twist of 75°, showing
molecules arrangement when applying (c) no voltage and (d) high voltage. Scheme of
ferroelectric LC cell showing molecules arrangement when applying (e) positive

voltage (first stable state) and (f) negative voltage (second stable state).

Twisted nematic LC

Twisted nematic liquid crystals (TN-LC) consist of nematic liquid crystals placed
between two glass substrates, and with the molecules that limit with both substrates
attached in a certain angle, called twist angle [196] (see Figure 1-11 (c)). These LC devices
work similarly to PA-LC but the fact global twist introduced by molecules (see Figure 1-
11 (c)) produces an optical rotation to the incident light. Consequently, TN-LC acts as a
combination of a linear retarder and a circular retarder (i.e., an elliptical retarder) that
depends on the applied voltage [196]. The refresh rate of TN-LC is like PA-LC.

Ferroelectric LC

Ferroelectric LC consists of chiral smectic C phase molecules placed between two
glass substrates [196] (see Figure 1-11 (e)). Unlike nematic liquid crystals, these chiral
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molecules are not aligned when no voltage is applied. In fact, these chiral molecules are
randomly oriented in a cone direction. When a certain external field is applied, chiral
molecules try to be aligned parallel to its direction without leaving the mentioned cone
of directions (see Figure 1-11 (e)). Therefore, when the external field is positive, chiral
molecules collapse in a first stable state (see Figure 1-11 (e)) and when it is negative,
chiral molecules collapse in a second stable state (see Figure 1-11 (f)). These two states
can be defined in a plane and are rotated at an angle a one to the other. Consequently,
ferroelectric LC acts as a linear retarder with two different orientations (6 and 6+a)
[196]. Switching from one state to the other takes hundreds of microseconds [195].

1.4 Main goals of this thesis

Several polarimetric techniques have been developed and applied for image enhancement

in biological applications (see subsections 1.2.2 and 1.2.3). Nevertheless, some metrics

described in the literature that further characterize the polarization and depolarization response

of tissue samples are not used. In particular, biomedical studies based on polarimetry are

restricted to the measure of global depolarization observables so not measuring observables

that depend on the depolarization anisotropy of the sample. On the other hand, Mueller

polarimetry is scarcely used for the analysis of vegetal tissues so being a field to explore.

Under this scenario, this thesis proposes the experimental implementation of recently

proposed polarimetric methods (as well as new ones) to obtain additional information from the

polarization and depolarization response of biological tissues. This additional information can

be used to enhance the imaging of biological tissues as well as to improve tissue classification.

In that context, the main goals of this thesis are:

Mueller matrix_and polarization gating relation: To compare the two polarimetric

approaches most used in biomedical applications, i.e., Mueller polarimetry and
Polarization gating techniques, and to determine a mathematical relation between them.
The mathematical relation has to be experimentally tested to check if it can be used in
biological applications.

Complete characterization of depolarization: To experimentally analyze the physical

interpretation of two sets of polarization metrics, the indices of polarimetric purity (IPP)
and the components of purity (CP), that further synthesize the depolarization response of
samples compared to the global observables P, and A. The complementary aspect of both
sets of parameters and their combined use to completely describe the depolarization
mechanisms involved in light-matter interactions have to be also studied.

IPP to enhance tissue visualization: To apply the indices of polarimetric purity, that further

synthesize the depolarization response of samples, to improve the visualization of animal
tissues, and to better characterize the depolarization process related to the physical
structures of the tissue. In addition, the results obtained with the IPP have to be compared
with those obtained with the commonly used parameters P, and A.

Depolarization information for tissue classification: To identify the best way of

synthesizing the depolarization content of animal tissue samples for their automatic
classification based on machine learning techniques. Accordingly, the suitability of
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different sets of depolarization metrics for tissue classification must be compared. This
goal includes the proposal of a classification method based on depolarization information.

v. Mueller polarimetry for plant applications: To analyze the potential of using Mueller

polarimetry for the inspection of vegetal tissues and to compare the results with
commonly used polarimetric and non-polarimetric optical techniques.

1.5 Structure of this thesis

The outline of this thesis is as follows:

In Chapter 2, we describe in detail the mathematical formalism used in this thesis to analyze
the polarization and depolarization properties of light as well as the polarimetric properties of
biological samples. In that sense, the mathematical calculations of different groups of
polarimetric observables are defined based on the Mueller-Stokes formalism. We use the
Mueller-Stokes formalism because it allows the description of partially and fully depolarized
states.

In Chapter 3 we describe the design and experimental implementation of the image Mueller
polarimeter used in most of this thesis experiments. The described polarimeter is based on
Parallel Aligned Liquid Crystals (PA-LC) devices and the chapter explains its operation principle
and its calibration method. Moreover, a brief explanation of the main reasons that led the
research group to select this architecture is also provided.

Afterward, Chapter 4 analyzes recently proposed polarimetric methods (as well as new ones)
from an experimental point of view. This chapter is divided into two differentiated studies. First,
a new method to perform PG configurations based on experimentally measured Mueller
matrices is proposed. The limitations and benefits of these methods are studied through
phantom experiments. The fact of using phantom experiment ease the interpretation of the
results because their structure is well-known. Then, a method that combines PG configurations
and dichroism, retardance, and depolarization is also proposed and used to image an ex-vivo
sample. Second, the physical interpretation of the IPP and the CP is studied through a set of
simulated depolarizers. This second study comprises the analysis of the physical information
associated with each set of parameters and the complementary aspect of this information.
Finally, the use of the IPP is compared to P, through the measurement of experimentally
synthesized depolarizers.

Chapter 5 is divided into two differentiated sections. The first section is composed of
different studies in which depolarization metrics are used to improve the results in biomedical
applications. In particular, a first study describes the results obtained when using the IPP to
improve the visualization of animal tissue structures. Afterward, a second study shows the use
of the IPP to automatically classify different animal tissues. In this second study, other
depolarization metrics, in addition to IPP, are also used for the animal tissue classification and
the results are compared with those obtained with the IPP. In the second section of Chapter 5,
the potential of using Mueller-based polarimetric methods to enhance the visualization of
vegetal tissues is discussed through the measurement of different plant specimens. Moreover,
the results obtained when using Mueller polarimetry are compared with those obtained from
other polarimetric and non-polarimetric optical techniques commonly used for plant inspection.
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Finally, the conclusions of this thesis are provided in Chapter 6, together with some proposals
for future research.






Chapter 2 Mathematical formalism

This chapter presents the mathematical formalism used in this thesis to describe the
polarized light as well as its interaction with biological samples. Starting from the well-known
Mueller-Stokes formalism, the light-matter interaction is studied by means of a group of
polarimetric observables that presents a well-defined physical meaning.

First of all, the concepts and notations associated with the Mueller-Stokes formalism are
introduced in section 2.1. This formalism is used to describe the state of polarization of light and
its interaction with media systems. Next, the descriptions of different mathematical methods
that are used to analyze the polarimetric information encoded in the Mueller matrix are
provided in sections 2.2, 2.3, and 2.4. In particular, the most used technique, called Lu-Chipman
product decomposition, is described in section 2.2. This decomposition technique splits the
polarimetric information into three matrices to analyze the content separately. However, this
decomposition method has some limits regarding the analysis of the depolarization content.
Accordingly, the last part of this chapter describes two groups of alternative mathematical
methods that further analyze the depolarization content. The polarimetric purity parameters
are presented in section 2.3 and the parameters associated with the symmetric product
decomposition are provided in section 2.4.

2.1 Stokes and Mueller formalism

Polarized light and its interaction with matter can be described using different mathematical
formalism such as the Jones calculus [197] based on the complex electric field components; the
Berreman formalism [198] which incorporates the magnetic field; the generalized harmonic
analysis introduced by Weiner [199]; or the Stokes-Mueller (S-M) formalism [200,201] based on
light observables, among others. All these formalisms are different ways to describe the same
phenomenon under different assumptions, and consequently, they are correlated. For example,
the Stokes-Mueller formalism can be derived from temporal averages of the Jones calculus
[202].

Each formalism presents its particular characteristics and applicability framework, being the
Stokes-Mueller formalism better suited for the biological tissue analysis because of two main
reasons. First, S-M formalism is based on light observables, whose main magnitudes arise from
combinations of different intensity measurements, and this results in an easier experimental
implementation. Second, most of the biological samples are highly depolarizing materials and
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the Mueller-Stokes formalism not only works with fully polarized light, as the Jones calculus does
[202], but it also considers partially or unpolarized light.

2.1.1 Stokes parameters

In 1858, G. G. Stokes described the state of polarization (SoP) of a light beam through four
parameters [200]. These four parameters, so-called Stokes parameters, can be placed as a four-
dimensional vector S, so-called Stokes vector, which completely describes any SoP of polarized
light, including partially polarized states.

So Toe + Igpe
St | Lo — Igoe
So | | Lase — I35
Ss3 Ip -1,

S — (2.1)

where S, is associated with the total intensity of the beam, 5, indicates the amount of
horizontal or vertical linear polarization, S, quantifies the amount of diagonal or anti-diagonal
linear polarization, and s corresponds to the amount of right-handed or left-handed circular
polarization. The Stokes parameters can be defined in terms of six intensities Iy, 450, Igg°,
I135°, Ig, and I, that corresponds to the intensity measurement when analyzing the
horizontal, diagonal, vertical, and anti-diagonal linear polarization, and the right-handed and
left-handed circular polarization, respectively. The case of measuring six equal intensities
corresponds to unpolarized light. Otherwise, we are dealing with partially or fully polarized light
and its degree of polarization (DOP) is defined as [45,46]:

[c2 2 2
DOP = NS+ 55 + 55 (2.2)

So

where 0 corresponds to unpolarized light and 1 to fully polarized light. Intermediate values
indicate partially polarized states.

2.1.2 Poincare sphere

From Eqg. (2.1), we see that all the polarization content of the light beam is quantified with
the last three parameters {S;, S,, Ss}. These parameters are proportional to the total intensity of
the beam and it hinders the polarimetric comparison of light beams with different intensities.
Accordingly, these three Stokes parameters {S;, S;, S5} are normalized by Spresulting in three {s;,
S;, S3} parameters which are ranged from -1 to 1 and that are independent of the light beam
intensity.

Now, any SoP of a light beam can be graphically represented in a three-dimensional space
(Figure 2-1) associating each axis with the normalized {s;, s; s3} parameters [9]. Under such
representation, any SoP is located within a unit sphere centered in the origin of coordinates (0,
0, 0). That sphere is known as the Poincare sphere, it was firstly proposed by H. Poincaré in 1892
[203], and it corresponds to all the physically realizable SoP. Apart from the visualization of the
SoP of light beams, the Poincare sphere is useful for the visualization of its modification during
light-matter interactions.
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In Figure 2-1, an elliptical SoP is represented in the Poincare sphere. The SoPs can be
represented in the Poincare sphere by using vectors. The modulus of these vectors (i.e. the
length) corresponds to the DOP of the polarized state so the states placed at the surface of the
Poincare sphere are fully polarized states (DOP=1). In contrast, the other states placed inside
the sphere are partially polarized or unpolarized. In particular, unpolarized light is represented
in the origin of coordinates (0,0,0) due to the 0 lengths of the vector.

Figure 2-1. Representation of the Poincare sphere and the vector of an elliptical SoP
characterized by DOP=1, 0=22.5°, and €=22.5°. The horizontal, diagonal, vertical, and
anti-diagonal linear polarization, together with the right-handed and left-handed
circular polarization states are represented in red near to their corresponding position

at the Poincare sphere.

Apart from the modulus, the SoP vector is also characterized by a certain direction. Such
direction is defined by the azimuth angle (a) and the elliptical angle (g) as follows:

1/ DOP
cos(2ar) cos(2¢)
sin(2a) cos(2¢)

sin(2¢)

S = S,-DOP (2.3)

where 2a is the azimuthal angle between the S;-S; plane at S,=0 and the plane including both
the S; axis and the vector pointing from the sphere center to the particular SoP, this angle being
connected with the orientation of the polarization ellipse. In turn, 2¢ is the angle between the
$1-S; plane at S3=0 and the same plane at the S; value of the corresponding SoP, this angle being
connected with the linearity of the polarization, being €=45°, e=0 and £=-45° associated with the
right-handed circular polarization, the linear polarization, and the left-handed circular
polarization, respectively.
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2.1.3 Mueller matrix formalism

In 1948, H. Mueller described the light-matter interaction by using the Stokes formalism and
through a 4x4 matrix M, so-called Mueller matrix [201]:

Sout =M - Sm (24)

where Si, and Sou: are the Stokes vector before and after the light-matter interaction, and M
defines the modification of the beam’s polarization produced during the interaction process. It
is worth noting that M does not only depend on the material characteristics, but it also depends
on the wavelength, the incident beam’s direction, and the output direction of the beam [44—
46]. However, once these variables are fixed, the Mueller matrix M will describe how the
polarization of all the possible incident beams is modified due to the light-matter interaction in
linear processes. Under this scenario, the SoP of the beam after the interaction, Sou, can be
calculated for any incident polarization state, Sin.

In the experimental scenario, the wavelength, the incident direction, and the output
direction of the beam are usually fixed to directly relate different Mueller matrices with the
material properties and its physical structures. In that case, materials can be differentiated and
classified in function of their polarimetric behavior. This behavior can be described as the
combination of three polarimetric properties [46]: diattenuation-polarizance (dichroism),
retardance (birefringence), and depolarization.

Diattenuation describes the amount of light that is absorbed during the light-matter
interaction depending on the state of polarization of the input beam [45,46], and polarizance
defines the quantity of light that is polarized and the type of polarization in which it is polarized
[45,46]. These two properties are related to dichroism and materials that are mainly
characterized by these two properties are called diattenuators (polarizers are examples of
diattenuators).

Retardance is related to the capability of materials to introduce certain phase-shift between
the electromagnetic components of the input light but without changing the DOP or the mean
intensity of the beam. The birefringent materials that are mainly characterized by this property
are called retarders (e.g. quarter-wave plate or half-wave plate retarders) and present
anisotropic uniaxial or biaxial properties.

Depolarization is the property of materials to depolarize light, i.e. reduce the DOP of the
incident light beam. Materials that are mainly characterized by this property are called
depolarizers (fog and smoke are examples of depolarizers for certain input wavelengths, as in
the visible range).

As previously said, most materials present a combination of these polarimetric properties
and all this information is encoded in the Mueller matrix. Some of this information, as the
dichroic content, can be directly derived from the block expression of the Mueller matrix [204],
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where mgo is the mean intensity coefficient of M (i.e. transmittance or reflectance of unpolarized
input states) and it presents the highest value among the M coefficients. D and P are three-
component vectors called diattenuation vector and polarizance vector [66], respectively. The
modulus of these vectors are called diattenuation, D = |D

, and polarizance, P = |P|
[205,206], and they are the two basic magnitudes to measure the overall dichroic content of M.
The magnitudes associated with the retardance and depolarization properties of M require
further mathematical treatment as they are encoded in the 3x3 m submatrix. These
mathematical treatments are mainly based on decomposing M into an equivalent group of
matrices, each containing the specific polarimetric property of M. In that way, the properties
should be separated easing its interpretation. The different mathematical methods employed in
this thesis are following described.

2.2 Lu-Chipman product decomposition

In 1996, S.-Y. Lu and R. A. Chipman [66] proposed to decompose the Mueller matrix M into a
concatenation of three matrices each containing the main information of one of the three basic
polarimetric properties,

M = mOOMAMRMD, (26)

where nr, is the normalized Mueller matrix of a depolarizer that should only contain the
depolarizing information of M, nr, is the normalized Mueller matrix of a non-depolarizing
retarder that should comprise the birefringence of M, and Nz, is the normalized Mueller matrix

of a pure diattenuator that should contain all the dichroic content of M.

2.2.1 Lu-Chipman product decomposition procedure

The normalized matrix of a pure diattenuator is characterized by the three parameters of the
vector D, and can, in general, be defined as:

. 1 D
M, = (2.7)
D mp
where mp is the 3x3 submatrix specified by D,
mp = al3 + bDDT (2.8)

with a = V1 —D?, p — 1 _ _® and I, equal to the 3x3 identity matrix. The expression of the
D2

inverse of nr,, can be written as follows:

1 o7

o DDT (2.9)

O 1{ 1 —D7
N -D I,

_'_—
a’(a + 1)
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The effect of the diattenuator is removed from M by multiplying the Mueller matrix with the
inverse of nrj, [66]:

1 DT
P

A

M Mp = my

1 o”
] Mp  =myp|P - mD = moMaMp = M' (2.10)
- m

1— D?

The general expressions for a normalized pure depolarizer nr, and a normalized pure
retarder nr, are the following:

. 1 of
My = (2.11)

0 ma

. 1 0T
Mp = (2.12)

0 mpg

where ms and mg are 3x3 submatrices.

Note that az, and w1, present a null polarizance vector while the multiplication
M M ! does not. Consequently, Eg. (2.10) is impossible to accomplish taking these

definitions of a7, and w7, . This issue is solved by incorporating the polarizance vector P, to

My -

. 1 0f

My = mm[ (2.13)
Py mp

As a result, the matrix M’ can be written as:
, NN 1 oT|f1 of 1 0T
M = mOoMAMR = Mmoo = Moo (214)
PA ma 0 mpg PA mameg

Now, comparing the expressions of Egs. (2.10) and (2.14) the following definitions can be
established [66]:

p,=t-—mD (2.15)

m' = mamp (2.16)

The submatrices ms and mg are symmetric ( m,=m! ) and orthogonal matrices
(mm? =m~-m, =1, ), respectively, so we can take advantage of the product m’(m’)" as follows
[66]:

I3
——

T
m'(m") = mamr mamp = = ma mpmp? mp”T = mama? = my? (2.17)

Considering that Az, A, and A; are the eigenvalues of m’(m’)", m, can be calculated as [66]:



2.2 Lu-Chipman product decomposition 33

ma = Hm'(m")" + kI3 km'(m") + ksls] (2.18)

with:
ko= + e+ (2.19)
ko =M + Vs + A (2.20)

ks = N Aideds (2.21)

The sign £ in Eq. (2.18) follows the sign of the determinant of m’. With these last expressions

the submatrix mg is determined by inverse multiplying ma:
mp = mym' = Hgm/(m')! + kL] (m/(m) ' m! + km) (2.22)
The sign of Eq. (2.22) also follows the sign of the determinant of m’.

2.2.2 Retarder parameters

Up to now, we have split the information of M into three matrices by using the Lu-Chipman
decomposition [46,66]. Therefore, the dichroic information of M should be enclosed in Mp, the
birefringent information of M is associated with w7, and the depolarization information of M
is contained in p1, . The dichroic content of Mp can be quantified with the vector D thus the
analysis of the dichroic information does not need more mathematical treatment. Conversely,
the information included in a7, and nr, requires further mathematical treatment to get
some observables. This subsection describes the mathematical calculation of some observables
related to the nr, matrix.

The total retardance R (the combination of linear and circular retardance) can be directly
calculated from the trace of a7, as follows [45,46]:

tr(Mz) 1

R =cos! (2.23)

The normalized total retardance matrix Nz, can be decomposed as the product of a linear

retarder and a circular retarder (an optical rotator) [46,207].
Mp = Mg-Mcp (2.24)

The linear retarder is characterized by the linear retardance & (i.e. the phase difference
between the fast axis and slow axis) and the orientation angle of the fast axis with respect to
the horizontal 6, and its explicit expression is,

1 0 0 0
- 0 cos’(20) +sin’*(20)cos &  sin(20)cos(20)(1-cosd)  -sin(26)sin S (2.25)
10 sin(20)cos(20)(1-cosS)  sin’(26) +cos’(20)cos 5 cos(20)sin S '

0 sin(26)sin & cos(26)sin o coso

LR

and the circular retarder (optical rotator) is defined by the optical rotation .
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10 0

. 0 cos(2p) sin(2¢)

®T10 —sin2p) cos(2¢)
0 0 0

(2.26)

— o O O

Note that the multiplication of linear and circular retarders is not commutative. However,
some expressions, as the following provided to calculate the optical rotation (¢) and the linear
retardance (6), are valid for both commutations ( Az, M, and N, NI, )[74]:

M - M
¢ = tan~! 2l L2 (2.27)
Mp 13 + Mpg 2
2 D
5= cosl[\/[MR 11+ Mg 22 ] + [MR 21 — Mp 12 ] - 1] (2.28)

where the values between {} indicate the corresponding matrix element index.

Once the optical rotation ¢ is obtained, the normalized matrix of the linear retarder nz; .
can be calculated by inverse multiplying nr., with N7 . In general, the multiplication order of
the matrices strongly modifies the values of nr;, . Therefore, both scenarios should be
considered when @#0. In such case, the angle 6 resulting from both scenarios should be
compared. The angle 6 can be obtained from the nr;, matrix as follows [74]:

0=0.5tan" (r, /1) (2.29)

where

3
I =(1/25in5)25jkMLR{j,k} (2.30)
=

and gj is the Levi-Cita permutation symbol.

2.2.3 Depolarization coefficient

Unlike the retarder case, the magnitude associated with the Lu-Chipman depolarizer is
limited to one coefficient so-called depolarization power A [66]. The coefficient indicates the
average depolarizing capability of M and is given by

B |tr(mA)|
3

A=1 (2.31)

In the case of physically realizable matrices, the depolarization power is constrained by the
0 < A <1 inequation.

Notice that the construction of Lu-Chipman nr,. (Eq. (2.13)) is quite different from the
matrix of a normalized pure depolarizer (Eq. (2.11)). First, the ma of a pure depolarizer is a
diagonal matrix defined by three independent parameters ( diag(d,, d»,ds) ) [44—46], while, in
general, the Lu-Chipman my is not diagonal due to the structure of the decomposition (described
in Eg. (2.6)). In fact, the m, of the Lu-Chipman decomposition can be interpreted as a pure
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depolarizer that is usually rotated to compensate for the presence of the retarder placed at only
one side of the depolarizer [45]. Second, the Lu-Chipman nr, presents some dichroic content
through the polarizance vector P, that is an artifact introduced to mathematically fit the
structure of the decomposition (Eqg. (2.6)). Note that these two issues are directly related to the
structure of the decomposition. This structure can be reversed (leading to the reverse product
decomposition [208]) transforming the P, problem into a diattenuator vector D, issue [208].
Subsequently, alternative decompositions and mathematical treatments that further describe
the depolarizing content associated with a given M are following described.

2.3 Parameters of polarimetric purity

In this section, we describe a group of parameters that proposes an alternative approach to
the depolarization phenomena to the given with the Lu-Chipman decomposition. Some of the
following parameters provide analogous information to the obtained with the Lu-Chipman
decomposition but with an easer mathematical treatment (they are directly calculated from the
Mueller matrix parameters [45]). The other parameters are based on a completely different
decomposition in which M is associated with the parallel combination of different non-
depolarizing Mueller matrices [45,70]. Although the a-priori different approximations, the
following introduced parameters are related to each other in some way and all are connected
with the depolarization induced by samples.

2.3.1 Depolarization index

In 1986, ten years before the publication of the Lu-Chipman decomposition, J. J. Gil and E.
Bernabeu defined the depolarization index, P, [69] (also called the degree of polarimetric purity
[209]). The depolarization index, P,, is a global measure of the depolarization behavior of a given
M, like A, but taking the advantage of being directly calculated from the Mueller matrix
parameters [69]:

(2.32)

where the subindex ij indicates the corresponding matrix element index of M (Eq. (2.5)).

The expression of P, (Eq. (2.32)) can be described as a generalization of the DOP metric to
Mueller matrices. In this vein, instead of characterizing the depolarization content of light
beams, the depolarization index characterizes the depolarization behavior of samples [45]. The
analysis of P, reveals that the maximum value of P, is 1, characterizing non-depolarizing
matrices, and the minimum value is 0, associated with fully depolarizing systems. Intermediate
values quantify the overall random process behind the depolarizing mechanisms. This
parameter is limited to the measurement of the overall depolarization and it cannot distinguish
if some SoP is more or less depolarized than others. In other words, if the sample presents some
anisotropy in the depolarization process.
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2.3.2 Indices of Polarimetric Purity (IPP)

With this question in mind, in 2011, |. San José and J. J. Gil proposed three new parameters
to describe the depolarizing content of Mueller matrices, the so-called Indices of Polarimetric
Purity (IPP) [1]. IPP faces the depolarization phenomenon considering that depolarization arises
from the incoherent sum of non-depolarizing sources. This consideration was previously
suggested by S. R. Cloude [70], which described generally realizable Mueller matrices as an
incoherent combination of four or fewer non-depolarizing matrices with different weights. S. R.
Cloude called it spectral decomposition, in reference to the spectral theorem of linear algebra,
and it is given by

where M; are the non-depolarizing matrices, A; are the eigenvalues of the covariance matrix
H(M)[45,70]. Covariance matrix H(M) is a Hermitian positive semi-definite matrix that arises
from a transformation of the Mueller matrix, and it is used because Mueller matrices are not
Hermitian, so it cannot be ensured that they are diagonalizable, and thus, the spectral theorem
is no directly applicable on them. In particular, the covariance matrix H(M) is given by [45,70]

imij(o; ®o)), (2.34)

i,j=0

1
HM)=—
(M) 2
where o represents the Pauli matrices and @ the Kronecker product. Note that j goes from 1 to

4 because any incoherent combination of Mueller matrices can be rewritten in terms of a
combination of four, or less, non-depolarizing Mueller matrices with different weights (A;) [70].

Once the eigenvalues of the covariance matrix are calculated, IPP are defined as follows

[1,64]:

ki~ A) (2.35)

where i=1,2 and 3.

In the experimental scenario the measured M must be physically realizable thus its
associated A; must be positive [210] and they must also satisfy the two following equations:

0<A <A <A<A<l, (2.36)
4 A
=1 (2.37)
i=1
where j, are the eigenvalues normalized by moo, i = A
m()()

Consequently, IPP are restricted by

0<P<P<P<I (2.38)
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The combination of Egs. (2.36) and (2.37) implies that the normalized j is the only

eigenvalue that can reach the value 1. Conversely, all the IPP can be equal to one and they can
be equal to one simultaneously. In fact, non-depolarizing samples are associated with
P =P =P =1 . The opposite scenario p = P = P, =0 corresponds to ideal

depolarizers, Ma, = diag(mgo,0,0,0) .

Since IPP can be built with the covariance matrix eigenvalues, they can be interpreted in
terms of the spectral decomposition of M. In that sense, IPP reports the relative amounts of
non-depolarizing equivalent components that a system can be assimilated with. Nevertheless,
they can also be interpreted from the point of view of another decomposition, the so-called
trivial decomposition of M [209,211],

M = mp[B-M(H,) + (B, — B)-M(H>) + (P, — P)-M(H3) + (1 — Py)-M(H,)] (2.39)
where

k
H, Z%Z(Ui © uf), (2.40)

i=1

are defined from the eigenvectors u; associated with the eigenvalue A; of H(M). In that
expression, k is equal to 1, 2, 3, or 4, and the elements of the Mueller matrix M are related to H

by

m,; =ir[(c;, ®c,)H]. (2.41)

In the trivial decomposition, P; indicates the weight of nz(H,) (the only non-depolarizing
matrix of Eq. (2.39)), and Ps is directly connected with the weight of az(f,) which is an ideal
depolarizer ( M(H,) = diag(dy,0,0,0) ). Accordingly, P; indicates the amount of a non-
depolarizing element that the media can be assimilated with and P;the amount of an ideal

depolarizer that can be associated with M. Otherwise, P, has a more difficult interpretation as
it is related to the weight of the so-called 2D and 3D depolarizers [212], nm(H,) and M(H)

respectively.

The last analysis of IPP, through the trivial decomposition, points out that IPP quantify the
depolarization behavior of M but in a more detailed way than Psand A. In fact, P4 can be written
as a combination of IPP [1] thus resulting in that P,is a general approximation of the IPP.

In order to link P, with IPP, we first rewrite P, as a function of A; by using a variety of trace
properties. On the one hand, the application of the trace properties to Eq. (2.41) leads to:

3

3 3
D> m; =Y nl(c,®c)HT = ) ni(c] ®c, )H’]=
i,j=0 i,j=0 i,j=0

(2.42)

3 T

=Y tr{(c, ® ,) H* | =4tr(H’) = 423: A2

i=0 =0

And, on the other hand, the trace of H (defined in Eq. (2.34)) helps to link mge with A;
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3
r(H)=my =Y 4, (2.43)
i=0

Next, the combination of Eqgs. (2.42) and (2.43) with Eq. (2.32) results in:

4(2%2)—(2%)2

P =
3m§0

A

(2.44)

And finally, the eigenvalues can be substituted by the corresponding expressions of IPP (Eq.
(2.35)) giving:

2 2 1
P, :\/§1r>12+§P22+§P32 (2.45)

This expression shows that different combinations of IPP could lead to the same P,. It can be
explained because, unlike P,and 4, that give an overall measure, IPP can distinguish between
different depolarizing mechanisms. In other words, it is sensitive to different polarimetric
anisotropies. Such phenomenon will be experimentally analyzed in Chapter 4 and it will be
exploited for biophotonic applications in Chapter 5. For the sake of visualization, Figure 2-2
represent the possible IPP combinations associated with a given P, in the so-called Purity Space
[1,213]. The Purity Space is defined as a 3D space in which each IPP parameter is associated with
an axis and in which any physically realizable depolarizer can be represented. Importantly, due
to the restriction given by Eq. (2.38), all realizable depolarizers are restricted into a tetrahedron
at the Purity Space.

P,=0.8
W P,=0.5
Br,=0.33

Py

Figure 2-2. Representation of different P, values in the Purity space. Each P, value is

associated with different colored surfaces.
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In the graphical representation of the Purity Space, Figure 2-2, physically realizable Mueller
matrices are represented by points and constant P, values are represented by elliptical surfaces.
The closer to (0,0,0) the points are, the higher is the depolarization capacity of the associated
M. Concerning the P, surfaces, they are parameterized by the Eq. (2.45) and limited by the Purity
space constraints of Eq. (2.38). Moreover, the area of the surface is minimal for P,=0 and P,=1,
and it increases as P, approaches to the value of 1/3. That value corresponds to the largest
surface area. Therefore, the potential to discriminate between different depolarizer schemes of
IPP vs P, is maximum in the P, ~ 1/3 regime.

Analogously to IPP, the set of i can also describe a space in which depolarizers, as well as
Pa values, can be represented. Since the set of i is made up of four parameters, the associated
space should present four dimensions. However, i associated with physically realizable
Mueller matrices are limited by Egs. (2.36) and (2.37) so each normalized eigenvalue can be
written as a combination of the other three. Therefore, the degrees of freedom are reduced
from four to three, and physically realizable M can be represented in a 3D space composed by
using three of the four normalized eigenvalues. In that way, R. Ossikovski and J. Vizet [64]
proposed the use of i, i and i, to define the so-called Natural depolarization space (see
Figure 2-3). The Natural depolarization space represented in Figure 2-3 is shaped as a
tetrahedron like the Purity space. In the Natural depolarization space, like in the Purity space,
depolarizers are represented by points and constant P, values are represented by elliptical
surfaces. Also similar to the Purity space, depolarizers with higher depolarizing capacity are near
to 0 and the area of the surface increases as P, is near to the 1/3 value. The main difference
between the Natural space and the Purity space is related to the volume of the space, the
volume of the Purity space is bigger than the Natural space volume. This is translated into a
larger separation between the points that represents a group of depolarizers in the Purity space
concerning the points that represents the same group of depolarizers in the Natural space.

A

0.5

0
%
1P,=0.8
W P,=0.5
A M Pr,=0.33

Figure 2-3. Representation of different P, values in the Natural depolarization space.

Each P, value is associated with different colored surfaces.
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2.3.3 Components of Purity (CP)

During the same year 2011, J. J. Gil decomposed P, into other three new components, apart
from the IPP ones, so-called Components of Purity (CP) [61]. As previously said, depolarization
can be considered that arises from the incoherent combination of non-depolarizing sources. In
turn, the CP focus its analysis on determining the nature of these non-depolarizing sources, i.e.
the dichroic or birefringent character of the non-depolarizing sources associated with the
depolarization process. As a result, two of the three parameters are the diattenuation D and the
polarizance P [205,206]. According to the D and P descriptions (Eq. (2.5)), P4 can be written as:

P, = %P2+§D2+PS2 (2.46)

where Ps is the third CP defined as [61]

(2.47)

Ps is so-called the degree of spherical purity [61] and it is connected with the birefringent
sources behind the depolarization process. P, D, and Ps; can take values from 0 to 1, but,
conversely to the IPP, the three components associated with a given M can never be equal to
one simultaneously. According to Eqg. (2.46), the hypothetical case P=D=P.=1 would overcome
the condition of P, to take values in the range [0,1]. The same equation (Eq. (2.46)) reveals that
different CP values can lead to the same P, value, similarly to the case of the IPP.

1 I [p,=0.8
1 P,=0.5

Figure 2-4. Representation of different P, values in the Components of Purity space.

Each P, value is associated to differently colored surfaces.

For the sake of visualization and analogous to the case of IPP, the CP are represented in a 3D
space associating each parameter with an axis (see Figure 2-4). It is worth noticing that a 2D
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planar representation of the CP space, using the Ps and P, (P, is a combination of P and D,
P, =\(P*+D*) /2, so-called degree of polarizance [61,214]) as the axis of the space, was

studied in ref. [61,214]. Concerning the 3D representation displayed in Figure 2-4, depolarizers
would be represented by points. The position of these points is related to the dichroic and
birefringent nature of the elements involved in the depolarizing process. Note that depolarizers
characterized by different dichroic and birefringent elements (different point positions of the CP
space) can describe the same P, value. As a result, all the possible combinations of elements
that result in the same P, are represented with surfaces in the CP space, this highlighting the
potential of CP to discriminate between different depolarizers' physical origins. In Figure 2-4,
the P,=0.8, P,=0.5, and the P,=0.33 values are represented in the CP space to illustrate such
situation. P, surfaces are ellipsoids defined by Eq. (2.46) and they are limited by the following
constriction, linked with the [0,1] range of Py:

P’ +D* <1+3P’ (2.48)

We can see that, in contrast with the purity space, the area of a given P, surface when it is
represented in the CP space is larger as the value of P, is higher. As a result, the potential of CP
is higher for low depolarizing media i.e. Psclose to 1. This has sense because, the nearer the
sample is to a pure depolarizer, the larger the loss of information (i.e., larger entropy) related to
physical structures in the sample.

2.3.4 Depolarization indices of higher-order

Recently, in 2019, R. Ossikovski and J. Vizet proposed a generalization of the depolarization
index defined as [64]:

m 1
Pg ) - \/ m—1
4 -1

with m being natural numbers higher than 2. Note that the second-order index, Pf) ,

(2.49)

4
4m71 )A\_m -1
tr(H)™ | ; '

o rCH™) 1} _ J 1

corresponds to the depolarization index, P,, described in the sub-section 2.3.1. According to Eqg.
(2.36), the depolarization indices of higher-order associated with a physically realizable M are
constrained by the following inequation.

0<..<P™<pPP <P <P <1 (2.50)

In the regime of high-order depolarization indices, all the parameters can reach the value 1
simultaneously. Non-depolarizing systems are characterized by all the parameters reaching this
value (PX’U — 1 for any value possible value m) and, by contrast, ideal depolarizers are

assimilated with PX") — 0 for any possible value of m. Notice that depolarization indices of

higher order can be directly calculated from the covariance matrix ((2.49)), and this H matrix is
a linear combination of the M elements. Therefore, its computational time is much lower than
the Lu-Chipman decomposition, and it is also lower than the calculus of the covariance matrix
eigenvalues.

Analogous with the IPP and CP case, a group of three PX”> can be represented in a 3D space.

R. Ossikovski and J. Vizet proposed the representation of the PX’” parameters with the lowest



42 Chapter 2 - Mathematical formalism

m values (i.e. pgm) with m=2, 3, and 4) [64]. Such space is represented in Figure 2-5. This space

presents a much lower volume than the previously discussed spaces, being close to a flat space.
The main interest of this space rests in its computational time that results lower than the
parameters based on Mueller matrix decomposition, and also in the fact that PXn) are a non-

linear combination of A; and this may lead to better results in some applications.

A

14

Pﬁ 0.5

=1=)
Dv

4
P ﬁtdl

Figure 2-5. Representation of the High-order Depolarization Indices space.

2.4 Symmetric product decomposition

Up to now, we have introduced a product decomposition (Lu-Chipman decomposition) with
certain limitations in the analysis of the depolarization properties of samples, and a group of
alternative observables that further synthetize these depolarization properties. In this section,
we will describe another product decomposition that tries to separate the depolarization
content of M in a pure depolarizer matrix Ma. In the previous sub-section 2.2.3, we have seen
that the structure of the depolarizer obtained from the Lu-Chipman decomposition is affected
by the order of the factors in which the matrix is decomposed [208]. Such order forces to include
a non-null polarizance vector in the depolarizer matrix M, and that vector should not appear in
a matrix that is supposed to only depolarize light. Under this scenario, arises the idea of the
symmetric product decomposition [72], in which the order of the elements does not depend on
the sense in which we look at it and which does not need the addition of any mathematical
artifact.

2.4.1 Symmetric product decomposition

The symmetric product decomposition was proposed by R. Ossikovski in 2009 [72]. It consists
of decomposing the Mueller matrix into a concatenation of five matrices each characterized by
only one of the three basic polarimetric properties (i.e., dichroism, birefringence, and
depolarization),

M = MpyMpoMp,Mp Mp, (2.51)
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where Mp; and Mp; are the matrices of two diattenuators a7y, and N, are the normalized
matrices of two retarders, and Maq is the matrix of a pure depolarizer. Unlike the Lu-Chipman
decomposition, the depolarizer is defined as a diagonal matrix without the presence of
diattenuation or polarization, M, = dy-diag(1,d,,ds,ds) - This is possible due to the symmetry
of the decomposition and the central position of the depolarizer. However, not all the physically
realizable matrices can be decomposed by considering M, = dy-diag(1,d;,d»,ds) . The ones
that can be decomposed using this structure are called Type | Mueller matrices [45,72]. The
other physically realizable matrices that cannot be decomposed by doing this consideration are
called Type Il Mueller matrices and they require an alternative mathematical treatment that is
described in ref. [45]. Since none of the biological measurements discussed in this thesis is a
Type Il Mueller matrix, the symmetric decomposition associated with Type Il Mueller matrices
will not be described in this thesis. Biological tissues used to be Type | Mueller samples.

The matrices of the diattenuators Mp;, i=(1,2), are defined as

1 Df

M ;= Tui
b D; mp,

(2.52)

with

1

«/l—Df

T = (2.53)

and with mp defined in Eq. (2.8).

The use of the factor T,; allows to obtain a very compact expression for the inverse of Mp;:

M} = GMp,G (2.54)

where G is well-known as the Minkowski metric, G = diag(1,—1,—1,—1). Note that Eq. (2.54) is

only valid for Di<1, which is true for most of Type | physically realizable M. The other particular
cases in which Di=1 are characterized by N=0, N’=0 or N=N’=0, with

N=GM'GM (2.55)
and

N =GMGM' (2.56)
will be next discussed in sub-sections 2.4.1.1, 2.4.1.2, and 2.4.1.3.

Now, taking the definition of the symmetric decomposition, Eq. (2.51), we can multiply both
sides of the expression by the inverse of Mp; to obtain

MM i = MGM )G = MpsMpoMagMp = Mp,M (2.57)

Since the depolarizer is defined diagonal and Mk; and Mk; are pure retarders, M’ is structured
with null diattenuation and polarizance vectors as
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dy 07

M' = MpyMpgMp = ,
0 m

, (2.58)

Thanks to the null polarizance vector of M’, the first column of both sides of Eq. (2.57) is
matched as

1
(MG)TMSl = dOTUQSQ, with Si = [D] (259)
Performing the same procedure but starting from ar”p;,) we end to an analogous
expression.
(MTG)T58, = dyT,1S: (2.60)

Now, combining Egs. (2.59) and (2.60) the system can be decoupled to isolate S; and §; as
two solutions of a problem with two eigenvectors associated with the same 42 eigenvalue [72].

(MTGMG@)S, = d}S, (2.61)
(MGM™@®)S; = d2S, (2.62)

From the S;and S; solutions, we directly determine D; and D, which allow the calculus of the
inverses of Mp; and Mp; by using the Eq. (2.9), like in the Lu-Chipman product decomposition.
At that moment, if D;=D,=1 (Di=/D;i[), M is a Type Il Mueller matrix, we should apply the
alternative symmetric decomposition described in ref. [45]. Next, we calculate M’ = M MM}

to end the decomposition with the separation of m’ utilizing the singular value decomposition
SVD [72].

m' = Mpampgmp (2.63)

where my, = dy-diag(dy,ds,ds) and do is equal to the irradiance of the matrix M’ (d, = mq, ). As a

result,

1 0f

0 mp

dy O0F

0 maq

1 o7
0 mpy

Mgy, =

» Mg = , Mg = (2.64)

Now the determinant of M is calculated, and if it is smaller than 0 (det M <0), M., and My,
is multiplied by diag(1,1,1,-1) [204].

Finally, the use of the SVD creates an ambiguity with the calculus of az,, because any
permutation of the singular values, together with the corresponding permutations of arg,
columns and nrg, rows, would give different physical solutions that, combined, result in the
same M. To avoid this ambiguity R. Ossikovski proposes the “minimum retardance principle”
[72]. This principle consists of choosing the eigenvalue combinations associated with the rrg,

with minimum retardance, i.e. the trace of nrg, is minimal (see Eq. (2.23)).
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Up to now, we have described the most general scenario of Type | Mueller matrices.
Following we will discuss the particular cases of Type | Mueller matrices with N and/or N’ equal
to 0.

2.4.1.1 N#0 and N’=0

In this scenario, D;=1 and D.<1, thus M is a Type | Mueller matrix that corresponds to a
depolarizing analyzer [72]. Accordingly, M can be written as

M = MpyM oM (2.65)

where Mp; is a pure polarizer characterized by the diattenuation vector of M, ar,, is an ideal
depolarizer, i.e. M, = diag(dy,0,0,0), and Mp; is a diattenuator that can be derived from Eq.
(2.62).

2.4.1.2 N=0 and N’#0

Analogously to the previous case, D;<1 and D,=1, so that M is a Type | Mueller matrix that
corresponds to a depolarizing polarizer [72]. Accordingly, the matrix can be written as Eq. (2.65)
but in this case, Mp; is a pure polarizer characterized by the diattenuation vector of M and Mp;
is a diattenuator that can be derived from Eq. (2.61).

2.4.1.3 N=0 and N'=0

In this case, D;=D,=1, so we are dealing with a pure polarizer that does not require any
decomposition to be analyzed.

2.4.2 Relation between the retarders of the Symmetric and the Lu-Chipman
decompositions

Apparently, the Symmetric decomposition and the Lu-Chipman decomposition are two
completely different decompositions. However, we can deduce a relationship between them
that involves the retarders.

Both decompositions define m’, the submatrix of M’, as a matrix without dichroic content
and containing only the birefringent and the depolarization information of M. Consequently, the
submatrix m” of both decompositions should be the same. Nevertheless, most of the time they
are not the same because the M’ of the Lu-Chipman decomposition has some residual dichroic
content connected with Pa. Concerning the experiments with biological tissues performed in this
thesis, the two m’ obtained from a given experimental measure are very similar because the
influence of P, is minimal. Therefore, we can approximate that both m’ are the same. Under this
approximation and taking the definition of m’ in both decompositions (Egs. (2.63) and (2.16)),
we induce that

~1
MATR = MpMAME < A = MRaMAgMEMy (2.66)

Due to my and mygy are symmetric matrices ( 2, = m” ) and that the inverse matrix of retarders

is equal to the transpose matrix, m;' = mJ}, (orthogonal matrices), we derive that
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2 T T T\T
my = ma(ma) = Mpamagmpmp(Mpamagmpmy)’ =

T T T T 2 T
= MpaMAIMRIMRMRM R M Mpy = MRaMA Mpy = (2.67)

_ T T _ T \2
= MRIMAGM Ry MM RITMAGM Ry = (mRQmAdng)

Therefore, under the consideration of dealing with equal m’, m, can be written as a function
of my, as following

MA = MpaMAM (2.68)

This relationship gives us the explicit diagonalization of m, through the retarders found in
the symmetric decomposition. Note that this result is consistent with the fact that Lu-Chipman's
depolarizer can be considered as a rotated depolarizer. In fact, in the case that the m’ of the Lu-
Chipman decomposition and the m’ of the symmetric decomposition were equal, the Lu-
Chipman's depolarizer would be a rotation of the diagonal depolarizer obtained from the
symmetric decomposition. Moreover, comparing the expressions of Egs. (2.66) and (2.68) we
obtain the following second relation:

Mr = MproMRPR, (269)

As a result, the retarder of the Lu-Chipman decomposition is equivalent to the product of the
two retarders of the symmetric decomposition. So, if we knew the symmetric decomposition
associated with a matrix, we could calculate its Lu-Chipman decomposition as long as the
polarizance vector P, ~ o . Additionally, the matrix that results from the product of the two
retarders of the symmetric decomposition does not depend on the order of the eigenvalues.
Thus, this provides a way to establish a solid calculus of the total retardance associated with a
matrix, analogous to the Lu-Chipman decomposition (subsection 2.2.2), but using the symmetric
decomposition that does not require the addition of any artifact to m’.

2.4.3 Type | canonical depolarization

Unlike the Lu-Chipman decomposition, the matrix of the depolarizer obtained from the
symmetric decomposition of the type | Mueller matrices is diagonal with null polarizance and
null diattenuation vectors. Therefore, the birefringent and dichroic content of the Mueller
matrix are completely removed from the depolarizer, and it is characterized only by the
depolarization and intensity properties of M. The value of dy is related to the mean intensity of
M, while the depolarization of M is quantified by the normalized 4, , d,, and 4, observables.
These three observables are so-called type | canonical depolarization parameters, and we define
them before the application of the “minimum retardance principle”. The SVD ordering of the
eigenvalues and the limitations related to physically realizable matrices makes that these
observables must satisfy the following expressions:

0<dy <dy <1 (2.70)

<ds < dy (2.71)
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From these equations is derived that 4, , d,, and d; can simultaneously achieve the value 1,
as in the IPP case. This case, d; = d, = d; = 1, describes non-depolarizing matrices and the
ideal depolarizers are characterized by d, = d, = d; = 0. From Eq. (2.71) can be also derived
that, contrasting with all the other depolarizing parameters that have been presented in this
thesis, the 4, values can be negative. Such negative values are produced when the determinant

of M is negative too.

Finally, the type | canonical depolarization parameters can be arranged to assemble a 3D
space where any type | depolarizer can be represented. Figure 2-6 is the graphical
representation of this 3D so-called Type | canonical depolarization space [64]. In this space, each
canonical depolarization parameter is associated with an axis, and the limit of the physically
realizable space is defined by Eqgs. (2.70) and (2.71). The space is shaped as a tetrahedron, like
the Purity space, and it has also a similar volume. The Purity space and Type | canonical
depolarization space are very similar, but it is worth noting that both spaces have been obtained
by using two completely different decompositions (one is an incoherent addition of matrices
and the other is a concatenation product of matrices) thus leading to different results in the
experimental scenario. The suitability of each space for the tissue classification task will be
studied in Chapter 5.

1

d3
Figure 2-6. Representation of the Type | canonical depolarization space.

2.4.4 Type | Lorentz depolarization space

In 1998, A. V. Gopala Rao, K. S. Mallesh, and Sudha proposed the use of the Lorentz singular
values of M to characterize its depolarizing capacity [215]. The calculus of Lorentz depolarization
indices presents a computational advantage in front of the decomposition derived parameters.
Their calculus avoids the generally computationally intensive tasks that the M decompositions
require. This is explained because Lorentz depolarization indices do not need SVD or similar
operations. Lorentz depolarization indices are based on the trace calculus of N (N is described
in Eq. (2.55)) and the generalized Lorentz depolarization index L™ of order m (m=2) is defined
as
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, >
L(m) — 1 4m-1 tT’(Nm) 1| = 1 4m-1 k=0 -1 (272)
4mt—1 tr(N)"™ 4mt -1 3. )"
Z Di;
k=0

being p« the eigenvalues of the matrix N and k=1,2,3, and 4. Notice that Eq. (2.72) is similar to
the expression of the higher-order depolarization indices p{™ (Eq. (2.49)) but instead of using

the covariance matrix H, it is replaced by the N matrix. Moreover, the Lorentz depolarizing
indices are limited by Eq. (2.73), which is also very similar to the constraints of Pg”’) exposed in

Eq. (2.50). Conversely to p{"™, non-depolarizing matrices are characterized by 7™ = 0, and

ideal depolarizers by ™ = 1, for any possible value of m.
0<..<IM<IW<I®<®< (2.73)

In the case of the Type | matrices, the eigenvalues of the matrix N can be written in terms of
the parameters of Type | canonical depolarizers. In that scenario, p, = d2, p, = d?, p, = d2

and p; = 42. Consequently, the expression of the generalized Lorentz depolarization indices

can be rewritten in terms of Type | canonical depolarizer parameters.

g [,
4m71 -1

where the subindex 1 indicates that this expression is only valid for matrices that can be

mo L+ ™ +d5" +d5™)

T a1 (2.74)
(I+di +dy +di)

decomposed using the Type | symmetric decomposition.

Now, as in the P{"™ case, the first three Lorentz indices, i.e. L”, L}, and L}, can be used to

build a 3D space where each Type | Mueller matrix can be represented in it as a point [64]. This
space is represented in Figure 2-7 and its volume is similar to the high-order depolarization
indices space (Figure 2-5), i.e., the space is almost restricted to a surface. The interests of this
space are the fact that its computational time results lower than the space based on the Type |
decomposition parameters, and the fact that it is equivalent to a non-linear combination of Type
| canonical depolarizer parameters (see Eq. (2.74)) and it may lead to better results in some
applications.
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Figure 2-7. Representation of the Type | Lorentz Depolarization space.







Chapter 3 Experimental set-up

In order to measure the Mueller matrix of biological samples, an image Mueller polarimeter
based on Parallel Aligned Liquid Crystals (PA-LC) was built. This chapter aims describing the
image Mueller polarimeter used to measure the polarimetric response of samples and
explaining its calibration method.

First, section 3.1 introduces the theory behind the measure of the Mueller matrix of samples
using Mueller polarimeters. Next, the specific configuration of the Mueller polarimeters used to
measure the polarimetric response of the analyzed samples of this thesis is described in section
3.2. This section also illustrates the experimental construction of the set-up built in the
laboratory. Finally, section 3.3 explains the methods used to calibrate the polarimeter together
with some measurement results that support the validation of such a calibration method.

3.1 Mueller matrix measurement

The measurement of sample Mueller matrices is carried out with a device called Mueller
polarimeter. This instrument consists of two parts: a polarization state generator (PSG) system,
capable of generating any state of polarization; and a polarization state analyzer (PSA) system,
able to determine the state of polarization of an incident light beam. A general schema of the
Mueller polarimeter, including the PSG and PSA systems, can be seen in Figure 3-1. Any PSG is
composed of a light source and a set of optical elements that polarize the light in a specific way.
For its part, the PSA consists of a set of optical elements that let pass only a specific type of
polarized light followed by a detector that measures the intensity of light that has passed
through the optical elements. The detector should be a pixelated-based sensor, for imaging
purposes. Note that the analyzer system (PSA) can be used separately for other applications and
it is known as a Stokes polarimeter [86,216,217].
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Light Generator Sample Analyzer Detector
Source (optical elements) (optical elements)  (camera)
N\ - >
Polarization State Generator system Polarization State Analyzer system

Figure 3-1. Draft of a Mueller polarimeter.

In the following, the operation principle of the PSA will be mathematically described
according to ref. [68]. Given a certain SoP, Sout, exiting from a given sample after interaction (see
Figure 3-1), the intensity measured with the camera (/;) is mathematically described as:

Ifl = AqS(,M = aqoso + aqlSl + anSQ -+ angg (3.1)

where S; (i=0, 1,2,3) are the coefficients of the Sout, Aq=(a40, g1, 42, A43) characterizes the specific
state of polarization analyzed by a particular configuration of the PSA (from now on, analyzer)
and Ag/a,o describes the normalized analyzer. Considering the use of n different analyzers, the
response of the PSA to a given Syt can be written as:

I ao g a2 ais |[So
I ar0 21 G2 Go3 || S1
I=| |=A4S,;, =] . . X ' (3.2)
: : : : Sy
In apo Ap1  Ap2 (p3 S3

where A is known as the base of the analyzer (or polarimetric matrix) and I is a vector that
comprises the measured intensities. Once the intensity measurement vector I and the matrix A
are known (the matrix A is accurately characterized during the calibration process of PSA
described in sub-section 3.3.2), the SoP, Sou, can be determined by inverting Eq. (3.2), this
leading to the following expression:

Sout = AT (3.3)

where A-! is the pseudoinverse matrix of A defined as 41 — 474 ' A7 . Note that the

pseudoinverse is used because, in general, matrix A is not a square matrix. An A matrix with a
rank smaller than 4 implies that the associated PSA is incomplete and only three or fewer SoP
parameters can be estimated. Accordingly, all the SoP parameters can be determined when the
rank of matrix A is equal to 4 so at least four different configurations of the analyzer are required
to completely retrieve Sout.

Although all PSA configuration systems associated with rank=4 matrices can completely
determine the Sout, due to the matrix inversion in Eq. (3.3), some analyzer configurations lead to
larger amplification of experimental noise from the intensity measurements to the final Stokes
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parameters than others [187,192]. Therefore, the choice of a PSA basis minimizing the noise
propagation is an important issue in terms of polarimeter performance. Accordingly, the PSA is
calibrated based on the Conditional Number (CN) [187] and the Equally Weighted Variance
(EWV) [187,192] metrics, that analyze the propagation and amplification of error. The
calibration process is described below in section 3.3.

Once described how the PSA works, which is equivalent to the operation principle of the
Stokes polarimeters, this operation principle is extended to describe the performance of the
whole Mueller polarimeter instrument.

Let us start with the Mueller-Stokes description of the light-matter interaction (Eq. (2.4)) but
replacing the output Stokes vector with the combination of the analyzers and intensities
described in Eq. (3.3):

Sy =A ' IT=M-S;, (3.4)

Then, we consider the case of illuminating the sample with different k well-known states of
polarizations controlled with the PSG system. Using the S-M formalism, the different k incident
SoPs are written in the different columns of a newly defined matrix Sg (the generator base) and,
accordingly, the measured intensities related to each k incident SoP will be written in the
different columns of a newly defined matrix In.

Ly Ly - Iy So1 So2 - Sog
- - I I o S S w5,
A, -4 2 b 2k | _ MSe = M 11 Si2 Lk (3.5)
: : .o So1 Soo oo Sop
Ig I - Iy S31 Sso -0 O3y

’

Finally, the Mueller matrix of the measured sample is estimated by using the pseudoinverse
of Se.

A'TySE =M (3.6)

The dimensionalities of the matrices A, In, and Sg are nx4, nxk, and 4xk, respectively. For the
same reasons above-mentioned with the PSA, the rank of A and S¢ matrices must be equal to 4
to completely determine all the coefficients of the Mueller matrix. Accordingly, at least 16
independent intensities must be measured to calculate all the parameters of the Mueller matrix.

The error amplification to the calculated M coefficients depends on the analyzers of A, like
in the case of Stokes polarimeters, but in this case, it also depends on the SoPs of Sg that have
been used to illuminate the sample. Consequently, the PSG is also calibrated by minimizing the
CN and EWV figures of merit. The calibration method of PSG will be deeply described in
subsection 3.3.1.

It is worth noting that, the mathematical calculation described in this section considers a
monopixel detector. In the case of using a camera as a detector to retrieve the Mueller matrix
of an image, the same calculation process must be performed for each individual pixel.
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3.2 Experimental image Mueller polarimeter based on parallel aligned
liquid crystals

Several architectures of polarimeters can be considered to satisfy the PSA schema of Figure
3-1 [47]: a division of amplitude polarimeters (DoAmP) [182,183], division of aperture
polarimeters (DoAP) [184,185], polarimeters based on rotating elements [187-190],
polarimeters based on liquid crystal devices [191-194], and division of focal plane (DoFP)
polarimeters [50-59], among others. In the following we explain the main reasons why we built
a polarimeter based on liquid crystal devices.

First, at the beginning of the thesis, polarimeters based on rotating elements and
polarimeters based on liquid crystal devices appeared to be the cheapest and easiest choices to
build polarimeters. Nowadays the price of DoFP polarimeters is much more accessible but it was
not at the beginning of this thesis. Second, the fact that Mueller matrix measurements with
these two architectures are not instantaneous and that samples must be stationary during the
measurement is not a problem for the experiments performed in this thesis as we deal with
stationary ex-vivo samples and non-organic samples. Finally, we chose using LC devices in front
of rotating elements because mechanical rotation of optical elements may slightly modify the
direction of the light beam so shifting the images captured with the camera (beam wander).

We chose also a design based on LC for the PSG for the same reasons discussed before, as
well as for symmetry and ease of control considerations.

3.2.1 Mueller Polarimeter based on parallel aligned liquid crystals

The instrument used in this thesis is composed of liquid crystals in the PSG and PSA sections
(see Figure 3-2 and Figure 3-4). In particular, the PSG and PSA are both composed of one linear
polarizer (LP) and two parallel aligned liquid crystals (PA-LC). PA-LC are materials that behave as
linear retarders but the phase difference between the fast axis and the slow axis (8) can be
modified with the application of different voltages [192]. The dependence of 6 with the applied
voltage is a continuous function thus allowing the achievement of any retardance that is
contained in the retardance range of the material, more than 2m in our case, by properly
applying the specific voltage.

Linear

Light
& Polarizer

Source

Figure 3-2. Scheme of the polarization state generator (PSG) system based on parallel

aligned liquid crystals (PA-LC).
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Figure 3-2 shows the scheme of the polarization state generator implemented in our set-up.
It consists of a non-polarized and collimated light source (LS) followed by a linear polarizer
oriented with the vertical reference of the lab, a first PA-LC oriented at 45° concerning the same
reference, and a second PA-LC oriented at 0°. Given this configuration, the state of polarization
of the beam at the output of the PSG (Sin) is written as follows:

Sin = Mpp(0°,80)Mpp(45°,6,)Mrp(0°)Sts (3.7)

where Mz and M, are, respectively, the Mueller matrices of a linear retarder and a linear
polarizer [45,46], S;s is the Stokes vector of the non-polarized light source, and 6; and 6, are the
linear retardance of the first and second PA-LC respectively, that depend on the addressed
voltage. According to Eq. (3.7), Sin can be written in terms of §; and 6; as:

10 0 0 1 0 0 0 1 =1 0 0}
s _ 0 1 0 0 0 cos(6y) 0O sin(6)|1/-1 1 0 0ff 0 3.8)
7710 0 cos(8) —sin(&)|[0 0 1 0 210 0 o0 offo ‘
0 0 sin(6) cos(d) ||0 —sin(é) 0 cos(6y) 0 0 0 0JO0
1
—cos(8
Sin = IL_S . COb(.l) (39)
2 | —sin(8;)sin(és)
sin(6y) cos(62)

The expression of Si, (Eq. (3.9)) can be normalized by the constant term (I.s/2) which allows
the resulting polarization states to be represented in the Poincare sphere (see Figure 3-3).

Figure 3-3. Representation of Si, in the Poincare sphere.

The Si, obtained with this configuration is usually represented over the surface of the
Poincare sphere, in which the fully polarized states of polarization are located. The position of
the resulting polarization in the sphere surface is determined with the angles §; and 6,: the angle
61 defines the direction of the projection of i, in the S;-S; plane and 6, describes the direction
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of its projection in the S,-S; plane. Note that relations in Eq. (3.9) define spherical coordinates,
with §;and 6; as angles. Therefore, since the linear retardances, 6; and 6, depend on the applied
voltage and such retardances can get values in the range of more than 2m, any state of
polarization can be generated by properly applying the associated voltage.

The polarization state analyzer system based on PA-LC is made up of the same optical
elements as the PSG system (two PA-LC and a LP) but arranged in the reverse order. The optical
elements of PSA are ordered with the PA-LC oriented at 0° first, followed by a PA-LC oriented at
45° and a vertical polarizer (analyzer). The Mueller matrix of this construction can be written as:

M, = Mp(0°)Mpr(45°,6:)Mr(0°,6,) (3.10)

1 —cos(6) —sin(6y)sin(dy) —sin(é;)cos(br)
M, — 1 —1 cos(6)  sin(6y)sin(éy)  sin(6;)cos(dr) (3.11)
21 0 0 0 0

0 0 0 0

These optical elements are followed by a detector, or a camera in the case of image
polarimeters, that measures the intensity of the analyzed beam (see Figure 3-4). According to
Eg. (3.11), the amount of intensity measured with the camera depends on the light attenuated
by the optical elements of the PSA (i.e., the mean intensity coefficient and the diattenuation
parameters defined in the first row of Ma). Therefore, this first row of Ma constitutes the
analyzer vector A and depends on 6; and 6, as follows:

A:%(l —cos(6) —sin(éy)sin(dy) —sin(6;)cos(dy)) (3.12)

Like in the case of the PSG, any analyzer A can be obtained by properly selecting the voltage
applied to the PA-LC devices. Therefore, this configuration allows generating and analyzing any
state of polarization by properly selecting the voltage applied to the PA-LC devices.
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Figure 3-4. Scheme of the polarization state analyzer (PSA) system based on parallel

aligned liquid crystals (PA-LC).
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3.2.2 Experimental implementation of the image Mueller polarimeter

The implemented image Mueller polarimeter based on PA-LC uses a four wavelength (625
nm, 590 nm, 530 nm, and 470 nm) high-power LED source (LED4D067) operated by a DC4104
driver and distributed by Thorlabs. The use of LED sources prevents the presence of speckle
effects because LED bandwidths are in the order of tens of nm and the speckle effect is produced
with coherent light sources of tenths of nm bandwidths [218-220]. The speckle effect is
commonly observed when illuminating scattering media, e.g., biological samples, with laser
beams [218-220]. The opposite case of using sources with broad bandwidth is also harmful to
the measurements because the dependence of the linear retardance (8) of PA-LCs with the
wavelength results in an increment of the error at measuring the Mueller matrix of samples. The
variety of wavelengths that comprises the bandwidth range are differently retarded so
producing different SoPs, and these SoPs, corresponding to different wavelengths of the
bandwidth, are incoherently combined in the camera producing an effective depolarized SoP.
Depolarizing SoPs increases the error propagation at measuring the Mueller matrix of samples
[187,192].

Figure 3-5 plots the dependence of the LEDs intensity with the wavelength and Table 3-1
provides characteristic parameters of these dependencies: the full width half maximum (FWHM)
to quantify the bandwidth of the LEDs, and the wavelength associated with the highest intensity
peak of the LEDs intensity distributions. Table 3-1 reveals that the bandwidths of 470 nm and
530 nm LEDs, FWHM of 25 nm and 33 nm respectively, are higher than the bandwidth of 590
nm and 625 nm LEDs, 18 nm for both LEDs.
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Figure 3-5. Normalized intensity vs wavelength for the four LEDs that comprise the
LED4DO067 light source [221]. Different color lines are associated with different LED:
625 nm is represented with a red line, 590 nm with yellow, 530 nm with green, and

470 nm with blue.



58 Experimental set-up

Nominal Wavelength

470 nm 25 nm 460 nm
530 nm 33 nm 522 nm
590 nm 18 nm 588 nm
625 nm 18 nm 633 nm

Table 3-1. Full with half maximum (FWHM) and Peak of the distribution of the four LEDs that comprise
the LEDADO067 light source [221].

As previously said, higher bandwidths result in further depolarized SoPs. For that reason, we
have measured the DOP of generating 0°, 45°, 90°, and 135° linear polarized beams, and right-
handed and left-handed circular polarized beams, and we have calculated the mean DOP value
among the generated beams for each wavelength. The mean DOP values are provided in Table
3-2. Such results indicate that, on average, the DOP of the generated SoPs decreases with the
wavelength of the LED source. This DOP tendency is also observed between the red (625 nm;
0.987 mean DOP) and yellow (590 nm; 0.970 mean DOP) LEDs but they have the same bandwidth
so other physical properties apart from the light source bandwidth are involved in this trend.
The phenomenon may be connected with the dependence of the retardance of the PA-LCs with
the wavelength [222]. In this way, the variation of such function increases as the wavelength is
shorter [222], and consequently, for the same bandwidth, the variety of SoPs generated with a
certain combination of voltages with shorter wavelength sources is higher than the generated
with larger wavelength sources. Thus, as previously said, this assortment of generated SoPs will
be incoherently combined and resulting in a depolarized beam. The DOP value of this
depolarized beam is lower as more different the incoherently combined SoPs are, so shorter
wavelength presents lower DOP values.

Nominal Wavelength

470 nm 0.816 * 0.005 0.966 * 0.005
530 nm 0.945 * 0.005 0.982 * 0.005
590 nm 0.970 * 0.005 0.983 * 0.005
625 nm 0.987 + 0.005 -

Table 3-2. Mean DOP value of the 6 generated SoPs with the different LEDs that comprise the
LED4DO067 light source with and without 10 nm dielectric filters.

To offset this effect and generate SoPs with higher DOP (less depolarization), we filter the
light of the blue, green, and yellow channels with dielectric bandwidth filters. These filters are
characterized by a FWHM of 10 nm and central wavelengths of 470 nm, 530 nm, and 590 nm,
respectively (FB470-10, FB530-10, and FB590-10, distributed by Thorlabs). The mean DOP values
of the SoPs generated using the dielectric filters are provided in Table 3-2. Note that we have
not used any bandwidth filter for the 625 nm LED as we have considered that his DOP value was
acceptable.
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The light of the LED source is conducted through a liquid light guide that is connected with a
beam collimator (LLG5A1-A distributed by Thorlabs) to properly control the direction of the light
(see Figure 3-6). After the collimator, the beam is polarized with a Glan—Thompson prism-based
linear polarizer (by CASIX), and the polarization of this beam is modified by two liquid crystal
variable retarders with temperature control (LVR—200-400-700-1L-TSC and D5020-20 controller
by Meadowlark Optics) following the scheme of Figure 3-2.
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Figure 3-6. Photographic image of the PSG belonging to the experimental Mueller

matrix polarimeter.

The retardance of the PA-LC changes with the temperature and the ambient temperature of
the laboratory is not constant. It may differ more than 15° between summer and winter and can
also fluctuate some degrees during the whole day. For that reason, we need a temperature
control that maintains the temperature of the PA-LC at 30°. The temperature control system
works by heating the PA-LC to the desired temperature and keeping it constant. Unfortunately,
if the ambient laboratory temperature overcomes the 30°, the temperature control would not
be able to decrease the PA-LC temperature. Under this scenario, we cannot perform
experiments. Hopefully, this scenario is quite exceptional in our laboratory conditions.

The optical elements of the PSG are assembled in a black holder made with a 3D printer (see
Figure 3-6). That holder protects the optical elements from the environment (dust, stray light,
scratches, blows, etc.) and makes the PSG easy to handle. Note that the 3D printed design
presents a space at the output of the PSG to place the dielectric filters for the blue, green, and
yellow channels (see Figure 3-6).

Similar to the PSG, the PSA is also assembled in a black holder made with a 3D printer (see
Figure 3-7). Within this holder, the optical elements observed in Figure 3-4 are placed following
the same scheme. The PA-LCs used for the PSA are the same type as those used in the PSG while
the polarizer is a dichroic sheet polarizer (by Meadowlark) instead of a Glan—-Thompson
polarizer. In the PSA, we have not used the Glan—Thompson prism-based linear polarizer
because it reduces the image aperture and it can generate some distortions to the measured
images. Next, a TECHSPEC® high-resolution microscope objective (distributed by Edmund
Optics), with a focal length of 35 mm, is placed between the linear polarizer and the camera to
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image the region of interest of the sample on the CCD camera. The camera is an Allied Vision
Manta G-504B and it is characterized for being a 5 Megapixel GigE Vision camera with the Sony
ICX655 CCD sensor. The camera has a 2452 x 2056 resolution and a pixel size of 3.45 um < 3.45
pum. The combination of that pixel size and the 35 mm focal length of the objective results in a
spatial resolution of ~20 um.

Temperature g' 7 CCD camera

Voltage control

Figure 3-7. Photographic image of the PSA belonging to the experimental Mueller

matrix polarimeter.

To perform the experiments of this thesis, the PSG and the PSA are fixed on vertical optical
rails. In the case of the PSG, the rail presents angle marks that allow illuminating the sample in
different angles with an error of +1° (see Figure 3-6). The PSA is also rotatable but with lower
precision (see Figure 3-7). According to the rotation capability, the set-up allows sample
measurements in reflection and transmission (see Figure 3-8). In the reflection measurements
(see Figure 3-8 (a)), we fix the illumination angle at ~30° with respect to the horizontal reference
of the lab (the light impinges the sample at ~60° concerning the lab vertical z-axis), and we
collect the light resulting from the interaction that is scattered in the vertical direction. Under
this configuration, the sample is placed on a sample holder that can be displaced in the vertical
z-axis to control the distance between the sample and the PSA and properly image the sample
on the CCD camera. In the case of transmission (see Figure 3-8 (b)), the PSG and PSA are
horizontally aligned and the sample is properly imaged by displacing the sample holder in the x-
direction.

For the measurement of each image Mueller matrix, we illuminate the sample with 6
different SoPs and we analyze the response of the sample using a basis composed of 6 SoPs. To
measure all the combinations of the generated SoPs and the analyzer SoPs we take intensity
images of 36 different polarimetric configurations. The transition of one configuration to
another needs the modification of the voltage applied to the PA-LCs to obtain different
retardances by modifying the orientation of the PA-LC molecules. The change in the orientation
of the PA-LC molecules is not instantaneous and takes ~100 ms. Therefore, as we measure 36
different configurations, our Mueller matrix measurement would take in the best scenario 3.6
s. However, we perform 8 images at each configuration to reduce the noise measured with the
camera. For each camera image, the order to take an image has to be given by the computer,
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with the delay in electronic communication that this entails. As a result, the image Mueller
matrices measured with this instrument take around 1 minute each.

(a)

Figure 3-8. Scheme of the Mueller polarimeter working in (a) Reflection and (b)

Transmission.

3.3 Calibration and validation

The experimental implementation of the set-up may introduce some deviations to the
theoretical predictions. These deviations must be calibrated and taken into account to properly
measure the Mueller matrix of samples. In the following, we describe the method used to
calibrate the PSG and the PSA for the sake of measuring Mueller matrices with low noise
propagation and high accuracy.
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3.3.1 PSG calibration

The calibration of the set-up and, in particular, the calibration of the PSG takes the
commercial polarimeter distributed by Thorlabs PAX5710VIS-T as a reference. This polarimeter
is a point (mono-pixel) polarimeter based on a rotating wave plate that is used to calibrate the
PSG. In this vein, the desired SoP is generated with the PSG and measured with the commercial
polarimeter. The voltages addressed to the PSG are corrected until the expected SoP is
measured with the commercial one. According to the data provided by the manufacturer [221],
the instrument has a $0.5% of accuracy at measuring DOP, and the normalized Stokes
parameters si, sz, and s3, are measured with an accuracy <0.005. Once the PSG is calibrated, the
polarization state generator is used to calibrate the PSA. Therefore, the quality performance of
the employed reference (Thorlabs polarimeter) is to achieve a suitable PSG-PSA system
calibration. For that reason, the performance of the commercial polarimeter is checked every
few months.

The PSG calibration method consists of aligning the PSG with the PAX5710VIS-T polarimeter
and measure the state of polarization generated with different voltages. If the SoP is not the
desired, the voltages applied to the PA-LCs are changed and the newly generated state is also
measured. This iterative process lasts until achieving the desired base and it is performed
manually so not all the voltage combinations are explored. In fact, after the first approximations,
the calibration process only explores the combination of voltages connected with polarization
states that are close to the desired calibration base. Note that this calibration must be conducted
for each wavelength used with the polarimeter, as same polarizations are set with different
voltages at the PSG-PSA systems, due to the liquid crystal retardance dependence with de
voltage.

The desired calibration of the generator base, Sg, is composed of 6 SoPs (generators): four
linear polarizations oriented at 0°, 45°, 90°, and 135°, and two circular polarizations rotating in
the right-handed and left-handed directions. We go after this 6 SoPs base because it reduces the
noise propagation regarding an optimal 4 SoPs base due to the redundant data. Moreover, it is
more robust in terms of calibration error (differences between the real and the calibrated SoPs)
[192].

As said in section 3.1, the rank of S¢ must be equal to 4 to allow the measurement of the 16
components of the Mueller matrix but different bases that satisfy the rank 4 usually lead to
different error amplification. In the case of using a 6 SoPs base, ref. [192] probed that the bases
with the lowest noise propagation have their SoPs uniformly distributed over the surface of the
Poincare sphere and their location matches the position of the vertices of a regular octahedron.
This is the case of the desired base so it should be ideal for the Mueller matrix measurements in
terms of error amplification.

To evaluate the propagation and amplification of this noise we use the Conditional Number
(CN) [187] and the Equally Weighted Variance [187,192] metrics. Both metrics were designed to
evaluate the error propagation for Stokes polarimeters (related to analyzer bases) but its use
and interpretation can be extrapolated to Mueller polarimeters, i.e., they can also be applied to
study the error amplification connected with the generator base [192].
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CN is a figure of merit that analyses how far is a matrix from a singular matrix and this is
connected with the way that such a matrix amplify error after inversion (the ideal case is a
unitary matrix, that does not amplify error, and the worst scenario is a singular matrix)[187],
and it is calculated as [187],

CN(W) = tr(WTW)!/? (3.13)

where W is the matrix of the base (i.e., S or A for PSG and PSA in our study case), tr indicates
the trace calculus, and the superindex " the transpose of the matrix. Smaller CN values indicate
smaller error amplification, being </3 the minimum physically achievable value for polarimetric
systems, associated with an optimal base. The values of CN are independent of the number of
SoPs n that compose the base, so it does not consider the improvement in the error
amplification that is obtained when using more than 4 SoPs [187,192].

Conversely, this improvement is considered with the EWV metric. EWV is another figure of
merit that provides a global estimation of the error propagation derived from the retrieval of
the Mueller matrix from the measured intensity images. In particular, the EWV is the summation
of the variances of the Stokes parameters 2, that indicates the noise propagation connected

to each Stokes parameter. The EWV is calculated as [187,192],

3

3 n
EWV(W) =Y 05, => (> q)) (3.14)
i=0

i=0 j=0

where gj; are the elements of the pseudoinverse matrix of the base @ = W' and n are the
number of SoPs of the base. Like in the CN case, smaller EWV values indicate smaller noise
amplification. However, the EWV does not have a unique minimal value associated with the
optimal architecture of the base. The optimal minimal value decreases as the number of
polarization states n implemented with the base increases. It is produced as a consequence of
the overlapping of information that involves the use of more than 4 polarization states.

As an example, Table 3-3 shows the CN and EWYV values of optimal bases composed of 4 and
6 polarization states [187,192]. We see that the CN values are the same while the EWV value of
the 6 SoPs base is reduced by 33% concerning the value of the 4 SoPs base. This means that the
overall error amplification is reduced by 33% with a 6 SoPs base due to the redundant
information [192]. Note that, as expected, the optimal EWV is reduced with the number of
polarization states that comprise the base while the optimal CN is maintained equal so EWV is
more appropriate for measurements with bases with more than four polarization states due to
its dependence on n [192]. In addition, EWV is also more appropriate for the study of bases with
partially polarized states because of the average approach of its calculus that reflects the
difference of having one, two, three, or more depolarizing states. For example, the use of a base
with one or two equally depolarized states is not differentiated with the CN as it only measures
the worst scenario and it is equivalent in both cases. Conversely, these two bases would be
distinguished using the EWV as the overall error amplification is higher when using a base with
two depolarized states. Despite the benefits of using EWV, the information connected with the
CN is unique and compatible so we use both for the analysis of the experimental bases.
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Generator base

CN 1.73 1.73 1.77 1.80 1.81 1.83

EWV 10 6.67 7.07 6.99 7.04 7.64

Table 3-3. Values of the CN and EWV metrics for the optimal 4 and 6 SoPs bases and the experimental
625 nm, 590 nm, 530 nm, and 470nm calibrated bases for the PSG.

Following the calibration method above described we achieved the calibrated bases for the
625 nm, 590 nm, 530 nm, and 470 nm illumination LEDs (see Figure 3-9). Note that each channel,
related to different LEDs, must be calibrated individually as the retardance of PA-LC devices
variates with the wavelength.

Calibrated generator bases
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Figure 3-9. Experimental generator base calibrated at (a) 625 nm, (b) 590 nm, (c) 530
nm, and (d) 470 nm. Experimental generators are represented in red and the ideal

(theoretical) ones in blue.

Figure 3-9 represents the experimental generators obtained after the calibration process in
the Poincare sphere using red points. The desired SoPs for the generator, i.e., the ideal SoPs, are
also represented in the Poincare spheres of Figure 3-9 using blue points. Note that the
generators obtained after the calibration are very similar to the ideal ones (in other words, they
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are placed very close to the ideal ones in the Poincare sphere). The only difference is that they
are placed slightly deeper in the Poincare sphere as they are slightly depolarized. This
depolarization is traduced in a small increment of the error propagation. It is observed with the
CN and the EWV values, which are slightly higher than the ideal case (see Table 3-3). However,
the CN values are always lower than 2 and the EWV values lower than 8, both considered good
values. These small depolarization values measured in the calibrated SoPs can be associated to
experimental errors as for instance, a not perfectly collimated beam (exiting SoPs dependence
with the angle of incidence to the liquid crystals panels) or SoPs differences, due to retardance
differences, associated to the source beam bandwidth.

3.3.2 PSA calibration

The calibration of the PSA is made with the PSG that has been previously calibrated. The
calibration method consists of illuminating the PSA with the different polarized states of the
generator base and retrieve the analyzer state associated with a pair of voltages thanks to the
knowledge of the Mueller matrix of the air. The described scenario is written with the S-M
formalism as

= AM,;,S¢ (3.15)

where li, are the measured intensities related to different generated beams, A; is the stokes
vector of the analyzer, and the Mueller matrix of the air corresponds to the 4x4 identity matrix.
According to this expression, the SoP of the analyzer base can be retrieved by multiplying the
measured intensities by the pseudoinverse matrix of the generator base,

A; = I,S; (3.16)

If the state of polarization of the analyzer differs from the desired one, the value of the
voltages applied are manually changed and the new analyzer is measured again. This process is
repeated until we reach six pairs of voltages that result in the preferred analyzer base: four linear
polarizations oriented at 0°, 45°, 90°, and 135°, and two circular polarizations rotating in the
right-handed and left-handed directions.

The experimental analyzer bases obtained after the calibration process of the PSA are
represented with red points in the Poincare spheres of Figure 3-10. The ideal analyzer base is
also represented in the Poincare spheres of Figure 3-10 but using blue points instead. Most
analyzers are located very close to the ideal position except the linear vertical and horizontal
analyzers. The location of the latter analyzers differs significantly from the desired position.
These differences are a consequence of the architecture of the PSA and its sensitivity to possible
misalignment errors produced during its construction. The Mueller polarimeter architecture
based on PA-LC described in section 3.2 can, in theory, generate and analyze any state of
polarization. However, any misalignment during the construction of the polarimeter
impossibilities configuration of some reduced number of polarization states for the PSG and PSA
systems. In that sense, the vertical and horizontal polarizations are the polarization states that
appear more sensitive to that misalignments.
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Calibrated analyzer bases
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Figure 3-10. Experimental analyzer base calibrated at (a) 625 nm, (b) 590 nm, (c) 530
nm, and (d) 470 nm. Experimental analyzers are represented in red and the ideal

(theoretical) ones in blue.

Our PSA presents some misalignments during its construction that impossibilities getting
vertical and horizontal linear analyzers. The impossibility to reach these completely vertical and
horizontal analyzers results in an increase of error propagation at measuring given polarized
states (it is observed at comparing the CN values of the analyzer bases, Table 3-4, with the values
obtained with the base of the generator, Table 3-3, which grow an ~8%). Nevertheless, the
increase is more moderate at analyzing the overall error propagation, i.e., the EWV, which grows
~5%. Despite the increase of error propagation, the CN values of the analyzer bases are always
lower than 2 and the EWV values lower than 8, both considered good values and ensuring a nice
performance of the polarimeter.

Analyzer base
CN 1.73 1.95 1.94 1.95 1.85
EWV 6.67 7.27 7.28 7.12 7.46

Table 3-4. Values of the CN and EWV metrics for the optimal 6 SoPs base and the experimental 625
nm, 590 nm, 530 nm, and 470nm calibrated bases for the PSA.
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3.3.3 Experimental Mueller matrix image polarimeter validation

To validate the experimental calibration of the Mueller matrix image polarimeter
implemented, we have measured a linear polarizer using the four wavelength channels of the
instruments: 625 nm, 590 nm, 530 nm, and 470 nm. The normalized Mueller matrices of a
horizontal linear polarizer measured with the different calibrated channels of the Mueller
polarimeter are provided in Table 3-5. The values obtained at measuring the linear polarizer are
slightly different from the theoretical ones [45],

My = (3.17)

o O = o=
o O = o=
o Oo©O O O
o O o O

where Myp is the Normalized Mueller matrix of a horizontal linear polarizer. The value
differences between the elements of the theoretical Mueller matrix and the elements of the
measured matrices are provided in Table 3-6. Such differences are written as percentages of the
element value range (the range goes from -1 to 1) and they are considered the experimental
error produced at measuring the sample. To evaluate this error we have calculated the mean
error made at measuring the elements of M (the error of the mg element is not considered for
this calculus) and the error related to the worst measured element. Using both metrics we
observe that the error obtained with the 625nm, 590nm, and 530 nm channels is similar, while
the error obtained with the 470 nm channel is almost double (see Table 3-6). It is in line with the
mean DOP of the generator base (Table 3-2). In any case, the error produced at measuring a
Mueller matrix element is smaller than 3%.

Channel
1 0.998 0.015 0.038 1 0.996 —0.002 0.034
1.007 1.011 0.013 0.038 0.983 0.982 —0.002 0.034
M.p —0.017 —0.017 —-0.002 —0.007 —0.017 —0.018 —0.002 —0.006
—0.001 —-0.001 0.009 0.005 —0.007 —0.007 0.004 —0.002

Channel
1 0.996 0.008 0.034 1 1.012 —-0.019 0.059
0.989 0.990 0.010 0.035 0.954 0.971 —0.015 0.054
Mp —0.003 —0.004 —-0.009 -—0.007 0.007 0.010 —0.006 —0.004
—0.004 —-0.003 0.003 —0.011 —0.044 —-0.046 —0.003 0.003

Table 3-5. Normalized Mueller matrix of a horizontal linear polarizer measured using the different
calibrated channels (625 nm, 590 nm, 530 nm, and 470 nm) of the complete image Mueller

polarimeter.
Channel
Mean error (%) 0.60 0.59 0.52 1.19
Absolute error (%) 1.91 1.70 1.76 2.96

Table 3-6. The mean and the absolute errors produced at measuring the element indices of the
polarizer Mueller matrix with the calibrated image Mueller polarimeter.
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In order to test the error of this set-up when measuring the birefringence of samples, we
measured the total retardance of a quarter-waveplate (QWP) at 625 nm. The total retardance
measured at 625 nm was 90.1 degrees (see Table 3-7), 0.1 degrees more than the theoretical
value (90 deg). Afterward, we have measured the retardance of the same quarter-waveplate at
590 nm, 530 nm, and 470 nm wavelengths (see Table 3-7). As observed in Table 3-7, the
retardance of the measured quarter-waveplate variates with the wavelength, being higher for
shorter wavelengths. To evaluate the error associated with the measurement of total
retardance, we have measured the total retardance of the same quarter-waveplate at the same
wavelength (625 nm, 590 nm, 530 nm, and 470 nm) but with the commercial Thorlabs
polarimeter (PAX5710VIS-T). The obtained results (Table 3-7) are taken as a reference and the
difference between the measured retardances are associated with the error of our image
Mueller polarimeter to measure the total retardance. The retardance difference at each
wavelength is provided in Table 3-7. According to the obtained results, the error at measuring
the total retardance of an optical element is always lower than 1.5 degrees.

Channel

Retardance measured with

) 90.1 98.8 110.2 1324
Mueller polarimeter (deg)
Retardance measured with

) . 91.5+0.5 98.3+0.5 111.2+0.5 131%0.5
commercial polarimeter (deg)

Retardance difference 1.4 0.5 1 14

Table 3-7. Retardance of a quarter-waveplate at 625 nm measured using the different calibrated
channels (625 nm, 590 nm, 530 nm, and 470 nm) of the complete image Mueller polarimeter and the
commercial Thorlabs PAX5710VIS-T. The difference in the measured retardance is also provided.

Although we have presented two optical elements to test the performance of the
implemented polarimeter (linear polarizer and quarter-waveplate), it has been validated with a
larger number of samples, dichroic and retarders at different orientations, and the error range
obtained is represented by the two examples presented in this subsection.



Chapter 4 Analysis of polarimetric metrics for

biophotonic applications

This chapter describes the experimental application of recently proposed polarimetric
methods (as well as new ones) for the first time in biological tissues inspection. These methods
have been analyzed through the measurement of phantom samples that try to mimic the
properties of biological tissues. These samples present the advantage, in comparison with the
regular biological tissue samples, that their structure is well-known thus easing the
interpretation of the results. A better comprehension of these polarimetric techniques allows
us to better understand some phenomena observed in the ex-vivo experiments performed in
the next Chapter 5.

This chapter inspects the potential of two polarimetric techniques and accordingly it is
divided into two main sections: the implementation of Polarization Gating (PG) techniques from
measured Mueller matrices is described in section 4.1; and section 4.2 details the study and
interpretation of two sets of depolarization parameters, the Indices of Polarimetric Purity (IPP)
and the Components of Purity (CP), through ad-hoc synthesized depolarizers.

4.1 Polarization Gating and Mueller matrix relation

Polarimetric-based techniques can be used to obtain physical information from biological
samples (such as tissue fiber orientation, tissue recognition, surface roughness, detection of
spatial inhomogeneities, etc.), as well as to enhance the contrast of biomedical images. A group
of polarimetric methods applied for biological tissue inspection is the so-called Polarization
Gating (PG) techniques [48,79,81,82,84,85,110-116,145—-148]. These techniques exploit the fact
that the sample response may depend on the SoP of the light used to illuminate the sample.
Usually, PG experiments are based on illuminating the sample with a certain polarization state
and analyze the polarimetric sample response by using analyzers with the same polarization or
with the orthogonal one (e.g. illuminating the sample with light horizontally polarized and
analyzing the amount of horizontally or vertically polarized light of the sample response). This
configuration is not restricted to linear polarization as some studies provide the interest of using
circular and elliptical polarizations to improve the image contrast [110,111,145,148].
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Another widespread group of polarimetric techniques is based on the measurement of the
Mueller matrix and the analysis of the information encoded in the 16 real coefficients of that
matrix [44-46]. These techniques, also widely used for tissue inspection [117-139], provide
information about the birefringent, dichroic, and depolarizing behavior of samples and they are
considered in the literature as a different approach than PG techniques.

In the following, we will demonstrate that the information obtained by PG and Mueller
matrix-based methods is not independent, but PG can be derived from the measurements of
the Mueller matrix. In particular, we will provide analytical expressions in which different PG
configurations are written in terms of the 16 real coefficients of M (section 4.1.1). Next, we will
experimentally validate these relations by performing a phantom experiment and comparing
the results obtained at measuring certain PG configurations using the standard method with
those obtained from the combination of measured M coefficients (section 4.1.2). The study
comprises the analysis of different PG configurations based on linear and circular polarizations.
Finally, we propose the combination of PG and M techniques this highlighting the advantages of
using Mueller-based PG configurations in front of using the common PG techniques (section
4.1.3). These new combined techniques are discussed with two experiments: (1) a phantom and
(2) an ex-vivo based experiments.

4.1.1 Mathematical derivation of polarization gating configurations from the
Mueller matrix

In this subsection, we briefly describe some PG configurations commonly used for biomedical
imaging and tissue inspection, and we also discuss the potential of this technique in that field
(subsection 4.1.1.1). Afterward, we provide the analytical expression that relates the discussed
PG configurations with the 16 real coefficients of M (subsection 4.1.1.2).

4.1.1.1 Polarization Gating configurations

When polarized light illuminates biological tissues we can distinguish different kinds of
photons at light exiting the sample, depending on their optical path into the tissue (see Figure
4-1). Some of the photons are reflected at the surface of the tissue (according to ref. [148] we
call them surface-reflected photons, S,), and the others penetrate inside the sample, they being
scattered by the tissue (Figure 4-1). The change in polarization, as well as, the optical path of the
scattered photons will strongly depend on different parameters of the sample, such as the size
of the tissue fibers, the wavelength of the photons, the polarization of the input light, among
others. For that reason, the information about the characteristics of the sample and the
information of some structures that may be placed inside the tissue sample is encoded in the
detected photons due to light-matter interactions. In that sense, we can differentiate two types
of scattered photons depending on their penetration depth: polarization maintaining photons,
P., which reports the information related to superficial layers of the tissue, and photons reaching
deeper layers of the sample, which are fully depolarized due to multiple scattering events
(depolarized photons, D\) (see Figure 4-1). Both groups of photons encode the information of
the scattering events but in the case of D, this information cannot be analyzed as the photons
are fully depolarized, this leading to a loss of information (i.e., an entropy increase). As a
consequence, P, photons are very interesting in terms of tissue interpretation, as they usually
provide the most significant information of the studied sample.
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Absorption

Scattering

Figure 4-1. Scheme of photon interactions with biological tissues.

In the case of imaging tissue samples in reflection, the contribution of S, P, and D, photons
is mixed. The contribution of S, photons is significantly reduced in the out-of-ballistic
measurements, but a residual group of S; photons is always present in tissue measurements due
to inhomogeneities of the tissue surface that produce direct reflections in any arbitrary
analyzing direction. Under this scenario, polarization gating techniques try to isolate the
information of the P, photons by eliminating the non-desired S, and D, contributions.

One typical PG configuration (let us label it as C1) consists of illuminating the sample with a
vertical or horizontal linear polarization (e.g., horizontal polarization) and analyze the same type
of polarization (horizontal polarization). This typical configuration removes half of the D,
contribution while maintaining the Si, P, and the other half of the D, contributions. Note that
the contribution of the S, is still present in the C1 configuration, but it can be removed by
analyzing the orthogonal polarization (vertical polarization, following the same example). We
label this cross linear configuration as C2. Images measured with that cross linear configuration
efficiently filter the S, contribution, most of the P, contribution, and half of the D, contribution,
thus imaging half of the D, photons. Now, by calculating the difference between C1 and C2 (C1-
C2, let us call it LC) we completely remove the D, photons thus obtaining images with only the
St and P contributions. The image contrast of sample structures in LC images is improved
concerning the contrast of C1 but it still presents S, photons that degrade the final image
contrast.

Recent studies propose the use of the same configurations but using circular or elliptical
polarizations to improve the quality of the final image [110,111,145,148]. Unlike the case of
linear polarizations, when using elliptical or circular polarizations for the input beam, the
polarization of photons surface reflected becomes the orthogonal one. Therefore, considering
elliptical light, the PG configuration analogous to C1 (co-elliptical configuration, let us call it C3)
filter the Se contribution (subindex E means elliptical polarization) and half of the De contribution
thus measuring a mix of P and De photons. On the other hand, the PG configuration analogous
to C2 (cross-elliptical configuration, let us call it C4) mostly eliminates the Pg contribution and
reduces the contribution of De to the half but imaging the Se instead and part of the De photons.
The C3 and C4 difference (C3-C4, let us call it EC) measures only the contribution of Sg and Pe like
the LC configuration. However, elliptically and circularly polarized light hold the polarization



72 Analysis of polarimetric metrics for biophotonic applications

state during more scattering events compared with the linearly polarized light thus being better
suited for the analysis of deeper structures [148]. Note that in the case of using PG configuration
based on diagonal linear polarized light (let us call them Cl14s and C24s, respectively for co and
cross configurations), the surface reflection of diagonally polarized light is also orthogonal thus
the measured photons are analogous to the ones measured with the C3 and C4 configurations
(i.e., PLand D for Cl4s, and Sy and D, for C24s).

Other approaches combine PG measurements based on circular and linear polarized light to
improve the contrast of the final image [148]. In ref. [148], the authors propose the combination
of the LC and EC techniques to eliminate the contribution of the photons reflected at the surface
(St and Sg). In particular, they suggest calculating the sum of LC and EC ([C1-C2]+[C3-C4]=
P.+S1+Pe-Sg) but adding a constant B multiplying the LC term to compensate the difference of
light surface reflected between linear and elliptical polarizations (Eq. (4.1)). Note that the value
of the constant B must be experimentally determined for each ellipticity and each kind of
sample.

f=BlC1—C2]+[C3 — C4] (4.1)

By properly determining the value of B within the function f, the contributions of the S, and
Se photons, together with the D, and De photons are removed, and the images show only the
combination of polarization-maintaining photons P, and P¢.

4.1.1.2 Derivation of the analytical expressions of polarization gating configurations by
using the Mueller matrix formalism

The PG configurations that have been presented in the previous section are devised to
highlight the polarization response of samples after controlled light-matter interactions, this
improving the sample image contrast. These interactions can be described by using the Mueller-
Stokes formalism [200,201], as shown in Chapter 2. In that way, the polarization response of the
sample to a given input polarized light can be written in terms of M as shown in Eq. (2.4) and
written in terms of the M coefficients as indicated in the following expression (the SoP of light
can be defined in terms of the azimuth angle (a) and the elliptical angle (€) as described in Eq.
(2.3)):

Moo + M1 COS 2€ COS 2cv + Moy €OS 2¢€ sin 2ac + my3 sin 2e
myg + mqy cos2e cos2a + myo cos2e sin2ac + my3 sin2¢e

Suut = M'Sm = . . . (42)
Moy + Mg COS2€ COS 2ar + Moy OS2 Sin 2cv + Mg sin 2¢e

msp + M31 COS 2€ cos2ar + mgy cos 2 sin 2ac + mgg sin 2e

where S,.: is the Stokes vector describing the polarization of light exiting from the sample.
Afterward, the S,.: response is projected on the polarization analyzer as described in section 3.2.
In the case of experimental PG measurements, only one analyzer is used. The analyzer of the PG
configurations is usually set equal to the input polarization (let us call Aco-ciiipticar, related to the
co-elliptical configuration) or orthogonal to the input polarization (let us call Acoss-etipticar)-
According to Eq. (3.1) the intensity measured with the co-elliptical configuration is written in
terms of M coefficients as follows,
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I

co—elliptical =

A S,.. =My, +my, cos2ecos2a +my, cos2esin2a +

co—elliptical o
. 2 2 .
My, $in 2€ + my, cos 2& cos 2a + my, (cos 2& cos2ar)” +m,, (cos2¢) cos 2asin 2a +
m,; oS 2& c0s 2a $in 2& + my, cos 2&'sin 2 + my, (cos 2¢)” cos 2asin 2a + (4.3)
. 2 . . .
my, (cos2&sin2a) +m,, cos 2¢sin 2a sin 2¢& + my, sin 2¢ +

. . . . 2
my; €08 2¢ cos 2ain 2¢ + my, cos 2& sin 2asin 2¢ + my, (sin 2¢ ),

where Aco-eliiptical i the Si, transpose vector and leo-eliiptical iS the intensity corresponding to the
projection of Seut 0N Aco-eliiptical-

A similar operation but projected on the cross-elliptical analyzer (Across-etiipticar) is performed
for PG configurations with orthogonally polarized detectors. The analyzer corresponding to the
orthogonal polarization is obtained by applying the following transformations to the co-elliptical

analyzer, Aco-eliipticalr € — —e and o — o + % . The intensity resulting from this configuration

becomes,

I

cross—elliptical ~

A S,.=(1 —cos2ecos2a —cos2esin2a —sin2e)-S

cross—elliptical out

my, +m,, Cos 2& cos 2a + my, cos2&sin 2a + my, sin2& — my, cos 2 cos 2o —

m,, (cos 2 cos2a)’ —m,, (cos2¢)’ cos 2asin 2a — my, cos 2 cos 2asin 2¢ — (4.4)

. 2 . . 2
m,, €08 2¢& sin2a —m,, (cos2¢)” cos2asin 2a — m,, (cos2esin2a ) —

m,, €08 2&sin 2asin 2& — my, sin 26 — m,, cos 2 cos 2arsin 2 —

. . . 2
my, cos 2&sin 2asin 2& — my, (sin2¢) .

Finally, we calculate the difference between Egs. (4.3) and (4.4) to write the EC configuration
in terms of the M coefficients.

I

co—elliptical - cross—elliptical =

2c0s2¢[m;, cos 2a + my, sin 2| +
2(cos2¢)’ [m“ (cos2a)’ +m,, (sin2a)’ +cos2asin2a (my, +m,, )} + (4.5)
(

+2c0s 2&sin 2¢[ cos 20t (myy + my, ) + sin 2 (my, +my, ) |+ 2sin 2 [my, + my, sin 2¢]

According to Egs. (4.3), (4.4) and (4.5), it is possible to retrieve the different PG
configurations that have been described in the previous section from the measured M
coefficients by properly selecting the € and a values. Therefore, the measurement of the
experimental Mueller matrix equals the measurement of any experimental PG configuration and
any PG combination, becoming then, a more general approach.

In the following, we will derive the specific PG configurations that have been presented in
the previous section 4.1.1.1 in terms of the M coefficients. Let us start with the linear
configurations, that correspond to the cases where the ellipticity is zero (e=0°). The example of
C14s and C24s configurations provided in section 4.1.1.1 consists of illuminating the sample with
diagonally polarized light (a=45°), so € and a are substituted accordingly in Egs. (4.3) and (4.4),
this leading to the next expressions,

1 ellptical (6=0,a =45°) =Cl,; = my, + my, +my, +m,, (4.6)

co

and
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Icross—elliptical (6 = O,G{ = 450) = C245 =My, + My, =Ny, — My, (47)

The difference between these two expressions (Egs. (4.6) and (4.7)) leads to the LCss
configuration expression,

LC4O = C145 — 0245 = 2[m20 + mgg]. (48)

Next, we derive the C3, C4, and EC expressions in terms of the measured M coefficients. In
that way, we select elliptically polarized PG configuration with arbitrary ellipticity, €, but with an
azimuth angle defined equal to a=45°. Therefore, we substitute these parameters in
Egs. (4.3), (4.4), and (4.5), this reducing the expressions to,

1, ciricas (8,00 = 45°) = C3 = my, + cos 2e[my, +my, |+ (4.9)
$in 28 [my, + my, |+ cos 2esin 26 [my, + my, |+ my, (cos28)’ +my, (sin2s)’ .

Icrossfe/llptica/ (‘(’" a= 450) = C4 = mOO +cos 28[”"02 - mZO] + (4 10)
sin 2&[my, —my, | —cos 2¢sin 2¢ [my, +my, |~ m,, (cos2¢ )’ —my, (sin2¢)’, .

and

I o—elliptical (g’ a= 450) - Icm.v.vfelliptical (85 a= 450) = C3 - C4 =

c

411
2¢082&[my, +m,, cos2¢]+2cos 2¢sin 28[(”123 + my, )]+2sin 2¢[my, +myysin 2¢]. ( )

Note that we can calculate an arbitrary elliptical PG configuration by changing the €
parameter in Egs. (4.9), (4.10), and (4.11). As expected, for e=0°, the expressions correspond to
the linear case (Egs. (4.6), (4.7), and (4.8)). Alternatively, for e= 45°, we end up with the following
expressions that correspond to circularly polarized PG configurations,

Ly ctipiica (€ =45°) = C3 = myy +my; +my, +my, (4.12)
L yoss—etipicar (6=45°)=C4=my, +my —my, —m,,, (4.13)

and
Ly tipiicat (€ =45°) =Ly tipiica (€ = 45°) = C3 = C4 =2 my, + my,]. (4.14)

Itis worth noting that the expressions of circularly polarized PG configurations do not depend
on the a value as circular polarization is independent of this parameter.

Finally, by following the same formulation, we can obtain the analytical expression of the
function f (defined in Eq. (4.1)) in terms of the M coefficients. Accordingly, Eq. (4.1) becomes,

f=pICl-C2]+[C3-C4]= I

[Icofellip/[cal (85 a= 0) - [c 1(87 a= 0)] = 2ﬂ[m10 + ml 1 ] + (415)

o—elliptical (g = 0’ a= 0) - Icrossfelliptical (g = 0> a= 0)] +

ross—elliptica

2¢0s2¢[my, +cos2em,, |+ 2cos 2¢sin 25[(m13 +my, )] +2sin2&[my, + my, sin2¢].
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4.1.2 Experimental polarization gating configurations based on measured Mueller
matrices

Once the expression that relates the PG configurations with the M coefficients has been
derived, such expression can be used to obtain multiple PG configurations from the
experimentally measured Mueller matrix of a sample. In principle, as theoretically
demonstrated in the previous section, the results obtained with this method should be the same
as measuring a certain PG configuration. In this section, we measure a reference sample by using
the two discussed methods, PG configuration and Mueller-based PG configuration, and we
analyze the differences between the results obtained from both methods to experimentally
probe the theoretical relation above-presented.

As a reference sample, we take a tank filled with intralipid diluted in water and a ruler
submerged obliquely in that tank (see Figure 4-2). In particular, we use a plastic tank sized 15.5
cm x 7.5 cm x 5 cm that is filled with intralipid (20%, Sigma-Aldrich, France) diluted in water with
a concentration of 0.1%. Intralipid is an emulsion of soybean oil, egg phospholipids, and glycerin
currently used to provide calories to humans through an intravenous. In this experiment, the
intralipid dilution mimics the scattering properties of real biomedical tissues, e.g. human skin.
According to ref. [110], under this concentration of intralipid, we mimic a tissue with a sample
penetration depth at the millimeter scale.

The optical properties of this intralipid dilution variates in time due to the segregation of
lipids and our Mueller polarimeter can only measure stationary samples. However, the
segregation process of this solution evolves slowly, taking times of few hours while the
polarimetric measurements are performed in seconds to a minute depending on the PG method
employed. Therefore, we can assume that the optical properties of the intralipid dilution remain
constant during the measurement process.

Figure 4-2. Reference sample consisting of a tank filled with intralipid diluted in water

and a ruler submerged obliquely.

The measurements are performed using the image Mueller polarimeter described in Chapter
3. For this experiment, we used the red channel, 625 nm, as its penetration depth is the largest
among the available channels. To analyze the viability of the proposed Mueller-based PG
technique we measured the sample in two configuration regimes. On the one hand, we use the
imaging polarimeter to measure the Mueller matrix of the sample in reflection following the
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procedure described in section 3.2. Afterward, following the Egs. (4.6), (4.7), (4.12), and (4.13),
we calculate the Clys, C245, C3, C4, Cl45-C245, and C3-C4 PG configurations from the measured
Mueller matrix (Figure 4-3 (a), (c), (e), (g), (i), and (k), respectively). On the other hand, the same
set-up is used to measure the same PG configuration but using the standard process (direct
Polarization Gating configuration) for the comparison (Figure 4-3 (b), (d), (f), (h), (j), and (I),
respectively). The standard method of measuring PG configurations is similar to the process of
measuring the Mueller matrix but with three remarkable differences: (1) the sample is
illuminated with only one SoP instead of the six used for the M measurement; (2) only one SoP,
the same or the orthogonal, is analyzed, instead of the six analyzers used for the M
measurement; and (3) standard PG configurations do not require mathematical post-processing.
These differences involve a reduction of the measurement time to the point of allowing real-
time acquisitions.

(a) c145with MM (b) C145 With PG — (i) C145 -C245 With MM
0
(© C2,5 with MM Clys-C2,5 with PG
1
(k) C3-C4with MM
0
) C3-C4 with PG
1

Figure 4-3. Images of different PG configurations of the ruler submerged obliquely
within an intralipid dilution obtained from M coefficients (a, ¢, e, g, i, and k); and

standard PG procedures (b, d, f, h, j, and I).

Images obtained from two methods (standard PG and M-based PG) are shown in Figure 4-3.
To ease the comparison of the results, the images have been normalized. For the normalization,
pixels have been divided by the highest absolute intensity value of their corresponding image.
In the case of configurations based on processing the difference between two images (Cl4s-C24s
and C3-C4), their calculation is carried out with the non-normalized Cls, C24s, C3, and C4
images, and the normalization is applied after that operation. Note that most normalized images
take values from 0 to 1 except the Clss-C245 and C3-C4 images that take values from 0 to -1. The
negative values of the Cl45-C245 and C3-C4 images come from the greater amount of
orthogonally polarized surface reflection photons, S, and Sg, associated with diagonal and
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circularly-polarized illumination, regarding the polarization-maintaining scattered photons P,
and Pe. The orthogonally polarized photons are filtered in the Clss and C3 configurations but
detected in the C245 and C4 configurations. In contrast, Cl145 and C3 measure the polarization-
maintaining photons P, and Pg that are filtered in the cross-elliptical channels. As the amount of
polarization-maintaining photons is lower than the number of photons reflected at the surface
of the measured sample, cross-elliptical (C245 and C4) images present higher intensity values
than co-elliptical ones (C1ss and C3), and, accordingly, their difference (Clss-C245 and C3-C4) take
negative values.
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Figure 4-4. Intensity difference between the normalized images of Mueller-based and
standard PG configurations: (a) Clss, (b) C24s, (c) C3, (d) C4, (e) Cl45-C24s, and (d) C3-
ca.

Figure 4-3 shows that the results obtained from combining the M coefficients and the ones
obtained with standard PG techniques are equivalent, as can be see from the similarity between
corresponding images. To quantify the similitude of the results, we evaluate the direct
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difference between each pair of normalized images that represent the same PG configuration.
Figure 4-4 shows the pixel-to-pixel intensity difference between normalized images of Mueller-
based and standard PG configurations. In the case of directly measured PG channels (Clss, C24s,
C3, and C4) the absolute difference values are lower than 0.05, being an error lower than the
5% of the intensity range of the image (normalized images that take values from 0 to 1). We
mainly attribute these differences to random noise in the intensity measurement. For the C1-C2
and C3-C4 configurations, the absolute difference takes higher values than the directly
measured PG channels, but they are lower than 0.1 (10% of the intensity range). The increment
of the error values observed in the C1-C2 and C3-C4 configurations are attributed to the error
propagation linked to their C1-C2 and C3-C4 operation.

To further quantify the differences obtained by using the M-based technique in front of using
the standard PG configuration method, the mean values of the absolute intensity difference
between Figure 4-3 images are calculated and provided in Table 4-1. The mean absolute
intensity differences are lower than 0.05 (5%) for all the measured configurations, being lower
than 0.02 (2%) for the directly measured PG channels (Clss, C24s, C3, and C4, see Table 4-1). The
standard deviations (o) corresponding to the absolute intensity difference in images shown in
Figure 4-4 are also provided in Table 4-1. The error fluctuations pixel-to-pixel, which is quantified
through the standard deviation (o), take values around 75% of their corresponding mean
intensity differences. Taking into account that the standard deviation is calculated using the
absolute value, thus avoiding negative values, the standard deviation results fit the values
expected for random noise.

PG configuration

Clys 0.018 0.013
C245 0.010 0.008
Cc3 0.020 0.014

c4 0.012 0.009
C145-C245 0.026 0.020
C3-C4 0.041 0.031

Table 4-1. Mean absolute intensity difference and standard deviation (o) for the different PG
configurations analyzed in Figure 4-4.

The latter-described experimental results show the equivalence between standard PG
configurations and the same PG configurations obtained from the M coefficients, validating the
theoretical results presented in subsection 4.1.1. The only difference between these techniques
is associated with measurement noise. However, noise errors can be reduced by time-averaging
different intensity images for both methods. In addition, the errors can be reduced even more
for Mueller matrix measurement by generating and analyzing more than 6 SoPs (i.e., adding data
redundancy in the Mueller matrix determination process).

4.1.3 Combination of Polarization gating and Mueller matrix techniques

Up to now, we have evidenced the equivalence between M-based and standard PG
configurations. Hereafter we explore some advantageous properties of the Mueller matrix that
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lead to new PG applications. First, through the study of different phantom experiments, we
analyze the scope of using a single measurement, the determination of the M coefficients, to
calculate (without the necessity of measuring) a wide number of PG configurations through
phantom experiments. Second, we propose a new technique that combines the Lu-Chipman
decomposition [66] and the PG formalism presented in 4.1.1. This new technique is used to
enhance the image contrast of an ex-vivo sample (chicken neck).

4.1.3.1 PG dependence with the ellipticity (Phantom experiment)

First, we want to note that by using the standard PG method, each new PG configuration that
wants to be implemented requires conducting new measurements. Conversely, with the new
proposed approach, arbitrary PG configurations can be directly calculated by properly operating
the Mueller matrix coefficients without needing new extra experimental measurements. As an
example, we use the measured Mueller matrix of the ruler submerged obliquely in an intralipid
dilution to implement the function f(Eq. (4.15)). For this example, we use B=1 and we do not
restrict the analysis to one particular ellipticity (g) value, but we compute all the ellipticities from
€=-45° to €=+45° with 1° steps. This leads to the calculation of 182 PG configurations (91
measurements for C3 configurations with different values of € + 91 measurements for C4
configurations with different values of €; note that C1 and C2 configurations are particular cases
of C3 and C4 PG configurations with €=0°). Importantly, if the standard PG method were used,
182 experimental measurements should be done to perform the equivalent experiment. As
illustrative examples, Figure 4-5 (a) and (b) show the images obtained for the cases
corresponding to €=+22.5° and €=0°, respectively. The image associated with €=+22.5° (Figure 4-
5 (a)) is better contrasted than the obtained for €=0° (Figure 4-5 (b)), so the image contrast
present certain dependence with the ellipticity € selected for the PG configuration. This is
connected with the polarimetric differences between S, and Se¢ photons and the higher
penetration depth of circularly polarized photons [145,148].

(a)

f(e=22.5°)

0,06

(b) f(e=0°) v 0,05

0,04

003 +———r+—7T T+
-45 .30 .15 0 15 30 45
Ellipticity(°)

Figure 4-5. Image of f PG configuration with B=1 for (a) €=22.5° and (b) €=0°. (c)
Visibility (V) vs ellipticity angle (€) for the number 4 and a ruler millimeter tick mark.
The cross-sections of the number 4 and the ruler millimeter tick mark are represented

with blue and red lines.
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To quantify the image contrast observed at different regions of the sample we compute the
visibility V (Eq.(4.16)) for two cross-sections placed at the number 4 and at a ruler tick mark,
respectively (see Figure 4-5 (a)).

I nax Imin
V= tmax ~ Jmin (4.16)
Imax + Imin

where 71,... and 1, are the maximum and minimum intensity values of the cross-section.

The dependence of the visibility with the ellipticity for the two cross-sections is plotted in
Figure 4-5 (c). Figure 4-5 (c) reveals that the best visibility values are obtained using ¢ ~ 22.5°.
Usually, PG experiments are restricted to configurations based on linear or circular polarizations
due to their simplicity. However, other non-explored polarizations can provide better results in
terms of image contrast, as seen in this example with ¢ ~ 22.5°. In addition, the particular
experiments that operate with circularly or elliptically polarized light are commonly restricted
to the use of positive ellipticities, considering that the results obtained with negative ellipticities
are equivalent. However, Figure 4-5 (c) shows that the visibility for e = —30° is smaller than
the one obtained with e = 30°. Therefore, the results obtained using negative ellipticities have
not to be equal to their corresponding positive ellipticities.

The last phenomenon is emphasized when measuring the same ruler submerged in intralipid
but with two cellophane tapes stuck in different orientations (see Figure 4-6). Cellophane tapes
are linear retarders with certain birefringence that depends on their thickness and that is related
to the tensions of the constituent polymers introduced during the fabrication process. For this
experiment, we measure the sample by using the standard PG method with the red channel
(625-nm light). In particular, we measure the standard C3-C4 PG configuration by illuminating
the sample with right-handed circularly polarized light (Figure 4-6 (c)) and with left-handed
circularly polarized light (Figure 4-6 (d)). Figure 4-6 (c) and (d) present three differentiated
regions that are not observed in the previous PG measurements (Figure 4-3). These
differentiated regions are the result of combining cellophane retarders with different
orientations that induce distinct polarization variations. Note that these regions are differently
contrasted by using the equivalent positive and negative ellipticities (e=+45°, right-handed
circular light, and €=-45°, left-handed circular light), like the observed in the previous experiment
for e=+30° (Figure 4-5 (c)). However, in this new experiment, the differences are observed when
using the traditional and standard PG method, so the differences cannot be attributed to any
artifact coming from the computational process associated with the M-based PG technique.

The visibility of the number 4 in C3-C4 images is an extreme example of that phenomenon.
It is clearly visible for the right-handed circular PG configuration (Figure 4-6 (c)), but it is
completely indistinguishable when using the left-handed circular PG configuration (Figure 4-6
(d)). To highlight the image differences, Figure 4-6 (b) shows the intensity values of the cross-
sections respectively marked with black and red lines in Figure 4-6 (c) and (d). The cross-section
values obtained with €=+45° are represented with black empty squares and the values
associated with €=-45° are drawn with red-filled circles. Both PG configurations are
characterized by linear distributions that tend to zero as the ruler goes deeper into the intralipid
dilution. To highlight the linear distributions, we have drawn the linear regression associated
with €=-45° and €=+45° (red and black lines, respectively). The data behavior distribution related
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to the contrast obtained with €=+45° (black squares) is distinguished from e=-45° case (red
circles) for describing a sharp jump related to the contrast associated to the visible number 4
(difference in the cross-section between the polarimetric response of the pixels into the number
4 with those associated to the background). This occurs because the polarization that comes
from the interaction of circularly and elliptically polarized light with linear retarders (as
cellophane tapes) is usually different when using incident light with positive helicity compared
to the use of light with negative helicity. For example, the interaction of right-handed circularly
polarized light with a quarter-wave plate retarder may result in horizontally polarized light, while
the left-handed polarized light ends in vertically polarized light at interacting with an equally
oriented quarter-wave plate retarder. In addition, the dissimilar polarization modification of
retarders must be combined with any anisotropic behavior of the ruler itself. Therefore,
different helicities must be explored at measuring PG configurations to probe that some
information is not missed in the arbitrary selection of the helicity.

(a) (b) o3
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(c) C3-CA (e=+457) (d) C3-C4 (6=-45°)

Figure 4-6. (a) Ruler with two stuck cellophane tapes. (b) Cross-section values of the

black and red lines of pictures (c) (black empty squares) and (d)(red-filled circles).
Images of C3-C4 PG configuration for (c) right-handed and (d) left-handed circularly
polarized light.

The results shown in this subsection prove that the use of PG configurations obtained from
the Mueller matrix of the sample, give access to a wide number of polarization gating
configurations, as all possible PG configurations can be easily simulated, without the necessity
of experimentally implementing each one of them (as occurs with standard PG methods). This
is a very useful result, as usually, only few well-known PG configurations are experimentally
implemented in applications (typically, co-linear, cross-linear, co-circular, and cross-circular),
and we have probed that maximum contrast of certain structures can be obtained by particular
elliptical based PG configuration, that can be easily tested with the proposed approach.
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4.1.3.2 PG configuration based on Lu-Chipman matrices (Ex-vivo experiment)

At this point, we have already that the M-based approach is a generalization of the standard
PG technique and we have also proved the importance of using different ellipticities in the PG
configurations. In this subsection, we propose a technique that combines the above-discussed
PG configurations with the Mueller matrix decompositions. This new technique is discussed
through the inspection of an ex-vivo chicken neck (Figure 4-7). In particular, we have analyzed a
region of interest (ROI, squared in red in Figure 4-7) that contains different biological structures
such as muscles and nerves. It is worth noting that muscles and nerves are fibrous based
structures so their polarimetric properties tend to be anisotropic, i.e., their interaction with light
usually variates with the orientation of the incident polarized light.

Figure 4-7. Inspected ex-vivo chicken neck. The red square delimits the imaged region

of interest.

The technique we propose starts with the measurement of the Mueller matrix of the sample.
We measured the M of the ex-vivo sample using the 470 nm light because larger wavelengths,
as 625 nm, enters deeper into the sample than shorter ones [11], and we mainly want to inspect
biological structures placed at the surface of the sample. Figure 4-8 (a) shows the experimental
Mueller matrix of the chicken neck. As can be observed in Figure 4-8 (a), the contrast of the
biological structures included in the imaged ROI, as muscles and nerves, varies between the
different image coefficients. The image coefficients of the measured M are individually
normalized by their maximum value and the mean values of each coefficient are provided at the
left of the image to illustrate the weight of each coefficient. The first coefficient (mgp) is the
reflectance of the sample for unpolarized input states and their values are always bigger than
the other coefficients. For this sample, the mean value of mgg is more than 6 times bigger than
the highest mean value of the other matrix coefficients (see Figure 4-8) so we deal with a sample
with a non-negligible depolarizing behavior. Conversely, the diattenuation content encoded in
the first row of the matrix is more limited.

To continue exploring the polarimetric properties of the sample, we apply the Lu-Chipman
decomposition (described in Section 2.2) which decomposes the Mueller matrix into a
concatenation of three basic M: a diattenuator M (Mbp), a retarder M (M), and a depolarizer M
(Ma). As an illustrative example, the image coefficients of Mg are exhibited in Figure 4-8 (b). The
representation of Mg is restricted to the 3x3 sub-matrix that comprises the significant



4.1 Polarization Gating and Mueller matrix relation 83

polarimetric content. The coefficients of the first row and the first column are always equal to
zero (as pure retarders do not present diattenuation or polarizance responses), excluding the
first coefficient that is always equal to one. As already done with M, the mean values of image
coefficients are also provided at the left matrix.

(@) m,

1.65 -0.04 -0.06
0.05 0.26 -0.05
0.03 -0.01 -0.24
0.02 0.06 -0.03

1 0 0 0

0 090 -0.05 0.20
0 -0.07 -091 0.14
0 021 -012 -0.81

2 mm

Figure 4-8. (a) Experimental Mueller matrix of the chicken neck inspected with 470 nm
light and (b) 3x3 submatrix of the Lu-Chipman retarder, Mz. The matrices placed at the
left of the image matrices provide the mean value of their image coefficients. The

values between {} indicate the corresponding matrix element index.

Note that Mp, Mg, and M,, provide separately the diattenuation, retardance, and
depolarization information of the sample, respectively. Accordingly, the image contrast stated
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in the Mg coefficients is related to different birefringent structures, as collagen fibers, and their
different orientation. For the chicken neck (Figure 4-8 (b)) we see that the retardance content
of the nerve is considerably different from the muscle, this being better contrasted in some
regions of the Mrimage coefficients than in the image coefficients of M. We have also calculated
Mp, and M, but their image coefficients are less contrasted than the M and M.

The contrast observed with the nerve is quantified through Figure 4-9. Figure 4-9 plots the
values of the cross-section marked with a red line in Figure 4-8 (b) for different image
coefficients. In particular, the image shows the values corresponding to the coefficient with the
best nerve visibility of the matrices M, Mp, Mg, and Ma (ms3, Mpgs,e, Mgz, and Magz s,
respectively; the values between {} indicate the corresponding matrix element index).
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Figure 4-9. Cross-section values of the segment represented with a red line in Figure
4-8 (b) corresponding to the coefficients that provides the best visibility for the M
(black empty squares), Mp (green empty triangles), Mg (red-filled circles), and M,
(blue-filled triangles).

In agreement with the previous qualitative discussion, the nerve is more contrasted in the
image coefficients of M (black empty squares) and Mg(red-filled circles) than in the other image
coefficients. The different sections of the nerve are separated by picks that are larger in the
MRg3,3; SO this section of the nerve is better contrasted in this retardance coefficient. Conversely,
these details are completely hidden in the diattenuation coefficient (Mpg,0) that presents a
completely flat intensity distribution (see green empty triangles), this revealing that the studied
nerve does not present a dichroic response. The depolarization information shows an
intermediate scenario: the central pick is still detected in the depolarization parameter (Magz, 15,
see blue-filled triangles in Figure 4-9) but the other details are missed.

Next, we propose to combine matrices retrieved through the Lu-Chipman decomposition
with the M-based PG technique. In particular, we propose to use the expressions employed to
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compute the PG configurations from the Mueller matrix coefficients but using the decomposed
Mp, Mg, and M, coefficients instead of the original non-decomposed M matrix.

As an example, we have calculated the PG configuration f with =1 from the measured M,
Mp, Mg, and M, of the ex-vivo chicken neck (Figure 4-10). The images are calculated considering
€=45° (left-handed circular light).

(a) Mueller matrix (M) (b) Diatenuation (M,)
f(e=45°) f (£=45)

(c) Depolarization (M,) (d) ‘ Retardance (R)
f(e=45°) f(e=45°) _

Figure 4-10. Image of f- PG configuration for €=45° that is calculated with the
coefficients of (a) M, (b) Mp, (c) Ma, and (d) Mg. B is fixed equal to 1.

In the regular PG image (Figure 4-10 (a)), we can identify the same biological structures
observed in the M coefficients (Figure 4-8 (a)). However, these structures are less contrasted
than in some of the M coefficients as, for instance, the first coefficient (mqo). For the other PG
configurations based on the Lu-Chipman matrices, we can distinguish two differentiated results.

On the one hand, diattenuation (Figure 4-10 (b)) and retardance (Figure 4-10 (d)) PG-based
images have provided analogous or worst results to the ones obtained with their respective
coefficients. The f based on the Lu-Chipman’s diattenuator is low contrasted, like their
coefficients. Similarly, the PG image of the retarder is also low contrasted, worst results
compared to the coefficient Mg 33 (Figure 4-8 (b)) in which the nerve is clearly delimited.

On the other hand, better results have been obtained with the depolarization matrix (Figure
4-10 (c)). In this case, the linear combination of the coefficients gives better resolved biological
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structures. Thanks to the use of the function f(Eq. (4.15)), we can recognize some roughness of
the muscle skin not detected in the Mueller matrix coefficients (Figure 4-8 (a)). These rough
muscle structures have not been detected either in the regular f function, so the proposed
technique has improved the quality image in such a term.

In summary, the Mueller matrix approach is a generalization of the PG techniques that allows
the use of more complex mathematical tools that further synthesize the polarimetric
information of the sample. Some of the mathematical tools that can be implemented on the
Mueller matrix technique, as the Lu-Chipman decomposition, can be combined with the PG
techniques to improve the image contrast and reveal new information. Moreover, the Mueller
matrix approach allows the study of different PG configurations (e.g., the study of the image
contrast as a function of the ellipticity of the incident light) without needing more than one M
measurement. For all the above-mentioned reasons, we recommend using the Mueller matrix
approach as it results more suitable for biological imaging applications.

4.2 Characterization of depolarizing samples based on the indices of
polarimetric purity and the components of purity

In the previous section, we have observed that the measured ex-vivo tissue acts as a
depolarizer when interacting with the polarized light. This feature is not restricted to the
measured tissue but most biomedical tissue samples are characterized presenting certain
depolarization properties. Organic tissues are mainly composed of fibers [48,126,129,130] and
light is partially scattered at interacting with these fibers. The scattering process is repeated
multiple times inside the media before leaving the sample and the scattered photons with
different paths may leave the sample in the same position and in the same direction. When
these photons are measured with a polarimeter, their corresponding different polarizations of
each one are incoherently combined and the photon mixture ends in partially or fully
depolarized light. The measured depolarization strongly depends on the fiber characteristics.
Therefore, some intrinsic structural information of scattering media can be inferred from light
depolarization measurements and be used in some applications, for example in the early
diagnosis of some diseases [48,129,130].

Polarization-based techniques are non-contact techniques that can be used to retrieve the
physical characteristics of the biological tissue samples. Usually, the description of the
polarimetric properties of the sample is based on the Mueller-Stokes formalism because it is the
most appropriate frame to describe partially and fully depolarized states. Under this formalism,
the depolarizing information is encoded in the 16 elements of the Mueller matrix and further
mathematical treatment is required to extract it. Nowadays, a diverse group of mathematical
treatments, resulting in different depolarization metrics, are available in the literature to study
the scattered tissues from different points of view [1,44-46,60-73], as randomness, entropy, or
stochastic behavior, among others. However, the link between these macroscopic metrics and
the physical characteristics of tissues is a complex issue to be solved. A commonly used metric
to inspect the depolarization property is the so-called depolarization index, P, (also called the
degree of polarimetric purity [209]). This metric is described in section 2.3.1 and quantifies the
random process behind the scattering interactions. However, it cannot distinguish between
different physical structures that lead to the same overall depolarization. Alternatively, these
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structures may be distinguished using the Indices of Polarimetric Purity, IPP (described in
section 2.3.2), and the Components of Purity, CP (described in section 2.3.3), which are two
groups of metrics that are connected with P, and that further synthesize depolarizing content.

In this section, we provide the relation between CP and IPP, and we show that the
combination of CP and IPP gives the complete information of the depolarization properties of
scattering systems [214] (sub-section 4.2.1). Next, we discuss their use for the analysis of the
scattering phenomena through a collection of illustrative and easy to interpret examples (sub-
section 4.2.2). These examples are based on the incoherent combination of different non-
depolarizing elements (retarders and diattenuators). Finally, we experimentally build different
depolarising systems that highlight the potential of using IPP in front of P,.

4.2.1 Indices of polarimetric purity and components of purity relation

According to the description of CP and IPP provided in section 2.3, both metrics provide
further physical interpretation than P, and further quantitative characterization of depolarizers.
However, we might want to consider whether the two spaces are equivalent, leading to the
same information, or on the contrary, they are more or less suitable for a particular group of
depolarizers. This topic is not resolved in literature, and authors may indistinctly use P,, IPP, or
CP. To answer this question, we first connect CP and IPP by equaling Egs. (2.45) and (2.46),

3P} = P? 4+ D* + 3P? = 2P} + %Pf + %Pg? (4.17)

In Eq. (4.17), each parameter can be calculated from the other five so we have five degrees
of freedom. Therefore, at least two of the three IPP or CP parameters are independent of the
value of the other parameters, and accordingly, the information provided by IPP and CP should
be different and compatible in some way.

According to the Mueller matrix formalism, the information related to the polarimetric
response of a given medium can be provided with a set of sixteen independent magnitudes with
clear physical interpretation, those magnitudes being encoded in the sixteen elements of the
Mueller matrix, M. One of this magnitude is the Mueller matrix element mgo that is the mean
intensity coefficient of M; other ten quantities are related to retardance and orientation
direction properties; and the remaining five magnitudes are related to depolarization and
enpolarization [223] properties. Enpolarization implies the existence of dichroism, i.e.
diattenuation and polarizance, in the probed media, and it is related to the fact that some
depolarizers can increase the degree of polarization of certain incident polarization states while
decreasing the degree of polarization of the remaining ones [214,223,224]. Therefore, D and P
(described in section 2.1.3) are two of the magnitudes related to enpolarization properties that
together with the three IPP (P;, P2, and P3) may compose the above-mentioned group of five
independent magnitudes that completely describe the depolarization properties of the sample.
Note that taking this set of five parameters (D, P, P, P, and Ps) in Eq. (4.17) we can readily
calculate the depolarization index P,, and the index of spherical purity Ps [211,214]. It is
remarkable that other relevant depolarizing parameters as the Cloude’s entropy S [70] or the
overall purity index (Pl) [62] can be calculated using the same set of parameters, as they
completely describe the depolarizing behavior of samples.
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Another point of view is based on the representation of the CP and the IPP in a 3D space.
Under that scenario, the physically realizable matrices must be represented in a limited space
(the constraints of the spaces are marked in orange in Figure 2-2 and Figure 2-4), and the shape
and volume of these spaces are different for each representation. In both representations, Pa
values are represented with ellipsoid surfaces but these surfaces are described with different
equations (Eq. (2.45) for the IPP-based Purity space and Eq. (2.46) for the Component space). As
the shape of the spaces and the area of the Pa surfaces are different, the information that they
provide should be as well different in some way.

To better understand this crucial point, let us revise a particular case when the depolarization
index equals 1 (Ps=1), the case of non-depolarizing samples. In such a scenario, any non-
depolarizing system is always represented at the same point in the Purity space (1,1,1), but it
can be represented at some point of a wide surface of possible polarimetric samples in the
Component space. This makes sense because as said above, CP provides a physical
interpretation of samples constituents (so we can study the dichroism or birefringence
contribution corresponding to different non-depolarizing samples), but this case has no further
interpretation in terms of IPP, as non-depolarizing media do not introduce randomness to an
incident beam. As it will be shown in the following, the opposite case, different depolarizers
corresponding to a single point in the Component space, whereas being associated to a surface
in the Purity Space, is also possible. In the following, and with the aim of better understanding
the differences and complementarity between these two depolarizing spaces, we are interested
in studying the following two scenarios: 1) depolarizers with identical CP but different IPP, and
2) depolarizers with identical IPP but different CP; because they illustrate the benefits of the
different metrics. It is worth highlighting that these are two limit scenarios in which either IPP
or CP are the only metrics that give relevant information but in general, both metrics provide
significant information of depolarizing properties of the samples and should be used together
to completely characterize depolarizers.

4.2.2 IPP and CP analysis through synthetized depolarizers

The collection of depolarizers that accomplish one of the two limit scenarios is simulated by
incoherently combining dichroic and birefringent elements. The fact of using these well-known
elements eases the interpretation of the results and clarifies the CP and IPP discussion. The
simulation is grounded on the idea that depolarization can be observed as the incoherent
combination of non-depolarizing elements [225,226]. Following this consideration, any
depolarizer can be described as the summation of up to four non-depolarizing Mueller matrices
[209,210,225,227]:

4
M= a,M, (4.18)

=1

where M; are Mueller matrices of non-depolarizing elements and a; are the different weights of
matrices. In the experimental scenario, a; correspond to the percentage of light that passes
through (or is reflected to) each element composing the sample and reaches the same position
of the detector. The combination is restricted to four elements as the combination of more
elements can be reduced to an equivalent combination of four non-depolarizing elements [210].
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4.2.2.1 Depolarizers characterized by the same CP but different IPP

From the simulated depolarizers, we first analyze a collection of depolarizers giving rise to
the same values for the CP but discriminated by different IPP. In particular, we start with
depolarizers without dichroism (P=D=0). This group of depolarizers is characterized by Ps being
the only CP different from 0, and equal to P, (the latter is according to Eq. (4)). As a consequence,
each value of P, is associated with a single point at the CP space, always located in the Ps axis,
see Figure 4-11. Conversely, their representation in the Purity space is not restricted to one
dimension and, as seen in Figure 4-11, depolarizers related to the same Ps value can be
represented at different locations of the Purity space. Note that these depolarizers are arranged
at certain locations over a surface (marked in green in Figure 4-11). This surface is built with all
the IPP combinations that result in the same P,=0.58 value and each point of the surface can be
associated with different depolarizers that are indistinguishable using the CP and P, but
differentiable through the IPP.
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Figure 4-11. Representation of depolarizers that presents the same CP but different
IPP in the Component and Purity spaces. The presented case with Ps=P,=0.58 is an

illustrative example.

To the sake of clarity, the simulated non-dichroic depolarizers (P=D=0) are constructed
according to the following expression that is based on Eq. (4.18):

M = ayM i + aaMpwpe) + csMpwpse) + aaM gwpase) M awp(o?) (4.19)

where Mg is the Mueller matrix of the air (the identity matrix), and Muwepo) and Muwess) are
the Mueller matrices of a half-wave plate with their fast axis oriented at 0 and 45 degrees
concerning the horizontal reference axis of the laboratory. Eq. (4.19) is a general expression for
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the synthesis of non-dichroic depolarizers because it allows the construction of non-dichroic
depolarizers with any physically feasible combination of IPP through the use of different weights
combinations.

Three particular depolarizers are simulated according to Eq. (4.19), all of them fulfilling the
condition of non-dichroic depolarizers (P=D=0 and Ps=P,). They are labeled as Ma, Mg, and Mc.
Their Mueller matrices, as well as their construction, and their IPP, CP, and P, values, are shown
in Table 4-2. In addition, they are represented with points in the Purity and Component spaces
of Figure 4-11. The three non-dichroic depolarizers present the same CP and P, values, but their
corresponding IPP values are significantly different (see Table 4-2). Accordingly, they are
represented in the same location in the Component space, while their different IPP values are
visually appreciable (and thus, discriminated) as different points that are placed at the same P,
surface of the Purity space (see Figure 4-11). The differences of such depolarizers in terms of IPP
are connected with the ability of samples to randomize the input light polarization in different
ways (some input fully polarized states are more depolarized than others, and those depend on
each particular sample).

For the sake of visualization, the two different cases of SoPs that result from light-matter
interactions of polarized light with two different depolarizers are represented in the Poincare
Sphere (resulting in ellipsoids, according to refs. [45,228]) and shown in Figure 4-12. In
particular, we have represented the SoPs resulting from the interaction of any fully polarized
input state of polarization with the Mg and Mc depolarizers (intense blue ellipsoids), respectively
in Figure 4-12 (a) and (b).
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Figure 4-12. Ellipsoids of (a) Mg and (b) Mc depolarizers.

Mcdepolarizer is represented with a sphere, so it does not present depolarizing anisotropy
(i.e., all input polarizations are equally depolarized, so the sphere is equally shrunk). In contrast,
Mg is represented with an ellipsoid that illustrates how diagonal and circular polarizations are
more depolarized than the horizontally polarized states (i.e., SoPs described with S; and S;
parameters are more depolarized than the ones described with S;). Samples presenting different
values for this kind of depolarization anisotropy (i.e., whose Mueller matrices lead to different
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ellipsoids [45,228]), are always represented by different IPP. Under this scenario, differences in
the IPP values are connected with the specific depolarizer structure. In the case of non-dichroic
depolarizers, they usually come from combining retarder elements (note that the absence of
dichroic elements results in D and P equal to 0). Also, note that the number of combined
elements limits the values of the IPP. In our particular case of study, Ma is the combination of
two non-depolarizer elements thus being impossible to reach values of P, smaller than 1 (Table
4-2) [45,227]. Conversely, the other depolarizers are constructed with more elements leading to
P, values smaller than 1.
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Table 4-2. Mueller matrices, depolarizer synthesis, and IPP, CP, and P, values of the M, Mg, M¢, Mp,
Mg, and Mg depolarizers. M, is the Mueller matrix of the air, Myweis the Mueller matrix of a half-
wave plate and Mypis the Mueller matrix of a linear polarizer. The orientation of the elements is
marked within the () brackets and all the angles are referenced concerning the horizontal axis of the
laboratory.
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The group of depolarizers that are represented in the same place in the Component space
but distributed over different locations of the Purity space is not restricted to non-dichroic
depolarizers. In fact, non-dichroic depolarizers are a particular case of a more general group of
depolarizers, those that satisfy the D=P>0 condition. Next, we briefly analyze a subgroup of this
type of depolarizers that presents the same diattenuation (D(M1)=D(M.)). To synthesize this
type of depolarizers we use a similar expression to Eq. (4.19) but replacing the air with a
horizontally oriented linear polarizer, Mip(o):

M = ayMppe) + coMuwpe) + asMuwpase) + caM wpase) M gwe(oe) (4.20)

As an example, we simulate the Mp, Mg, and ME. Their corresponding IPP, CP, and P, values,
their Mueller matrices, and their synthesis are shown in Table 4-2. As observed with non-
dichroic depolarizers, all the new examples (Mp, Mg, and M) share the same CP value but are
described by different IPP (see Table 4-2). Note that one of these examples, the depolarizer
labeled Mp, corresponds to a Type-Il depolarizer (defined by the alternative canonical form
[45,229]). Some techniques used to analyze depolarizers, as the symmetric decomposition [45],
needs alternative mathematical treatment to work with Type-Il matrices [45], but this is not the
case of IPP which can be calculated using the same algorithm.

4.2.2.2 Depolarizers characterized by the same IPP but different CP

In the previous section, we have proved that within the set of depolarizing media
accomplishing the condition D=P, there exist depolarizer subgroups in which the most suitable
metrics to characterize their performance are the IPP. From now on, we discuss the opposite
situation, i.e., a collection of depolarizers sharing the same IPP but completely differentiated at
using CP. Accordingly, to have the same P, and IPP values the group of depolarizers must present
the same randomness associated with the depolarizing process but they must be composed of
different physical elements to have different CP values.

The first group of depolarizers we discuss are another subgroup of depolarizing media
accomplishing the condition D=P but, in that case, taking different diattenuation (D(M1)zD(M)).
One case of study that satisfies the described conditions is the composed of the Ma and Mp
systems (Table 4-2). Both are defined with the same IPP but different CP. In this example, Ma
does not involve dichroic elements in the construction while the construction of Mpdoes (Table
4-2). As a result, the diattenuation of M, is non-existent (D=0) while Mp presents certain
diattenuation, so being two different systems in terms of CP. Conversely, the polarized light that
interacts with the media results depolarized in a certain way, which depends on the incident
state of polarization, which turns out similar in terms of DOP, and outcomes to the same IPP
values. Other examples presenting the same phenomenon are the Mg and Mc systems compared
with Me and M, respectively (Table 4-2). These examples are just the limit case in which one of
the depolarizers does not present diattenuation, but the same scenario can be obtained when
dealing with depolarizers with certain non-negligible dichroic content. These types of structures
can be synthesized by combining different dichroic elements or by combining such dichroic
elements with some birefringent elements. As a simple example, we will discuss a collection of
depolarizers construed by combining a horizontal linear polarizer (dichroic element) and a half-
wave plate oriented at 45° (birefringent element) and that follows this expression:

M = oM pe) + (1 — a1) Mpwpuse) (4.21)
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Note that Eq. (4.21) is a particular case of Eq. (4.20) in which a; and a, are equal to 0 and
(13:1-(11.

By modifying the value of a; we can build a collection of depolarizers with different P,, thus
with different overall depolarizing capability. The P,, IPP, and CP metrics obtained with different
o, values are graphically represented in Figure 4-13 (P, and IPP in Figure 4-13 (a) and CP in Figure
4-13 (b)). The analysis of Fig. 4(a) shows that, under this construction, we can build two different
depolarizers with different a; but with the same P, values (e.g., the red horizontal line shows
the particular case P,= 0.64). This ambiguity is also observed when using the IPP. Note that we
are combining only two elements, so P, and P; are always equal to 1 thus limiting P, from 0.577
to 1. Conversely to IPP, CP allow for distinguishing which element (dichroic or birefringent) is
more significant in the weighted sum (see Figure 4-13 (b), where P and D functions do not
present a minimum, so there is no ambiguity between the depolarizers collection).

As an example, the Mueller matrices of the two particular depolarizers leading to the same
P;=0.64 value, labeled as Mg and M, are provided in Table 4-3, together with their
depolarization parameters (IPP, CP, and P,) and their construction. As expected, Mg and M;
share the same IPP values but they are defined by different CP values. To visualize these results,
both depolarizers are represented in the IPP and CP spaces of Figure 4-14 (blue and cyan points).
Note that both depolarizers are located to a single point in the Purity space (P;=0.33, P,=1, and
P3=1) but they are distributed over the P,=0.64 surface in the Component space (represented in
green in Figure 4-14). In particular, they are distributed over the intersection between the
P,=0.64 surface and the P=D plane (it is represented in red in Figure 4-14 and it indicates the
region of the CP space connected to depolarizers accomplishing the P=D condition).
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Figure 4-13. Graphical representation of (a)Ps,, and IPP, and (b) CP values vs oy
obtained following Eq. (4.21). The red horizontal line represents the particular case

PA=0.64.
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CP space .

Figure 4-14. Representation of depolarizers that presents the same IPP but different
CP in the Purity and Component spaces. The presented case with P,=0.64 is an

illustrative example.

Up to now, we have built depolarizers showing the same diattenuation and polarizance so
placed at the P=D plane. However, depolarizing systems accomplishing the condition P#D can
also be equivalent by IPP but discriminated by CP. To synthesize this type of depolarizers we
have modified Eq. (4.20) by replacing the horizontally oriented half-wave plate, Muyweos, with
the dichroic element M) Muwease):

M = oy Mpp(e) + oM ppoeyMuwpuse) + asMuwpuse) + csMuwpusey Muaweee) — (4.22)

M, is an example of a depolarizer built with Eq. (4.22). Its Mueller matrix, construction, and
IPP, CP, and P, values are provided in Table 4-3. The same depolarizer M, but illuminated in a
reverse way (i.e, with the incident and emerging beam directions interchanged) is calculated
according to refs. [45,230]. We label the M, reverse Mueller matrix as My’. Its Mueller matrix,
construction, and IPP, CP, and P, values are also provided in Table 4-3. The forward (M,) and the
reverse (M,’) Mueller matrices comparison (Table 4-3) shows that when a given sample is
illuminated in a reverse way, the corresponding diattenuation D, is equal to the polarizance
corresponding to the same system illuminated in the forward configuration Py i.e., D=Ps.
Likewise, the polarizance measured in the reverse mode P, is equal to the diattenuation in the
forward illumination direction Df (P=Dy). In other words, the diattenuation and polarizance
response of a given system are interchanged if measured in the forward or the reverse modes,
being the diattenuation and the polarizance the two sides of the same coin [209]. Knowing this,
and taking into account that D and P are two of the three axes of the Component space, CP
necessarily have to be able to discriminate between systems measured in the forward and
reverse configurations of depolarizers accomplishing the P#D condition. Conversely, IPP metrics
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are invariant to forward and reverse transformations [212,231] so they are unable to
discriminate between polarimetric systems that are being forward or reverse illuminated.

Mueller Matrices

1 L 00 1 200 1 % 00 1 1 00
3L 3 0 0 312 L0 0 11 % 0 0 1% % 00
400 0 2 0 510 0 1 0 210 0 0 0O 210 0 0 O
0 0 0 2 000 3 00 00 0 0 0O
Depolarization Parameters

Depolarizer synthesis

Ms 033 1.00 1.00 0.64 033 033 058 AM o) + M pse

M, 033 1.00 1.00 0.64 067 0.67 033 M 00y T M pise
M, 033 1.00 1.00 064 1.00 033 0.19 %M poey + M pooyMpase)

M, 0.33 1.00 1.00 0.64 0.33 1.00 0.19 diag(1,1,1,—1)-M’ diag(1,1,1,—1)

Table 4-3. Mueller matrices, depolarizer synthesis, and IPP, CP, and P, values of the Mg, M, M,, and
M,’ depolarizers. M, is the Mueller matrix of the air, Muwpis the Mueller matrix of a half-wave plate
and Mypis the Mueller matrix of a linear polarizer. The orientation of the elements is marked within
the () brackets and all the angles are referenced concerning the horizontal axis of the laboratory. The
superindex Tindicates the transpose matrix.

For the sake of visualization, these two systems are represented in the CP space Figure 4-14
(M, is represented with a magenta point and M,” with a red point). Under such representation,
we observe how they are placed over the constant P,=0.64 surface, symmetrically distanced
with respect to the D=P plane. This phenomenon is not restricted to this example but it can be
generalized to any pair of forward-reverse pair of depolarising systems. In that sense, the D=P
vertical plane divides the Component space into two sub-spaces. Any depolarizer represented
at each side of the plane has its reverse version located at the other side in the mirrored position.
Accordingly, any forward or reverse depolarizing systems with P #D can be distinguished by
using the Component space (or CP) but not with the Purity space (or IPP) as their capability to
depolarize an input beam is equivalent.

4.2.3 Characterization of experimentally synthesized depolarizers through IPP

For the sake of completeness, we have experimentally built some depolarizers based on the
idea of incoherently combining different non-depolarizing elements [225,226]. The idea behind
the experiment consists of illuminating different non-depolarizing elements (linear polarizers
and retarder plates) and incoherently mixing the light that outcomes from these light-matter
interactions.

To do so, the set-up described in Chapter 3 is properly modified (see Figure 4-15). We
changed the light source for a 627 nm and 25 nm bandwidth LED (Red LUXEON Rebel) to obtain
a more expanded and better-collimated beam. The light emitted by this source is collimated
through a collimator system composed of two convergent lenses. The focal lengths for these
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lenses are approximately 38 mm and 40 mm, respectively. This collimated beam is polarized
through the PSG and the polarized light is the one that interacts with the sample (see Figure 4-
15). As we deal with a new light source, the PSG was properly calibrated by following the same
method described in section 3.3. The intensity of the light that impinges the sample was too
high so we placed a linear polarizer between the light source and the PSG to control the intensity
of the beam. The intensity is adjusted by rotating the linear polarizer. This newly added linear
polarizer does not affect the PSG calibration because the beam is collapsed into a vertically
polarized state when facing the first optical element of the PSG (the linear polarizer).

Figure 4-15. (a) Scheme of the set-up and (b) picture of the experimental Mueller

polarimeter.

Most of the depolarizing samples employed in this experiment are composed of different
spatially distributed optical elements (Figure 4-16). The way that light interacts with each of
these optical elements is different thus resulting in an output collimated beam comprising a
polarization spatial distribution.

All the experimental measurements were made in transmission and the light transmitted by
samples is analyzed through the PSA. Note that the spatial polarization distribution coming from
the different polarimetric elements of the sample results in spatial variations in the intensity
distribution of the beam after the polarization analysis of the PSA. Finally, the analyzed light is
incoherently combined in a small region of the CCD camera through the same high-resolution
objective used in the regular set-up (more information in section 3.2.2). Under this scenario,
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when we converge the light through the objective we are incoherently adding these intensities
thus reproducing the physical scenario described in Eq. (4.18), and thus, experimentally
sintetizing depolarizers.

To converge the collimated beam in a small region of the CCD camera, the objective focuses
on infinity. As a result, the LED source is imaged on the CCD camera (the image of the LED source
measures approximately 0.7x0.7 mm?; 200x200 pixels) being a non-punctual spot. To work with
this spot size, we averaged the measured Mueller matrices of the 200x200 pixels before
calculating the depolarization parameters (Table 4-4). This averaging process was compared
with the value obtained at averaging the depolarization parameters of each of the 200x200
pixels and the results obtained with both methods are equivalent.

In the following, we study three synthesized depolarizers, labeled as M,, Mg, and M,, that
experimentally probe the potential of IPP to analyze and classify depolarizers. In particular, we
analyze three depolarizers that have been synthesized according to Eq. (4.18). Each depolarizer
is constructed with different polarimetric elements spatially separated. These elements
correspond to the different M; terms of Eq. (4.18), and the a; values are the percentage of light
that impinges each element and that can be controlled by spatially shifting these elements.

(B)  qup

LP[oo)

Figure 4-16. Scheme of samples: (a) My, (b) Mg, and (c) M,. (d) Picture of sample Ms.
LP: linear polarizer, HWP: half-wave plate, QWP: quarter-wave plate. The orientation
of LPs is marked within the () brackets and all the angles are referenced concerning

the horizontal axis of the laboratory.

First, sample M, (sketched in Figure 4-16 (a)) is built by combining two linear polarizers: a
horizontally oriented polarizer (Mipios)) and a vertically oriented polarizer (Mip(oo)). The two
elements are equally illuminated, i.e., half of the light goes through the horizontal polarizer and
the other half through the vertical polarizer. Accordingly, the Mueller matrix of this sample is
written as,
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(4.23)

a

M, = alMLP(0°) + aZMLP(90°) =

o | —
o o O =
oS O = O
o O O O
o O O O

where a; and a; values are both equal to % according to their percentage of illumination. The
theoretical and experimentally measured IPP and P, values are provided in Table 4-4. Note that
P, and Psvalues are equal to 1 as we combine only two non-depolarizing elements. As previously
said, more than two elements must be combined to be able to reach lower P, and P; values.

Depolarizer
Mq 0.00 1.00 1.00 0.58 0.07 0.93 1.00 0.56
Mg 0.40 0.71 1.00 0.58 0.40 0.70 1.00 0.59
M, 0.00 0.00 0.00 0.00 0.05 0.19 0.25 0.13
Ms - - - - 0.01 0.05 0.09 0.04

Table 4-4. Theoretical and experimental results of the depolarizing systems studied.

Second, sample Mg (sketched in Figure 4-16 (b)) is constructed by combining three elements
thus allowing P, values smaller than 1 (see Table 4-4). In particular, it is synthesized with a
quarter-have plate with the fast axis vertically oriented (Mawe(9o)), With a half-have plate with
the fast axis oriented at -45° with respect to the horizontal reference (Muwe.459) and with air
(Mir). The illumination is divided into % for the Mqwe(o?), % for the Muwe(as), and % for the air, so
a1, dy, and as take these respective values. Therefore, the Mueller matrix of the second
experimentally synthesized depolarizer is:

1 0 0 0
0 1/2 0 0
0 0 1/2 -1/2]
0 0 1/2 0

Mﬁ = alMQWP(QO") +o,Mypyp s + M, = (4.24)

The comparison of My and Mg depolarizers shows that in theory these two samples are
described with the same depolarization index but completely different P; and P, values.
Concerning the experimental results, these two depolarizers could be differentiated using P, but
the difference observed between the IPP values is much higher (0.33 P; difference, 0.23 P;
difference vs 0.03 P, difference; Table 4-4). Therefore, the classification potential of IPP is
proved higher than P, for the M, and Mg depolarizers. Note that the experimental and the
theoretical results are in agreement but present small differences. We mainly attribute these
small differences to the non-uniform distribution of the beam and possible misalignments of the
polarimetric elements during the synthesis of the depolarizer.

Finally, we synthesize an ideal depolarizer (P,=P;=P,=P3=0), labeled as M, (sketched in Figure
4-16 (c)). M, is comprised by the sample M, followed by an equally weighted combination of a
half-wave plate (Muwep(45%)) and air (see Figure 4-16 (c)). The half-wave plate is placed in a way
that interacts with half of the light coming from the vertical polarizer and half of the light coming
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from the horizontal polarizer. Under that architecture, the other light passes through the air.
Accordingly, the Mueller matrix of the synthesized ideal depolarizer is:

1
My = alMLP(O") + aZMLP(%") + a3MHWP(—45“)MLP(O°) + Ol4M MLP(90°) = E (425)

HWP(-45°)

oS o o =
S O O O
S O O O
S O O O

where oi=a,=as=0a4=% according to the percentage of light that passes through each
combination of elements. Note that all the coefficients of the Mueller matrix of M,, like ideal
depolarizers, are equal to 0, except for the mgp coefficient. Therefore, using this construction we
should build an ideal depolarizer.

The experimental implementation of M, does not reach the ideal Py=P;=P,=P3=0 values but
values lower than 0.25 in all the cases (see Table 4-4). In fact, the implementation of ideal
depolarizers following the proposed method is more sensitive to misalignments than the
accomplishment of the two previous constructions, because the implementation of this case
involves a larger number of polarimetric elements. Therefore, it is expected to observe more
differences between the experimental and theoretical results.

We end this study by comparing the results obtained with M, and the experimental IPP and
P, values of a commercial achromatic depolarizer labeled as Ms (DPU-25-A-Quartz-Wedge
Achromatic Depolarizer distributed by Thorlabs; Figure 4-16 (d)). We see that although the Ms
results are closer to 0 they do not reach that value. It may be caused for the measurement error
of the polarimeters (provided in section 3.3.3).

In summary, we highlight the utility and physical significance of considering IPP and CP sets
of descriptors for the analysis of depolarizing systems as biological tissue samples. Both sets of
parameters provide overall information on the depolarization features of a given material
sample, in such a manner that the degree of polarimetric purity P, is obtained through
respective weighted square averages of the IPP and the CP (Egs. (2.45) and (2.46)). These two
groups of metrics constitute three-dimensional spaces (the Component space and the Purity
space) that together, give complete information of the mechanisms that generate the
depolarization in any given medium, allowing its better polarimetric interpretation. On the one
hand, the Purity space and the IPP report the relative amounts of non-depolarizing equivalent
components that a system can be assimilated with and the depolarization anisotropy associated
with the sample. On the other hand, CP space reports the optical effects of dichroism and
birefringence implicated in the depolarizing process. Therefore, the first space provides a more
probabilistic view of polarimetrically equivalent systems, while the second one provides a
conception linked to the polarimetric nature of the scatterers involved in the medium.

We have observed, by means of limit examples, the compatibility of both approaches and
their high degree of independence (5 independent parameters from the existing 6). In particular,
we have seen how non-dichroic (D=P=0) depolarizers are better characterized with IPP while
forward and reverse illuminated dichroic depolarizers with D #+ P are identified as equal
structures with IPP but differentiated with CP. For the case of depolarizers accomplishing the
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condition (D=P>0), IPP or CP can be better suited for its identification depending on which other
depolarizers you compare them with (i.e., D(M1)=D(M) or D(M;) #+D(M)).

Moreover, the study also provides the regions where IPP and CP acquire better
discriminatory potential. IPP is better for intermediate depolarizing systems (0.2<P»<0.6) and CP
for low depolarizing structures (P,>0.6). Therefore, we propose the complementary use of both
spaces simultaneously for the analysis of depolarizing systems.

Finally, we have experimentally proved the discriminatory potential of IPP in front of P4
through the experimental synthesis of depolarizing samples. In that way, we have built two

|”

depolarizers identified as “identical” through the P, metric but discriminated as different
structures with IPP. In addition, we have proposed a method to experimentally synthesize
depolarizers and we have explored the limits of this method through the synthesis of an ideal
depolarizer. The experimental depolarizer that has been built to mimic an ideal depolarizer,
achieved by using the proposed method, reached a value of P,=0.13 (P,=0 for an ideal

depolarizer).

The description provided in this section is based on artificially constructed depolarizing
systems, but the results can be extrapolated to real depolarizers as, biomedical tissue samples,
which in most cases, are highly scattering and depolarizing systems. Consequently, this study
becomes relevant for the analysis of the physical mechanisms causing depolarization in
biological tissue samples.



Chapter 5 Biophotonic applications

In the previous chapter, the measurement of the Mueller matrix is shown to be optimal for
the inspection of the polarimetric properties of samples compared to the use of PG techniques.
In addition, it also illustrates the potential of using the indices of polarimetric purity (IPP, a set
of three parameters calculated from the Mueller matrix) to study the depolarization that is
produced by samples. We demonstrated, based on simulations and theoretical experiments,
that the indices of polarimetric purity further synthesize the depolarization information when
compared to the commonly used depolarization index, Ps. According to these results, this
chapter analyzes the potential of using Mueller polarimetry, and especially the IPP metrics, for
the study of biological tissues.

The chapter is divided into two main sections: in the first section (section 5.1), Mueller
polarimetry is used to inspect biological tissues of animal origin, and in the second section
(section 5.2), the same polarimetric techniques are experimentally implemented to analyze
plant tissues. In section 5.1, the studies are focused on exploiting the depolarization information
encoded in the Mueller matrix to obtain new and more detailed physical information from the
animal tissues. In particular, we studied the use of IPP to (i) improve the imaging and
visualization of animal tissue samples (subsection 5.1.1) and (ii) to automatically classify
different animal tissues (subsection 5.1.2). In section 5.2, the potential of Mueller polarimetry
for plant imaging is discussed and compared with other polarimetric and non-polarimetric
optical techniques that are commonly used.

5.1 Polarization techniques for biomedical tissue applications

The interest of using polarimetric techniques to obtain information from animal tissues,
principally for biomedical purposes, has been proved in several works [48,79,81,82,84,85,110—
148]. Nowadays, polarimetry is applied in medical applications as, for instance, the evaluation
of skin diseases [78,79,115,116,125,126], the prevention from eye disorders [119,120,142], the
early cancer recognition [81,82,127-132,134-136,145,146], among others.

Some of these works are based on the use of PG techniques [48,79,81,82,84,85,110—
116,145-148], while others are performed through measuring the Mueller matrix [117-139]. In
the previous chapter, we demonstrated that PG techniques are a particular case of the Mueller
matrix polarimetry. Therefore, the next studies following provided are based on the
experimental implementation of Mueller matrix techniques.
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The Mueller matrix of a sample is a 4x4 matrix that describes their polarimetric response
[45,46]. This polarimetric response encodes, in a mixed way, information of three physical
properties: diattenuation, retardance, and depolarization. In the case of the biomedical field,
some authors have shown that relevant knowledge can be obtained from the analysis of the
retardance and depolarization properties of biological tissues [111,122,123,129,138,143,144,
153]. In these studies, retardance properties are explored by using several metrics (total
retardance R, the linear retardance §, the angle orientation of the fast axis, 6, the optical
rotation of the circular retarder, ¢, etc.) but the study of depolarization is usually limited to the
use of the depolarization index, P, [45,69,119,124,129], or the depolarization power, A
[66,118,127,132,134,138], both being a global measure of the depolarization (these retardance
and depolarization parameters are described in detail in Chapter 2). In the following subsections,
we analyze other depolarization-based metrics to enhance the image contrast of samples and
to obtain new and more detailed physical information of animal tissue samples.

5.1.1 Indices of polarimetric purity for biomedical tissue imaging

In this first study, the indices of polarimetric purity (IPP) are experimentally implemented to
further characterize the depolarization behavior of measured animal ex-vivo tissues and to
enhance the image contrast obtained at imaging these tissues. In principle, IPP should provide
new information related to the anisotropic nature of the depolarization that may help us to
easier recognize some tissue structures or reveal other structures not visible with the commonly
used polarimetric metrics.

The work is grounded on the polarimetric analysis of three samples: (A) a non-standardized
dissection of a rabbit leg, (B) an endocardial view of a dissected lamb heart, and (C) an
undissected lamb kidney. The study starts (section 5.1.1.1) with the analysis of the M of sample
A and the calculus of the images corresponding to the commonly used metrics D, R, A (the latter
two obtained from the Lu-Chipman decomposition [66]), and the depolarization index, Ps. Next,
the IPP of sample A are calculated and the resulting images are compared with those obtained
with the previous standard M methods (section 5.1.1.2). Finally, the study shows some special
cases that highlight the benefits of using IPP (section 5.1.1.3), being the IPP capable of revealing
structures not observed in the other analyzed observables.

5.1.1.1 Polarimetric analysis based on the Lu-Chipman decomposition and the P, metric

The Mueller matrix of a non-standardized dissection of a rabbit leg (sample A) was measured
using the Mueller polarimeter described in Chapter 3 operated in the reflection configuration.
The tissue was measured by using the blue channel (470 nm) because we wanted to inspect
biological structures placed at the surface of the sample and larger wavelengths penetrate
deeper into the scattering sample [11]. The measured Mueller matrix of sample A is shown in
Figure 5-1.

Figure 5-1 shows the 16 coefficients that comprise the M of a region that includes a bone, a
striated muscle, and connective tissue from tendons. The first coefficient of the M, mqo,
indicates the amount of unpolarized light that is reflected by different structures. Accordingly,
the image corresponding to the mgo coefficient is equivalent to the intensity image that we
would obtain with a standard non-polarimetric instrument. For the sake of visualization, this
image is shown enlarged in Figure 5-2 (a). In this intensity image, we can distinguish a striated
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muscle, pictured in gray, an elongated tendon that is located horizontally over the muscle (it is
pictured in white and marked with a blue arrow in Figure 5-2 (a)) and the sample holder,
observed in black at the bottom of the image. Note that the bottom side of the image presents
lower intensity levels resulting from the non-flatness and the inhomogeneity performance of
the sample. This inhomogeneity produces some direct reflections during the sample imaging
that saturates the CCD camera. Accordingly, the illumination power of the image was kept low
to avoid possible damage to the CCD camera and ensure the correct measurement of the
polarization (note that saturated pixels lead to non-physically realizable Mueller matrices that
do not describe the physical properties of the analyzed sample). As a result, the illumination of
the bottom side of the sample is very low, making it very difficult to recognize tissue structures
directly from the intensity image. However, polarimetric information is mostly independent of
the intensity used during the M measurement.
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Figure 5-1. Mueller matrix of a region of a non-standardized dissection of an ex-vivo

rabbit leg (sample A).

The polarimetric information of the sample is encoded in the other 15 coefficients of M.
Some structures not observed in the regular intensity image (mgo) can be barely appreciated in
some of the 15 coefficients of Figure 5-1. Anyway, the efficient recognition of these structures
is not possible using these coefficients so further mathematical treatment is required.

Accordingly, we apply the Lu-Chipman product decomposition (described in Chapter 2) to
enhance the image contrast of these structures and allow their recognition. The Lu-Chipman
decomposition splits M into a concatenation of three matrices, each containing the information
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of one of the main polarimetric properties: the diattenuation properties are mainly contained
in M, retardance information is comprised in Mg, and the depolarization behavior of M is
described by Ma.

The obtained diattenuator matrix Mpfrom sample A is mostly equivalent to an identity matrix
so the diattenuation effects of the sample are minimal and can be neglected. As the
diattenuation does not provide significant information (not improving the image contrast), the
corresponding image is not shown. In contrast, the retardance and the depolarization matrices,
Mg and M,, take results completely different from the identity matrix, thus giving significant
information of the tissue structures. This result is in agreement with other studies in the
literature also showing that relevant information is mainly connected to retardance and
depolarization properties when studying biological tissues [119,133-135,138].

For the sake of the analysis, we have calculated and represented in Figure 5-2 the global
retardance R (Figure 5-2 (b)) from M (Eq. (2.23)) and the depolarization power A (Figure 5-2 (c))
from M, (Eq. (2.31)). The first quantifies the global birefringence of the sample without
distinguishing between linear and circular retardance, and the latter measures the global
depolarization capability of the sample. In addition, we have also calculated the depolarization
index P, (Figure 5-2 (d); Eqg. (2.32)), which also gives information about global depolarization
capability of the sample, like 4, but is calculated directly from M. In fact, the P,=1-A relation is
fulfilled in the case non-dichroic samples (D=P=0). For the sake of comparison, the standard
intensity image is also displayed in Figure 5-2 (a).

The image associated with the total retardance R (Figure 5-2 (b)) is completely different from
the regular intensity image (Figure 5-2 (a)). In Figure 5-2 (b), most of the tissue structures
observed in the mgp are not visible. In particular, the elongated tendon pictured in white in Figure
5-2 (a), which is placed over the muscle, is now indistinguishable from the surrounding muscle
fibers. In that case, the tendon and the surrounding muscle present similar birefringent
behavior. The total retardance of both tissues is close to 180°. Note that non-dichroic and non-
birefringent materials measured in reflection are characterized for a birefringence of 180° as
they introduce a sign change at the S; and S; Stokes coefficients of the input light (for instance,
right-handed circularly polarized light is transformed to left-handed polarized light after
reflection). Therefore, this tendon and the surrounding muscle do not induce extra retardation
to the incident light beyond those associated with the reflection configuration. In contrast, a
thin tendon, marked with a blue arrow in Figure 5-2 (b), presents a differentiated retardance of
~120°. This tendon is almost invisible in Figure 5-2 (a) but is clearly highlighted in the retardance
image (Figure 5-2 (b)) thanks to its particular retardance. Tendons are comprised of wire-like
bundles of collagen fibers arrays and this collagen fiber organization gives tendons a certain
degree of birefringence. This degree of birefringence depends on the density of fibers, this being
lower in the case of large tendons (seen in Figure 5-2 (a)) than in the case of thin tendons
(contrasted in Figure 5-2 (b)). In addition, the large tendon is nearer to the tendon-muscle
transition, and during this transition, some tendon fibers are replaced by muscle fibers. The
combination of these two factors results in a similar birefringence response of the large tendon
and its surrounding muscle.

Following with the analysis of the depolarization content, the calculus of A and P, lead to
images (Figure 5-2 (c) and (d)) quite similar to the intensity image Figure 5-2 (a) but that reveal
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some structures not seen in the latter. In both Figure 5-2 (c), and (d), we can distinguish the
muscle, the large tendon, and the background, like in the case of Figure 5-2 (a). This means that
depolarization mechanisms of the measured muscle and tendon are different enough to be
visualized as different structures. In contrast to Figure 5-2 (a), some structures placed at the
bottom half of the image are much better contrasted by using these depolarization-based
metrics (see Figure 5-2 (c) and (d)). This occurs because pictures based on A and P, metrics
indicate the capability of different structures to depolarize the incident light and this
depolarization capability is independent of the illumination intensity used to image the sample.
As a result, the edge between the background corresponding to the sample holder and the
rabbit leg is now clearly delimited in Figure 5-2 (c) and (d). Moreover, a nutritious channel of the
bone (marked with red arrows in Figure 5-2 (c) and (d)) and a bone crest diagonally crossing the
bottom of the sample image (marked with green arrows in Figure 5-2 (c) and (d)), can be better
visualized in these depolarization-based images.
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Figure 5-2. (a) Intensity (mgo channel), (b) retardance R, (c) depolarization power, 4,

and (d) depolarization index, P, images of a rabbit leg (sample A).

Besides the improved visualization of structures, A and P, images (Figure 5-2 (c) and (d))
reveal a spotted structure spread across the sample (see zones around the yellow asterisks, “*”,
as examples) that is not observed in the mgy and R images (Figure 5-2 (a) and (b)). This means
that these structures and their surroundings have the same reflectivity and the same
birefringence behavior but they differently depolarize light. The measured sample comprises a
porous bone placed below the muscle. These spotted arrangements that arise from different
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zones of the image may correspond to the location of the nutritious foramina of the
corresponding porous bone.

As a corollary of this section, we want to highlight the extra information that can be obtained
when using polarimetric observables in front of using the regular intensity images and how this
new information can reveal some structures hidden in regular intensity images. For example, a
spotted structure that may be related to the location of nutritious foramina is revealed when
the global depolarization capability of sample A is analyzed.

5.1.1.2 IPP for the contrast enhancement of animal tissues

In the preceding subsection, we have performed a first polarimetric analysis of sample A
based on the most commonly used metrics. From now on, the IPP will be experimentally
implemented for three main reasons: (1) IPP further synthesize the depolarization information
of the sample as discussed in section 4.2; (2) the mathematical implementation of IPP (described
in section 2.3.2) is easier to implement than other metrics as it does not require product
decompositions; and (3) IPP-based images may lead to better visualization of tissue structures.

Accordingly, the three IPP parameters (P1, P2, and Ps) are calculated from the M of sample A
(Figure 5-1), and the obtained images are pictured in Figure 5-3 (a)-(c), respectively. In addition,
due to the interesting interpretation of the so-called trivial decomposition of M [209,211]
(discussed in section 2.3.2), the P,-P; and Ps-P, differences are also operated. As the P3-P;, results
do not provide an enhancement in image contrast, we only show the image of P,-P; (Figure 5-3

(d)).

The structures that are contrasted in the P;, P,, and P3 images (Figure 5-3 (a)-(c)) are the same
as the observed in Figure 5-2 (c) and (d). This similitude in the results was expected as all five
parameters analyze the depolarization capability of the sample. However, 4 and P, parameters
are two metrics that measure the global depolarization capability of the sample while P;, P,, and
Ps also quantify possible anisotropies in the depolarization process, thus better highlighting
structures that depolarize light in a non-isotropic way. In our case of study, the thin tendon
highlighted in Figure 5-2 (b) and not visualized in the intensity image (Figure 5-2 (a)) is still visible
in the P, image (Figure 5-3 (b)). Another example of these contrast differences in polarimetric
channels is observed in the P; channel (Figure 5-3 (a)) in which the spots of nutritious foramina
(the regions containing these spots are marked with yellow asterisks in Figure 5-3 (a)) are better
contrasted compared to the P, image. Note that P, can be calculated from the three P;, P,, and
P3 parameters (Eq. (2.45)). Therefore, for a given structure, the image contrast obtained with
the P, will be always equal (in the case of isotropic depolarization) or lower (in the case of
anisotropic depolarization) to the best result obtained with IPP. The best image contrast
obtained with a given IPP is mixed with the other two IPP, reducing the final image contrast of
the corresponding P, image. Accordingly, it is worth exploring the IPP at analyzing biomedical
samples, at least to improve the image contrast of some tissue structures.

In addition, the analysis of some combinations of the IPP parameters, as the difference P,-P;
(Figure 5-3 (d)) which has its physical interpretation (discussed in section 2.3.2), can lead to the
better visualization of some structures. For example, the thin tendon that is barely visualized in
the P, image (see the blue arrow in Figure 5-3 (b)) is better contrasted in the P,-P; channel (blue
arrow in Figure 5-3 (d)). Moreover, the spotted-like structures that may be related to the
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nutritious foramina and that are always represented with the same color in the other
depolarization channels (in black in P4, P1, P2 and Ps images, and in white in the A image) appears
represented in two different shades (white and black) in the P,-P; channel (see Figure 5-3 (d)).
For the sake of visualization, a zoom of the region of interest (ROI) marked with a yellow
rectangle in Figure 5-3 (d) is shown in Figure 5-3 (e). The different shades of the spots indicate
that those pores are physically different (white and black correspond to a different pore
typology) because they present different depolarization anisotropies. Since cortical bone
porosity can arise both from small cortical vessels and from the inherent structure of the cortical
bone itself, we hypothesize that this white-black variation that means different depolarization
anisotropies may be related to the depth of the pore and consequently, to its physiological
origin.

P Thin Tendon
0.81 2

Thin
Tendon

Nutritious foramina

Figure 5-3. (a) P1, (b) P2, (c) Ps3, and (d) P,-P; images of a rabbit leg (sample A). (e)

Zoomed image of the region of interest that is marked in yellow in (d).
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To analyze the image contrasts obtained with each of the metrics images (i.e., moo, R, 4, Py,
Pi1, P2, P3, and P,-P;) from a quantitative point of view, we have calculated the visibility V of two
different cortical bone pores (labeled as, A and B in Figure 5-3 (e)). The pore A is pictured in black
in the P,-P; channel and it is located inside the blue square of Figure 5-3 (e). Alternatively, pore
B is colored in white in the P,-P; channel and it is situated inside the white square of Figure 5-3
(e). All the pixels in each square (10x10 pixels) are used to calculate the V according to,

In X Imin
Y = —max — “min (5.1)

I max + I min

where Inaxis the maximum value of the pixels comprised in the evaluated region (10x10 pixels),
and Iminis the minimum value. The value of V ranges from 0 to 1, being O related to uncontrasted
pores and 1 associated with highly contrasted pores. In most of the images, the Inmin corresponds
to a pixel value of the pore and /nax to the value of one pixel of the surrounding. However, for
the square B of the P,-P; channel and the pores of the A image, the I, corresponds to a value
of one pixel of the surrounding and /maxto a pixel value of the pore.

The particular values of the visibility V for the moo, R, 4, Pa, P1, P2, P3, and P>-P; channels are
provided in Table 5-1. The analysis of Table 5-1 shows that the visibility of the bone pores
variates with the polarimetric metric selected. The pore A is best contrasted by using the P,-P;
channel (V=0.84), followed by the use of P, and P; metrics (V=0.35 and V=0.34, respectively). In
the case of the pore B, the P1 (V=0.45) and the P,-P; (V=0.44) channels are the best suited for
their visualization. Note that in both cases, the image contrast is higher with the IPP channels
than with the depolarization index P,; the visibility of the pore A is tripled, and the visibility of
the pore B is doubled. In summary, the contrast of the cortical bone pores is significantly
improved by using IPP.

Pore A 0.07 0.07 0.13 0.29 0.34 0.35 0.25 0.84

Pore B 0.08 0.11 0.11 0.22 0.45 0.11 0.21 0.44
Table 5-1. Visibility values V of the pores A and B squared in Figure 5-3 (e).

Last but not least, we propose the use of pseudo-colored images to encode simultaneously
the information of all three IPP in one image for its easier visualization. The pseudo-color
method is based on the purity space concept, shown in Figure 2-2. In the purity space, different
depolarizers are represented by points located at different zones of a 3D space. The proposed
pseudo-color representation consists of associating the red-green-blue (RGB) colors, i.e., the
basic light colors, to each purity space axis, P1, P2, and Ps. In this way, points located at different
positions of the purity space tetrahedron, thus corresponding to different depolarizers, are
displayed with different colors (see Figure 5-4). Under this scenario, the color of each pixel,
Coix(x,y), is calculated following the expression:

Cpi(T,y) = (P (7,9);00 B (7,9); 03 B5(7,9)) (5.2)

where Pi(x,y), P2(x,y), and Ps3(x,y) are the x and y pixels of the corresponding IPP images, i.e.,
Figure 5-3 (a), (b), and (c), respectively. Note that we have added the weights a3, az, and a3, to
the different red, green, and blue channels, respectively. These weights provide certain
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flexibility to the method, allowing us to compensate for the usually lower values of P; compared
to those of P, and Ps; and which do not cover the 0 to 1 range. For example, if we measure a
sample with most of the P; values lower than 0.33 we can set a;=3 to saturate the P;values that
are larger to 0.33 (i.e., representing it with the maximum red illumination), increasing the color
difference between, for instance, P;=0.1 and P;=0.2 pixels. If these two P; values correspond to
two particular structures, we would stand out the visualization of these structures.

Note that the combination of weights chosen for the pseudo-colored representation is not
unique and it can be optimized to improve the image contrast of certain structures. However,
their optimization to achieve the best results is out of the scope of this study, and we only
propose few combinations useful for our particular goals. Moreover, the figure of merit
described in Eq. (5.2) is not the unique way to synthesize the IPP information in a pseudo-
colored image.

In Figure 5-4 we provide two pseudo-colored images obtained from different figures of merit.
First, Figure 5-4 (a) is obtained from Eq. (5.2) with a1=3, a;=1, and as=1. This combination of
weights maximizes the relevance of the P1 channel, thus highlighting the large tendon, the bone
crest, and the nutritious channel seen in Figure 5-3 (a). The spots that may be related to the
cortical bone pores are also seen (see Figure 5-4 (a)), but the discrimination between the two
types of pores (white and black spots of Figure 5-3 (d)) is here lost. In addition, the structure of
the thin tendon, first identified in Figure 5-2 (b), is hardly visualized in Figure 5-4 (a). At this
point, other combinations of weights or the use of new figures of merit can be explored to
increase the contrast of the last-mentioned biological structures. In our case, we have used
another figure of merit based on the P,-P; and Ps;-P, differences of the so-called trivial
decomposition of M [209,211]. The new approximation is operated as:

Cpiz(@,y) = (uPs(2,y);00 (P2 y) — Pa,y) )ses(Ps(2,y) — Pa(z,))) (5.3)

Note that Eq. (5.3) is a non-orthogonal base composed of three terms ranged from 0 to 1.
This new figure of merit is useful to highlight the differences between the IPP parameters.

Thin
Combination of IPPs  Tendon Combination of IPPs Tendon

Bone crest

Figure 5-4. Pseudocolored image based on (a) Eq. (5.2) for a;=3, a,=1, and as=1, and

(b) Eq. (5.3) for a;=2, a,=2, and az=1.
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Figure 5-4 (b) pictures the image obtained from Eg. (5.3) with a;=2, a,=2, and a3=1. We see
that this second pseudo-colored image presents a differentiated visualization compared to
those obtained when using the Eq. (5.2) with a;=3, a,=1, and as=1 (Figure 5-4 (a)). On the one
hand, the bone pore discretization, which is lost in Figure 5-4 (a), is now observed through red-
green spots. Moreover, the visualization of the thin tendon has been improved in Figure 5-4 (b).
By contrast, although the nutritious channel, the large tendon, and the bone crest are still visible,
they are poorly visualized because the weight of P; is reduced.

Note that aside from the visualization improvement of pseudo-colored images, each color is
associated with the physical information of the sample. They are related to the depolarization
capability of the biological tissue and the anisotropic behavior of that depolarization.

5.1.1.3 IPP for the contrast enhancement of animal tissues: some interesting ex-vivo cases

Up to now, we have analyzed in detail the polarimetric (polarization and depolarization)
properties of a rabbit leg sample (labeled as sample A). The contrast obtained from different
polarimetric metrics has been quantified and compared, this providing the interest of using the
indices of polarimetric purity, IPP, for the analysis of animal tissue samples. However, the study
has been performed through the study of a particular case, and the image contrast obtained
with the IPP depends on the physical structure and composition of the measured tissues.
Therefore, the discussed example could be a rare instance. In particular, the higher the
depolarizing anisotropy of the biological structures analyzed, the larger the suitability of the IPP
metrics. To show this fact, we show in the following other extra examples where IPP are
especially suitable to enhance and reveal structures not observed by using other metrics.

In particular, we provide two new examples based on the measurement of completely
distinct tissues that show the potential of using IPP. In these examples, the image contrast is
improved, but some structures are also revealed with the IPP-based methods.

The first example consists of measuring a ROl of a dissected lamb heart (sample B) including
an endocardium-covered heart muscle and connective tissue that is rich in subvalvular
apparatus (Figure 5-5). In particular, the lamb heart was cut into two parts to image the inner
section. The inner part comprises some cardiac muscles, heart valves, and cardiac cavities
(Figure 5-5). In analogy with the previous study, sample B is analyzed by using the same methods
previously discussed in subsections 5.1.1.1 and 5.1.1.2. However, the measurements were taken
in the 625 nm channel because it penetrates deeper into the tissue [11] allowing the
visualization of internal structures as blood vessels. Figure 5-5 summarizes the results by
showing the regular intensity image (the coefficient mqo; Figure 5-5 (a)), the retardance image R
(Figure 5-5 (b)), the depolarization index image P, (Figure 5-5 (c)), and a pseudo-colored image
based on Eq. (5.2) and a1=3, a>=1, and as=1 (Figure 5-5 (d)).

In the intensity image (Figure 5-5 (a)) we observe some papillary muscles and a solid
myocardium. Like in the case of sample A, the intensity image of sample B has certain regions
darker than others due to the non-flatness of the measured sample and the oblique illumination.
Concerning the retardance image (Figure 5-5 (b)), it indicates certain birefringence variation
among the different tissues but this variation is not enough to visually recognize the different
tissue structures. By contrast, the depolarization index P, (Figure 5-5 (c)) shows a significant
improved image in which the heart valves and cardiac cavities are better contrasted and some
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details of the papillary muscles are enhanced (see the connective rich insertion sites close to the
red “*”). Finally, the pseudo-colored image based on the IPP provides the best results (Figure 5-
5 (d)). The visualization of the papillary muscles and the solid myocardium is improved, together
with the contrast of the heart valves and cardiac cavities. In addition, the pseudo-color image
based on IPP makes also visible the heart blood capillaries (see Figure 5-5 (d)) that are hardly
visible or completely hidden in the other channels not based on the IPP (Figure 5-5 (a)-(c)). It is
worth highlighting that the colors used in Figure 5-5 (d) are not only useful to better visualize
the tissue structures but they also provide information about the depolarization anisotropy. This
information is related to the intrinsic depolarization mechanism of the constituent sample
tissues and cannot be retrieved when using the global depolarization parameters (P, and 4). In
other words, the red color of the capillaries and the blue color of the papillary muscles (see
Figure 5-5 (d)) indicate that the depolarization mechanisms of these tissues are different, so
their structures must be physically different.
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Figure 5-5. (a) Intensity (mgo channel), (b) retardance R, (c) depolarization index image
P4, and (d) the pseudo-colored images of a dissected lamb heart (sample B). The
pseudo-colored image is calculated with Eq. (5.2) for a;=3, a,=1, and az=1, and the

asterisks “*” points to connective rich insertion sites.

Finally, a second biological sample, an undissected lamb kidney (sample C), is analyzed by
using the same polarimetric methods. Experimental images analogous to Figure 5-5 but taken
from sample C are provided in Figure 5-6. The intensity image (Figure 5-6 (a)) is mostly dark
because the measured kidney is characterized by a highly hydrated and significantly curved
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surface that saturates the CDD camera in some regions. The hydration of the surface produces
small water droplets with significantly larger reflectance than the tissue and the curved surface
makes light to be directly reflected in some regions. Consequently, the kidney structures are
hardly seen in Figure 5-6 (a).

By turn, the retardance property does not depend on the intensity used during the
measurement thus revealing the surface of kidney tissue (see red arrow in Figure 5-6 (b)), and
the renal hilum (see purple arrow in Figure 5-6 (b)). However, the left part of the image is not
recognizable due to the high percentage of error (white noise) related to measuring it at very
low intensities. This error is amplified by the calculation of R. In addition, certain parts limiting
the two recognized structures are also not well-defined.

Conversely, the edges of the renal hilum that delimits it with the surface kidney tissue are
perfectly visualized in the P, image (Figure 5-6 (c)). In this depolarization, channel, the renal
hilum is colored darker than the surface kidney tissue. Therefore, the renal hilum is, on average,
more depolarizing than the surface kidney tissue. Besides these structures, we observe, in the
P, image, a spotted-like structure distributed all over the kidney (see the red arrow in Figure 5-
6 (c)). This spotted-like structure corresponds to the stellar veins of the kidney.
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Figure 5-6. (a) Intensity (mgo channel), (b) retardance R, (c) depolarization index image
P4, and (d) the pseudo-colored images of a full rabbit kidney (sample C). The pseudo-

colored image is calculated with Eq. (5.4) for a;=1, a,=1, and oz=1.
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The visualization of the stellar veins is improved in the pseudo-color image based on the IPP
(Figure 5-6 (d)). Figure 5-6 (d) is obtained through operating the next figure of merit with a;=1,
=1, and asz=1.

B(z,y) + B(z,y) + B3(2,9) |,

Cpi:v(J;? y) = [(‘l [ 3 9 ;QBPS(‘/E7 y) (54)

Like Eq. (5.3), Eq. (5.4) is a non-orthogonal base composed of three terms ranged from 0 to
1. We see that the image obtained with the IPP combination (Figure 5-6 (d)) leads to a significant
enhancement of image contrast compared with P,. In particular, the details of the renal hilum
and the limits of the left part of the kidney are now perfectly visualized in the pseudo-color
image.

In summary, the results discussed in this study show the potential of using Mueller-based
polarimetric methods to obtain new information from biological tissues and enhance the
contrast in biomedical imaging. In particular, the results provided in sections 5.1.1.2 and 5.1.1.3
exhibit the interest in using IPP for the analysis of the depolarization produced by tissue samples.
It has been shown that IPP not only provides an enhancement in the image contrast of some
tissues but, in certain cases, they can also reveal some structures not visible in the commonly
analyzed depolarization metrics neither in regular intensity images. Moreover, IPP gives further
physical information about the depolarization process than the depolarization index, Pa. This
additional information, which is related to the isotropic or anisotropic way in which the sample
depolarizes incident light, is connected with the intrinsic structure of the measured tissue
(discussed in detail in section 4.2). For all the above reasons, and because the mathematical
algorithm of IPP has an easier implementation than other metrics, we recommend the use of
IPP in the polarimetric analysis based on the measurement of the Mueller matrix.

5.1.2 Depolarization spaces for biomedical tissue identification and classification

Once the advantages of using the IPP to image animal tissues have been discussed, we go
one step further and we study their potential to automatically identify and classify different
tissues through machine learning processes.

The identification and classification of tissues is a recurrent topic in the biomedical domain
[16,20,36,48,129,136,232-235]. The correct recognition of tissues acquires a special interest,
especially if these tissues are malignant and are detected in the early stages of the disease [155—
157,236]. The early tissue recognition increased the probability of long-term survival [155-157].
For example, 99.6% of people with melanoma skin cancer survive their disease for five or more
years after the stage | diagnosis compared with the 70.6% of patients diagnosed at stage I11 [158].
In the case of lung cancer, this 5-years survival rate is 56.6% for patients diagnosed at stage |
compared with the 2.9% of those diagnosed at stage IV [158]. And, for rectal cancer, the rate is
89.9% for patients diagnosed at stage | compared with 11.4% of those diagnosed at stage IV
[158]. Therefore, the use of early recognition methods, pref