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Abstract 

 

Since the invention of the microscope in the 17th century, the use of imaging technologies 

has been fundamental in the study of biological tissues. Over the centuries, new imaging 

technologies have been developed and implemented to enhance the visualization of tissues and 

ease the understanding of their structure from the measurement of some of their physical 

properties. In that context, polarimetry is an interesting non-contact and non-invasive optical 

technique that has been used for image enhancement in a wide range of fields such as 

astronomy, remote sensing, and characterization of materials. Moreover, polarimetry can be 

combined with other optical techniques to further improve the visualization of samples.  

Polarimetry comprises a group of optical methods that are based on measuring the 

polarization of light and how it varies when interacting with samples. In this thesis, some 

polarimetric methods recently proposed in the literature (as well as new ones) are studied, 

experimentally implemented, and applied for the first time in the analysis of biological tissues 

to improve the visualization of animal and plant tissues. 

In the field of biomedicine, the potential of polarimetry is demonstrated in a wide variety of 

studies. These studies are usually based on two groups of polarimetric techniques: Polarization 

Gating techniques and Mueller matrix-based techniques. In this thesis, we investigate the 

relationship between these two groups of polarimetric techniques and we propose a new 

generalized polarimetric method that allows the analysis of different Polarization Gating 

configurations from a single Mueller matrix measurement. 

Concerning to the biomedical studies based on the Mueller matrix, different polarimetric 

properties (diattenuation, retardance, and depolarization) are analyzed from a group of 

observables to obtaining physical information related to the structure of biological tissues and 

also to enhance their visualization. In these studies, retardance is completely studied through 

the Lu-Chipman decomposition and the calculation of the linear retardance, the circular 

retardance, and the orientation of the fast axis, among others. By contrast, the analysis of 

depolarization content is restricted to the calculation of observables that quantify the overall 

depolarization of samples and do not allow the study of more specific information, as can be 

possible anisotropies in that depolarization process. For that reason, in this thesis, different 

observables that further describe the depolarization properties of the sample are studied to, 

afterwards, be applied for visualization enhancement of the measured animal tissues. In that 

sense, the parameters called Indices of Polarimetric Purity are applied to inspect animal tissues. 

These depolarizing observables are used to improve tissue visualization, revealing certain 

structures hidden in standard depolarization channels, and also to classify, with improved 

efficiency, different animal tissues. 

Finally, we also study the use of polarimetry for the analysis of plant tissues. Unlike animal 

tissues, polarimetry is much less used in the plant analysis framework, being Mueller-based 

techniques scarcely used. For this reason, this thesis studies the potential of Mueller polarimetry 

for plant tissue analysis and compares the obtained results with those obtained with some 

commonly used polarimetric and non-polarimetric techniques. As a result, Mueller polarimetry 
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is an optimal polarimetric method for obtaining non-invasive images of plant tissues that, in 

addition, can be used as a complementary tool to other non-polarimetric optical techniques.  
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Chapter 1 Introduction 

 This thesis examines, for the first time, the experimental implementation of some recently 

proposed in literature, as well as newly developed in this thesis, polarimetric methods for the 

inspection of biological tissue. These polarimetric methods are applied with the aim of 

enhancing the visualization of biological tissues, as well as obtaining additional information 

useful for biomedical and botanical applications. Both polarization and depolarization properties 

of measured tissue samples provide relevant information for biological applications, but in this 

thesis, we are mainly focused on exploiting the depolarization properties of tissues. In that 

sense, the Indices of Polarimetric Purity (IPP) are applied, for the first time, to obtain new and 

relevant information from biological tissues. The IPP are a set of three observables, recently 

proposed by I. San José and J. J. Gil [1], that further synthesize the depolarization properties of 

samples. In the following chapters, we study their use for the visualization of biological tissue 

structures and for the automatic classification of animal tissues based on machine learning 

processes.  

Besides depolarization properties, other polarimetric properties, as the birefringence of 

tissue, are also used to enhance the visualization of tissues and to determine the orientation of 

tissue fibers. The analysis of all these polarimetric properties is based on the calculus of 

polarimetric observables from the Mueller matrix. The measurement of the Mueller matrix is 

one of the polarimetric approaches commonly used for imaging biological tissues. However, 

other approaches, as for instance, Polarization Gating (PG) techniques, are also commonly used. 

In this thesis, we also compare the potential of polarimetric approaches commonly used in 

biological applications to determine which is better suited for research applications.  

In this introductory chapter, we present an overview of the state of the art of optical imaging, 

especially in image polarimetry, in the biomedical and botanical fields. In addition, we describe 

some applications that motivated us to develop the research comprised in this thesis. 

First, we describe in section 1.1 a collection of optical imaging techniques commonly used in 

biomedical and botanical applications. Then, section 1.2 overview different imaging polarimetric 

methods described in the specialized literature, as well as positive results obtained when using 

polarimetry in other fields, such as astronomy, remote sensing, and material characterization. 

Afterward, an overview of the studies that use polarimetric imaging techniques for biomedical 

applications and the medical relevance of some applications is provided in subsection 1.2.2. 

Subsection 1.2.3 provides an overview of the studies that use polarimetry to improve the 
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imaging of vegetal tissues and describes the economic interest of some botanical applications 

not studied with polarimetry.  Finally, the main goals and the structure of this thesis are 

described in sections 1.3 and 1.5, respectively. 

1.1 Optical imaging techniques 

Imaging technologies play a fundamental role in the field of biomedicine and botany since 

they can be used to visualize the different structures of biological tissues and measure some of 

their physical properties [2–4]. The use of modern imaging technologies, which provide better 

visualization of measured tissues, allows a better understanding of the tissue structure and the 

performance of new and more detailed studies. For this reason, new and advanced imaging 

techniques that enhance the visualization of biological tissues by increasing the image resolution 

or by improving the image contrast between the different measured structures are being 

investigated. For instance, the stimulated emission depletion (STED) microscopy [5] is a super-

resolved fluorescence technique that has overcome Abbe’s diffraction limit [6] or the phase-

contrast microscopy [7] which is used to improve the image contrast between adjacent 

structures.  

In this thesis, we are focused on the use of image polarimetry techniques to improve the 

image contrast between the measured structures and consequently enhancing the visualization 

of biological tissues. Before explaining how image polarimetry works, we following describe the 

operation principle of the main optical imaging techniques used for the analysis of biological 

tissues to take a general vision of the state of the art of optical imaging in biological applications. 

We will also describe the operation principle of electron microscopes because they are 

commonly used for similar biological applications on the nanometric scale. 

The operation principle of optical techniques consists of exploiting the fundamental 

properties of light (intensity, frequency, phase, coherence, and polarization), as well as the light-

matter interaction properties (fluorescence, absorption, scattering, etc.) to improve the 

visualization of samples.  

Simple imaging systems 

 At the beginning of the 17th century, the combined use of lenses was proposed to magnify 

the image of an object [8]. The proposed instrument was called light microscope (or optical 

microscope) and it is nowadays used to visualize microscopic structures. Simple light 

microscopes work illuminating the sample with light (usually non-polarized and non-coherent 

white light) and measuring the intensity of light resulting from the light-matter interaction. 

When the light interacts with biological tissues, part of the incident light is absorbed and 

scattered [4]. The absorption and scattering properties of tissues are characteristic of each 

sample and tend to be different for distinct tissues. Therefore, the intensity of light coming from 

the interaction with distinct tissue structures is usually different, allowing their distinction and 

recognition. Although this is the simplest optical instrument used in biology, it is responsible for 

very relevant findings, as for instance, the discovering of bacteria and cells [9]. 
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Multispectral or hyperspectral imaging 

The absorption and scattering processes associated with light-tissue interactions depend on 

the wavelength/frequency of the incident light [10]. In fact, the penetration depth is different 

depending on the wavelength used, being, in the case of illuminating human skin, the blue and 

green light more superficial than the red and the near-infrared light [11]. Therefore, the separate 

use of different wavelengths can be used to obtain information from superficial and deeper 

layers of tissue samples and also to differentiate two tissues that could be seen as equal in a 

particular wavelength but completely distinct in others.  

Multispectral and hyperspectral imaging systems are the instruments used to measure the 

intensity response of a sample as a function of the wavelength [12]. They are non-contact and 

non-invasive optical instruments that work similarly to the simple imaging system but measuring 

the intensity corresponding to different wavelengths separately. In that sense, hyperspectral 

and multispectral imaging systems are very similar. The only difference between them is that 

hyperspectral systems measures a continuous range of wavelengths (e.g., 450-900 nm in steps 

of 1 nm) whereas multispectral systems subsets the range into different bands (e.g., 450-900 

nm in 30 nm) [13]. Note that in the previous examples, the number of images per frame are 450 

and 15, respectively. Thus, the amount of information is so large that it cannot be processed by 

a human and requires specialized software. Specialized software is even more necessary if we 

consider that some hyperspectral instruments are snapshots instruments that allow real-time 

measurements [14] (i.e., more than 25 images/s). 

Among the diverse biological applications of spectral imaging techniques, they have been 

used to identify regional differences in oxygen saturation of blood in human retinal vessels [15] 

and for the automatic diagnosis of skin cancer by using machine learning tools [16]. In the latter 

mentioned study, the sensitivity and specificity of cancer detection take values from 75% to 85% 

[16] so there is room for improvement. Hyperspectral techniques have been also used for the 

early detection and classification of plant diseases and stress [17]. Note that for these 

applications spectral imaging techniques do not need sample preparation. 

Raman spectroscopy 

Raman spectroscopy is a non-contact and non-invasive spectral imaging technique that 

exploits the “Raman” scattering process to analyze the chemical composition of the measured 

tissue [18].  “Raman” scattering is an inelastic scattering process (i.e., the energy of the incident 

photon is different from the reemitted one) that was predicted by Adolf Smekal in 1923 and first 

observed by C.V. Raman in 1928 [18]. Similar to Rayleigh scattering, in the Raman scattering, a 

photon interacts with a molecule inducing a short-term transition to a virtual energy level (see 

Figure 1-1). However, instead of being relaxed back to the same initial state and emitting the 

same energy photon, like in the Rayleigh scattering process, in the Raman scattering, the 

molecule is relaxed to another vibrational energy state and a photon with different energy is 

emitted.  

There are two types of Raman scatterings: Stokes and anti-Stokes scattering. Stokes Raman 

scattering is characterized for remitting lower energy photons and anti-Stokes Raman scattering 

for reemitting higher energy photons [18] (see Figure 1-1). The frequency difference between 

the incident photon and the reemitted one is characteristic of each molecule and its vibrational 
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energy levels. Therefore, illuminating the sample with a narrow bandwidth source and analyzing 

the spectral shift can be used to deduce the chemical composition of the analyzed sample. 

However, the Ramman scattering probability is very low, being the Stokes scattering the most 

commonly observed in biomedical research with a probability of 1 in 108 incident photons [18] 

(the Stokes scattering probability depends on the concentration of molecules, being higher with 

higher concentrations). Accordingly, the measured Raman signal is very low. To enhance this 

signal, the incident light is concentrated at a point and the measured images are taken through 

scanning processes. In comparison with other optical techniques as fluorescence microscopy, 

Raman spectroscopy usually does not need sample preparation.  

As examples of biological Raman spectroscopy applications, the technique has been applied 

for the analysis of mineralized nodules formed in vitro of a bone when using different 

regenerative techniques [19] and for the detection of skin cancer [20]. In the latter study, the 

accuracy of detecting various skin oncological pathologies when using Raman spectroscopy 

varies from 78.4% to 100% depending on the pathology [20].  

 

Figure 1-1. Scheme of Rayleigh scattering, Raman scattering, fluorescence, two-

photon absorption and stimulated emission. 

Fluorescence microscopy 

Fluorescence microscopy is a non-contact imaging technique that uses the fluorescence 

effect produced in the measured samples to enhance the image contrast [21]. The operational 

principle of this technique consists of illuminating the sample with a given wavelength that must 

have the same energy as the absorption transition of the imaged fluorescent molecules. Then, 

a part of the incident photons is absorbed by these fluorescent molecules producing a molecule 

transition to a higher energy state E1 (see Figure 1-1). During the next picoseconds, the molecule 

is relaxed to the lower vibrational state of E1 (see Figure 1-1) and after some nano seconds, the 

molecule is relaxed back to the ground state E0 emitting a fluorescent photon [21] (see Figure 1-

1). The wavelength of the fluorescent photon is different from the incident one so a filter can be 

placed in front of the camera to only measure the fluorescent light. Consequently, only the 

fluorescent molecules are imaged with this technique.  

In the case of measuring plant samples, many vegetal structures are composed of fluorescent 

molecules (fluorophores) [22]. Nevertheless, many other biological structures do not fluoresce. 
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In the latter cases, fluorescent dyes must be introduced in the sample, this requiring previous 

sample preparation. Therefore, fluorescence microscopy is an invasive technique in the case of 

ensuring non-fluorescent objects. Moreover, after several measurements fluorophores and 

fluorescent dyes can remain useless due to photobleaching processes so long-term continuous 

measurements are not allowed [21]. 

The energy of the absorbed light is always higher than the emitted fluorescent photons. 

Therefore, we have to illuminate the sample with shorter wavelengths. The main problem of 

using short wavelengths is the smaller penetration depth associated with them [11]. However, 

fluorescence microscopy is usually combined with confocal microscopy (following described) to 

image deeper layers. 

As many plant present fluorescent structures, fluorescence techniques are widely used for 

the inspection of vegetal tissues [22–25]. For example, fluorescence microscopy has been used 

to study the protein dynamics in plant cells [23,24] and to study the cell patterning during the 

development of plant development from seeds to adult plants [25]. Fluorescence microscopy 

has also been used in biomedicine, for instance, to study the internal body dynamics through 

the intravenous administration of nanoparticles [26] and for the detection of skin cancer [20]. 

In the latter study, the accuracy of detecting various skin oncological pathologies when using 

fluorescence microscopy varies from 78.9% to 93% depending on the pathology [20].  

Two-photon microscopy 

Two-photon microscopy is similar to fluorescence microscopy but uses two half-energy 

photons to excite the molecule [3] (see Figure 1-1). After the absorption of the two photons, the 

fluorescence process is the same. One advantage of two-photon microscopy compared to the 

previously described fluorescence microscope is that lower energy photons penetrate deeper 

into the sample. However, the probability of two-photon absorption is much lower compared 

to one-photon absorption [3]. Consequently, the beam is concentrated at a point and the 

measured images are taken through scanning processes, like in Raman spectroscopy. In 

addition, the two photons must arrive nearly simultaneously (<1 fs) to be absorbed so very short 

pulses (e.g., femtosecond pulses) must be used. Sometimes, despite concentrating the 

illumination beam at a point the fluorescence signal is too low [3]. Under this scenario, the 

intensity of the incident beam can be increased. Nevertheless, highly concentrated beams with 

high intensities produce photobleaching which damages the sample [3].   

The explained two-photon microscopy method is called two-photon excitation fluorescence 

(TPEF) and it has been used, for instance, for the in vivo imaging of a mouse brain to study 

Alzheimer's disease [27]. Alternatively, second-harmonic generation (SHG) is a two-photon 

technique similar to TPEF but in which the photon emission is an elastic process (i.e., the emitted 

photon has the same energy as the sum of the two incident photons energy) [3]. Unlike TPEF, 

SHG does not need sample preparation and does not suffers inherent photobleaching.  

In biological materials, SHG is especially intense in well-organized noncentrosymmetric 

microcrystalline structures because the emitted light is constructively combined [3]. As an 

example, SHG has been used to image collagen fibers [28]. 
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Stimulated emission depletion (STED) microscopy 

In 1994, Stefan Hell published an article outlining the operation principles of the so-called 

stimulated emission depletion (STED) method that overcomes Abbe’s diffraction limit [6]. Six 

years later, in 2000, he proved that STED works in practice [29,30]. STED microscopy is a 

fluorescence technique that is based on illuminating a point of the sample with two 

synchronized pulses and retrieve a superresolution image through a scanning process [5]. The 

scanning process can be done in the z-axis thus obtaining 3D images. The first emitted pulse is 

Gaussian-shaped, similar to the one used in simple fluorescence microscopy (see Figure 1-2 (a)). 

The photons of the first pulse are absorbed by the fluorophores (fluorescent molecules) 

producing a molecule transition to a higher energy state E1 (see Figure 1-1), and in the next 

picoseconds, the molecule is relaxed to the lower vibrational state of E1, like in simple 

fluorescence microscopy (see Figure 1-1) [5]. Then, the same point is illuminated by a second 

pulse before the emission of a fluorescent photon (the emission of a fluorescent photon takes 

some nanoseconds to occur). This second pulse is doughnut-shaped (see Figure 1-2 (b)) and 

produces a stimulated emission in the illuminated region (see Figure 1-1). Doughnut-shaped 

spots can be obtained through vortex beams and the central hole can also be obtained in the z-

direction [30]. After the emission of stimulated photons, the central region remains excited (see 

Figure 1-2 (c)) and, after few nanoseconds, emits the fluorescent photons [5]. As the fluorescent 

emission area is smaller compared to the initial illuminated section, the obtained image 

resolution is increased. The image resolution obtained with STED microscopy in the x-y plane is 

50 nm vs 250 nm obtained with confocal microscopy [5]. In the z-axis, the axial resolution of 

STED microscopy is 150 nm vs 550 nm obtained with confocal microscopy [5]. This increment of 

resolution allows the distinction of close objects as in Figure 1-2 (d) and (e) where a bacteria 

membrane is better outlined with STED than confocal microscopy [30].  

Thanks to this nanometric resolution, the length of DNA fragments can be measured more 

precisely [31]. Moreover, STED allowed performing studies that were only possible with electron 

microscopy as the precise determination of protein sub-location and organelle quantities in the 

analysis of cells [32]. However, STED microscopy is an invasive technique that needs sample 

preparation and their measure instruments are more expensive compared to the previously 

described techniques because STED is more complex. Moreover, they are not able to take real-

time measurements (images take ∼s [5]). 

 

Figure 1-2. X-Y scheme of (a) excitation spot, (b) doughnut-shaped stimulated 

emission spot, and (c) fluorescent emission spot. Images of a membrane-labeled E. coli 

taken with (d) a confocal microscope and with (e) a STED microscope. (d) and (e) 

images were obtained from ref. [30].  

 



1.1 Optical imaging techniques 7 
 

Confocal microscopy 

Confocal microscopy is a non-contact and non-invasive optical technique that is usually 

combined with fluorescence microscopy [33]. In fact, confocal microscopy is based on focusing 

the light on a point in the sample (see Figure 1-3 (a)), thus enhancing the fluorescent signal.  

Then, the fluorescent or the reflected light passes through a pinhole and is measured by a 

detector (see Figure 1-3 (a)). The particularity of this technique is that most light coming from 

other planes, other positions, and scattered by the sample is filtered by the pinhole and not 

measured (see Figure 1-3 (a)). In other words, only light coming from a particular point of the 

sample is measured [33].  

After measuring the light coming from a point of the sample, the light is focused on other 

points in the sample following a scanning method, like Raman spectroscopy or STED. Like STED 

microscopy, confocal microscopy can take 3D images [34]. However, confocal microscopy 

presents a lower resolution compared to STED microscopy [5]. By contrast, confocal 

microscopes are cheaper instruments that can take real-time measurements (images take ∼ms-

s [5]).  

 

Figure 1-3. (a) Scheme of a confocal microscope. (b) Scheme of an optical coherence 

tomography system. BS means beam splitter.  

Optical coherence tomography (OCT) 

Optical coherence tomography is a scanning optical technique, like STED microscopy and 

confocal microscopy, that uses the coherence of light to take 3D images of semi-transparent and 

turbid samples [35]. This technique is based on the interferometry of low-coherence light. First, 

a low-coherence light beam is divided into two arms: the reference arm and the sample arm 

(see Figure 1-3 (b)). The reference arm is composed of a mirror that can be displaced in the beam 

direction. And the sample arm is composed of a lateral scanning system (a rotatable mirror in 

Figure 1-3 (a)) and an objective that images the sample. Then, the reflected light of each arm is 

recombined producing an interferometric pattern. This interferometric pattern depends on the 

path length as well as on any change in the refractive index [35]. Accordingly, different layers of 

the sample are imaged when displacing the mirror in the beam direction. Note that this 

interferometry is only produced if the difference in travel path lengths is less than the coherent 

length of light [35]. Therefore, the axial resolution of 3D images is equal to the coherent length. 
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In that sense, the use of broadband light sources involves that interference occurs at 

micrometric scales.  

Compared to other scanning techniques, OCT presents lower axial resolution. However, OCT 

is a non-contact, non-invasive and real-time imaging technique that does not need sample 

preparation and which, in contrast to fluorescence microscopy, can repeat the same 

measurement over time [35]. Moreover, different arms can be substituted by optical fibers, this 

making a robust optical system applicable for in vitro measurements, as for instance, the 

measurement of colon cancer [36].  

Optical coherence tomography has been regularly used in ophthalmology to detect retinal 

irregularities [37], and in plant biology, for instance, to study the root growth in soil [38].     

Phase-contrast microscopy 

Phase-contrast microscopy exploits variations of the phase of light to enhance the image 

contrast. It is a non-contact and non-invasive technique that does not require sample 

preparation [7]. Moreover, it can be used for real-time measurements and has the same 

resolution limitations as simple and spectral microscopy, i.e., Abbe’s diffraction limit [6].  

Its operational principle consists of changing the phase of light scattered by the sample in 

other to differentiate it from the background light. To do so, the light beam is first modified by 

a condenser annulus (see Figure 1-4). Then, the modified light beam interacts with the sample, 

being most of the light transmitted (see bright green color in Figure 1-4) and a small part 

scattered (see dark green color in Figure 1-4). Afterward, all the light, independently of its origin, 

is refocused on the camera. Now, since the path of transmitted light is known, we use a phase 

plate to induce a phase shift between transmitted and scattered light [7]. Finally, scattered light 

interferes with directly transmitted light, which creates a phase contrast. As phase is 

independent of the intensity, phase-contrast microscopy allows observing transparent samples. 

In fact, the observation of transparent samples is its main use [7].  

 

Figure 1-4. Scheme of a phase-contrast microscope. 

Phase-contrast microscopy is useful to highlight the edges of measured objects because most 

of the scattering light is produced there. Moreover, phase-contrast images are sensitive to 

changes in the index of refraction and changes in the thickness of the measured sample so  

retrieving 3D information of samples [39]. By contrast, the measurement of thick samples is 
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worthless because more than 2π phase differences can occur. In addition, the measure of highly 

scattering samples is also worthless because scattering paths may also produce more than 2π 

phase differences. 

For these reasons, phase-contrast microscopy is mainly used to measure thin sections of 

living cells because they are mostly transparent samples [39]. In addition to this application, 

phase-contrast is also used for biomedical applications with X-ray illumination sources because 

several biological samples are invisible to these wavelengths. For example, X-ray phase-contrast 

microscopy has been used for diagnosing rheumatoid arthritis [40] and to image ground plant 

parts and roots for studying dynamic and real-time processes [41]. 

Electron microscopy 

Electron microscopy techniques are imaging techniques that were originally developed to 

observe inorganic materials with up to atomic resolution [35]. The two most commonly used 

types of electron microscopy techniques are transmission electron microscopy (TEM) and 

scanning electron microscopy (SEM). The operational principle of TEM is the same as a simple 

transmission optical microscope but uses electrons instead of photons. Accordingly, the used 

lenses are electromagnetic lenses and the detector is an electron detector [35]. The main issue 

of TEM is that it must be used to image ultrathin sections (∼100 nm). By contrast, SEM is used 

to measure the surface of samples so these samples have not to be thin. SEM is a scanning 

imaging technique that works by focusing the electrons at a point of the specimen surface. In 

that focused point, these primary electrons knock out electrons from the sample material. These 

secondary knocked-out electrons are collected by a detector and thanks to a scanning process 

(in which electrons are focused at different points of the specimen surface) an image of the 

sample surface is retrieved [35]. The resolution of SEM microscopy allows the visualization of 

nanometric crystals. 

Although this technique provides up to the atomic resolution, the instruments are much 

more expensive than optical microscopes because the measurement must be performed in a 

vacuum chamber [35]. In addition, organic samples must be prepared before their imaging. This 

sample preparation follows very precise methods that usually involves a carbon coat, and which 

must be performed by an expert.  

In biology, electron microscopy is used to measure nanometric and micrometric structures, 

for instance, plant stomata [42] or the composition of blood [43]. 

1.2 Image polarimetry 

Polarization is the property of light that describes the transversal oscillation direction of 

electromagnetic waves [44–46]. This direction can be random (unpolarized light), in a unique 

and particular direction (linearly polarized light), or can variate with a circular or elliptical pattern 

(circularly or elliptically polarized light, respectively).  

Polarimetry comprises a group of non-contact and non-invasive optical methods that 

measures the polarization of light as well as its modification due to light-sample interaction [44–

46]. Figure 1-5 shows the basic operational principle of polarimetric techniques. In polarimetric 

experiments, the measured sample is illuminated with polarized light (vertical linear polarization 
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in Figure 1-5), and the polarized light resulting from light-sample interaction is analyzed by using 

one or more analyzers (diagonal linear polarization in Figure 1-5). An analyzer is an optical 

element (or a set of optical elements) that allows passing through only one type of polarization 

(several instrumental architectures can be used to analyze polarized light [47]; they are 

described below in section 1.3). Once light resulting from the sample is analyzed, we can 

determine the polarization modification produced by the sample by comparing the incident and 

the analyzed polarizations. In the schematized example of Figure 1-5, the sample acts as an 

optical rotator that rotates linearly polarized light at a given angle [45]. However, the 

measurement schematized in Figure 1-5  is also compatible with the fact that the sample was a 

linear polarizer [45]. Under this scenario, we can generate and analyze more polarization states 

to obtain a complete characterization of the sample’s polarimetric response. 

 

Figure 1-5. Scheme of the basic operation principle of polarimetry. 

Depending on the number of generated and analyzed states we can differentiate three 

polarimetric approaches: Polarization Gating (PG) techniques, Stokes vector-based techniques, 

and Mueller matrix-based techniques.  

Polarization Gating (PG) techniques 

Polarization Gating techniques are the simplest polarimetric methods and consists of 

illuminating the sample with a certain polarization and analyzing the polarimetric response of 

the sample by using an analyzer with a specific polarization [48] (e.g. illuminating the sample 

with horizontal linearly polarized light and analyzing the amount of vertically polarized light 

coming from the sample). Usually, the polarization of the analyzer is the same input polarization 

(co-polarized configuration) or the orthogonal one (cross-polarized configuration). This group of 

polarimetric techniques has de benefit, in front of the methods following described, that only 

needs to take one image for measurement so it can be easily used for real-time applications. 

Stokes vector-based techniques 

Another group of polarimetric techniques are those based on the measurement of the Stokes 

vector [45]. Stokes vectors consist of four real parameters arranged in a vector-form that 

completely describe the state of polarization (SoP) of a light beam. To measure a complete 

Stokes vector (i.e., measure its four parameters), at least four analyzers are needed [49]. 

Consequently, at least four different measurements must be taken, this difficulting the real-time 

acquisition of Stokes images. However, real-time Stokes images can be nowadays implemented 

with the so called division of focal plane (DoFP) polarimeters [50–59]. DoFP polarimeters reduce 

the image resolution to improve the frame rate. 
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The operational principle of Stokes polarimetry consists of illuminating the sample with a 

given polarization and analyzing the polarimetric response of the sample by using four or more 

independent analyzers. Once measured the Stokes vector, different light polarimetric properties 

can be deduced from them [45]. Light depolarization is one of the most commonly analyzed 

polarimetric property and it is usually quantified by using the degree of polarization (DOP) [45]. 

Light depolarization is a statistical magnitude that can be understood as the opposite of light 

polarization and is associated with the randomness of the amplitudes and relative phase of the 

electromagnetic wave components.  

Mueller matrix-based techniques 

Lastly, a widespread group of polarimetric methods [1,44–46,60–73] is based on the Mueller 

matrix of samples [44–46]. The Mueller matrix is a 4x4 real coefficients matrix that defines how 

any incident polarized light beam, with a fixed wavelength and incident direction, is modified 

because of its interaction with the measured sample [44–46]. Accordingly, the 16 real 

coefficients of that matrix encode the polarimetric characteristics of the sample which can be 

described as a combination of three physical properties [45,46]: diattenuation-polarizance (or 

dichroism) - the ability to variate the intensity of the incident beam depending on their 

polarization and the ability to polarize light; retardance (or birefringence) – the ability to modify 

the type of polarization of the incident beam (e.g., modify from linearly to circularly polarized 

light); and depolarization – the ability to depolarize the incident beam. Under this scenario, the 

information of different properties can be decoupled by using different mathematical methods 

to obtain several observables [1,44–46,60–66,68–73]. These observables are used to analyze 

the polarimetric properties of samples as well as to improve the visualization of samples in 

imaging applications. 

Diattenuation and polarizance properties are commonly described with the diattenuation D 

and polarizance P vectors [44–46]. To analyze the retardance of the sample, the birefringence 

of the sample can be completely described by operating the Lu-Chipman product decomposition 

[66] and calculating the total retardance (R) [66], the linear retardance (δ) [74], the angle 

orientation of the fast axis (θ) [74], and the optical rotation of the circular retarder, (ϕ) [74]. 

Concerning depolarization properties, a first approximation can be done with the operation of 

the depolarization index (PΔ) [69] or the depolarization power (Δ) [66] which quantifies the 

overall depolarization of samples from a statistical point of view. However, part of 

depolarization information is lost when using only PΔ or Δ, for instance, the possible dependence 

of sample depolarization with the input polarization (i.e, depolarization anisotropy). 

Interestingly, this depolarization information is not lost in other depolarization methods 

described in the literature which further synthesize the depolarization content of the sample, as 

for instance, the indices of polarimetric purity (IPP) [1], the components of purity (CP) [61], the 

covariance matrix eigenvalues [70], and the canonical parameters of the symmetric 

decomposition [72], among others. However, these metrics are not extensively used yet in 

biomedical applications, and to highlight their usefulness in such applications is one of the goals 

of this thesis. The physical meaning and the mathematical calculation of the above-cited 

observables will be described in detail in Chapter 2.  

The operational principle to measure the complete Mueller matrix of samples consist of 

illuminating the sample with four or more independent polarizations and analyzing the 
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polarimetric response of the sample by using four or more independent analyzers. Considering 

that DoFP polarimeters can be used to analyze the polarization in real-time, at least four 

radiometric measurements are needed to retrieve the complete Mueller matrix image (8 

radiometric measurements in the case of using the actual commercial DoFP polarimeters based 

on grid polarizers [57]). Then, taking into account the fast synchronization processes observed 

in STED, OCT and confocal microscopy, the fact of taking 100 images per second (25 Mueller 

matrix images x 4 Stokes images for each measurement) is feasible [75]. Consequently, the 

construction of real-time Mueller polarimeters is possible. 

Regardless of the polarization technique, polarimetry always provides information that is 

independent of the intensity properties of the illumination light beam. In that sense, image 

polarimetry can distinguish objects that transmit or reflects the same amount of light but which 

modifies the polarized light differently, for instance, transparent samples. As an example, 

polarimetry can differentiate sticky tapes with different orientations [76] or organic tissues with 

the same reflectance but different birefringence or dichroism.  

In addition, polarimetric methods can be combined with most other optical techniques to 

improve the obtained results. For instance, polarimetry can be combined with multispectral or 

hyperspectral imaging [77–79], Raman spectroscopy [80], fluorescence microscopy [81–83], 

second harmonic generation microscopy [84–86], or optical coherence tomography [87], among 

others. In the case of Raman scattering, fluorescence microscopy, and SHG microscopy, light 

absorbed and scattered by dipole molecules is reemitted linearly polarized with a polarization 

parallel to the orientation of the dipole. Therefore, the combination of second harmonic 

generation and polarimetry can be used to characterize the orientation of biological elements, 

for instance, to characterize the orientation of collagen [84–86] and muscle fibers [86]. 

Concerning the combination of fluorescence microscopy and polarimetry, it has been used in 

biomedical applications for the diagnosis of oral cancer [81] and the study of breast cancer at 

the cellular level [82], and to determine the orientation of cellulose fibrils in plants [83]. The 

combination of multispectral and hyperspectral imaging techniques with polarimetry is also very 

interesting because polarimetric properties of samples usually variates with the incident light 

wavelength. Polarization-sensitive hyperspectral imaging proved to be useful for detecting skin 

diseases by enhancing its visualization [78,79]. Unfortunately, polarization cannot be combined 

with STED microscopy because vortex beams must be circularly polarized to present the 

doughnut shape.  

Note that most studies that combine polarimetry with other optical techniques implement 

PG methods [77,79,81–85] because they do not increase the acquisition time of measurements. 

However, other studies implement Stokes polarimetry with positive results [78,86,87]. The 

implementation of these polarimetric techniques in instruments that uses other optical 

techniques can be relatively easy to do. To make an optical instrument capable of measuring the 

polarization of light and how it is modified by light-sample interaction, only two sets of optical 

elements have to be built-in: one set capable to generate the desired polarization (called 

polarization state generator, PSG), and the other set capable to analyze the polarization 

response of the sample (called polarization state analyzer, PSA). If the PSG and the PSA can 

generate and analyze four independent polarization, the combined instrument is able to 

measure the Mueller matrix of the sample [49].  
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1.2.1 Image polarimetry applications 

Image polarimetry proved to be useful in a wide range of fields. In the following, as an 

example, we review some applications in material characterization, astronomy, and remote 

sensing. Afterward, to motivate their use in the analysis of biological samples, we overview the 

use of image polarimetry for biomedical and plant applications.  

Material characterization 

The use of polarimetry to characterize bulk and thin-film materials is traditionally called 

ellipsometry [88,89]. The potential of ellipsometry was first proved by Paul Drude in 1888 when 

he used polarized light to analyze the optical properties of very thin metallic films and determine 

their thickness [90]. Recent studies usually combine ellipsometry and spectroscopy techniques 

for a more general characterization of analyzed materials [91,92]. In these studies, the Mueller 

matrix or the Jones matrix [44] of samples is measured in different angles to completely 

characterize their optical properties. As an example, a near-infrared Mueller matrix ellipsometer 

has been used to characterize strain in transparent samples [93]. Spectroscopic ellipsometers 

also proved to be useful for the thickness measurement of multilayer films (stack in perovskite 

solar cells) [94]. 

When light-matter interaction is produced, polarization properties of light are sensitive to 

the nanometric structure of measured material and some studies showed how this polarimetric 

information can be used to characterize the sample [95,96]. In that sense, polarimetry can be 

used for the study of indium nanowires deposited on silicon [95] and to characterize the optical 

properties of silver nanoparticles [96]. 

Astronomy 

In astronomy studies, polarimetry often yields crucial information that is unobtainable with 

other optical techniques [97]. Polarimetry is mainly used for the study of stars [98–100] and for 

the detection and characterization of extrasolar planets [97,101]. However, polarization of light 

is also used in astronomy for other applications, for instance, to measure the distance of galaxies 

[102]. Concerning the use of polarimetry to study stars, the Sun’s magnetic fields are analyzed 

through the measurement of light polarized via the Zeeman effect [98]. Zeeman signals show 

often very small amplitudes and sometimes take values smaller than the noise signal of the 

instrumentation [99]. Alternatively, Sun can be studied by measuring the scattering polarization 

associated with the Hanle effect [100]. For its side, extrasolar planets are detected by measuring 

the light polarized in their atmosphere because of the Rayleigh scattering process [97,101]. The 

polarization associated with Rayleigh scattering is especially used to study protoplanetary 

nebulas [101]. 

Remote sensing 

In remote sensing, polarimetry is commonly used in combination with multispectral and 

hyperspectral imaging techniques to enhance the visualization of certain objects [47,103–107]. 

In particular, polarimetry is especially useful for distinguishing between metallic and organic 

objects because the former maintains the incident polarization while the latter depolarize it. In 

that sense, polarimetry has been used for military purposes to distinguish metallic vehicles in 

forest areas [47] and to detect anti-personnel mines by using an infrared camera [103]. These 
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latter two remote sensing applications are called passive applications because the sample is not 

illuminated artificially. In these cases, the sample is illuminated by the Sun’s light that is 

polarized by the Earth’s atmosphere through Rayleigh scattering processes [104]. The same 

passive technique is used in the study of oceans [105], forests [106], and the atmosphere [104]. 

Polarimetry is also used to measure the quantity of oxygen in the atmosphere [107]. Moreover, 

polarimetry is combined with radar techniques, for instance, for the detection of warm fronts 

[108] and the characterization of urban structures [109], among others.  

1.2.2 Image polarimetry for biomedical applications 

The potential of using polarimetry for the study of organic tissues has been provided in 

literature [48,79,81,82,84,85,110–148]. However, organic fibers scatter the incident light and 

generate depolarization. Figure 1-6 shows, in a schematic way, the light propagation in organic 

tissues such as human skin. Inside organic tissues, the light is scattered multiple times by fibers 

and other internal structures, and consequently, the incident photons follow different optical 

paths across the tissue. Each photon, associated with a particular path, experiences a particular 

polarization transformation that is different from those of the other photons. Therefore, the 

polarization of photons leaving the sample is different. Then, for statistics, part of the outgoing 

photons leaves the tissue sample in the same position and direction (see Figure 1-6), those 

photons reaching the same pixel of an imaging polarimeter, so their polarizations are 

incoherently combined. The incoherent combination of different polarizations leads to partially 

or fully depolarized states and part of the polarimetric information is lost. However, the 

measured depolarization is defined for the scattering processes which strongly depends on the 

density of the inherent fibers and their physical characteristics (i.e., size, shape, index of 

refraction, etc.) [48]. For that reason, different Monte-Carlo models have been developed to 

understand the relation between the intrinsic physical structure of the sample and the type of 

depolarization produced [149–153]. Unfortunately, this relation is a complex issue that has not 

been solved. 

 

Figure 1-6. Scheme of scattering processes in biological tissues. 

Although the mentioned relation is still unknown, different biological structures can produce 

different polarimetric responses and this information can be used to enhance their visualization. 

For that reason, the interest in using polarimetric methods for biomedical studies has grown 

during the last decades [140]. In that sense, polarimetry is used to determine the concentration 

of hemoglobin [113], oxygen [113], and glucose [117,141] in blood. Different concentration of 



1.2 Image polarimetry 15 
 

hemoglobin and oxygen variates the scattering properties of the sample thus changing light 

depolarization [113].  Concerning the measurement of glucose, glucose is a chiral molecule that 

rotates the incident polarization [117,141]. In ref. [141] human eyes are imaged to determine 

their glucose concentration. Other polarimetric studies takes also polarimetric images from the 

eyes of animals [118] and humans [119–121,142] with the aim of detecting ocular aberrations 

and other optical pathologies such as glaucoma [120,142]. These last studies measure the 

polarimetric properties of the eye’s retina and show that eyes that suffer glaucoma present 

more depolarization than “normal” eyes. Larger depolarization levels are also observed in eyes 

corrected with laser in situ keratomileusis [143]. In this case, operated eyes also presents more 

irregular patterns of retardation compared to “normal” healthy eyes [143]. 

Polarimetry is also used to identify the orientation of tissue fibers [84–86,114,122,123]. Most 

of these studies use polarimetry to determine the orientation of collagen fibers because collagen 

presents a strong birefringence [84–86,114,122,123,144]. However, some studies showed that 

polarimetry can also determine the orientation of other types of biological fibers such as skeletal 

muscle fibers [86]. In other biomedical applications, the birefringence properties of collagen 

fibers are also proved to be useful to determine the structural inhomogeneities in intermediate 

layers of tissue samples, for instance, articular cartilages [124].  Note that SHG, a high-resolved 

image technique commonly used to image collagen fibers, can only measure the superficial 

layers of tissue samples [124].  

In the biomedical field, it is difficult to diagnose of skin pathologies for pigmented lesions or 

darker skins [79]. In that context, the polarization of light is a property independent of the 

intensity that proved to be useful in dermatology for the detection of skin diseases 

[78,79,115,116,125,126]. Polarimetry allows an easier delimitation of the unhealth region [115] 

and also to perform a better diagnosis of the pathology [78,79,116,125]. Moreover, polarimetry 

is also able to characterize in real-time microstructural variations of skin tissues during the 

ultraviolet photo-damaging process [126]. Note that some of these studies (e.g., refs. [78,79]) 

bases their analysis on hyperspectral imaging techniques and use polarimetry to improve the 

visualization of the pigmented area (see Figure 1-7). In Figure 1-7 (b) light directly reflected on 

the surface of the skin is filtered with a linear cross-polarized PG configuration. 

 

Figure 1-7. Color image of a nevus by using linear (a) co-polarized and (b) cross-

polarized PG configurations. Image from ref. [79].  

Nowadays, cancer detection is a very important topic in the medical field since cancer 

becomes the leading cause of death in 2020 with nearly 10 million deaths and 19.3 million cancer 

occurrences [154]. In addition, the number of cancer occurrences will grow in the next years 

because the world population is estimated to increase. Accordingly, the number of deaths will 
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also increase unless the cancer survival rate increases. In that sense, the early recognition of 

cancerous tissues significantly increases the probability of long-term survival [155–157]. As an 

example, 89.9% of patients with lung cancer survive for five or more years after the cancer 

diagnosis at stage I compared with 11.4% of those diagnosed at stage IV [158]. As previously said 

in section 1.1, different optical imaging techniques proved to be useful for the detection of 

cancer, but the sensitivity of these studies is around 85% [16]. Therefore, the research of new 

imaging methods that allows the correct early detection of malignant tissues or that eases its 

recognition takes a special medical interest because their use would reduce drastically the 

number of deaths.  

In the last years, a wide number of studies proved the interest in using polarimetric imaging 

for the diagnosis and detection of cancer [81,82,127–132,134–136,145,146]. In particular, 

polarimetric imaging has been used for the diagnosis of breast cancer [82,130,146], skin cancer 

[131,132], cervical cancer [129,134–136], colon cancer [133], brain cancer [127], oral cancer[81], 

thyroid cancer [135], lung cancer [145], among others. Some of these studies are focused on 

using polarimetry to study carcinoma tissues at the microstructure or cellular level [82,128,130] 

while others image the sample from a macroscopic point of view and use the different 

polarimetric properties of cancer and healthy tissue to delimit the cancerous region 

[81,127,129,131–136,145,146]. As an example of the last group of studies, we provide in Figure 

1-8 some results of ref.  [135]. Figure 1-8 shows the linear retardance (δ) and the depolarization 

power (Δ) of a cervical carcinoma tissue. We see that birefringence and depolarization 

properties of cancerous and healthy regions are different. Healthy cervical tissues present a no-

null linear retardance because they are well-ordered structures [135]. By contrast, cancerous 

cervical tissue has null linear retardance because neoplasia processes destruct and broke down 

these well-ordered structures [135]. Concerning depolarization properties, cancerous tissues 

contain denser small organelles which result in smaller depolarization [135]. Some studies 

analyze the different polarimetric responses between healthy and malignant tissues from an 

statistical point of view to automatically recognize pre-cancerous regions [129,136].  

 

Figure 1-8. Pseudo-color image of (a) linear retardance (δ), and (b) depolarization 

power (Δ) of cervical carcinoma tissue. Tissue was measured at 630 nm wavelength 

and healthy and cancerous regions are delimited by a white and black dotted line. 

Images are taken from ref. [135]. 

Most studies that use polarimetric imaging techniques for biomedical purposes are based on 

two differentiated groups of methods: PG methods [48,79,81,82,84,85,110–116,145–148] and 

Mueller matrix-based techniques [117–139]. 
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On the one hand, studies that use Polarization Gating techniques exploit the fact that 

photons directly reflected on the sample’s surface maintain the incident polarization when 

samples are non-dichroic and non-birefringent. In that sense, many studies based on PG 

techniques use cross-polarized PG configurations to remove the directly reflected photons thus 

enhancing the visualization of deeper layers of the tissue [79,110–112,115,116,145,147,148]. 

For example, in ref. [79], a nevus is illuminated with linearly polarized light and when a cross-

linear analyzer is used, the surface-reflected photons are filtered (see Figure 1-7 (b)). Note that 

when a co-linear analyzer is used, the surface-reflected photons are detected (see Figure 1-7 

(a)).  This study used linear polarizations, but other studies proved the interest of using circular 

and elliptical polarizations for image enhancement [110,111,145,148]. In particular, ref. [148] 

combines circular and linear PG configurations to enhance contrast and depth resolution in 

tissue imaging. Other studies combine linear co-polarized and cross-polarized PG configurations 

to determine the orientation of birefringent fibers [84,85,114]. 

On the other hand, a widespread number of polarization-based biomedical applications 

measure the Mueller matrix of tissue samples to analyze their polarimetric properties [117–

120,122–132,134–139]. In that sense, birefringence and depolarization properties proved to be 

useful for many biomedical applications, for instance, cancer detection (see Figure 1-8). In 

Mueller polarimetry, these properties are studied through the calculus of different polarimetric 

observables. The birefringence of the sample is completely described by operating the Lu-

Chipman product decomposition [66] and calculating the total retardance R [118,127,129,134], 

the linear retardance δ [119,124,132,138], the angle orientation of the fast axis, θ 

[119,124,127,134,138], and the optical rotation of the circular retarder, ϕ [124,138]. Concerning 

depolarization properties, their analysis is usually restricted to the operation of the 

depolarization index, PΔ [45,69,119,124,129], or the depolarization power, Δ 

[66,118,127,132,134,138], both global observables that quantify the overall depolarization of 

samples from a statistical point of view. Note that these depolarization metrics do not measure 

any dependence of exiting light depolarization with the incident polarization state (i.e., they do 

not measure the depolarization anisotropy of the sample) so this information that could be 

interesting is not studied for most biomedical applications.  

1.2.3 Image polarimetry for plant applications 

Compared to biomedical applications, the number of studies that use polarimetry to enhance 

the imaging of vegetal tissue samples is much lower [83,159–176]. Despite the limited number 

of studies, the existing studies showed that relevant information can be obtained from the 

measurement of dichroism [159,169,170], birefringence [83,170–175], and depolarization [160–

168,170,176] properties of vegetal samples. For example, the amount of light reflected off plant 

leaves is different when the incident light is polarized compared to when it is non-polarized 

[159,169]. Moreover, the dependence between light reflected by the leaves and the wavelength 

of the illumination source is also different when using polarized and non-polarized incident light 

[159,169]. This extra information related to light diattenuation is useful, for instance, for plant 

classification and characterization [169]. Diattenuation is also produced in leaf veins and can be 

used to determine their direction [170]. However, their diattenuation signal is weaker compared 

to their retardance so this application is better performed by using retardance images [170].  
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Birefringence information is used to characterize the structure of guard cells and their related 

stomata in different plant samples, including Allium cepa [171,172],  Nicotiana tabacum [172], 

Platycerium bifurcatum [173], Asplenium nidus [173], among others [173]. Stomata are widely 

studied in the botanical field because they are responsible for regulating gas exchange and water 

loss in plants [177,178]. Figure 1-9 shows a polarization (Figure 1-9 (a)) and a non-polarization 

(Figure 1-9 (b)) images of an Allium cepa taken from ref. [172]. In the polarization image (Figure 

1-9 (a)), four bright points are seen in the stomata “lips”. This brightness is observed because 

these stomata structures retardate the incident light thus changing their polarization. This 

retardation can be used to study the stress and pressure of those microfibrils that compose the 

measured stoma [173]. 

 

Figure 1-9. (a) Cross-polarization image of onion guard cells and their related stomata. 

(b) Microscopy image of an onion stoma. (c) Cross-polarization and (d) microscopy 

image of an Arabidopsis thaliana leaf. (a) and (b) images are taken from ref. [172]  

In addition to guard cells and stomata, birefringence enhances the visualization of trichomes 

compared to using non-polarimetric microscopes [174] (see Figure 1-9 (c) and (d)). Trichomes 

are ideal model systems for the study of various aspects of plant cell morphogenesis [179]. 

Cotton fibers are trichome cells composed primarily of cellulose and their maturity can be 

determined by measuring their birefringence [175]. In that sense, mature fibers have more 

cellulose so greater birefringence [175]. Moreover, polarimetric techniques also allow 

determining the orientation of cellulose fibrils in plants [83]. 

 For its side, depolarization has been used to study the photosynthesis process [165,166]. 

The polarimetric signature of photosynthetic pigments can be sensitive biomarkers to detect 

live in other planets [165]. In addition, depolarization can be used to detect water stress in plants 

because measured depolarization increases as plant leaves are more dehydrated [160–162]. 

Moreover, depolarization is also used in remote sensing to classify vegetation [163,176], to 

discriminate and delimit vegetal areas [167], and to distinguish land mines from the surrounding 
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vegetation backgrounds [164]. Note that in these remote sensing applications, polarimetry is 

combined with spectroscopy techniques to improve the classification results. 

The above-mentioned studies that use polarization to inspect vegetal tissues are mainly 

based on two different approaches: PG techniques [83,171–175], and the measurement of the 

degree of polarization, DOP [160–163,165–167,176]. The PG techniques are mainly used to 

exploit the birefringence properties of vegetal structures. In turn, the degree of polarization is 

employed to measure the depolarization that a given polarized light suffers after its interaction 

with the imaged vegetal tissue. Note that when using these polarimetric techniques, only part 

of the birefringence or depolarization properties is studied. By contrast, Mueller polarimetry is 

a more general approach that allows the calculation of several retardance and depolarization 

observables to completely analyze these two properties from a particular Mueller matrix 

measurement [44–46]. However, despite the theoretical benefits, Mueller polarimetry has been 

scarcely used for plant applications [164,168,170]. 

The use of polarimetry for plant studies is minimal compared with its use in biomedical 

applications. Consequently, the potential of polarimetry for many plant applications is unknown. 

For example, polarimetry could be used for the detection of plant diseases, but its suitability in 

such scenario is still not studied. The detection of plant disease is a very interesting topic with 

economic relevance because pests and diseases are responsible for significant losses in 

agricultural crops thus resulting in important economic losses [180]. To give some numbers, crop 

losses of the major food crops (rice, wheat, maize, potatoes, etc.) due to pests and diseases 

were quantified between 20% to 40% [181] in 2001-2003. Therefore, the research of new 

imaging methods that eases the detection of diseases, preferably at early stages, takes a special 

economical interest.  

1.3 Polarimeters 

Polarimeters are the instruments used to measure the polarization properties of light and 

samples. Polarimeters that measure the polarization properties of light are called Stokes 

polarimeters whereas those used to measure sample properties are called Mueller polarimeters. 

Mueller polarimeters are composed of an illumination system with control to the generated 

state of polarization and a Stokes polarimeter that can analyze the state of polarization of 

measured light. In this section, we following review some of the main architectures of Stokes 

polarimeters: a division of amplitude polarimeters (DoAmP) [182,183], division of aperture 

polarimeters (DoAP) [184–186], division of focal plane (DoFP) polarimeters  [50–59], 

polarimeters based on rotating elements [187–190], and polarimeters based on liquid crystal 

devices [191–194]. 

Division of amplitude polarimeters (DoAmP) 

In DoAmP, the analyzed light beam is divided into four beams and different static analyzers 

(usually composed of a retarder plate and a linear polarizer) are used to measure each beam  

[182,183] (see Figure 1-10 (a)). Afterward, all the measured intensities are combined to retrieve 

the Stokes vector of the beam. This architecture has the advantage of performing simultaneous 

acquisitions leading to real-time measurements. However, the instrument presents large sizes 

compared to other options and, in the case of imaging polarimeters, four cameras are needed 
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thus being an expensive option compared with others. Additionally, the calibration process of 

these four cameras is laborious as the four images that must be combined usually present 

different magnifications and requires postprocessing techniques. Such postprocessing 

techniques must also take into account the different light absorptions and electrical responses 

between cameras, which can be different although being the same model.  

 

Figure 1-10. (a) Scheme of a division of amplitude polarimeter. (b) Scheme of a 

division of focal plane polarimeter. BS means beam splitter. 

Division of aperture polarimeters (DoAP) 

DoAP is an alternative architecture that presents similar characteristics to DoAmP but solving 

the problem of working with four different cameras.  These type of polarimeters also splits the 

beam amplitude into four channels, they being addressed to their corresponding analyzers, but 

unlike DoAmP, all the resulting intensities are measured with different regions of the same 

camera [184–186]. Consequently, it allows the performance of compact snapshot polarimeters 

[186]. The main issue of DoAP polarimeters is the loss of spatial resolution with respect to 

DoAmP. Additionally, DoAP presents distortion, magnification, apodization, and transmission 

between channels due to the optical elements that split the beam. 

Division of Focal plane (DoFP) polarimeters  

DoFP polarimeters are compact polarimeter designs that solve the distortion, magnification, 

and apodization issues and allow snap-shot measurements [59]. This polarimeter is built by 

placing different analyzers (usually a polarization microgrid)  in front of each camera pixel [50–

59] (see Figure 1-10 (b)). Note that using this architecture, the resolution of the polarimetric 

image is lower than the standard intensity image because at least the information of four pixels 

must be combined to calculate the Mueller matrix (see Figure 1-10 (b) in which macropixels are 

represented in different colors).  

Because of its miniaturized design, its construction process requires complex miniaturization 

techniques and high align accuracy thus resulting in very expensive polarimeters. However, 
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during the last years, the miniaturization industry has been growing very fast and nowadays 

their price is comparable with other polarimeters. This kind of polarimeters is very interesting 

for biomedical applications, but unfortunately, at the beginning of this thesis, a DoFP system 

was not available.  

1.3.1 Division of time polarimeters (DoTP) 

Polarimeters based on rotating elements and polarimeters based on liquid crystal devices are 

grouped as a division of time polarimeters (DoTP) [47] which are characterized by changing the 

analyzer over time (time-sequential polarimeters). This type of polarimeters works by taking 

measurements with different analyzers that vary over time, and after a given number of 

measurements (at least 4 in the case of Stokes polarimeter and 16 in the case of Mueller 

polarimeter) the Mueller matrix of the sample is retrieved. Note that each analyzer 

measurement takes time so the Mueller matrix measurements are not instantaneous, and the 

samples must be stationary during the measuring time. Nevertheless, although these kind of 

polarimeters are not the best option for real-time applications, nowadays, they can be 

configured to perform very fast measurements, being limited by the refresh rate of the liquid 

crystals (in the order of Hz for nematic liquid crystals and of kHz for ferro-electric liquid crystals 

[195]) or the exposure time of the camera in the case of polarimeters based on rotating 

elements. 

Polarimeters based on rotating elements 

Polarization analyzers in polarimeters based on rotating elements are mechanically modified 

by rotating a retarder plate or rotating a polarizer [187–190]. This type of polarimeters performs 

faster measurements compared to polarimeters based on liquid crystal devices and is clearly the 

cheapest architecture in the market. However, they present a strong disadvantage related to 

image acquisitions. This type of polarimeters is based on the mechanical rotation of optical 

elements and this mechanical rotation of the element may slightly modify the direction of the 

light beam so shifting the images captured with the camera (beam wander). This image shifting 

requires image postprocessing to be compensated.  

Polarimeters based on liquid crystal devices 

Polarization analyzers in polarimeters based on liquid crystal (LC) devices are modified by 

changing the voltage applied to liquid crystal devices thus not applying mechanical rotations 

[191–194]. This is because liquid crystals are based on anisotropic uniaxial molecules that are 

polar molecules, so tend to align with an external electric field, modifying the medium 

retardance with voltage. Since no mechanical rotation is applied, the captured images do not 

need postprocessing techniques to compensate for possible image shifts. This type of 

polarimeters is cheaper and easier to implement compared to DoAmP and DoAP but such 

polarimeters are not able to take snapshot images; they are limited by the refresh rate of the 

liquid crystals. Accordingly, depending on the liquid crystal device employed, faster or slower 

polarimeters are built. 

(i) Parallel aligned nematic LC 

Parallel aligned liquid crystals (PA-LC) consist of nematic liquid crystals placed 

between two glass substrates, and with the molecules that limit with both substrates 
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attached in parallel [196] (see Figure 1-11 (a)). Under this scenario, orthogonal light 

components experience two different indices of refraction and they are accordingly 

retarded, being able to modify light polarization. Importantly, when an external field is 

applied, LC molecules are tilted in the direction of that field. The tilted angle depends 

on the voltage applied, being near to 90° for high voltages (see Figure 1-11 (b)). 

Therefore, the effective retardance introduced by LC molecules depends on the optical 

axis orientation. In the case of maximum tilt, the medium acts as an isotropic medium, 

so PA-LC does not introduce phase shift to the light components. However, in real 

experimental scenarios, LC molecules never reach the perfect alignment with the 

external field direction, even for high voltages [196], so some residual retardance is 

always introduced. 

In practice, PA-LC acts as a linear retarder with variable retardance δ, which can be 

controlled with the voltage. To swap from one state to another, PA-LC needs typically 

∼10-100 ms [195]. However, the newest high-speed liquid crystal devices need ∼1ms 

[195]  thus making possible real-time polarimeters based on PA-LC devices.  

 

Figure 1-11. Scheme of PA-LC cell showing molecules arrangement when applying (a) 

no voltage and (b) high voltage. Scheme of TN-LC cell, with a twist of 75°, showing 

molecules arrangement when applying (c) no voltage and (d) high voltage. Scheme of 

ferroelectric LC cell showing molecules arrangement when applying (e) positive 

voltage (first stable state) and (f) negative voltage (second stable state). 

(ii) Twisted nematic LC 

Twisted nematic liquid crystals (TN-LC) consist of nematic liquid crystals placed 

between two glass substrates, and with the molecules that limit with both substrates 

attached in a certain angle, called twist angle [196] (see Figure 1-11 (c)). These LC devices 

work similarly to PA-LC but the fact global twist introduced by molecules (see Figure 1-

11 (c)) produces an optical rotation to the incident light. Consequently, TN-LC acts as a 

combination of a linear retarder and a circular retarder (i.e., an elliptical retarder) that 

depends on the applied voltage [196]. The refresh rate of TN-LC is like PA-LC. 

(iii) Ferroelectric LC 

Ferroelectric LC consists of chiral smectic C phase molecules placed between two 

glass substrates [196] (see Figure 1-11 (e)). Unlike nematic liquid crystals, these chiral 
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molecules are not aligned when no voltage is applied. In fact, these chiral molecules are 

randomly oriented in a cone direction. When a certain external field is applied, chiral 

molecules try to be aligned parallel to its direction without leaving the mentioned cone 

of directions (see Figure 1-11 (e)). Therefore, when the external field is positive, chiral 

molecules collapse in a first stable state (see Figure 1-11 (e)) and when it is negative, 

chiral molecules collapse in a second stable state (see Figure 1-11 (f)). These two states 

can be defined in a plane and are rotated at an angle α one to the other. Consequently, 

ferroelectric LC acts as a linear retarder with two different orientations (θ and θ+α) 

[196]. Switching from one state to the other takes hundreds of microseconds [195]. 

1.4 Main goals of this thesis 

Several polarimetric techniques have been developed and applied for image enhancement 

in biological applications (see subsections 1.2.2 and 1.2.3). Nevertheless, some metrics 

described in the literature that further characterize the polarization and depolarization response 

of tissue samples are not used. In particular, biomedical studies based on polarimetry are 

restricted to the measure of global depolarization observables so not measuring observables 

that depend on the depolarization anisotropy of the sample. On the other hand, Mueller 

polarimetry is scarcely used for the analysis of vegetal tissues so being a field to explore.  

Under this scenario, this thesis proposes the experimental implementation of recently 

proposed polarimetric methods (as well as new ones) to obtain additional information from the 

polarization and depolarization response of biological tissues. This additional information can 

be used to enhance the imaging of biological tissues as well as to improve tissue classification. 

In that context, the main goals of this thesis are: 

i. Mueller matrix and polarization gating relation: To compare the two polarimetric 

approaches most used in biomedical applications, i.e., Mueller polarimetry and 

Polarization gating techniques, and to determine a mathematical relation between them. 

The mathematical relation has to be experimentally tested to check if it can be used in 

biological applications. 

ii. Complete characterization of depolarization: To experimentally analyze the physical 

interpretation of two sets of polarization metrics, the indices of polarimetric purity (IPP) 

and the components of purity (CP), that further synthesize the depolarization response of 

samples compared to the global observables PΔ and Δ. The complementary aspect of both 

sets of parameters and their combined use to completely describe the depolarization 

mechanisms involved in light-matter interactions have to be also studied.  

iii. IPP to enhance tissue visualization: To apply the indices of polarimetric purity, that further 

synthesize the depolarization response of samples, to improve the visualization of animal 

tissues, and to better characterize the depolarization process related to the physical 

structures of the tissue. In addition, the results obtained with the IPP have to be compared 

with those obtained with the commonly used parameters PΔ and Δ. 

iv. Depolarization information for tissue classification: To identify the best way of 

synthesizing the depolarization content of animal tissue samples for their automatic 

classification based on machine learning techniques. Accordingly, the suitability of 
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different sets of depolarization metrics for tissue classification must be compared. This 

goal includes the proposal of a classification method based on depolarization information. 

v. Mueller polarimetry for plant applications: To analyze the potential of using Mueller 

polarimetry for the inspection of vegetal tissues and to compare the results with 

commonly used polarimetric and non-polarimetric optical techniques.  

1.5 Structure of this thesis 

The outline of this thesis is as follows: 

In Chapter 2, we describe in detail the mathematical formalism used in this thesis to analyze 

the polarization and depolarization properties of light as well as the polarimetric properties of 

biological samples. In that sense, the mathematical calculations of different groups of 

polarimetric observables are defined based on the Mueller-Stokes formalism. We use the 

Mueller-Stokes formalism because it allows the description of partially and fully depolarized 

states. 

In Chapter 3 we describe the design and experimental implementation of the image Mueller 

polarimeter used in most of this thesis experiments. The described polarimeter is based on 

Parallel Aligned Liquid Crystals (PA-LC) devices and the chapter explains its operation principle 

and its calibration method. Moreover, a brief explanation of the main reasons that led the 

research group to select this architecture is also provided. 

Afterward, Chapter 4 analyzes recently proposed polarimetric methods (as well as new ones) 

from an experimental point of view. This chapter is divided into two differentiated studies. First, 

a new method to perform PG configurations based on experimentally measured Mueller 

matrices is proposed. The limitations and benefits of these methods are studied through 

phantom experiments. The fact of using phantom experiment ease the interpretation of the 

results because their structure is well-known. Then, a method that combines PG configurations 

and dichroism, retardance, and depolarization is also proposed and used to image an ex-vivo 

sample. Second, the physical interpretation of the IPP and the CP is studied through a set of 

simulated depolarizers. This second study comprises the analysis of the physical information 

associated with each set of parameters and the complementary aspect of this information. 

Finally, the use of the IPP is compared to PΔ through the measurement of experimentally 

synthesized depolarizers.  

Chapter 5 is divided into two differentiated sections. The first section is composed of 

different studies in which depolarization metrics are used to improve the results in biomedical 

applications. In particular, a first study describes the results obtained when using the IPP to 

improve the visualization of animal tissue structures. Afterward, a second study shows the use 

of the IPP to automatically classify different animal tissues. In this second study, other 

depolarization metrics, in addition to IPP, are also used for the animal tissue classification and 

the results are compared with those obtained with the IPP. In the second section of Chapter 5, 

the potential of using Mueller-based polarimetric methods to enhance the visualization of 

vegetal tissues is discussed through the measurement of different plant specimens. Moreover, 

the results obtained when using Mueller polarimetry are compared with those obtained from 

other polarimetric and non-polarimetric optical techniques commonly used for plant inspection. 
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Finally, the conclusions of this thesis are provided in Chapter 6, together with some proposals 

for future research. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 





 

 
 

Chapter 2 Mathematical formalism 

This chapter presents the mathematical formalism used in this thesis to describe the 

polarized light as well as its interaction with biological samples. Starting from the well-known 

Mueller-Stokes formalism, the light-matter interaction is studied by means of a group of 

polarimetric observables that presents a well-defined physical meaning.  

First of all, the concepts and notations associated with the Mueller-Stokes formalism are 

introduced in section 2.1. This formalism is used to describe the state of polarization of light and 

its interaction with media systems. Next, the descriptions of different mathematical methods 

that are used to analyze the polarimetric information encoded in the Mueller matrix are 

provided in sections 2.2, 2.3, and 2.4. In particular, the most used technique, called Lu-Chipman 

product decomposition, is described in section 2.2. This decomposition technique splits the 

polarimetric information into three matrices to analyze the content separately. However, this 

decomposition method has some limits regarding the analysis of the depolarization content. 

Accordingly, the last part of this chapter describes two groups of alternative mathematical 

methods that further analyze the depolarization content. The polarimetric purity parameters 

are presented in section 2.3 and the parameters associated with the symmetric product 

decomposition are provided in section 2.4.  

2.1 Stokes and Mueller formalism 

Polarized light and its interaction with matter can be described using different mathematical 

formalism such as the Jones calculus [197] based on the complex electric field components; the 

Berreman formalism [198] which incorporates the magnetic field; the generalized harmonic 

analysis introduced by Weiner [199]; or the Stokes-Mueller (S-M) formalism [200,201] based on 

light observables, among others. All these formalisms are different ways to describe the same 

phenomenon under different assumptions, and consequently, they are correlated. For example, 

the Stokes-Mueller formalism can be derived from temporal averages of the Jones calculus 

[202].  

Each formalism presents its particular characteristics and applicability framework, being the 

Stokes-Mueller formalism better suited for the biological tissue analysis because of two main 

reasons. First, S-M formalism is based on light observables, whose main magnitudes arise from 

combinations of different intensity measurements, and this results in an easier experimental 

implementation. Second, most of the biological samples are highly depolarizing materials and 



28  Chapter 2 - Mathematical formalism 
 
 

 
 

the Mueller-Stokes formalism not only works with fully polarized light, as the Jones calculus does 

[202], but it also considers partially or unpolarized light. 

2.1.1 Stokes parameters 

In 1858, G. G. Stokes described the state of polarization (SoP) of a light beam through four 

parameters [200]. These four parameters, so-called Stokes parameters, can be placed as a four-

dimensional vector S, so-called Stokes vector, which completely describes any SoP of polarized 

light, including partially polarized states. 

 

0 0º 90º

1 0º 90º

2 45º 135º

3 R L

S I I
S I I
S I I
S I I

S  (2.1) 

where 0S  is associated with the total intensity of the beam, 1S indicates the amount of 

horizontal or vertical linear polarization, 2S  quantifies the amount of diagonal or anti-diagonal 

linear polarization, and 3S corresponds to the amount of right-handed or left-handed circular 

polarization. The Stokes parameters can be defined in terms of six intensities  0ºI , 45ºI , 90ºI , 

135ºI , RI , and LI that corresponds to the intensity measurement when analyzing the 

horizontal,  diagonal, vertical, and anti-diagonal linear polarization, and the right-handed and 

left-handed circular polarization, respectively. The case of measuring six equal intensities 

corresponds to unpolarized light. Otherwise, we are dealing with partially or fully polarized light 

and its degree of polarization (DOP) is defined as [45,46]:  

 
2 2 2
1 2 3

0

S S S
DOP

S
 (2.2) 

where 0 corresponds to unpolarized light and 1 to fully polarized light. Intermediate values 

indicate partially polarized states. 

2.1.2 Poincare sphere 

From Eq. (2.1), we see that all the polarization content of the light beam is quantified with 

the last three parameters {S1, S2, S3}. These parameters are proportional to the total intensity of 

the beam and it hinders the polarimetric comparison of light beams with different intensities. 

Accordingly, these three Stokes parameters {S1, S2, S3} are normalized by S0 resulting in three {s1, 

s2, s3} parameters which are ranged from -1 to 1 and that are independent of the light beam 

intensity.  

Now, any SoP of a light beam can be graphically represented in a three-dimensional space 

(Figure 2-1) associating each axis with the normalized {s1, s2, s3} parameters [9]. Under such 

representation, any SoP is located within a unit sphere centered in the origin of coordinates (0, 

0, 0). That sphere is known as the Poincare sphere, it was firstly proposed by H. Poincaré in 1892 

[203], and it corresponds to all the physically realizable SoP. Apart from the visualization of the 

SoP of light beams, the Poincare sphere is useful for the visualization of its modification during 

light-matter interactions.  
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In Figure 2-1, an elliptical SoP is represented in the Poincare sphere. The SoPs can be 

represented in the Poincare sphere by using vectors. The modulus of these vectors (i.e. the 

length) corresponds to the DOP of the polarized state so the states placed at the surface of the 

Poincare sphere are fully polarized states (DOP=1). In contrast, the other states placed inside 

the sphere are partially polarized or unpolarized. In particular, unpolarized light is represented 

in the origin of coordinates (0,0,0) due to the 0 lengths of the vector.  

 

Figure 2-1. Representation of the Poincare sphere and the vector of an elliptical SoP 

characterized by DOP=1, α=22.5°, and ε=22.5°. The horizontal, diagonal, vertical, and 

anti-diagonal linear polarization, together with the right-handed and left-handed 

circular polarization states are represented in red near to their corresponding position 

at the Poincare sphere. 

Apart from the modulus, the SoP vector is also characterized by a certain direction. Such 

direction is defined by the azimuth angle (α) and the elliptical angle (ε) as follows: 

 0·

1/
cos(2 )cos(2 )
sin(2 )cos(2 )
sin(2 )

S DOP

DOP

S   (2.3) 

where 2α is the azimuthal angle between the S1-S3 plane at S2=0 and the plane including both 

the S3 axis and the vector pointing from the sphere center to the particular SoP, this angle being 

connected with the orientation of the polarization ellipse. In turn, 2ε is the angle between the 

S1-S2 plane at S3=0 and the same plane at the S3 value of the corresponding SoP, this angle being 

connected with the linearity of the polarization, being ε=45°, ε=0 and ε=-45° associated with the 

right-handed circular polarization, the linear polarization, and the left-handed circular 

polarization, respectively. 
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2.1.3 Mueller matrix formalism 

In 1948, H. Mueller described the light-matter interaction by using the Stokes formalism and 

through a 4x4 matrix M, so-called Mueller matrix [201]:  

 out inS M S  (2.4) 

where Sin and Sout are the Stokes vector before and after the light-matter interaction, and M 

defines the modification of the beam’s polarization produced during the interaction process. It 

is worth noting that M does not only depend on the material characteristics, but it also depends 

on the wavelength, the incident beam’s direction, and the output direction of the beam [44–

46]. However, once these variables are fixed, the Mueller matrix M will describe how the 

polarization of all the possible incident beams is modified due to the light-matter interaction in 

linear processes. Under this scenario, the SoP of the beam after the interaction, Sout, can be 

calculated for any incident polarization state, Sin. 

In the experimental scenario, the wavelength, the incident direction, and the output 

direction of the beam are usually fixed to directly relate different Mueller matrices with the 

material properties and its physical structures. In that case, materials can be differentiated and 

classified in function of their polarimetric behavior. This behavior can be described as the 

combination of three polarimetric properties [46]: diattenuation-polarizance (dichroism), 

retardance (birefringence), and depolarization.  

Diattenuation describes the amount of light that is absorbed during the light-matter 

interaction depending on the state of polarization of the input beam [45,46], and polarizance 

defines the quantity of light that is polarized and the type of polarization in which it is polarized 

[45,46].  These two properties are related to dichroism and materials that are mainly 

characterized by these two properties are called diattenuators (polarizers are examples of 

diattenuators).  

Retardance is related to the capability of materials to introduce certain phase-shift between 

the electromagnetic components of the input light but without changing the DOP or the mean 

intensity of the beam. The birefringent materials that are mainly characterized by this property 

are called retarders (e.g. quarter-wave plate or half-wave plate retarders) and present 

anisotropic uniaxial or biaxial properties.  

Depolarization is the property of materials to depolarize light, i.e. reduce the DOP of the 

incident light beam. Materials that are mainly characterized by this property are called 

depolarizers (fog and smoke are examples of depolarizers for certain input wavelengths, as in 

the visible range).  

As previously said, most materials present a combination of these polarimetric properties 

and all this information is encoded in the Mueller matrix. Some of this information, as the 

dichroic content, can be directly derived from the block expression of the Mueller matrix [204], 
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TD
M

P m
 (2.5) 

where m00 is the mean intensity coefficient of M (i.e. transmittance or reflectance of unpolarized 

input states) and it presents the highest value among the M coefficients. D and P are three-

component vectors called diattenuation vector and polarizance vector [66], respectively. The 

modulus of these vectors are called diattenuation, D D , and polarizance, P P  

[205,206], and they are the two basic magnitudes to measure the overall dichroic content of M. 

The magnitudes associated with the retardance and depolarization properties of M require 

further mathematical treatment as they are encoded in the 3x3 m submatrix. These 

mathematical treatments are mainly based on decomposing M into an equivalent group of 

matrices, each containing the specific polarimetric property of M. In that way, the properties 

should be separated easing its interpretation. The different mathematical methods employed in 

this thesis are following described.  

2.2 Lu-Chipman product decomposition 

In 1996, S.-Y. Lu and R. A. Chipman [66] proposed to decompose the Mueller matrix M into a 

concatenation of three matrices each containing the main information of one of the three basic 

polarimetric properties, 

 00 ,
ˆ ˆ ˆ

R DmM M M M  (2.6) 

where M̂  is the normalized Mueller matrix of a depolarizer that should only contain the 

depolarizing information of M, ˆ
RM  is the normalized Mueller matrix of a non-depolarizing 

retarder that should comprise the birefringence of M, and ˆ
DM  is the normalized Mueller matrix 

of a pure diattenuator that should contain all the dichroic content of M. 

2.2.1 Lu-Chipman product decomposition procedure 

The normalized matrix of a pure diattenuator is characterized by the three parameters of the 

vector D, and can, in general, be defined as: 

 
1ˆ

T

D
D

D
M

D m
 (2.7) 

where mD is the 3x3 submatrix specified by D, 

 3D a b Tm I DD  (2.8) 

with 21a D ,  
2

1
a

b
D

and 3I  equal to the 3x3 identity matrix. The expression of the 

inverse of ˆ
DM  can be written as follows: 

 1

2 2

111 1ˆ
( 1)

T

D
a a a

T

T
3

0D
M

D I 0 DD
 (2.9) 
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The effect of the diattenuator is removed from M by multiplying the Mueller matrix with the 

inverse of ˆ
DM [66]: 

1 1
00 00 00

2

11ˆ ˆ ˆ ˆ
'

1

D Dm m m

D

T
T

'
R

0D
M M M M M MP mDP m m

  (2.10) 

The general expressions for a normalized pure depolarizer M̂  and a normalized pure 

retarder ˆ
RM  are the following: 

 
1ˆ

T0
M

0 m
 (2.11) 

 
1ˆ

R

T

R
0

M
0 m

 (2.12) 

where mΔ and mR are 3x3 submatrices. 

Note that M̂  and ˆ
RM  present a null polarizance vector while the multiplication 

1ˆ
DM M does not. Consequently, Eq. (2.10) is impossible to accomplish taking these 

definitions of M̂  and ˆ
RM . This issue is solved by incorporating the polarizance vector PΔ to 

M̂ . 

 00
1ˆ m

T0
M

P m
 (2.13) 

As a result, the matrix M’ can be written as: 

 00 00 00
1 1 1ˆ ˆ

R R
m m m

T T T
'

R
0 0 0

M M M
P m 0 m P m m

 (2.14) 

Now, comparing the expressions of Eqs. (2.10) and (2.14) the following definitions can be 

established [66]: 

 
2

'

1 D

P m D
P  (2.15) 

 ' Rm m m  (2.16) 

The submatrices mΔ and mR are symmetric ( Tm m = ) and orthogonal matrices  

(
3

T T

R R R Rm m m m I= = ), respectively, so we can take advantage of the product m’(m’)T as follows 

[66]: 

 

3

2'( ')
TT T T T

R R R R

I

m m m m m m m m m m m m m  (2.17) 

Considering that λ1, λ2, and λ3 are the eigenvalues of m’(m’)T, mΔ can be calculated as [66]: 



2.2 Lu-Chipman product decomposition 33 
 

 2 3 1 3 3
1[ '( ') '( '[ ])]T Tk k km m m I m m I  (2.18) 

with:  

 1 1 2 3k  (2.19) 

 2 1 2 2 3 1 3k  (2.20) 

 3 1 2 3k  (2.21) 

The sign ± in Eq. (2.18) follows the sign of the determinant of m’. With these last expressions 

the submatrix mR is determined by inverse multiplying mΔ: 

 1
1 3 3 2

1) ][ ( ( ( ) )T T
R k k km m m' m' m' I m' m' m' m'   (2.22) 

The sign of Eq. (2.22) also follows the sign of the determinant of m’. 

2.2.2 Retarder parameters 

Up to now, we have split the information of M into three matrices by using the Lu-Chipman 

decomposition [46,66]. Therefore, the dichroic information of M should be enclosed in MD, the 

birefringent information of M is associated with ˆ
RM  and the depolarization information of M 

is contained in M̂ .  The dichroic content of MD can be quantified with the vector D thus the 

analysis of the dichroic information does not need more mathematical treatment. Conversely, 

the information included in ˆ
RM  and M̂  requires further mathematical treatment to get 

some observables. This subsection describes the mathematical calculation of some observables 

related to the ˆ
RM   matrix.  

The total retardance R (the combination of linear and circular retardance) can be directly 

calculated from the trace of ˆ
RM   as follows [45,46]: 

 1
ˆ( )

cos 1
2
Rtr

R
M

 (2.23) 

The normalized total retardance matrix ˆ
RM   can be decomposed as the product of a linear 

retarder and a circular retarder (an optical rotator) [46,207]. 

 ˆ ˆ ˆ·R LR CRM M M  (2.24) 

The linear retarder is characterized by the linear retardance δ (i.e. the phase difference 

between the fast axis and slow axis) and the orientation angle of the fast axis with respect to 

the horizontal θ, and its explicit expression is, 
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and the circular retarder (optical rotator) is defined by the optical rotation ϕ. 
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Note that the multiplication of linear and circular retarders is not commutative. However, 

some expressions, as the following provided to calculate the optical rotation (ϕ) and the linear 

retardance (δ), are valid for both commutations ( ˆ ˆ
LR CRM M  and ˆ ˆ

CR LRM M )[74]: 

 
2,1 1,2

1,1 2,2

1 R R

R R

M M
tan

M M
 (2.27) 

 1,1 2,2 2,1 1,2
2 21 1R R R Rcos M M M M   (2.28) 

where the values between {} indicate the corresponding matrix element index.  

Once the optical rotation ϕ is obtained, the normalized matrix of the linear retarder ˆ
LRM  

can be calculated by inverse multiplying ˆ
CRM  with ˆ

RM . In general, the multiplication order of 

the matrices strongly modifies the values of ˆ
LRM . Therefore, both scenarios should be 

considered when ϕ≠0. In such case, the angle θ resulting from both scenarios should be 

compared. The angle θ can be obtained from the ˆ
LRM  matrix as follows [74]: 

 ( )1

2 10.5tan / −= r r   (2.29) 

where 

 ( )  

3

,

, 1

1/ 2sin 
=

= i jk j k

j k

r M LR  (2.30) 

and εjk is the Levi-Cita permutation symbol. 

2.2.3 Depolarization coefficient 

Unlike the retarder case, the magnitude associated with the Lu-Chipman depolarizer is 

limited to one coefficient so-called depolarization power Δ [66]. The coefficient indicates the 

average depolarizing capability of M and is given by 

 
( )

1
3

tr m
 (2.31) 

In the case of physically realizable matrices, the depolarization power is constrained by the 

0 1  inequation.  

Notice that the construction of Lu-Chipman M̂  (Eq. (2.13)) is quite different from the 

matrix of a normalized pure depolarizer (Eq. (2.11)). First, the mΔ of a pure depolarizer is a 

diagonal matrix defined by three independent parameters ( 1 2 3
ˆ ˆ ˆ( , , )diag d d d ) [44–46], while, in 

general, the Lu-Chipman mΔ is not diagonal due to the structure of the decomposition (described 

in Eq. (2.6)). In fact, the mΔ of the Lu-Chipman decomposition can be interpreted as a pure 
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depolarizer that is usually rotated to compensate for the presence of the retarder placed at only 

one side of the depolarizer [45]. Second, the Lu-Chipman M̂  presents some dichroic content 

through the polarizance vector PΔ that is an artifact introduced to mathematically fit the 

structure of the decomposition (Eq. (2.6)). Note that these two issues are directly related to the 

structure of the decomposition. This structure can be reversed (leading to the reverse product 

decomposition [208]) transforming the PΔ problem into a diattenuator vector DΔ issue [208]. 

Subsequently, alternative decompositions and mathematical treatments that further describe 

the depolarizing content associated with a given M are following described. 

2.3 Parameters of polarimetric purity  

In this section, we describe a group of parameters that proposes an alternative approach to 

the depolarization phenomena to the given with the Lu-Chipman decomposition. Some of the 

following parameters provide analogous information to the obtained with the Lu-Chipman 

decomposition but with an easer mathematical treatment (they are directly calculated from the 

Mueller matrix parameters [45]). The other parameters are based on a completely different 

decomposition in which M is associated with the parallel combination of different non-

depolarizing Mueller matrices [45,70]. Although the a-priori different approximations, the 

following introduced parameters are related to each other in some way and all are connected 

with the depolarization induced by samples.  

2.3.1 Depolarization index 

In 1986, ten years before the publication of the Lu-Chipman decomposition, J. J. Gil and E. 

Bernabeu defined the depolarization index, PΔ [69] (also called the degree of polarimetric purity 

[209]). The depolarization index, PΔ, is a global measure of the depolarization behavior of a given 

M, like Δ, but taking the advantage of being directly calculated from the Mueller matrix 

parameters [69]: 
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  (2.32) 

where the subindex ij indicates the corresponding matrix element index of M (Eq. (2.5)).  

The expression of PΔ (Eq. (2.32)) can be described as a generalization of the DOP metric to 

Mueller matrices. In this vein, instead of characterizing the depolarization content of light 

beams, the depolarization index characterizes the depolarization behavior of samples [45]. The 

analysis of PΔ reveals that the maximum value of PΔ is 1, characterizing non-depolarizing 

matrices, and the minimum value is 0, associated with fully depolarizing systems. Intermediate 

values quantify the overall random process behind the depolarizing mechanisms. This 

parameter is limited to the measurement of the overall depolarization and it cannot distinguish 

if some SoP is more or less depolarized than others. In other words, if the sample presents some 

anisotropy in the depolarization process. 
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2.3.2 Indices of Polarimetric Purity (IPP) 

With this question in mind, in 2011, I. San José and J. J. Gil proposed three new parameters 

to describe the depolarizing content of Mueller matrices, the so-called Indices of Polarimetric 

Purity (IPP) [1]. IPP faces the depolarization phenomenon considering that depolarization arises 

from the incoherent sum of non-depolarizing sources. This consideration was previously 

suggested by S. R. Cloude [70], which described generally realizable Mueller matrices as an 

incoherent combination of four or fewer non-depolarizing matrices with different weights. S. R. 

Cloude called it spectral decomposition, in reference to the spectral theorem of linear algebra, 

and it is given by 

 
4

1

,
=

= i i

i

M M  (2.33) 

where Mi are the non-depolarizing matrices, λi are the eigenvalues of the covariance matrix 

H(M)[45,70]. Covariance matrix H(M) is a Hermitian positive semi-definite matrix that arises 

from a transformation of the Mueller matrix, and it is used because Mueller matrices are not 

Hermitian, so it cannot be ensured that they are diagonalizable, and thus, the spectral theorem 

is no directly applicable on them. In particular, the covariance matrix H(M) is given by [45,70] 
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where σ represents the Pauli matrices and ⊗ the Kronecker product. Note that i goes from 1 to 

4 because any incoherent combination of Mueller matrices can be rewritten in terms of a 

combination of four, or less, non-depolarizing Mueller matrices with different weights (λi) [70]. 

Once the eigenvalues of the covariance matrix are calculated, IPP are defined as follows 

[1,64]: 
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where i=1,2 and 3. 

In the experimental scenario the measured M must be physically realizable thus its 

associated λi must be positive [210] and they must also satisfy the two following equations: 

 4 3 2 1
ˆ ˆ ˆ ˆ0 1,         (2.36) 
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where ̂i
 are the eigenvalues normalized by m00, 

00

ˆ 
 = i

i
m

. 

Consequently, IPP are restricted by 

 1 2 30 1.   P P P   (2.38) 
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The combination of Eqs. (2.36) and (2.37) implies that the normalized 
1̂  is the only 

eigenvalue that can reach the value 1. Conversely, all the IPP can be equal to one and they can 

be equal to one simultaneously. In fact, non-depolarizing samples are associated with 

1 2 3 1P P P . The opposite scenario 1 2 3 0P P P  corresponds to ideal 

depolarizers, 0 00( ,0,0,0)diag mM .  

Since IPP can be built with the covariance matrix eigenvalues, they can be interpreted in 

terms of the spectral decomposition of M. In that sense, IPP reports the relative amounts of 

non-depolarizing equivalent components that a system can be assimilated with. Nevertheless, 

they can also be interpreted from the point of view of another decomposition, the so-called 

trivial decomposition of M [209,211], 

 00 1 1 2 1 2 3 2 3 3 4
ˆ ˆ ˆ ˆ[ · ( ) ( )· ( ) ( )· ( ) (1 )· ( )]m P P P P P PM M H M H M H M H   (2.39) 
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are defined from the eigenvectors ui associated with the eigenvalue λi of H(M). In that 

expression, k is equal to 1, 2, 3, or 4, and the elements of the Mueller matrix M are related to H 

by  

 [( ) ]. = ij i jm tr H   (2.41) 

In the trivial decomposition, P1 indicates the weight of 1
ˆ( )M H  (the only non-depolarizing 

matrix of Eq. (2.39)), and P3 is directly connected with the weight of 4
ˆ( )M H  which is an ideal 

depolarizer ( 4 0
ˆ( ) ( ,0,0,0)diag dM H ). Accordingly, P1 indicates the amount of a non-

depolarizing element that the media can be assimilated with and P3 the amount of an ideal 

depolarizer that can be associated with M. Otherwise, P2 has a more difficult interpretation as 

it is related to the weight of the so-called 2D and 3D depolarizers [212], 2
ˆ( )M H  and 3

ˆ( )M H  

respectively.  

The last analysis of IPP, through the trivial decomposition, points out that IPP quantify the 

depolarization behavior of M but in a more detailed way than PΔ and Δ. In fact, PΔ can be written 

as a combination of IPP [1] thus resulting in that PΔ is a general approximation of the IPP.  

In order to link PΔ with IPP, we first rewrite PΔ as a function of λi by using a variety of trace 

properties. On the one hand, the application of the trace properties to Eq. (2.41) leads to: 
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And, on the other hand, the trace of H  (defined in Eq. (2.34)) helps to link m00 with λi. 
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Next, the combination of Eqs. (2.42) and (2.43) with Eq. (2.32) results in: 
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And finally, the eigenvalues can be substituted by the corresponding expressions of IPP (Eq. 

(2.35)) giving: 

 2 2 2

1 2 3

2 2 1

3 9 9
 = + +P P P P   (2.45) 

This expression shows that different combinations of IPP could lead to the same PΔ. It can be 

explained because, unlike PΔ and Δ, that give an overall measure, IPP can distinguish between 

different depolarizing mechanisms. In other words, it is sensitive to different polarimetric 

anisotropies. Such phenomenon will be experimentally analyzed in Chapter 4 and it will be 

exploited for biophotonic applications in Chapter 5. For the sake of visualization, Figure 2-2 

represent the possible IPP combinations associated with a given PΔ in the so-called Purity Space 

[1,213]. The Purity Space is defined as a 3D space in which each IPP parameter is associated with 

an axis and in which any physically realizable depolarizer can be represented. Importantly, due 

to the restriction given by Eq. (2.38), all realizable depolarizers are restricted into a tetrahedron 

at the Purity Space. 

 

Figure 2-2. Representation of different PΔ values in the Purity space. Each PΔ value is 

associated with different colored surfaces. 



2.3 Parameters of polarimetric purity 39 
 

 In the graphical representation of the Purity Space, Figure 2-2, physically realizable Mueller 

matrices are represented by points and constant PΔ values are represented by elliptical surfaces. 

The closer to (0,0,0) the points are, the higher is the depolarization capacity of the associated 

M. Concerning the PΔ surfaces, they are parameterized by the Eq. (2.45) and limited by the Purity 

space constraints of Eq. (2.38). Moreover, the area of the surface is minimal for PΔ=0 and PΔ=1, 

and it increases as PΔ approaches to the value of 1/3. That value corresponds to the largest 

surface area. Therefore, the potential to discriminate between different depolarizer schemes of 

IPP vs PΔ is maximum in the PΔ 1/3 regime.  

Analogously to IPP, the set of ̂i
 can also describe a space in which depolarizers, as well as 

PΔ values, can be represented. Since the set of ̂i
 is made up of four parameters, the associated 

space should present four dimensions. However, ̂i
 associated with physically realizable 

Mueller matrices are limited by Eqs. (2.36) and (2.37) so each normalized eigenvalue can be 

written as a combination of the other three. Therefore, the degrees of freedom are reduced 

from four to three, and physically realizable M can be represented in a 3D space composed by 

using three of the four normalized eigenvalues. In that way, R. Ossikovski and J. Vizet [64] 

proposed the use of 
2̂ , 

3̂  and 
4̂  to define the so-called Natural depolarization space (see 

Figure 2-3). The Natural depolarization space represented in Figure 2-3 is shaped as a 

tetrahedron like the Purity space. In the Natural depolarization space, like in the Purity space, 

depolarizers are represented by points and constant PΔ values are represented by elliptical 

surfaces. Also similar to the Purity space, depolarizers with higher depolarizing capacity are near 

to 0 and the area of the surface increases as PΔ is near to the 1/3 value. The main difference 

between the Natural space and the Purity space is related to the volume of the space, the 

volume of the Purity space is bigger than the Natural space volume. This is translated into a 

larger separation between the points that represents a group of depolarizers in the Purity space 

concerning the points that represents the same group of depolarizers in the Natural space.  

 

Figure 2-3. Representation of different PΔ values in the Natural depolarization space. 

Each PΔ value is associated with different colored surfaces. 
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2.3.3 Components of Purity (CP) 

During the same year 2011, J. J. Gil decomposed PΔ into other three new components, apart 

from the IPP ones, so-called Components of Purity (CP) [61]. As previously said, depolarization 

can be considered that arises from the incoherent combination of non-depolarizing sources. In 

turn, the CP focus its analysis on determining the nature of these non-depolarizing sources, i.e. 

the dichroic or birefringent character of the non-depolarizing sources associated with the 

depolarization process. As a result, two of the three parameters are the diattenuation D and the 

polarizance P [205,206]. According to the D and P descriptions (Eq. (2.5)), PΔ can be written as:  

 2 2 21 1

3 3
 = + + sP P D P   (2.46) 

where Ps is the third CP defined as [61] 
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Ps is so-called the degree of spherical purity [61] and it is connected with the birefringent 

sources behind the depolarization process. P, D, and Ps can take values from 0 to 1, but, 

conversely to the IPP, the three components associated with a given M can never be equal to 

one simultaneously. According to Eq. (2.46), the hypothetical case P=D=Ps=1 would overcome 

the condition of PΔ to take values in the range [0,1]. The same equation (Eq. (2.46)) reveals that 

different CP values can lead to the same PΔ value, similarly to the case of the IPP.  

 

Figure 2-4. Representation of different PΔ values in the Components of Purity space. 

Each PΔ value is associated to differently colored surfaces. 

For the sake of visualization and analogous to the case of IPP, the CP are represented in a 3D 

space associating each parameter with an axis (see Figure 2-4). It is worth noticing that a 2D 
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planar representation of the CP space, using the Ps and Pp (Pp is a combination of P and D, 
2 2( ) / 2= +pP P D , so-called degree of polarizance [61,214]) as the axis of the space, was 

studied in ref. [61,214]. Concerning the 3D representation displayed in Figure 2-4, depolarizers 

would be represented by points. The position of these points is related to the dichroic and 

birefringent nature of the elements involved in the depolarizing process. Note that depolarizers 

characterized by different dichroic and birefringent elements (different point positions of the CP 

space) can describe the same PΔ value. As a result, all the possible combinations of elements 

that result in the same PΔ are represented with surfaces in the CP space, this highlighting the 

potential of CP to discriminate between different depolarizers' physical origins. In Figure 2-4, 

the PΔ=0.8, PΔ=0.5, and the PΔ=0.33 values are represented in the CP space to illustrate such 

situation. PΔ surfaces are ellipsoids defined by Eq. (2.46) and they are limited by the following 

constriction, linked with the [0,1] range of PΔ: 

 2 2 21 3+  + sP D P   (2.48) 

We can see that, in contrast with the purity space, the area of a given PΔ surface when it is 

represented in the CP space is larger as the value of PΔ is higher. As a result, the potential of CP 

is higher for low depolarizing media i.e. PΔ close to 1. This has sense because, the nearer the 

sample is to a pure depolarizer, the larger the loss of information (i.e., larger entropy) related to 

physical structures in the sample.     

2.3.4 Depolarization indices of higher-order 

Recently, in 2019, R. Ossikovski and J. Vizet proposed a generalization of the depolarization 

index defined as [64]: 
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with m being natural numbers higher than 2. Note that the second-order index, (2)P , 

corresponds to the depolarization index, PΔ, described in the sub-section 2.3.1. According to Eq. 

(2.36), the depolarization indices of higher-order associated with a physically realizable M are 

constrained by the following inequation. 

 ( ) (4) (3)0 ... 1mP P P P  (2.50) 

In the regime of high-order depolarization indices, all the parameters can reach the value 1 

simultaneously. Non-depolarizing systems are characterized by all the parameters reaching this 

value ( ( ) 1mP  for any value possible value m) and, by contrast, ideal depolarizers are 

assimilated with ( ) 0mP  for any possible value of m. Notice that depolarization indices of 

higher order can be directly calculated from the covariance matrix ((2.49)), and this H matrix is 

a linear combination of the M elements. Therefore, its computational time is much lower than 

the Lu-Chipman decomposition, and it is also lower than the calculus of the covariance matrix 

eigenvalues. 

Analogous with the IPP and CP case, a group of three ( )mP  can be represented in a 3D space. 

R. Ossikovski and J. Vizet proposed the representation of the ( )mP  parameters with the lowest 
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m values (i.e. ( )mP  with m= 2, 3, and 4) [64]. Such space is represented in Figure 2-5. This space 

presents a much lower volume than the previously discussed spaces, being close to a flat space. 

The main interest of this space rests in its computational time that results lower than the 

parameters based on Mueller matrix decomposition, and also in the fact that ( )mP  are a non-

linear combination of λi and this may lead to better results in some applications. 

 

Figure 2-5. Representation of the High-order Depolarization Indices space. 

2.4 Symmetric product decomposition 

Up to now, we have introduced a product decomposition (Lu-Chipman decomposition) with 

certain limitations in the analysis of the depolarization properties of samples, and a group of 

alternative observables that further synthetize these depolarization properties. In this section, 

we will describe another product decomposition that tries to separate the depolarization 

content of M in a pure depolarizer matrix MΔ. In the previous sub-section 2.2.3, we have seen 

that the structure of the depolarizer obtained from the Lu-Chipman decomposition is affected 

by the order of the factors in which the matrix is decomposed [208]. Such order forces to include 

a non-null polarizance vector in the depolarizer matrix MΔ and that vector should not appear in 

a matrix that is supposed to only depolarize light. Under this scenario, arises the idea of the 

symmetric product decomposition [72], in which the order of the elements does not depend on 

the sense in which we look at it and which does not need the addition of any mathematical 

artifact. 

2.4.1 Symmetric product decomposition 

The symmetric product decomposition was proposed by R. Ossikovski in 2009 [72]. It consists 

of decomposing the Mueller matrix into a concatenation of five matrices each characterized by 

only one of the three basic polarimetric properties (i.e., dichroism, birefringence, and 

depolarization), 

 2 2 1 1
ˆ ˆ

D R d R DM M M M M M  (2.51) 
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where MD1 and MD2 are the matrices of two diattenuators 1
ˆ
RM  and 2

ˆ
RM  are the normalized 

matrices of two retarders, and MΔd is the matrix of a pure depolarizer. Unlike the Lu-Chipman 

decomposition, the depolarizer is defined as a diagonal matrix without the presence of 

diattenuation or polarization, 0 1 2 3
ˆ ˆ ˆ· (1, , , )d d diag d d dM . This is possible due to the symmetry 

of the decomposition and the central position of the depolarizer. However, not all the physically 

realizable matrices can be decomposed by considering 0 1 2 3
ˆ ˆ ˆ· (1, , , )d d diag d d dM . The ones 

that can be decomposed using this structure are called Type I Mueller matrices [45,72]. The 

other physically realizable matrices that cannot be decomposed by doing this consideration are 

called Type II Mueller matrices and they require an alternative mathematical treatment that is 

described in ref. [45]. Since none of the biological measurements discussed in this thesis is a 

Type II Mueller matrix, the symmetric decomposition associated with Type II Mueller matrices 

will not be described in this thesis. Biological tissues used to be Type I Mueller samples. 

The matrices of the diattenuators MDi, i=(1,2), are defined as  
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and with mD defined in Eq. (2.8).  

The use of the factor Tui allows to obtain a very compact expression for the inverse of MDi: 

 1
DiDiM GM G  (2.54) 

where G is well-known as the Minkowski metric, (1, 1, 1, 1)diagG . Note that Eq. (2.54) is 

only valid for Di<1, which is true for most of Type I physically realizable M. The other particular 

cases in which Di=1 are characterized by N=0, N’=0 or N=N’=0, with  

 TN GM GM  (2.55) 

and 

 ' TN GMGM  (2.56) 

will be next discussed in sub-sections 2.4.1.1, 2.4.1.2, and 2.4.1.3.  

Now, taking the definition of the symmetric decomposition, Eq. (2.51), we can multiply both 

sides of the expression by the inverse of MD1 to obtain 

 1 '
1 2 2 1 21 D D R d R DDMM MGM G M M M M M M   (2.57) 

Since the depolarizer is defined diagonal and MR1 and MR2 are pure retarders, M’ is structured 

with null diattenuation and polarizance vectors as  
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Thanks to the null polarizance vector of M’, the first column of both sides of Eq. (2.57) is 

matched as 

 1 1 0 2 2( ) u uT d TMG S S , with 
1
.i

i
S

D
 (2.59) 

Performing the same procedure but starting from 1
2

T
DM M  we end to an analogous 

expression. 

 2 2 0 1 1( )T
u uT d TM G S S  (2.60) 

Now, combining Eqs. (2.59) and (2.60) the system can be decoupled to isolate S1 and S2 as 

two solutions of a problem with two eigenvectors associated with the same 2
0d  eigenvalue [72]. 

 2
1 10( )T dM GMG S S   (2.61) 

 2
2 20( )T dMGM G S S   (2.62) 

From the  S1 and S2 solutions, we directly determine D1 and D2 which allow the calculus of the 

inverses of MD1 and MD2 by using the Eq. (2.9), like in the Lu-Chipman product decomposition. 

At that moment, if D1=D2=1 (Di=|Di|), M is a Type II Mueller matrix, we should apply the 

alternative symmetric decomposition described in ref. [45]. Next, we calculate 1 1
2 1D D

'M M MM  

to end the decomposition with the separation of m’ utilizing the singular value decomposition 

SVD [72]. 

 2 1' R d Rm m m m   (2.63) 

where 0 1 2 3
ˆ ˆ ˆ· ( , , )d d diag d d dm  and d0 is equal to the irradiance of the matrix M’ ( '

0 00d m ). As a 

result,  
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  (2.64) 

Now the determinant of M is calculated, and if it is smaller than 0 (det M <0), dM  and 1
ˆ
RM  

is multiplied by diag(1,1,1,-1) [204]. 

Finally, the use of the SVD creates an ambiguity with the calculus of dM  because any 

permutation of the singular values, together with the corresponding permutations of 2
ˆ
RM  

columns and 1
ˆ
RM rows, would give different physical solutions that, combined, result in the 

same M. To avoid this ambiguity R. Ossikovski proposes the “minimum retardance principle” 

[72]. This principle consists of choosing the eigenvalue combinations associated with the 1
ˆ
RM  

with minimum retardance, i.e. the trace of 1
ˆ
RM  is minimal (see Eq. (2.23)).  
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Up to now, we have described the most general scenario of Type I Mueller matrices. 

Following we will discuss the particular cases of Type I Mueller matrices with N and/or N’ equal 

to 0.   

2.4.1.1 N≠0 and N’=0 

In this scenario, D1=1 and D2<1, thus M is a Type I Mueller matrix that corresponds to a 

depolarizing analyzer [72]. Accordingly, M can be written as  

 2 0 1D DM M M M   (2.65) 

where MD1 is a pure polarizer characterized by the diattenuation vector of M, 0M  is an ideal 

depolarizer, i.e. 0 0( ,0,0,0)diag dM , and MD2 is a diattenuator that can be derived from Eq. 

(2.62). 

2.4.1.2 N=0 and N’≠0 

Analogously to the previous case, D1<1 and D2=1, so that M is a Type I Mueller matrix that 

corresponds to a depolarizing polarizer [72]. Accordingly, the matrix can be written as Eq. (2.65) 

but in this case, MD2 is a pure polarizer characterized by the diattenuation vector of M and MD1 

is a diattenuator that can be derived from Eq. (2.61). 

2.4.1.3 N=0 and N’=0 

In this case, D1=D2=1, so we are dealing with a pure polarizer that does not require any 

decomposition to be analyzed. 

2.4.2 Relation between the retarders of the Symmetric and the Lu-Chipman 

decompositions 

Apparently, the Symmetric decomposition and the Lu-Chipman decomposition are two 

completely different decompositions. However, we can deduce a relationship between them 

that involves the retarders.  

Both decompositions define m’, the submatrix of M’, as a matrix without dichroic content 

and containing only the birefringent and the depolarization information of M. Consequently, the 

submatrix m’ of both decompositions should be the same. Nevertheless, most of the time they 

are not the same because the M’ of the Lu-Chipman decomposition has some residual dichroic 

content connected with PΔ. Concerning the experiments with biological tissues performed in this 

thesis, the two m’ obtained from a given experimental measure are very similar because the 

influence of PΔ is minimal. Therefore, we can approximate that both m’ are the same. Under this 

approximation and taking the definition of m’ in both decompositions (Eqs. (2.63) and (2.16)), 

we induce that 

 1
2 1 2 1R R d R R d R Rm m m m m m m m m m   (2.66) 

Due to mΔ and mΔd are symmetric matrices (
 = Tm m ) and that the inverse matrix of retarders 

is equal to the transpose matrix, 1 T
R Rm m  (orthogonal matrices), we derive that 
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 (2.67) 

Therefore, under the consideration of dealing with equal m’, mΔ can be written as a function 

of mΔd as following 

 2 2
T

R d Rm m m m  (2.68) 

This relationship gives us the explicit diagonalization of mΔ through the retarders found in 

the symmetric decomposition. Note that this result is consistent with the fact that Lu-Chipman's 

depolarizer can be considered as a rotated depolarizer. In fact, in the case that the m’ of the Lu-

Chipman decomposition and the m’ of the symmetric decomposition were equal, the Lu-

Chipman's depolarizer would be a rotation of the diagonal depolarizer obtained from the 

symmetric decomposition. Moreover, comparing the expressions of Eqs. (2.66) and (2.68) we 

obtain the following second relation: 

 2 1R R Rm m m   (2.69) 

As a result, the retarder of the Lu-Chipman decomposition is equivalent to the product of the 

two retarders of the symmetric decomposition. So, if we knew the symmetric decomposition 

associated with a matrix, we could calculate its Lu-Chipman decomposition as long as the 

polarizance vector P 0 . Additionally, the matrix that results from the product of the two 

retarders of the symmetric decomposition does not depend on the order of the eigenvalues. 

Thus, this provides a way to establish a solid calculus of the total retardance associated with a 

matrix, analogous to the Lu-Chipman decomposition (subsection 2.2.2), but using the symmetric 

decomposition that does not require the addition of any artifact to m’.  

2.4.3 Type I canonical depolarization 

Unlike the Lu-Chipman decomposition, the matrix of the depolarizer obtained from the 

symmetric decomposition of the type I Mueller matrices is diagonal with null polarizance and 

null diattenuation vectors. Therefore, the birefringent and dichroic content of the Mueller 

matrix are completely removed from the depolarizer, and it is characterized only by the 

depolarization and intensity properties of M. The value of d0 is related to the mean intensity of 

M, while the depolarization of M is quantified by the normalized 1̂d , 2̂d , and 3̂d  observables. 

These three observables are so-called type I canonical depolarization parameters, and we define 

them before the application of the “minimum retardance principle”. The SVD ordering of the 

eigenvalues and the limitations related to physically realizable matrices makes that these 

observables must satisfy the following expressions:   

 2 1
ˆ ˆ0 1d d   (2.70) 

 3 2
1 ˆ ˆ
3
d d   (2.71) 
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From these equations is derived that 1̂d , 2̂d , and 3̂d  can simultaneously achieve the value 1, 

as in the IPP case.  This case, 1 2 3
ˆ ˆ ˆ 1d d d , describes non-depolarizing matrices and the 

ideal depolarizers are characterized by 1 2 3
ˆ ˆ ˆ 0d d d . From Eq. (2.71) can be also derived 

that, contrasting with all the other depolarizing parameters that have been presented in this 

thesis, the 3̂d  values can be negative. Such negative values are produced when the determinant 

of M is negative too.  

Finally, the type I canonical depolarization parameters can be arranged to assemble a 3D 

space where any type I depolarizer can be represented. Figure 2-6 is the graphical 

representation of this 3D so-called Type I canonical depolarization space [64]. In this space, each 

canonical depolarization parameter is associated with an axis, and the limit of the physically 

realizable space is defined by Eqs. (2.70) and (2.71). The space is shaped as a tetrahedron, like 

the Purity space, and it has also a similar volume. The Purity space and Type I canonical 

depolarization space are very similar, but it is worth noting that both spaces have been obtained 

by using two completely different decompositions (one is an incoherent addition of matrices 

and the other is a concatenation product of matrices) thus leading to different results in the 

experimental scenario. The suitability of each space for the tissue classification task will be 

studied in Chapter 5. 

 

Figure 2-6. Representation of the Type I canonical depolarization space. 

2.4.4 Type I Lorentz depolarization space 

In 1998, A. V. Gopala Rao, K. S. Mallesh, and Sudha proposed the use of the Lorentz singular 

values of M to characterize its depolarizing capacity [215]. The calculus of Lorentz depolarization 

indices presents a computational advantage in front of the decomposition derived parameters. 

Their calculus avoids the generally computationally intensive tasks that the M decompositions 

require. This is explained because Lorentz depolarization indices do not need SVD or similar 

operations. Lorentz depolarization indices are based on the trace calculus of N (N is described 

in Eq. (2.55)) and the generalized Lorentz depolarization index L(m) of order m (m≥2) is defined 

as 
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being pk the eigenvalues of the matrix N and k=1,2,3, and 4. Notice that Eq. (2.72) is similar to 

the expression of the higher-order depolarization indices ( )mP  (Eq. (2.49)) but instead of using 

the covariance matrix H, it is replaced by the N matrix. Moreover, the Lorentz depolarizing 

indices are limited by Eq. (2.73), which is also very similar to the constraints of ( )mP  exposed in 

Eq. (2.50). Conversely to ( )mP , non-depolarizing matrices are characterized by ( ) 0mL , and 

ideal depolarizers by ( ) 1mL , for any possible value of m.  

      ( ) (4) (3) (2)0 ... 1mL L L L   (2.73) 

In the case of the Type I matrices, the eigenvalues of the matrix N can be written in terms of 

the parameters of Type I canonical depolarizers. In that scenario, 2
0 0p d , 2

1 1p d , 2
2 2p d  

and 2
3 3p d . Consequently, the expression of the generalized Lorentz depolarization indices 

can be rewritten in terms of Type I canonical depolarizer parameters.  
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d d d
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where the subindex I  indicates that this expression is only valid for matrices that can be 

decomposed using the Type I symmetric decomposition.  

 Now, as in the ( )mP case, the first three Lorentz indices, i.e. (2)IL , (3)IL , and (4)IL , can be used to 

build a 3D space where each Type I Mueller matrix can be represented in it as a point [64]. This 

space is represented in Figure 2-7 and its volume is similar to the high-order depolarization 

indices space (Figure 2-5), i.e., the space is almost restricted to a surface. The interests of this 

space are the fact that its computational time results lower than the space based on the Type I 

decomposition parameters, and the fact that it is equivalent to a non-linear combination of Type 

I canonical depolarizer parameters (see Eq. (2.74)) and it may lead to better results in some 

applications. 
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Figure 2-7. Representation of the Type I Lorentz Depolarization space. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 





 

 
 

Chapter 3 Experimental set-up 

In order to measure the Mueller matrix of biological samples, an image Mueller polarimeter 

based on Parallel Aligned Liquid Crystals (PA-LC) was built. This chapter aims describing the 

image Mueller polarimeter used to measure the polarimetric response of samples and 

explaining its calibration method. 

 First, section 3.1 introduces the theory behind the measure of the Mueller matrix of samples 

using Mueller polarimeters. Next, the specific configuration of the Mueller polarimeters used to 

measure the polarimetric response of the analyzed samples of this thesis is described in section 

3.2. This section also illustrates the experimental construction of the set-up built in the 

laboratory. Finally, section 3.3 explains the methods used to calibrate the polarimeter together 

with some measurement results that support the validation of such a calibration method. 

3.1 Mueller matrix measurement 

The measurement of sample Mueller matrices is carried out with a device called Mueller 

polarimeter. This instrument consists of two parts: a polarization state generator (PSG) system, 

capable of generating any state of polarization; and a polarization state analyzer (PSA) system, 

able to determine the state of polarization of an incident light beam. A general schema of the 

Mueller polarimeter, including the PSG and PSA systems, can be seen in Figure 3-1. Any PSG is 

composed of a light source and a set of optical elements that polarize the light in a specific way. 

For its part, the PSA consists of a set of optical elements that let pass only a specific type of 

polarized light followed by a detector that measures the intensity of light that has passed 

through the optical elements. The detector should be a pixelated-based sensor, for imaging 

purposes. Note that the analyzer system (PSA) can be used separately for other applications and 

it is known as a Stokes polarimeter [86,216,217]. 
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Figure 3-1. Draft of a Mueller polarimeter. 

In the following, the operation principle of the PSA will be mathematically described 

according to ref. [68]. Given a certain SoP, Sout, exiting from a given sample after interaction (see 

Figure 3-1), the intensity measured with the camera (Iq) is mathematically described as: 

 0 0 1 1 2 2 3 3q q out q q q qI a S a S a S a SAS   (3.1) 

where Si (i=0, 1,2,3) are the coefficients of the Sout, Aq=(aq0, aq1, aq2, aq3) characterizes the specific 

state of polarization analyzed by a particular configuration of the PSA (from now on, analyzer) 

and Aq/aq0 describes the normalized analyzer. Considering the use of n different analyzers, the 

response of the PSA to a given Sout can be written as: 

 

1 1,0 1,1 1,2 1,3 0

2 2,0 2,1 2,2 2,3 1

2

,0 ,1 ,2 ,3 3

out

n n n n n

I a a a a S

I a a a a S

S

I a a a a S

I AS  (3.2) 

where A is known as the base of the analyzer (or polarimetric matrix) and I is a vector that 

comprises the measured intensities. Once the intensity measurement vector I and the matrix A 

are known (the matrix A is accurately characterized during the calibration process of PSA 

described in sub-section 3.3.2), the SoP, Sout, can be determined by inverting Eq. (3.2), this 

leading to the following expression: 

 1
outS A I  (3.3) 

where 1A  is the pseudoinverse matrix of A defined as 11 T TA A AA . Note that the 

pseudoinverse is used because, in general, matrix A is not a square matrix. An A matrix with a 

rank smaller than 4 implies that the associated PSA is incomplete and only three or fewer SoP 

parameters can be estimated. Accordingly, all the SoP parameters can be determined when the 

rank of matrix A is equal to 4 so at least four different configurations of the analyzer are required 

to completely retrieve Sout.  

Although all PSA configuration systems associated with rank=4 matrices can completely 

determine the Sout, due to the matrix inversion in Eq. (3.3), some analyzer configurations lead to 

larger amplification of experimental noise from the intensity measurements to the final Stokes 
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parameters than others [187,192]. Therefore, the choice of a PSA basis minimizing the noise 

propagation is an important issue in terms of polarimeter performance. Accordingly, the PSA is 

calibrated based on the Conditional Number (CN) [187] and the Equally Weighted Variance 

(EWV) [187,192] metrics, that analyze the propagation and amplification of error. The 

calibration process is described below in section 3.3.  

Once described how the PSA works, which is equivalent to the operation principle of the 

Stokes polarimeters, this operation principle is extended to describe the performance of the 

whole Mueller polarimeter instrument.  

Let us start with the Mueller-Stokes description of the light-matter interaction (Eq. (2.4)) but 

replacing the output Stokes vector with the combination of the analyzers and intensities 

described in Eq. (3.3):  

 1
out inS A I M S  (3.4) 

Then, we consider the case of illuminating the sample with different k well-known states of 

polarizations controlled with the PSG system. Using the S-M formalism, the different k incident 

SoPs are written in the different columns of a newly defined matrix SG (the generator base) and, 

accordingly, the measured intensities related to each k incident SoP will be written in the 

different columns of a newly defined matrix IM. 
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Finally, the Mueller matrix of the measured sample is estimated by using the pseudoinverse 

of SG. 

 -1 -1
M GA I S M  (3.6) 

The dimensionalities of the matrices A, IM, and SG are nx4, nxk, and 4xk, respectively. For the 

same reasons above-mentioned with the PSA, the rank of A and SG matrices must be equal to 4 

to completely determine all the coefficients of the Mueller matrix. Accordingly, at least 16 

independent intensities must be measured to calculate all the parameters of the Mueller matrix.  

The error amplification to the calculated M coefficients depends on the analyzers of A, like 

in the case of Stokes polarimeters, but in this case, it also depends on the SoPs of SG that have 

been used to illuminate the sample. Consequently, the PSG is also calibrated by minimizing the 

CN and EWV figures of merit. The calibration method of PSG will be deeply described in 

subsection 3.3.1. 

It is worth noting that, the mathematical calculation described in this section considers a 

monopixel detector. In the case of using a camera as a detector to retrieve the Mueller matrix 

of an image, the same calculation process must be performed for each individual pixel. 
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3.2 Experimental image Mueller polarimeter based on parallel aligned 

liquid crystals 

Several architectures of polarimeters can be considered to satisfy the PSA schema of Figure 

3-1 [47]: a division of amplitude polarimeters (DoAmP) [182,183], division of aperture 

polarimeters (DoAP) [184,185], polarimeters based on rotating elements [187–190],  

polarimeters based on liquid crystal devices [191–194], and division of focal plane (DoFP) 

polarimeters  [50–59], among others. In the following we explain the main reasons why we built 

a polarimeter based on liquid crystal devices. 

First, at the beginning of the thesis, polarimeters based on rotating elements and 

polarimeters based on liquid crystal devices appeared to be the cheapest and easiest choices to 

build polarimeters. Nowadays the price of DoFP polarimeters is much more accessible but it was 

not at the beginning of this thesis. Second, the fact that Mueller matrix measurements with 

these two architectures are not instantaneous and that samples must be stationary during the 

measurement is not a problem for the experiments performed in this thesis as we deal with 

stationary ex-vivo samples and non-organic samples. Finally, we chose using LC devices in front 

of rotating elements because mechanical rotation of optical elements may slightly modify the 

direction of the light beam so shifting the images captured with the camera (beam wander).  

We chose also a design based on LC for the PSG for the same reasons discussed before, as 

well as for symmetry and ease of control considerations.   

3.2.1 Mueller Polarimeter based on parallel aligned liquid crystals 

The instrument used in this thesis is composed of liquid crystals in the PSG and PSA sections 

(see Figure 3-2 and Figure 3-4). In particular, the PSG and PSA are both composed of one linear 

polarizer (LP) and two parallel aligned liquid crystals (PA-LC). PA-LC are materials that behave as 

linear retarders but the phase difference between the fast axis and the slow axis (δ) can be 

modified with the application of different voltages [192]. The dependence of δ with the applied 

voltage is a continuous function thus allowing the achievement of any retardance that is 

contained in the retardance range of the material, more than 2π in our case, by properly 

applying the specific voltage.  

 

Figure 3-2. Scheme of the polarization state generator (PSG) system based on parallel 

aligned liquid crystals (PA-LC). 
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Figure 3-2 shows the scheme of the polarization state generator implemented in our set-up. 

It consists of a non-polarized and collimated light source (LS) followed by a linear polarizer 

oriented with the vertical reference of the lab, a first PA-LC oriented at 45° concerning the same 

reference, and a second PA-LC oriented at 0°. Given this configuration, the state of polarization 

of the beam at the output of the PSG (Sin) is written as follows: 

 2 1(0º, ) (45º, ) (0º)in LR LR LP LSS M M M S  (3.7) 

where MLR and MLP are, respectively, the Mueller matrices of a linear retarder and a linear 

polarizer [45,46], SLS is the Stokes vector of the non-polarized light source, and δ1 and δ2 are the 

linear retardance of the first and second PA-LC respectively, that depend on the addressed 

voltage. According to Eq. (3.7), Sin can be written in terms of δ1 and δ2 as: 

 
1 1

2 2

2 2 1 1

1 0 0 0 1 0 0 0 1 1 0 0

0 1 0 0 0 cos( ) 0 sin( ) 1 1 0 0 01
0 0 cos( ) sin( ) 0 0 1 0 0 0 0 0 02

0 0 sin( ) cos( ) 0 sin( ) 0 cos( ) 0 0 0 0 0

LS

in

I

S  (3.8) 

 1

1 2

1 2

1

cos( )

sin( )sin( )2

sin( )cos( )

LS
in

I
S  (3.9) 

The expression of Sin (Eq. (3.9)) can be normalized by the constant term (ILS/2) which allows 

the resulting polarization states to be represented in the Poincare sphere (see Figure 3-3).  

 

Figure 3-3. Representation of Sin in the Poincare sphere. 

The Sin obtained with this configuration is usually represented over the surface of the 

Poincare sphere, in which the fully polarized states of polarization are located. The position of 

the resulting polarization in the sphere surface is determined with the angles δ1 and δ2: the angle 

δ1 defines the direction of the projection of Sin in the S1-S3 plane and δ2 describes the direction 
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of its projection in the S2-S3 plane. Note that relations in Eq. (3.9) define spherical coordinates, 

with δ1 and δ2 as angles. Therefore, since the linear retardances, δ1 and δ2 depend on the applied 

voltage and such retardances can get values in the range of more than 2π, any state of 

polarization can be generated by properly applying the associated voltage. 

The polarization state analyzer system based on PA-LC is made up of the same optical 

elements as the PSG system (two PA-LC and a LP) but arranged in the reverse order. The optical 

elements of PSA are ordered with the PA-LC oriented at 0° first, followed by a PA-LC oriented at 

45° and a vertical polarizer (analyzer). The Mueller matrix of this construction can be written as: 

 1 2(0º) (45º, ) (0º, )A LP LR LRM M M M  (3.10) 
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AM  (3.11) 

These optical elements are followed by a detector, or a camera in the case of image 

polarimeters, that measures the intensity of the analyzed beam (see Figure 3-4). According to 

Eq. (3.11), the amount of intensity measured with the camera depends on the light attenuated 

by the optical elements of the PSA (i.e., the mean intensity coefficient and the diattenuation 

parameters defined in the first row of MA). Therefore, this first row of MA constitutes the 

analyzer vector A and depends on δ1 and δ2 as follows: 

 1 1 2 1 2
1
(1 cos( ) sin( )sin( ) sin( )cos( ))
2

A  (3.12) 

Like in the case of the PSG, any analyzer A can be obtained by properly selecting the voltage 

applied to the PA-LC devices. Therefore, this configuration allows generating and analyzing any 

state of polarization by properly selecting the voltage applied to the PA-LC devices. 

 

Figure 3-4. Scheme of the polarization state analyzer (PSA) system based on parallel 

aligned liquid crystals (PA-LC). 
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3.2.2 Experimental implementation of the image Mueller polarimeter 

The implemented image Mueller polarimeter based on PA-LC uses a four wavelength (625 

nm, 590 nm, 530 nm, and 470 nm) high-power LED source (LED4D067) operated by a DC4104 

driver and distributed by Thorlabs. The use of LED sources prevents the presence of speckle 

effects because LED bandwidths are in the order of tens of nm and the speckle effect is produced 

with coherent light sources of tenths of nm bandwidths [218–220]. The speckle effect is 

commonly observed when illuminating scattering media, e.g., biological samples, with laser 

beams [218–220]. The opposite case of using sources with broad bandwidth is also harmful to 

the measurements because the dependence of the linear retardance (δ) of PA-LCs with the 

wavelength results in an increment of the error at measuring the Mueller matrix of samples. The 

variety of wavelengths that comprises the bandwidth range are differently retarded so 

producing different SoPs, and these SoPs, corresponding to different wavelengths of the 

bandwidth, are incoherently combined in the camera producing an effective depolarized SoP. 

Depolarizing SoPs increases the error propagation at measuring the Mueller matrix of samples 

[187,192].  

Figure 3-5 plots the dependence of the LEDs intensity with the wavelength and Table 3-1 

provides characteristic parameters of these dependencies: the full width half maximum (FWHM) 

to quantify the bandwidth of the LEDs, and the wavelength associated with the highest intensity 

peak of the LEDs intensity distributions. Table 3-1 reveals that the bandwidths of 470 nm and 

530 nm LEDs, FWHM of 25 nm and 33 nm respectively, are higher than the bandwidth of 590 

nm and 625 nm LEDs, 18 nm for both LEDs. 

 

Figure 3-5. Normalized intensity vs wavelength for the four LEDs that comprise the 

LED4D067 light source [221]. Different color lines are associated with different LED: 

625 nm is represented with a red line, 590 nm with yellow, 530 nm with green, and 

470 nm with blue.  
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Nominal Wavelength Bandwidth (FWHM) Peak of the distribution 

470 nm 25 nm 460 nm 

530 nm 33 nm 522 nm 

590 nm 18 nm 588 nm 

625 nm 18 nm 633 nm 

Table 3-1. Full with half maximum (FWHM) and Peak of the distribution of the four LEDs that comprise 

the LED4D067 light source [221]. 

As previously said, higher bandwidths result in further depolarized SoPs. For that reason, we 

have measured the DOP of generating 0°, 45°, 90°, and 135° linear polarized beams, and right-

handed and left-handed circular polarized beams, and we have calculated the mean DOP value 

among the generated beams for each wavelength. The mean DOP values are provided in Table 

3-2. Such results indicate that, on average, the DOP of the generated SoPs decreases with the 

wavelength of the LED source. This DOP tendency is also observed between the red (625 nm; 

0.987 mean DOP) and yellow (590 nm; 0.970 mean DOP) LEDs but they have the same bandwidth 

so other physical properties apart from the light source bandwidth are involved in this trend.  

The phenomenon may be connected with the dependence of the retardance of the PA-LCs with 

the wavelength [222]. In this way, the variation of such function increases as the wavelength is 

shorter [222], and consequently, for the same bandwidth, the variety of SoPs generated with a 

certain combination of voltages with shorter wavelength sources is higher than the generated 

with larger wavelength sources. Thus, as previously said, this assortment of generated SoPs will 

be incoherently combined and resulting in a depolarized beam. The DOP value of this 

depolarized beam is lower as more different the incoherently combined SoPs are, so shorter 

wavelength presents lower DOP values. 

 

Nominal Wavelength 
Mean DOP 

(without filter) 

Average DOP 

(with filter) 

470 nm 0.816 ± 0.005 0.966 ± 0.005 

530 nm 0.945 ± 0.005 0.982 ± 0.005 

590 nm 0.970 ± 0.005 0.983 ± 0.005 

625 nm 0.987 ± 0.005 - 

Table 3-2. Mean DOP value of the 6 generated SoPs with the different LEDs that comprise the 

LED4D067 light source with and without 10 nm dielectric filters. 

To offset this effect and generate SoPs with higher DOP (less depolarization), we filter the 

light of the blue, green, and yellow channels with dielectric bandwidth filters. These filters are 

characterized by a FWHM of 10 nm and central wavelengths of 470 nm, 530 nm, and 590 nm, 

respectively (FB470-10, FB530-10, and FB590-10, distributed by Thorlabs). The mean DOP values 

of the SoPs generated using the dielectric filters are provided in Table 3-2. Note that we have 

not used any bandwidth filter for the 625 nm LED as we have considered that his DOP value was 

acceptable.  
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The light of the LED source is conducted through a liquid light guide that is connected with a 

beam collimator (LLG5A1-A distributed by Thorlabs) to properly control the direction of the light 

(see Figure 3-6). After the collimator, the beam is polarized with a Glan–Thompson prism-based 

linear polarizer (by CASIX), and the polarization of this beam is modified by two liquid crystal 

variable retarders with temperature control (LVR–200–400-700-1L-TSC and D5020-20 controller 

by Meadowlark Optics) following the scheme of Figure 3-2.  

 

Figure 3-6. Photographic image of the PSG belonging to the experimental Mueller 

matrix polarimeter. 

The retardance of the PA-LC changes with the temperature and the ambient temperature of 

the laboratory is not constant. It may differ more than 15° between summer and winter and can 

also fluctuate some degrees during the whole day. For that reason, we need a temperature 

control that maintains the temperature of the PA-LC at 30°. The temperature control system 

works by heating the PA-LC to the desired temperature and keeping it constant. Unfortunately, 

if the ambient laboratory temperature overcomes the 30°, the temperature control would not 

be able to decrease the PA-LC temperature. Under this scenario, we cannot perform 

experiments. Hopefully, this scenario is quite exceptional in our laboratory conditions. 

The optical elements of the PSG are assembled in a black holder made with a 3D printer (see 

Figure 3-6). That holder protects the optical elements from the environment (dust, stray light, 

scratches, blows, etc.) and makes the PSG easy to handle. Note that the 3D printed design 

presents a space at the output of the PSG to place the dielectric filters for the blue, green, and 

yellow channels (see Figure 3-6).  

Similar to the PSG, the PSA is also assembled in a black holder made with a 3D printer (see 

Figure 3-7). Within this holder, the optical elements observed in Figure 3-4 are placed following 

the same scheme. The PA-LCs used for the PSA are the same type as those used in the PSG while 

the polarizer is a dichroic sheet polarizer (by Meadowlark) instead of a Glan–Thompson 

polarizer. In the PSA, we have not used the Glan–Thompson prism-based linear polarizer 

because it reduces the image aperture and it can generate some distortions to the measured 

images. Next, a TECHSPEC® high-resolution microscope objective (distributed by Edmund 

Optics), with a focal length of 35 mm, is placed between the linear polarizer and the camera to 
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image the region of interest of the sample on the CCD camera. The camera is an Allied Vision 

Manta G-504B and it is characterized for being a 5 Megapixel GigE Vision camera with the Sony 

ICX655 CCD sensor. The camera has a 2452 × 2056 resolution and a pixel size of 3.45 μm × 3.45 

μm. The combination of that pixel size and the 35 mm focal length of the objective results in a 

spatial resolution of ∼20 μm. 

 

Figure 3-7. Photographic image of the PSA belonging to the experimental Mueller 

matrix polarimeter. 

To perform the experiments of this thesis, the PSG and the PSA are fixed on vertical optical 

rails. In the case of the PSG, the rail presents angle marks that allow illuminating the sample in 

different angles with an error of ±1° (see Figure 3-6). The PSA is also rotatable but with lower 

precision (see Figure 3-7). According to the rotation capability, the set-up allows sample 

measurements in reflection and transmission (see Figure 3-8). In the reflection measurements 

(see Figure 3-8 (a)), we fix the illumination angle at ∼30° with respect to the horizontal reference 

of the lab (the light impinges the sample at ∼60° concerning the lab vertical z-axis), and we 

collect the light resulting from the interaction that is scattered in the vertical direction. Under 

this configuration, the sample is placed on a sample holder that can be displaced in the vertical 

z-axis to control the distance between the sample and the PSA and properly image the sample 

on the CCD camera. In the case of transmission (see Figure 3-8 (b)), the PSG and PSA are 

horizontally aligned and the sample is properly imaged by displacing the sample holder in the x-

direction. 

For the measurement of each image Mueller matrix, we illuminate the sample with 6 

different SoPs and we analyze the response of the sample using a basis composed of 6 SoPs. To 

measure all the combinations of the generated SoPs and the analyzer SoPs we take intensity 

images of 36 different polarimetric configurations. The transition of one configuration to 

another needs the modification of the voltage applied to the PA-LCs to obtain different 

retardances by modifying the orientation of the PA-LC molecules.  The change in the orientation 

of the PA-LC molecules is not instantaneous and takes ∼100 ms. Therefore, as we measure 36 

different configurations, our Mueller matrix measurement would take in the best scenario 3.6 

s. However, we perform 8 images at each configuration to reduce the noise measured with the 

camera. For each camera image, the order to take an image has to be given by the computer, 
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with the delay in electronic communication that this entails. As a result, the image Mueller 

matrices measured with this instrument take around 1 minute each.  

 

Figure 3-8. Scheme of the Mueller polarimeter working in (a) Reflection and (b) 

Transmission. 

3.3 Calibration and validation 

The experimental implementation of the set-up may introduce some deviations to the 

theoretical predictions. These deviations must be calibrated and taken into account to properly 

measure the Mueller matrix of samples. In the following, we describe the method used to 

calibrate the PSG and the PSA for the sake of measuring Mueller matrices with low noise 

propagation and high accuracy.  
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3.3.1 PSG calibration 

The calibration of the set-up and, in particular, the calibration of the PSG takes the 

commercial polarimeter distributed by Thorlabs PAX5710VIS-T as a reference. This polarimeter 

is a point (mono-pixel) polarimeter based on a rotating wave plate that is used to calibrate the 

PSG. In this vein, the desired SoP is generated with the PSG and measured with the commercial 

polarimeter. The voltages addressed to the PSG are corrected until the expected SoP is 

measured with the commercial one. According to the data provided by the manufacturer [221], 

the instrument has a ±0.5% of accuracy at measuring DOP, and the normalized Stokes 

parameters s1,  s2, and s3, are measured with an accuracy <0.005. Once the PSG is calibrated, the 

polarization state generator is used to calibrate the PSA. Therefore, the quality performance of 

the employed reference (Thorlabs polarimeter) is to achieve a suitable PSG-PSA system 

calibration. For that reason, the performance of the commercial polarimeter is checked every 

few months. 

The PSG calibration method consists of aligning the PSG with the PAX5710VIS-T polarimeter 

and measure the state of polarization generated with different voltages. If the SoP is not the 

desired, the voltages applied to the PA-LCs are changed and the newly generated state is also 

measured. This iterative process lasts until achieving the desired base and it is performed 

manually so not all the voltage combinations are explored. In fact, after the first approximations, 

the calibration process only explores the combination of voltages connected with polarization 

states that are close to the desired calibration base. Note that this calibration must be conducted 

for each wavelength used with the polarimeter, as same polarizations are set with different 

voltages at the PSG-PSA systems, due to the liquid crystal retardance dependence with de 

voltage.  

The desired calibration of the generator base, SG, is composed of 6 SoPs (generators): four 

linear polarizations oriented at 0°, 45°, 90°, and 135°, and two circular polarizations rotating in 

the right-handed and left-handed directions. We go after this 6 SoPs base because it reduces the 

noise propagation regarding an optimal 4 SoPs base due to the redundant data. Moreover, it is 

more robust in terms of calibration error (differences between the real and the calibrated SoPs) 

[192]. 

As said in section 3.1, the rank of SG must be equal to 4 to allow the measurement of the 16 

components of the Mueller matrix but different bases that satisfy the rank 4 usually lead to 

different error amplification. In the case of using a 6 SoPs base, ref. [192] probed that the bases 

with the lowest noise propagation have their SoPs uniformly distributed over the surface of the 

Poincare sphere and their location matches the position of the vertices of a regular octahedron. 

This is the case of the desired base so it should be ideal for the Mueller matrix measurements in 

terms of error amplification.  

To evaluate the propagation and amplification of this noise we use the Conditional Number 

(CN) [187] and the Equally Weighted Variance [187,192] metrics. Both metrics were designed to 

evaluate the error propagation for Stokes polarimeters (related to analyzer bases) but its use 

and interpretation can be extrapolated to Mueller polarimeters, i.e., they can also be applied to 

study the error amplification connected with the generator base [192].  
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CN is a figure of merit that analyses how far is a matrix from a singular matrix and this is 

connected with the way that such a matrix amplify error after inversion (the ideal case is a 

unitary matrix, that does not amplify error, and the worst scenario is a singular matrix)[187], 

and it is calculated as [187], 

 1/2( ) ( )TCN trW W W  (3.13) 

where W is the matrix of the base (i.e., SG or A for PSG and PSA in our study case), tr indicates 

the trace calculus, and the superindex T the transpose of the matrix. Smaller CN values indicate 

smaller error amplification, being 3  the minimum physically achievable value for polarimetric 

systems, associated with an optimal base. The values of CN are independent of the number of 

SoPs n that compose the base, so it does not consider the improvement in the error 

amplification that is obtained when using more than 4 SoPs [187,192].  

 Conversely, this improvement is considered with the EWV metric. EWV is another figure of 

merit that provides a global estimation of the error propagation derived from the retrieval of 

the Mueller matrix from the measured intensity images. In particular, the EWV is the summation 

of the variances of the Stokes parameters 2
Si  that indicates the noise propagation connected 

to each Stokes parameter. The EWV is calculated as [187,192], 
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where qij are the elements of the pseudoinverse matrix of the base 1Q W  and n are the 

number of SoPs of the base. Like in the CN case, smaller EWV values indicate smaller noise 

amplification. However, the EWV does not have a unique minimal value associated with the 

optimal architecture of the base. The optimal minimal value decreases as the number of 

polarization states n implemented with the base increases. It is produced as a consequence of 

the overlapping of information that involves the use of more than 4 polarization states.  

As an example, Table 3-3 shows the CN and EWV values of optimal bases composed of 4 and 

6 polarization states [187,192]. We see that the CN values are the same while the EWV value of 

the 6 SoPs base is reduced by 33% concerning the value of the 4 SoPs base. This means that the 

overall error amplification is reduced by 33% with a 6 SoPs base due to the redundant 

information [192]. Note that, as expected, the optimal EWV is reduced with the number of 

polarization states that comprise the base while the optimal CN is maintained equal so EWV is 

more appropriate for measurements with bases with more than four polarization states due to 

its dependence on n [192]. In addition, EWV is also more appropriate for the study of bases with 

partially polarized states because of the average approach of its calculus that reflects the 

difference of having one, two, three, or more depolarizing states. For example, the use of a base 

with one or two equally depolarized states is not differentiated with the CN as it only measures 

the worst scenario and it is equivalent in both cases. Conversely, these two bases would be 

distinguished using the EWV as the overall error amplification is higher when using a base with 

two depolarized states.  Despite the benefits of using EWV, the information connected with the 

CN is unique and compatible so we use both for the analysis of the experimental bases. 



64  Experimental set-up 
 

 
 

Generator base 
Optimal 4 

SoPs base 

Optimal 6 

SoPs base 

625 nm 

base 

590 nm 

base 

530 nm 

base 

470 nm 

base 

CN 1.73 1.73 1.77 1.80 1.81 1.83 

EWV 10 6.67 7.07 6.99 7.04 7.64 

Table 3-3. Values of the CN and EWV metrics for the optimal 4 and 6 SoPs bases and the experimental 

625 nm, 590 nm, 530 nm, and 470nm calibrated bases for the PSG. 

Following the calibration method above described we achieved the calibrated bases for the 

625 nm, 590 nm, 530 nm, and 470 nm illumination LEDs (see Figure 3-9). Note that each channel, 

related to different LEDs, must be calibrated individually as the retardance of PA-LC devices 

variates with the wavelength.   

 

Figure 3-9. Experimental generator base calibrated at (a) 625 nm, (b) 590 nm, (c) 530 

nm, and (d) 470 nm. Experimental generators are represented in red and the ideal 

(theoretical) ones in blue. 

Figure 3-9 represents the experimental generators obtained after the calibration process in 

the Poincare sphere using red points. The desired SoPs for the generator, i.e., the ideal SoPs, are 

also represented in the Poincare spheres of Figure 3-9 using blue points. Note that the 

generators obtained after the calibration are very similar to the ideal ones (in other words, they 
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are placed very close to the ideal ones in the Poincare sphere). The only difference is that they 

are placed slightly deeper in the Poincare sphere as they are slightly depolarized. This 

depolarization is traduced in a small increment of the error propagation. It is observed with the 

CN and the EWV values, which are slightly higher than the ideal case (see Table 3-3). However, 

the CN values are always lower than 2 and the EWV values lower than 8, both considered good 

values. These small depolarization values measured in the calibrated SoPs can be associated to 

experimental errors as for instance, a not perfectly collimated beam (exiting SoPs dependence 

with the angle of incidence to the liquid crystals panels) or SoPs differences, due to retardance 

differences, associated to the source beam bandwidth. 

3.3.2 PSA calibration 

The calibration of the PSA is made with the PSG that has been previously calibrated. The 

calibration method consists of illuminating the PSA with the different polarized states of the 

generator base and retrieve the analyzer state associated with a pair of voltages thanks to the 

knowledge of the Mueller matrix of the air. The described scenario is written with the S-M 

formalism as  
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where Iin are the measured intensities related to different generated beams, Ai is the stokes 

vector of the analyzer, and the Mueller matrix of the air corresponds to the 4x4 identity matrix. 

According to this expression, the SoP of the analyzer base can be retrieved by multiplying the 

measured intensities by the pseudoinverse matrix of the generator base,  

 1.i GiA I S  (3.16) 

If the state of polarization of the analyzer differs from the desired one, the value of the 

voltages applied are manually changed and the new analyzer is measured again.  This process is 

repeated until we reach six pairs of voltages that result in the preferred analyzer base: four linear 

polarizations oriented at 0°, 45°, 90°, and 135°, and two circular polarizations rotating in the 

right-handed and left-handed directions. 

The experimental analyzer bases obtained after the calibration process of the PSA are 

represented with red points in the Poincare spheres of Figure 3-10. The ideal analyzer base is 

also represented in the Poincare spheres of Figure 3-10 but using blue points instead. Most 

analyzers are located very close to the ideal position except the linear vertical and horizontal 

analyzers. The location of the latter analyzers differs significantly from the desired position. 

These differences are a consequence of the architecture of the PSA and its sensitivity to possible 

misalignment errors produced during its construction. The Mueller polarimeter architecture 

based on PA-LC described in section 3.2 can, in theory, generate and analyze any state of 

polarization. However, any misalignment during the construction of the polarimeter 

impossibilities configuration of some reduced number of polarization states for the PSG and PSA 

systems. In that sense, the vertical and horizontal polarizations are the polarization states that 

appear more sensitive to that misalignments.  
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Figure 3-10. Experimental analyzer base calibrated at (a) 625 nm, (b) 590 nm, (c) 530 

nm, and (d) 470 nm. Experimental analyzers are represented in red and the ideal 

(theoretical) ones in blue. 

Our PSA presents some misalignments during its construction that impossibilities getting 

vertical and horizontal linear analyzers. The impossibility to reach these completely vertical and 

horizontal analyzers results in an increase of error propagation at measuring given polarized 

states (it is observed at comparing the CN values of the analyzer bases, Table 3-4, with the values 

obtained with the base of the generator, Table 3-3, which grow an ∼8%). Nevertheless, the 

increase is more moderate at analyzing the overall error propagation, i.e., the EWV, which grows 

∼5%. Despite the increase of error propagation, the CN values of the analyzer bases are always 

lower than 2 and the EWV values lower than 8, both considered good values and ensuring a nice 

performance of the polarimeter. 

Analyzer base 
Optimal 6 

SoPs base 

625 nm 

base 

590 nm 

base 

530 nm 

base 

470 nm 

base 

CN 1.73 1.95 1.94 1.95 1.85 

EWV 6.67 7.27 7.28 7.12 7.46 

Table 3-4. Values of the CN and EWV metrics for the optimal  6 SoPs base and the experimental 625 

nm, 590 nm, 530 nm, and 470nm calibrated bases for the PSA. 
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3.3.3 Experimental Mueller matrix image polarimeter validation 

To validate the experimental calibration of the Mueller matrix image polarimeter 

implemented, we have measured a linear polarizer using the four wavelength channels of the 

instruments: 625 nm, 590 nm, 530 nm, and 470 nm. The normalized Mueller matrices of a 

horizontal linear polarizer measured with the different calibrated channels of the Mueller 

polarimeter are provided in Table 3-5. The values obtained at measuring the linear polarizer are 

slightly different from the theoretical ones [45], 

 

1 1 0 0

1 1 0 0

0 0 0 0

0 0 0 0

LPM  (3.17) 

where MLP is the Normalized Mueller matrix of a horizontal linear polarizer. The value 

differences between the elements of the theoretical Mueller matrix and the elements of the 

measured matrices are provided in Table 3-6. Such differences are written as percentages of the 

element value range (the range goes from -1 to 1) and they are considered the experimental 

error produced at measuring the sample. To evaluate this error we have calculated the mean 

error made at measuring the elements of M (the error of the m00 element is not considered for 

this calculus) and the error related to the worst measured element. Using both metrics we 

observe that the error obtained with the 625nm, 590nm, and 530 nm channels is similar, while 

the error obtained with the 470 nm channel is almost double (see Table 3-6). It is in line with the 

mean DOP of the generator base (Table 3-2). In any case, the error produced at measuring a 

Mueller matrix element is smaller than 3%.  

Channel 625 nm 590 nm  

MLP 

1 0.998 0.015 0.038

1.007 1.011 0.013 0.038

0.017 0.017 0.002 0.007

0.001 0.001 0.009 0.005

 

1 0.996 0.002 0.034

0.983 0.982 0.002 0.034

0.017 0.018 0.002 0.006

0.007 0.007 0.004 0.002

 

Channel 530 nm  470 nm  

MLP 

1 0.996 0.008 0.034

0.989 0.990 0.010 0.035

0.003 0.004 0.009 0.007

0.004 0.003 0.003 0.011

 

1 1.012 0.019 0.059

0.954 0.971 0.015 0.054

0.007 0.010 0.006 0.004

0.044 0.046 0.003 0.003

 

Table 3-5. Normalized Mueller matrix of a horizontal linear polarizer measured using the different 

calibrated channels (625 nm, 590 nm, 530 nm, and 470 nm) of the complete image Mueller 

polarimeter. 

Channel 625 nm 590 nm 530 nm 470 nm 

Mean error (%) 0.60 0.59 0.52 1.19 

Absolute error (%) 1.91 1.70 1.76 2.96 

Table 3-6. The mean and the absolute errors produced at measuring the element indices of the 

polarizer Mueller matrix with the calibrated image Mueller polarimeter. 
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In order to test the error of this set-up when measuring the birefringence of samples, we 

measured the total retardance of a quarter-waveplate (QWP) at 625 nm. The total retardance 

measured at 625 nm was 90.1 degrees (see Table 3-7), 0.1 degrees more than the theoretical 

value (90 deg). Afterward, we have measured the retardance of the same quarter-waveplate at 

590 nm, 530 nm, and 470 nm wavelengths (see Table 3-7). As observed in Table 3-7, the 

retardance of the measured quarter-waveplate variates with the wavelength, being higher for 

shorter wavelengths. To evaluate the error associated with the measurement of total 

retardance, we have measured the total retardance of the same quarter-waveplate at the same 

wavelength (625 nm, 590 nm, 530 nm, and 470 nm) but with the commercial Thorlabs 

polarimeter (PAX5710VIS-T). The obtained results (Table 3-7) are taken as a reference and the 

difference between the measured retardances are associated with the error of our image 

Mueller polarimeter to measure the total retardance. The retardance difference at each 

wavelength is provided in Table 3-7. According to the obtained results, the error at measuring 

the total retardance of an optical element is always lower than 1.5 degrees. 

Channel 625 nm 590 nm 530 nm 470 nm 

Retardance measured with 

Mueller polarimeter (deg)  
90.1 98.8 110.2 132.4 

Retardance measured with 

commercial polarimeter (deg)  
91.5±0.5 98.3±0.5 111.2±0.5 131±0.5 

Retardance difference 1.4 0.5 1 1.4 

Table 3-7. Retardance of a quarter-waveplate at 625 nm measured using the different calibrated 

channels (625 nm, 590 nm, 530 nm, and 470 nm) of the complete image Mueller polarimeter and the 

commercial Thorlabs PAX5710VIS-T. The difference in the measured retardance is also provided. 

Although we have presented two optical elements to test the performance of the 

implemented polarimeter (linear polarizer and quarter-waveplate), it has been validated with a 

larger number of samples, dichroic and retarders at different orientations, and the error range 

obtained is represented by the two examples presented in this subsection.  

 

 

 

 

 

 

 

 

 

 

 



 

 
 

Chapter 4 Analysis of polarimetric metrics for 

biophotonic applications 

This chapter describes the experimental application of recently proposed polarimetric 

methods (as well as new ones) for the first time in biological tissues inspection. These methods 

have been analyzed through the measurement of phantom samples that try to mimic the 

properties of biological tissues. These samples present the advantage, in comparison with the 

regular biological tissue samples, that their structure is well-known thus easing the 

interpretation of the results. A better comprehension of these polarimetric techniques allows 

us to better understand some phenomena observed in the ex-vivo experiments performed in 

the next Chapter 5. 

This chapter inspects the potential of two polarimetric techniques and accordingly it is 

divided into two main sections: the implementation of Polarization Gating (PG) techniques from 

measured Mueller matrices is described in section 4.1; and section 4.2 details the study and 

interpretation of two sets of depolarization parameters, the Indices of Polarimetric Purity (IPP) 

and the Components of Purity (CP), through ad-hoc synthesized depolarizers.  

4.1 Polarization Gating and Mueller matrix relation 

Polarimetric-based techniques can be used to obtain physical information from biological 

samples (such as tissue fiber orientation, tissue recognition, surface roughness, detection of 

spatial inhomogeneities, etc.), as well as to enhance the contrast of biomedical images. A group 

of polarimetric methods applied for biological tissue inspection is the so-called Polarization 

Gating (PG) techniques [48,79,81,82,84,85,110–116,145–148]. These techniques exploit the fact 

that the sample response may depend on the SoP of the light used to illuminate the sample. 

Usually, PG experiments are based on illuminating the sample with a certain polarization state 

and analyze the polarimetric sample response by using analyzers with the same polarization or 

with the orthogonal one (e.g. illuminating the sample with light horizontally polarized and 

analyzing the amount of horizontally or vertically polarized light of the sample response). This 

configuration is not restricted to linear polarization as some studies provide the interest of using 

circular and elliptical polarizations to improve the image contrast [110,111,145,148]. 
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Another widespread group of polarimetric techniques is based on the measurement of the 

Mueller matrix and the analysis of the information encoded in the 16 real coefficients of that 

matrix [44–46]. These techniques, also widely used for tissue inspection [117–139], provide 

information about the birefringent, dichroic, and depolarizing behavior of samples and they are 

considered in the literature as a different approach than PG techniques. 

In the following, we will demonstrate that the information obtained by PG and Mueller 

matrix-based methods is not independent, but PG can be derived from the measurements of 

the Mueller matrix. In particular, we will provide analytical expressions in which different PG 

configurations are written in terms of the 16 real coefficients of M (section 4.1.1). Next, we will 

experimentally validate these relations by performing a phantom experiment and comparing 

the results obtained at measuring certain PG configurations using the standard method with 

those obtained from the combination of measured M coefficients (section 4.1.2). The study 

comprises the analysis of different PG configurations based on linear and circular polarizations. 

Finally, we propose the combination of PG and M techniques this highlighting the advantages of 

using Mueller-based PG configurations in front of using the common PG techniques (section 

4.1.3). These new combined techniques are discussed with two experiments: (1) a phantom and 

(2) an ex-vivo based experiments. 

4.1.1 Mathematical derivation of polarization gating configurations from the 

Mueller matrix 

In this subsection, we briefly describe some PG configurations commonly used for biomedical 

imaging and tissue inspection, and we also discuss the potential of this technique in that field 

(subsection 4.1.1.1). Afterward, we provide the analytical expression that relates the discussed 

PG configurations with the 16 real coefficients of M (subsection 4.1.1.2). 

4.1.1.1 Polarization Gating configurations 

When polarized light illuminates biological tissues we can distinguish different kinds of 

photons at light exiting the sample, depending on their optical path into the tissue (see Figure 

4-1). Some of the photons are reflected at the surface of the tissue (according to ref. [148] we 

call them surface-reflected photons, SL), and the others penetrate inside the sample, they being 

scattered by the tissue (Figure 4-1). The change in polarization, as well as, the optical path of the 

scattered photons will strongly depend on different parameters of the sample, such as the size 

of the tissue fibers, the wavelength of the photons, the polarization of the input light, among 

others. For that reason, the information about the characteristics of the sample and the 

information of some structures that may be placed inside the tissue sample is encoded in the 

detected photons due to light-matter interactions. In that sense, we can differentiate two types 

of scattered photons depending on their penetration depth: polarization maintaining photons, 

PL, which reports the information related to superficial layers of the tissue, and photons reaching 

deeper layers of the sample, which are fully depolarized due to multiple scattering events 

(depolarized photons, DL) (see Figure 4-1). Both groups of photons encode the information of 

the scattering events but in the case of DL this information cannot be analyzed as the photons 

are fully depolarized, this leading to a loss of information (i.e., an entropy increase). As a 

consequence, PL photons are very interesting in terms of tissue interpretation, as they usually 

provide the most significant information of the studied sample. 
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Figure 4-1. Scheme of photon interactions with biological tissues. 

In the case of imaging tissue samples in reflection, the contribution of SL, PL, and DL photons 

is mixed. The contribution of SL photons is significantly reduced in the out-of-ballistic 

measurements, but a residual group of SL photons is always present in tissue measurements due 

to inhomogeneities of the tissue surface that produce direct reflections in any arbitrary 

analyzing direction. Under this scenario, polarization gating techniques try to isolate the 

information of the PL photons by eliminating the non-desired SL and DL contributions. 

One typical PG configuration (let us label it as C1) consists of illuminating the sample with a 

vertical or horizontal linear polarization (e.g., horizontal polarization) and analyze the same type 

of polarization (horizontal polarization). This typical configuration removes half of the DL 

contribution while maintaining the SL, PL, and the other half of the DL contributions. Note that 

the contribution of the SL is still present in the C1 configuration, but it can be removed by 

analyzing the orthogonal polarization (vertical polarization, following the same example). We 

label this cross linear configuration as C2. Images measured with that cross linear configuration 

efficiently filter the SL contribution, most of the PL contribution, and half of the DL contribution, 

thus imaging half of the DL photons. Now, by calculating the difference between C1 and C2 (C1-

C2, let us call it LC) we completely remove the DL photons thus obtaining images with only the 

SL and PL contributions. The image contrast of sample structures in LC images is improved 

concerning the contrast of C1 but it still presents SL photons that degrade the final image 

contrast. 

Recent studies propose the use of the same configurations but using circular or elliptical 

polarizations to improve the quality of the final image [110,111,145,148]. Unlike the case of 

linear polarizations, when using elliptical or circular polarizations for the input beam, the 

polarization of photons surface reflected becomes the orthogonal one. Therefore, considering 

elliptical light, the PG configuration analogous to C1 (co-elliptical configuration, let us call it C3) 

filter the SE contribution (subindex E means elliptical polarization) and half of the DE contribution 

thus measuring a mix of PE and DE photons. On the other hand, the PG configuration analogous 

to C2 (cross-elliptical configuration, let us call it C4) mostly eliminates the PE contribution and 

reduces the contribution of DE to the half but imaging the SE instead and part of the DE photons. 

The C3 and C4 difference (C3-C4, let us call it EC) measures only the contribution of SE and PE like 

the LC configuration. However, elliptically and circularly polarized light hold the polarization 
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state during more scattering events compared with the linearly polarized light thus being better 

suited for the analysis of deeper structures [148]. Note that in the case of using PG configuration 

based on diagonal linear polarized light (let us call them C145 and C245, respectively for co and 

cross configurations), the surface reflection of diagonally polarized light is also orthogonal thus 

the measured photons are analogous to the ones measured with the C3 and C4 configurations 

(i.e., PL and DL for C145, and SL and DL for C245). 

Other approaches combine PG measurements based on circular and linear polarized light to 

improve the contrast of the final image [148]. In ref. [148], the authors propose the combination 

of the LC and EC techniques to eliminate the contribution of the photons reflected at the surface 

(SL and SE). In particular, they suggest calculating the sum of LC and EC ([C1-C2]+[C3-C4]= 

PL+SL+PE-SE) but adding a constant β multiplying the LC term to compensate the difference of 

light surface reflected between linear and elliptical polarizations (Eq. (4.1)). Note that the value 

of the constant β must be experimentally determined for each ellipticity and each kind of 

sample. 

 [ 1 2] [ 3 4]f C C C C  (4.1) 

By properly determining the value of β within the function f, the contributions of the SL and 

SE photons, together with the DL and DE photons are removed, and the images show only the 

combination of polarization-maintaining photons PL and PE. 

4.1.1.2 Derivation of the analytical expressions of polarization gating configurations by 

using the Mueller matrix formalism 

The PG configurations that have been presented in the previous section are devised to 

highlight the polarization response of samples after controlled light-matter interactions, this 

improving the sample image contrast. These interactions can be described by using the Mueller-

Stokes formalism [200,201], as shown in Chapter 2. In that way, the polarization response of the 

sample to a given input polarized light can be written in terms of M as shown in Eq. (2.4) and 

written in terms of the M coefficients as indicated in the following expression (the SoP of light 

can be defined in terms of the azimuth angle (α) and the elliptical angle (ε) as described in Eq. 

(2.3)): 
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S M S .  (4.2) 

where Sout is the Stokes vector describing the polarization of light exiting from the sample. 

Afterward, the Sout response is projected on the polarization analyzer as described in section 3.2. 

In the case of experimental PG measurements, only one analyzer is used. The analyzer of the PG 

configurations is usually set equal to the input polarization (let us call Aco-elliptical, related to the 

co-elliptical configuration) or orthogonal to the input polarization (let us call Across-elliptical). 

According to Eq. (3.1) the intensity measured with the co-elliptical configuration is written in 

terms of M coefficients as follows,  
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where Aco-elliptical is the Sin transpose vector and Ico-elliptical is the intensity corresponding to the 

projection of Sout on Aco-elliptical. 

A similar operation but projected on the cross-elliptical analyzer (Across-elliptical) is performed 

for PG configurations with orthogonally polarized detectors. The analyzer corresponding to the 

orthogonal polarization is obtained by applying the following transformations to the co-elliptical 

analyzer, Aco-elliptical:  and 
2

. The intensity resulting from this configuration 

becomes, 
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Finally, we calculate the difference between Eqs. (4.3) and (4.4) to write the EC configuration 

in terms of the M coefficients. 
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According to Eqs. (4.3), (4.4) and (4.5), it is possible to retrieve the different PG 

configurations that have been described in the previous section from the measured M 

coefficients by properly selecting the ε and α values. Therefore, the measurement of the 

experimental Mueller matrix equals the measurement of any experimental PG configuration and 

any PG combination, becoming then, a more general approach. 

In the following, we will derive the specific PG configurations that have been presented in 

the previous section 4.1.1.1 in terms of the M coefficients. Let us start with the linear 

configurations, that correspond to the cases where the ellipticity is zero (ε=0°). The example of 

C145 and C245 configurations provided in section 4.1.1.1 consists of illuminating the sample with 

diagonally polarized light (α=45°), so ε and α are substituted accordingly in Eqs. (4.3) and (4.4), 

this leading to the next expressions, 

 45 00 02 20 22( 0, 45 ) 1 − = =  = = + + +co ellipticalI C m m m m  (4.6) 

and 
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 45 00 02 20 22( 0, 45 ) 2 . − = =  = = + − −cross ellipticalI C m m m m  (4.7) 

The difference between these two expressions (Eqs. (4.6) and (4.7)) leads to the LC45 

configuration expression, 

 45 45 45 20 221 2 2[ ].LC C C m m  (4.8) 

Next, we derive the C3, C4, and EC expressions in terms of the measured M coefficients. In 

that way, we select elliptically polarized PG configuration with arbitrary ellipticity, ε, but with an 

azimuth angle defined equal to α=45°. Therefore, we substitute these parameters in  

Eqs. (4.3), (4.4), and (4.5), this reducing the expressions to, 
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and 
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Note that we can calculate an arbitrary elliptical PG configuration by changing the ε 

parameter in Eqs. (4.9), (4.10), and (4.11). As expected, for ε=0°, the expressions correspond to 

the linear case (Eqs. (4.6), (4.7), and (4.8)). Alternatively, for ε= 45°, we end up with the following 

expressions that correspond to circularly polarized PG configurations, 

 00 03 30 33( 45 ) 3 ,− =  = = + + +co ellipticalI C m m m m  (4.12) 

 00 03 30 33( 45 ) 4 ,− =  = = + − −cross ellipticalI C m m m m  (4.13) 

and 

 30 33( 45 ) ( 45 ) 3 4 2[ ]. − −=  − =  = − = +co elliptical cross ellipticalI I C C m m  (4.14) 

It is worth noting that the expressions of circularly polarized PG configurations do not depend 

on the α value as circular polarization is independent of this parameter.  

Finally, by following the same formulation, we can obtain the analytical expression of the 

function f (defined in Eq. (4.1)) in terms of the M coefficients. Accordingly, Eq. (4.1) becomes,  
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4.1.2 Experimental polarization gating configurations based on measured Mueller 

matrices 

Once the expression that relates the PG configurations with the M coefficients has been 

derived, such expression can be used to obtain multiple PG configurations from the 

experimentally measured Mueller matrix of a sample.  In principle, as theoretically 

demonstrated in the previous section, the results obtained with this method should be the same 

as measuring a certain PG configuration. In this section, we measure a reference sample by using 

the two discussed methods, PG configuration and Mueller-based PG configuration, and we 

analyze the differences between the results obtained from both methods to experimentally 

probe the theoretical relation above-presented.  

As a reference sample, we take a tank filled with intralipid diluted in water and a ruler 

submerged obliquely in that tank (see Figure 4-2). In particular, we use a plastic tank sized 15.5 

cm × 7.5 cm × 5 cm that is filled with intralipid (20%, Sigma-Aldrich, France) diluted in water with 

a concentration of 0.1%. Intralipid is an emulsion of soybean oil, egg phospholipids, and glycerin 

currently used to provide calories to humans through an intravenous. In this experiment, the 

intralipid dilution mimics the scattering properties of real biomedical tissues, e.g. human skin. 

According to ref. [110], under this concentration of intralipid, we mimic a tissue with a sample 

penetration depth at the millimeter scale.  

The optical properties of this intralipid dilution variates in time due to the segregation of 

lipids and our Mueller polarimeter can only measure stationary samples. However, the 

segregation process of this solution evolves slowly, taking times of few hours while the 

polarimetric measurements are performed in seconds to a minute depending on the PG method 

employed. Therefore, we can assume that the optical properties of the intralipid dilution remain 

constant during the measurement process. 

 

Figure 4-2. Reference sample consisting of a tank filled with intralipid diluted in water 

and a ruler submerged obliquely.  

The measurements are performed using the image Mueller polarimeter described in Chapter 

3. For this experiment, we used the red channel, 625 nm, as its penetration depth is the largest 

among the available channels. To analyze the viability of the proposed Mueller-based PG 

technique we measured the sample in two configuration regimes. On the one hand, we use the 

imaging polarimeter to measure the Mueller matrix of the sample in reflection following the 
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procedure described in section 3.2. Afterward, following the Eqs. (4.6), (4.7), (4.12), and (4.13), 

we calculate the C145, C245, C3, C4, C145-C245, and C3-C4 PG configurations from the measured 

Mueller matrix (Figure 4-3 (a), (c), (e), (g), (i), and (k), respectively). On the other hand, the same 

set-up is used to measure the same PG configuration but using the standard process (direct 

Polarization Gating configuration) for the comparison (Figure 4-3 (b), (d), (f), (h), (j), and (l), 

respectively). The standard method of measuring PG configurations is similar to the process of 

measuring the Mueller matrix but with three remarkable differences: (1) the sample is 

illuminated with only one SoP instead of the six used for the M measurement; (2) only one SoP, 

the same or the orthogonal, is analyzed, instead of the six analyzers used for the M 

measurement; and (3) standard PG configurations do not require mathematical post-processing. 

These differences involve a reduction of the measurement time to the point of allowing real-

time acquisitions. 

 

Figure 4-3. Images of different PG configurations of the ruler submerged obliquely 

within an intralipid dilution obtained from M coefficients (a, c, e, g, i, and k); and 

standard PG procedures (b, d, f, h, j, and l). 

Images obtained from two methods (standard PG and M-based PG) are shown in Figure 4-3. 

To ease the comparison of the results, the images have been normalized. For the normalization, 

pixels have been divided by the highest absolute intensity value of their corresponding image. 

In the case of configurations based on processing the difference between two images (C145-C245 

and C3-C4), their calculation is carried out with the non-normalized C145, C245, C3, and C4 

images, and the normalization is applied after that operation. Note that most normalized images 

take values from 0 to 1 except the C145-C245 and C3-C4 images that take values from 0 to -1. The 

negative values of the C145-C245 and C3-C4 images come from the greater amount of 

orthogonally polarized surface reflection photons, SL and SE, associated with diagonal and 
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circularly-polarized illumination, regarding the polarization-maintaining scattered photons PL 

and PE. The orthogonally polarized photons are filtered in the C145 and C3 configurations but 

detected in the C245 and C4 configurations. In contrast, C145 and C3 measure the polarization-

maintaining photons PL and PE that are filtered in the cross-elliptical channels. As the amount of 

polarization-maintaining photons is lower than the number of photons reflected at the surface 

of the measured sample, cross-elliptical (C245 and C4) images present higher intensity values 

than co-elliptical ones (C145 and C3), and, accordingly, their difference (C145-C245 and C3-C4) take 

negative values.  

 

Figure 4-4. Intensity difference between the normalized images of Mueller-based and 

standard PG configurations: (a) C145, (b) C245, (c) C3, (d) C4, (e) C145-C245, and (d) C3-

C4. 

Figure 4-3 shows that the results obtained from combining the M coefficients and the ones 

obtained with standard PG techniques are equivalent, as can be see from the similarity between 

corresponding images. To quantify the similitude of the results, we evaluate the direct 



78  Analysis of polarimetric metrics for biophotonic applications 
 

 
 

difference between each pair of normalized images that represent the same PG configuration. 

Figure 4-4 shows the pixel-to-pixel intensity difference between normalized images of Mueller-

based and standard PG configurations. In the case of directly measured PG channels (C145, C245, 

C3, and C4) the absolute difference values are lower than 0.05, being an error lower than the 

5% of the intensity range of the image (normalized images that take values from 0 to 1). We 

mainly attribute these differences to random noise in the intensity measurement. For the C1-C2 

and C3-C4 configurations, the absolute difference takes higher values than the directly 

measured PG channels, but they are lower than 0.1 (10% of the intensity range). The increment 

of the error values observed in the C1-C2 and C3-C4 configurations are attributed to the error 

propagation linked to their C1-C2 and C3-C4 operation.  

To further quantify the differences obtained by using the M-based technique in front of using 

the standard PG configuration method, the mean values of the absolute intensity difference 

between Figure 4-3 images are calculated and provided in Table 4-1. The mean absolute 

intensity differences are lower than 0.05 (5%) for all the measured configurations, being lower 

than 0.02 (2%) for the directly measured PG channels (C145, C245, C3, and C4, see Table 4-1). The 

standard deviations (σ) corresponding to the absolute intensity difference in images shown in 

Figure 4-4 are also provided in Table 4-1. The error fluctuations pixel-to-pixel, which is quantified 

through the standard deviation (σ), take values around 75% of their corresponding mean 

intensity differences. Taking into account that the standard deviation is calculated using the 

absolute value, thus avoiding negative values, the standard deviation results fit the values 

expected for random noise. 

PG configuration 
Mean absolute  

intensity difference 
σ 

C145 0.018 0.013 

C245 0.010 0.008 

C3 0.020 0.014 

C4 0.012 0.009 

C145-C245 0.026 0.020 

C3-C4 0.041 0.031 

Table 4-1. Mean absolute intensity difference and standard deviation (σ) for the different PG 

configurations analyzed in Figure 4-4. 

The latter-described experimental results show the equivalence between standard PG 

configurations and the same PG configurations obtained from the M coefficients, validating the 

theoretical results presented in subsection 4.1.1. The only difference between these techniques 

is associated with measurement noise. However, noise errors can be reduced by time-averaging 

different intensity images for both methods. In addition, the errors can be reduced even more 

for Mueller matrix measurement by generating and analyzing more than 6 SoPs (i.e., adding data 

redundancy in the Mueller matrix determination process). 

4.1.3 Combination of Polarization gating and Mueller matrix techniques 

Up to now, we have evidenced the equivalence between M-based and standard PG 

configurations. Hereafter we explore some advantageous properties of the Mueller matrix that 
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lead to new PG applications. First, through the study of different phantom experiments, we 

analyze the scope of using a single measurement, the determination of the M coefficients, to 

calculate (without the necessity of measuring) a wide number of PG configurations through 

phantom experiments. Second, we propose a new technique that combines the Lu-Chipman 

decomposition [66] and the PG formalism presented in 4.1.1. This new technique is used to 

enhance the image contrast of an ex-vivo sample (chicken neck). 

4.1.3.1 PG dependence with the ellipticity (Phantom experiment) 

First, we want to note that by using the standard PG method, each new PG configuration that 

wants to be implemented requires conducting new measurements. Conversely, with the new 

proposed approach, arbitrary PG configurations can be directly calculated by properly operating 

the Mueller matrix coefficients without needing new extra experimental measurements. As an 

example, we use the measured Mueller matrix of the ruler submerged obliquely in an intralipid 

dilution to implement the function f (Eq. (4.15)). For this example, we use β=1 and we do not 

restrict the analysis to one particular ellipticity (ε) value, but we compute all the ellipticities from 

ε=-45° to ε=+45° with 1° steps. This leads to the calculation of 182 PG configurations (91 

measurements for C3 configurations with different values of ε + 91 measurements for C4 

configurations with different values of ε; note that C1 and C2 configurations are particular cases 

of C3 and C4 PG configurations with ε=0°). Importantly, if the standard PG method were used, 

182 experimental measurements should be done to perform the equivalent experiment. As 

illustrative examples, Figure 4-5 (a) and (b) show the images obtained for the cases 

corresponding to ε=+22.5° and ε=0°, respectively. The image associated with ε=+22.5° (Figure 4-

5 (a)) is better contrasted than the obtained for ε=0° (Figure 4-5 (b)), so the image contrast 

present certain dependence with the ellipticity ε selected for the PG configuration. This is 

connected with the polarimetric differences between SL and SE photons and the higher 

penetration depth of circularly polarized photons [145,148]. 

 

Figure 4-5. Image of f PG configuration with β=1 for (a) ε=22.5° and (b) ε=0°. (c) 

Visibility (V) vs ellipticity angle (ε) for the number 4 and a ruler millimeter tick mark. 

The cross-sections of the number 4 and the ruler millimeter tick mark are represented 

with blue and red lines. 
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To quantify the image contrast observed at different regions of the sample we compute the 

visibility V (Eq.(4.16)) for two cross-sections placed at the number 4 and at a ruler tick mark, 

respectively (see Figure 4-5 (a)). 

 max min

max min

I I
V

I I
 (4.16) 

where maxI  and minI are the maximum and minimum intensity values of the cross-section.  

The dependence of the visibility with the ellipticity for the two cross-sections is plotted in 

Figure 4-5 (c). Figure 4-5 (c) reveals that the best visibility values are obtained using 22.5 . 

Usually, PG experiments are restricted to configurations based on linear or circular polarizations 

due to their simplicity. However, other non-explored polarizations can provide better results in 

terms of image contrast, as seen in this example with 22.5 . In addition, the particular 

experiments that operate with circularly or elliptically polarized light are commonly restricted 

to the use of positive ellipticities, considering that the results obtained with negative ellipticities 

are equivalent. However, Figure 4-5 (c) shows that the visibility for 30  is smaller than 

the one obtained with 30 . Therefore, the results obtained using negative ellipticities have 

not to be equal to their corresponding positive ellipticities.  

The last phenomenon is emphasized when measuring the same ruler submerged in intralipid 

but with two cellophane tapes stuck in different orientations (see Figure 4-6). Cellophane tapes 

are linear retarders with certain birefringence that depends on their thickness and that is related 

to the tensions of the constituent polymers introduced during the fabrication process. For this 

experiment, we measure the sample by using the standard PG method with the red channel 

(625-nm light). In particular, we measure the standard C3-C4 PG configuration by illuminating 

the sample with right-handed circularly polarized light (Figure 4-6 (c)) and with left-handed 

circularly polarized light (Figure 4-6 (d)). Figure 4-6 (c) and (d) present three differentiated 

regions that are not observed in the previous PG measurements (Figure 4-3). These 

differentiated regions are the result of combining cellophane retarders with different 

orientations that induce distinct polarization variations. Note that these regions are differently 

contrasted by using the equivalent positive and negative ellipticities (ε=+45°, right-handed 

circular light, and ε=-45°, left-handed circular light), like the observed in the previous experiment 

for ε=±30° (Figure 4-5 (c)). However, in this new experiment, the differences are observed when 

using the traditional and standard PG method, so the differences cannot be attributed to any 

artifact coming from the computational process associated with the M-based PG technique.  

The visibility of the number 4 in C3-C4 images is an extreme example of that phenomenon. 

It is clearly visible for the right-handed circular PG configuration (Figure 4-6 (c)), but it is 

completely indistinguishable when using the left-handed circular PG configuration (Figure 4-6 

(d)). To highlight the image differences, Figure 4-6 (b) shows the intensity values of the cross-

sections respectively marked with black and red lines in Figure 4-6 (c) and (d). The cross-section 

values obtained with ε=+45° are represented with black empty squares and the values 

associated with ε=-45° are drawn with red-filled circles. Both PG configurations are 

characterized by linear distributions that tend to zero as the ruler goes deeper into the intralipid 

dilution. To highlight the linear distributions, we have drawn the linear regression associated 

with  ε=-45° and ε=+45° (red and black lines, respectively). The data behavior distribution related 
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to the contrast obtained with ε=+45° (black squares) is distinguished from ε=-45° case (red 

circles) for describing a sharp jump related to the contrast associated to the visible number 4 

(difference in the cross-section between the polarimetric response of the pixels into the number 

4 with those associated to the background). This occurs because the polarization that comes 

from the interaction of circularly and elliptically polarized light with linear retarders (as 

cellophane tapes) is usually different when using incident light with positive helicity compared 

to the use of light with negative helicity. For example, the interaction of right-handed circularly 

polarized light with a quarter-wave plate retarder may result in horizontally polarized light, while 

the left-handed polarized light ends in vertically polarized light at interacting with an equally 

oriented quarter-wave plate retarder. In addition, the dissimilar polarization modification of 

retarders must be combined with any anisotropic behavior of the ruler itself. Therefore, 

different helicities must be explored at measuring PG configurations to probe that some 

information is not missed in the arbitrary selection of the helicity. 

 

Figure 4-6. (a) Ruler with two stuck cellophane tapes. (b) Cross-section values of the 

black and red lines of pictures (c) (black empty squares) and (d)(red-filled circles). 

Images of C3-C4 PG configuration for (c) right-handed and (d) left-handed circularly 

polarized light. 

The results shown in this subsection prove that the use of PG configurations obtained from 

the Mueller matrix of the sample, give access to a wide number of polarization gating 

configurations, as all possible PG configurations can be easily simulated, without the necessity 

of experimentally implementing each one of them (as occurs with standard PG methods). This 

is a very useful result, as usually, only few well-known PG configurations are experimentally 

implemented in applications (typically, co-linear, cross-linear, co-circular, and cross-circular), 

and we have probed that maximum contrast of certain structures can be obtained by particular 

elliptical based PG configuration, that can be easily tested with the proposed approach.  
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4.1.3.2 PG configuration based on Lu-Chipman matrices (Ex-vivo experiment) 

At this point, we have already that the M-based approach is a generalization of the standard 

PG technique and we have also proved the importance of using different ellipticities in the PG 

configurations. In this subsection, we propose a technique that combines the above-discussed 

PG configurations with the Mueller matrix decompositions. This new technique is discussed 

through the inspection of an ex-vivo chicken neck (Figure 4-7). In particular, we have analyzed a 

region of interest (ROI, squared in red in Figure 4-7) that contains different biological structures 

such as muscles and nerves. It is worth noting that muscles and nerves are fibrous based 

structures so their polarimetric properties tend to be anisotropic, i.e., their interaction with light 

usually variates with the orientation of the incident polarized light. 

 

Figure 4-7. Inspected ex-vivo chicken neck. The red square delimits the imaged region 

of interest. 

The technique we propose starts with the measurement of the Mueller matrix of the sample. 

We measured the M of the ex-vivo sample using the 470 nm light because larger wavelengths, 

as 625 nm, enters deeper into the sample than shorter ones [11], and we mainly want to inspect 

biological structures placed at the surface of the sample. Figure 4-8 (a) shows the experimental 

Mueller matrix of the chicken neck. As can be observed in Figure 4-8 (a), the contrast of the 

biological structures included in the imaged ROI, as muscles and nerves, varies between the 

different image coefficients. The image coefficients of the measured M are individually 

normalized by their maximum value and the mean values of each coefficient are provided at the 

left of the image to illustrate the weight of each coefficient. The first coefficient (m00) is the 

reflectance of the sample for unpolarized input states and their values are always bigger than 

the other coefficients. For this sample, the mean value of m00 is more than 6 times bigger than 

the highest mean value of the other matrix coefficients (see Figure 4-8) so we deal with a sample 

with a non-negligible depolarizing behavior. Conversely, the diattenuation content encoded in 

the first row of the matrix is more limited.  

To continue exploring the polarimetric properties of the sample, we apply the Lu-Chipman 

decomposition (described in Section 2.2) which decomposes the Mueller matrix into a 

concatenation of three basic M:  a diattenuator M (MD), a retarder M (MR), and a depolarizer M 

(MΔ). As an illustrative example, the image coefficients of MR are exhibited in Figure 4-8 (b). The 

representation of MR is restricted to the 3x3 sub-matrix that comprises the significant 
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polarimetric content. The coefficients of the first row and the first column are always equal to 

zero (as pure retarders do not present diattenuation or polarizance responses), excluding the 

first coefficient that is always equal to one. As already done with M, the mean values of image 

coefficients are also provided at the left matrix.  

 

Figure 4-8. (a) Experimental Mueller matrix of the chicken neck inspected with 470 nm 

light and (b) 3x3 submatrix of the Lu-Chipman retarder, MR. The matrices placed at the 

left of the image matrices provide the mean value of their image coefficients. The 

values between {} indicate the corresponding matrix element index. 

Note that MD, MR, and MΔ, provide separately the diattenuation, retardance, and 

depolarization information of the sample, respectively. Accordingly, the image contrast stated 
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in the MR coefficients is related to different birefringent structures, as collagen fibers, and their 

different orientation. For the chicken neck (Figure 4-8 (b)) we see that the retardance content 

of the nerve is considerably different from the muscle, this being better contrasted in some 

regions of the MR image coefficients than in the image coefficients of M. We have also calculated 

MD, and MΔ but their image coefficients are less contrasted than the M and MR.  

The contrast observed with the nerve is quantified through Figure 4-9. Figure 4-9 plots the 

values of the cross-section marked with a red line in Figure 4-8 (b) for different image 

coefficients. In particular, the image shows the values corresponding to the coefficient with the 

best nerve visibility of the matrices M, MD, MR, and MΔ (m33, MD{3,0}, MR{3,3}, and MΔ{2,1}, 

respectively; the values between {} indicate the corresponding matrix element index).  

 

Figure 4-9. Cross-section values of the segment represented with a red line in Figure 

4-8 (b) corresponding to the coefficients that provides the best visibility for the M 

(black empty squares), MD (green empty triangles), MR (red-filled circles), and MΔ 

(blue-filled triangles). 

In agreement with the previous qualitative discussion, the nerve is more contrasted in the 

image coefficients of M (black empty squares) and MR(red-filled circles) than in the other image 

coefficients. The different sections of the nerve are separated by picks that are larger in the 

MR{3,3} so this section of the nerve is better contrasted in this retardance coefficient. Conversely, 

these details are completely hidden in the diattenuation coefficient (MD{3,0}) that presents a 

completely flat intensity distribution (see green empty triangles), this revealing that the studied 

nerve does not present a dichroic response. The depolarization information shows an 

intermediate scenario: the central pick is still detected in the depolarization parameter (MΔ{2,1}, 

see blue-filled triangles in Figure 4-9) but the other details are missed. 

Next, we propose to combine matrices retrieved through the Lu-Chipman decomposition 

with the M-based PG technique. In particular, we propose to use the expressions employed to 
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compute the PG configurations from the Mueller matrix coefficients but using the decomposed 

MD, MR, and MΔ coefficients instead of the original non-decomposed M matrix. 

As an example, we have calculated the PG configuration f with β=1 from the measured M, 

MD, MR, and MΔ of the ex-vivo chicken neck (Figure 4-10). The images are calculated considering 

ε=45° (left-handed circular light). 

 

Figure 4-10. Image of f° PG configuration for ε=45° that is calculated with the 

coefficients of (a) M, (b) MD, (c) MΔ, and (d) MR. β is fixed equal to 1. 

In the regular PG image (Figure 4-10 (a)), we can identify the same biological structures 

observed in the M coefficients (Figure 4-8 (a)). However, these structures are less contrasted 

than in some of the M coefficients as, for instance, the first coefficient (m00). For the other PG 

configurations based on the Lu-Chipman matrices, we can distinguish two differentiated results. 

On the one hand, diattenuation (Figure 4-10 (b)) and retardance (Figure 4-10 (d)) PG-based 

images have provided analogous or worst results to the ones obtained with their respective 

coefficients. The f based on the Lu-Chipman’s diattenuator is low contrasted, like their 

coefficients. Similarly, the PG image of the retarder is also low contrasted, worst results 

compared to the coefficient MR{3,3} (Figure 4-8 (b)) in which the nerve is clearly delimited.  

On the other hand, better results have been obtained with the depolarization matrix (Figure 

4-10 (c)). In this case, the linear combination of the coefficients gives better resolved biological 
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structures. Thanks to the use of the function f (Eq. (4.15)), we can recognize some roughness of 

the muscle skin not detected in the Mueller matrix coefficients (Figure 4-8 (a)). These rough 

muscle structures have not been detected either in the regular f function, so the proposed 

technique has improved the quality image in such a term. 

In summary, the Mueller matrix approach is a generalization of the PG techniques that allows 

the use of more complex mathematical tools that further synthesize the polarimetric 

information of the sample. Some of the mathematical tools that can be implemented on the 

Mueller matrix technique, as the Lu-Chipman decomposition, can be combined with the PG 

techniques to improve the image contrast and reveal new information. Moreover, the Mueller 

matrix approach allows the study of different PG configurations (e.g., the study of the image 

contrast as a function of the ellipticity of the incident light) without needing more than one M 

measurement. For all the above-mentioned reasons, we recommend using the Mueller matrix 

approach as it results more suitable for biological imaging applications. 

4.2 Characterization of depolarizing samples based on the indices of 

polarimetric purity and the components of purity 

In the previous section, we have observed that the measured ex-vivo tissue acts as a 

depolarizer when interacting with the polarized light. This feature is not restricted to the 

measured tissue but most biomedical tissue samples are characterized presenting certain 

depolarization properties. Organic tissues are mainly composed of fibers [48,126,129,130] and 

light is partially scattered at interacting with these fibers. The scattering process is repeated 

multiple times inside the media before leaving the sample and the scattered photons with 

different paths may leave the sample in the same position and in the same direction. When 

these photons are measured with a polarimeter, their corresponding different polarizations of 

each one are incoherently combined and the photon mixture ends in partially or fully 

depolarized light. The measured depolarization strongly depends on the fiber characteristics. 

Therefore, some intrinsic structural information of scattering media can be inferred from light 

depolarization measurements and be used in some applications, for example in the early 

diagnosis of some diseases [48,129,130]. 

Polarization-based techniques are non-contact techniques that can be used to retrieve the 

physical characteristics of the biological tissue samples. Usually, the description of the 

polarimetric properties of the sample is based on the Mueller-Stokes formalism because it is the 

most appropriate frame to describe partially and fully depolarized states. Under this formalism, 

the depolarizing information is encoded in the 16 elements of the Mueller matrix and further 

mathematical treatment is required to extract it. Nowadays, a diverse group of mathematical 

treatments, resulting in different depolarization metrics, are available in the literature to study 

the scattered tissues from different points of view [1,44–46,60–73], as randomness, entropy, or 

stochastic behavior, among others. However, the link between these macroscopic metrics and 

the physical characteristics of tissues is a complex issue to be solved. A commonly used metric 

to inspect the depolarization property is the so-called depolarization index, PΔ (also called the 

degree of polarimetric purity [209]). This metric is described in section 2.3.1 and quantifies the 

random process behind the scattering interactions. However, it cannot distinguish between 

different physical structures that lead to the same overall depolarization. Alternatively, these 
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structures may be distinguished using the  Indices of Polarimetric Purity, IPP (described in 

section 2.3.2), and the Components of Purity, CP (described in section 2.3.3), which are two 

groups of metrics that are connected with PΔ and that further synthesize depolarizing content.  

In this section, we provide the relation between CP and IPP, and we show that the 

combination of CP and IPP gives the complete information of the depolarization properties of 

scattering systems [214] (sub-section 4.2.1). Next, we discuss their use for the analysis of the 

scattering phenomena through a collection of illustrative and easy to interpret examples (sub-

section 4.2.2). These examples are based on the incoherent combination of different non-

depolarizing elements (retarders and diattenuators). Finally, we experimentally build different 

depolarising systems that highlight the potential of using IPP in front of PΔ. 

4.2.1 Indices of polarimetric purity and components of purity relation 

According to the description of CP and IPP provided in section 2.3, both metrics provide 

further physical interpretation than P∆ and further quantitative characterization of depolarizers. 

However, we might want to consider whether the two spaces are equivalent, leading to the 

same information, or on the contrary, they are more or less suitable for a particular group of 

depolarizers. This topic is not resolved in literature, and authors may indistinctly use P∆, IPP, or 

CP. To answer this question, we first connect CP and IPP by equaling Eqs. (2.45) and (2.46), 

 2 2 2 2 2 2 2
1 2 3

2 1
3 3 2

3 3
sP P D P P P P  (4.17) 

In Eq. (4.17), each parameter can be calculated from the other five so we have five degrees 

of freedom. Therefore, at least two of the three IPP or CP parameters are independent of the 

value of the other parameters, and accordingly, the information provided by IPP and CP should 

be different and compatible in some way.  

According to the Mueller matrix formalism, the information related to the polarimetric 

response of a given medium can be provided with a set of sixteen independent magnitudes with 

clear physical interpretation, those magnitudes being encoded in the sixteen elements of the 

Mueller matrix, M. One of this magnitude is the Mueller matrix element m00 that is the mean 

intensity coefficient of M; other ten quantities are related to retardance and orientation 

direction properties; and the remaining five magnitudes are related to depolarization and 

enpolarization [223] properties. Enpolarization implies the existence of dichroism, i.e. 

diattenuation and polarizance, in the probed media, and it is related to the fact that some 

depolarizers can increase the degree of polarization of certain incident polarization states while 

decreasing the degree of polarization of the remaining ones [214,223,224]. Therefore, D and P 

(described in section 2.1.3) are two of the magnitudes related to enpolarization properties that 

together with the three IPP (P1, P2, and P3) may compose the above-mentioned group of five 

independent magnitudes that completely describe the depolarization properties of the sample. 

Note that taking this set of five parameters (D, P, P1, P2, and P3) in Eq. (4.17) we can readily 

calculate the depolarization index PΔ, and the index of spherical purity PS [211,214]. It is 

remarkable that other relevant depolarizing parameters as the Cloude’s entropy S [70] or the 

overall purity index (PI) [62] can be calculated using the same set of parameters, as they 

completely describe the depolarizing behavior of samples. 
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Another point of view is based on the representation of the CP and the IPP in a 3D space. 

Under that scenario, the physically realizable matrices must be represented in a limited space 

(the constraints of the spaces are marked in orange in Figure 2-2 and Figure 2-4), and the shape 

and volume of these spaces are different for each representation. In both representations, PΔ 

values are represented with ellipsoid surfaces but these surfaces are described with different 

equations (Eq. (2.45) for the IPP-based Purity space and Eq. (2.46) for the Component space). As 

the shape of the spaces and the area of the PΔ surfaces are different, the information that they 

provide should be as well different in some way.  

To better understand this crucial point, let us revise a particular case when the depolarization 

index equals 1 (PΔ=1), the case of non-depolarizing samples. In such a scenario, any non-

depolarizing system is always represented at the same point in the Purity space (1,1,1), but it 

can be represented at some point of a wide surface of possible polarimetric samples in the 

Component space. This makes sense because as said above, CP provides a physical 

interpretation of samples constituents (so we can study the dichroism or birefringence 

contribution corresponding to different non-depolarizing samples), but this case has no further 

interpretation in terms of IPP, as non-depolarizing media do not introduce randomness to an 

incident beam. As it will be shown in the following, the opposite case, different depolarizers 

corresponding to a single point in the Component space, whereas being associated to a surface 

in the Purity Space, is also possible. In the following, and with the aim of better understanding 

the differences and complementarity between these two depolarizing spaces, we are interested 

in studying the following two scenarios: 1) depolarizers with identical CP but different IPP, and 

2) depolarizers with identical IPP but different CP; because they illustrate the benefits of the 

different metrics. It is worth highlighting that these are two limit scenarios in which either IPP 

or CP are the only metrics that give relevant information but in general, both metrics provide 

significant information of depolarizing properties of the samples and should be used together 

to completely characterize depolarizers. 

4.2.2 IPP and CP analysis through synthetized depolarizers 

The collection of depolarizers that accomplish one of the two limit scenarios is simulated by 

incoherently combining dichroic and birefringent elements. The fact of using these well-known 

elements eases the interpretation of the results and clarifies the CP and IPP discussion. The 

simulation is grounded on the idea that depolarization can be observed as the incoherent 

combination of non-depolarizing elements [225,226]. Following this consideration, any 

depolarizer can be described as the summation of up to four non-depolarizing Mueller matrices 

[209,210,225,227]: 

 
4

1
i i

i

M M  (4.18) 

where Mi are Mueller matrices of non-depolarizing elements and αi are the different weights of 

matrices. In the experimental scenario, αi correspond to the percentage of light that passes 

through (or is reflected to) each element composing the sample and reaches the same position 

of the detector. The combination is restricted to four elements as the combination of more 

elements can be reduced to an equivalent combination of four non-depolarizing elements [210]. 
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4.2.2.1 Depolarizers characterized by the same CP but different IPP 

From the simulated depolarizers, we first analyze a collection of depolarizers giving rise to 

the same values for the CP but discriminated by different IPP. In particular, we start with 

depolarizers without dichroism (P=D=0). This group of depolarizers is characterized by PS being 

the only CP different from 0, and equal to P∆ (the latter is according to Eq. (4)). As a consequence, 

each value of P∆ is associated with a single point at the CP space, always located in the PS axis, 

see Figure 4-11. Conversely, their representation in the Purity space is not restricted to one 

dimension and, as seen in Figure 4-11, depolarizers related to the same PS value can be 

represented at different locations of the Purity space. Note that these depolarizers are arranged 

at certain locations over a surface (marked in green in Figure 4-11). This surface is built with all 

the IPP combinations that result in the same PΔ=0.58 value and each point of the surface can be 

associated with different depolarizers that are indistinguishable using the CP and PΔ but 

differentiable through the IPP. 

 

Figure 4-11. Representation of depolarizers that presents the same CP but different 

IPP in the Component and Purity spaces. The presented case with PS=P∆=0.58 is an 

illustrative example. 

To the sake of clarity, the simulated non-dichroic depolarizers (P=D=0) are constructed 

according to the following expression that is based on Eq. (4.18): 

 1 2 (0 ) 3 (45 ) 4 (45 ) (0 )air HWP HWP HWP HWPM M M M M M  (4.19) 

where Mair is the Mueller matrix of the air (the identity matrix), and MHWP(0°) and MHWP(45°) are 

the Mueller matrices of a half-wave plate with their fast axis oriented at 0 and 45 degrees 

concerning the horizontal reference axis of the laboratory. Eq. (4.19) is a general expression for 



90  Analysis of polarimetric metrics for biophotonic applications 
 

 
 

the synthesis of non-dichroic depolarizers because it allows the construction of non-dichroic 

depolarizers with any physically feasible combination of IPP through the use of different weights 

combinations. 

Three particular depolarizers are simulated according to Eq. (4.19), all of them fulfilling the 

condition of non-dichroic depolarizers (P=D=0 and PS=PΔ). They are labeled as MA, MB, and MC. 

Their Mueller matrices, as well as their construction, and their IPP, CP, and P∆ values, are shown 

in Table 4-2. In addition, they are represented with points in the Purity and Component spaces 

of Figure 4-11. The three non-dichroic depolarizers present the same CP and P∆ values, but their 

corresponding IPP values are significantly different (see Table 4-2). Accordingly, they are 

represented in the same location in the Component space, while their different IPP values are 

visually appreciable (and thus, discriminated) as different points that are placed at the same P∆ 

surface of the Purity space (see Figure 4-11). The differences of such depolarizers in terms of IPP 

are connected with the ability of samples to randomize the input light polarization in different 

ways (some input fully polarized states are more depolarized than others, and those depend on 

each particular sample).  

For the sake of visualization, the two different cases of SoPs that result from light-matter 

interactions of polarized light with two different depolarizers are represented in the Poincare 

Sphere (resulting in ellipsoids, according to refs. [45,228]) and shown in Figure 4-12. In 

particular, we have represented the SoPs resulting from the interaction of any fully polarized 

input state of polarization with the MB and Mc depolarizers (intense blue ellipsoids), respectively 

in Figure 4-12 (a) and (b).  

 

Figure 4-12. Ellipsoids of (a) MB and (b) Mc depolarizers. 

MC depolarizer is represented with a sphere, so it does not present depolarizing anisotropy 

(i.e., all input polarizations are equally depolarized, so the sphere is equally shrunk). In contrast, 

MB is represented with an ellipsoid that illustrates how diagonal and circular polarizations are 

more depolarized than the horizontally polarized states (i.e., SoPs described with S2 and S3 

parameters are more depolarized than the ones described with S1). Samples presenting different 

values for this kind of depolarization anisotropy (i.e., whose Mueller matrices lead to different 
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ellipsoids [45,228]), are always represented by different IPP. Under this scenario, differences in 

the IPP values are connected with the specific depolarizer structure. In the case of non-dichroic 

depolarizers, they usually come from combining retarder elements (note that the absence of 

dichroic elements results in D and P equal to 0). Also, note that the number of combined 

elements limits the values of the IPP. In our particular case of study, MA is the combination of 

two non-depolarizer elements thus being impossible to reach values of P2 smaller than 1 (Table 

4-2) [45,227]. Conversely, the other depolarizers are constructed with more elements leading to 

P2 values smaller than 1. 

Mueller Matrices  
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 Depolarization Parameters 
Depolarizer synthesis 

 P1 P2 P3 PΔ P D PS 

MA 0.00 1.00 1.00 0.58 0.00 0.00 0.58 (0 )

1 1

2 2
air HWP +M M  

MB 0.40 0.71 1.00 0.58 0.00 0.00 0.58 

3 5 1
4 (0 )8

3 5
(45 )8

air HWP

HWP

+


−


+ +M M

M
 

MC 0.58 0.58 0.58 0.58 0.00 0.00 0.58 

3 3 3 1
(0 )4 3 4 3

(45 ) (45 ) (0 )

(

)

air HWP

HWP HWP HWP

+ −


  

+ +

+

M M

M M M
 

MD 0.00 1.00 1.00 0.58 0.50 0.50 0.41 2 1
3 3(0 ) (45 )LP HWP +M M  

ME 0.40 0.71 1.00 0.58 0.50 0.50 0.41 

2
3 (0 )

1
6 (0 ) (45 )( )

LP

HWP HWP



 

+

+

M

M M
 

MF 0.58 0.58 0.58 0.58 0.50 0.50 0.41 

32
3 (0 ) (0 )9

3 3
(45 ) (45 ) (0 )18

( )

LP HWP

HWP HWP HWP

 

−
  

+ +

+

M M

M M M

 

Table 4-2. Mueller matrices, depolarizer synthesis, and IPP, CP, and PΔ values of the MA, MB, MC, MD, 

ME, and MF depolarizers. Mair is the Mueller matrix of the air, MHWP is the Mueller matrix of a half-

wave plate and MLP is the Mueller matrix of a linear polarizer. The orientation of the elements is 

marked within the () brackets and all the angles are referenced concerning the horizontal axis of the 

laboratory. 
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The group of depolarizers that are represented in the same place in the Component space 

but distributed over different locations of the Purity space is not restricted to non-dichroic 

depolarizers. In fact, non-dichroic depolarizers are a particular case of a more general group of 

depolarizers, those that satisfy the D=P≥0 condition. Next, we briefly analyze a subgroup of this 

type of depolarizers that presents the same diattenuation (D(M1)=D(M2)). To synthesize this 

type of depolarizers we use a similar expression to Eq. (4.19) but replacing the air with a 

horizontally oriented linear polarizer, MLP(0°):  

 1 (0 ) 2 (0 ) 3 (45 ) 4 (45 ) (0 )LP HWP HWP HWP HWPM M M M M M  (4.20) 

As an example, we simulate the MD, ME, and MF. Their corresponding IPP, CP, and P∆ values, 

their Mueller matrices, and their synthesis are shown in Table 4-2. As observed with non-

dichroic depolarizers, all the new examples (MD, ME, and MF) share the same CP value but are 

described by different IPP (see Table 4-2). Note that one of these examples, the depolarizer 

labeled MD, corresponds to a Type-II depolarizer (defined by the alternative canonical form 

[45,229]). Some techniques used to analyze depolarizers, as the symmetric decomposition [45], 

needs alternative mathematical treatment to work with Type-II matrices [45], but this is not the 

case of IPP which can be calculated using the same algorithm. 

4.2.2.2 Depolarizers characterized by the same IPP but different CP 

In the previous section, we have proved that within the set of depolarizing media 

accomplishing the condition D=P, there exist depolarizer subgroups in which the most suitable 

metrics to characterize their performance are the IPP. From now on, we discuss the opposite 

situation, i.e., a collection of depolarizers sharing the same IPP but completely differentiated at 

using CP. Accordingly, to have the same PΔ and IPP values the group of depolarizers must present 

the same randomness associated with the depolarizing process but they must be composed of 

different physical elements to have different CP values. 

The first group of depolarizers we discuss are another subgroup of depolarizing media 

accomplishing the condition D=P but, in that case, taking different diattenuation (D(M1)≠D(M2)). 

One case of study that satisfies the described conditions is the composed of the MA and MD 

systems (Table 4-2). Both are defined with the same IPP but different CP. In this example, MA 

does not involve dichroic elements in the construction while the construction of MD does (Table 

4-2). As a result, the diattenuation of MA is non-existent (D=0) while MD presents certain 

diattenuation, so being two different systems in terms of CP. Conversely, the polarized light that 

interacts with the media results depolarized in a certain way, which depends on the incident 

state of polarization, which turns out similar in terms of DOP, and outcomes to the same IPP 

values. Other examples presenting the same phenomenon are the MB and MC systems compared 

with ME and MF, respectively (Table 4-2). These examples are just the limit case in which one of 

the depolarizers does not present diattenuation, but the same scenario can be obtained when 

dealing with depolarizers with certain non-negligible dichroic content. These types of structures 

can be synthesized by combining different dichroic elements or by combining such dichroic 

elements with some birefringent elements. As a simple example, we will discuss a collection of 

depolarizers construed by combining a horizontal linear polarizer (dichroic element) and a half-

wave plate oriented at 45° (birefringent element) and that follows this expression: 

 1 (0 ) 1 (45 )(1 )LP HWPM M M  (4.21) 
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Note that Eq. (4.21) is a particular case of Eq. (4.20) in which α2 and α4 are equal to 0 and 

α3=1-α1.  

By modifying the value of α1 we can build a collection of depolarizers with different P∆, thus 

with different overall depolarizing capability. The P∆, IPP, and CP metrics obtained with different 

α1 values are graphically represented in Figure 4-13 (P∆ and IPP in Figure 4-13 (a) and CP in Figure 

4-13 (b)). The analysis of Fig. 4(a) shows that, under this construction, we can build two different 

depolarizers with different α1 but with the same PΔ values (e.g., the red horizontal line shows 

the particular case P∆= 0.64). This ambiguity is also observed when using the IPP. Note that we 

are combining only two elements, so P2 and P3 are always equal to 1 thus limiting PΔ from 0.577 

to 1. Conversely to IPP, CP allow for distinguishing which element (dichroic or birefringent) is 

more significant in the weighted sum (see Figure 4-13 (b), where P and D functions do not 

present a minimum, so there is no ambiguity between the depolarizers collection). 

As an example, the Mueller matrices of the two particular depolarizers leading to the same 

P∆=0.64 value, labeled as MG and MI, are provided in Table 4-3, together with their 

depolarization parameters (IPP, CP, and PΔ) and their construction. As expected, MG and MI 

share the same IPP values but they are defined by different CP values. To visualize these results, 

both depolarizers are represented in the IPP and CP spaces of Figure 4-14 (blue and cyan points). 

Note that both depolarizers are located to a single point in the Purity space (P1=0.33, P2=1, and 

P3=1) but they are distributed over the P∆=0.64 surface in the Component space (represented in 

green in Figure 4-14). In particular, they are distributed over the intersection between the 

P∆=0.64 surface and the P=D plane (it is represented in red in Figure 4-14 and it indicates the 

region of the CP space connected to depolarizers accomplishing the P=D condition). 

 

Figure 4-13. Graphical representation of (a)P∆,  and IPP, and (b) CP values vs α1 

obtained following Eq. (4.21). The red horizontal line represents the particular case 

P∆=0.64. 
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Figure 4-14. Representation of depolarizers that presents the same IPP but different 

CP in the Purity and Component spaces. The presented case with PΔ=0.64 is an 

illustrative example. 

Up to now, we have built depolarizers showing the same diattenuation and polarizance so 

placed at the P=D plane. However, depolarizing systems accomplishing the condition P≠D can 

also be equivalent by IPP but discriminated by CP. To synthesize this type of depolarizers we 

have modified Eq. (4.20) by replacing the horizontally oriented half-wave plate, MHWP(0°), with 

the dichroic element  MLP(0°)· MHWP(45°): 

 1 (0 ) 2 (0 ) (45 ) 3 (45 ) 4 (45 ) (0 )LP LP HWP HWP HWP HWPM M M M M M M  (4.22) 

 MJ is an example of a depolarizer built with Eq. (4.22). Its Mueller matrix, construction, and 

IPP, CP, and PΔ values are provided in Table 4-3. The same depolarizer MJ but illuminated in a 

reverse way (i.e, with the incident and emerging beam directions interchanged) is calculated 

according to refs. [45,230]. We label the MJ reverse Mueller matrix as MJ’. Its Mueller matrix, 

construction, and IPP, CP, and PΔ values are also provided in Table 4-3. The forward (MJ) and the 

reverse (MJ’) Mueller matrices comparison (Table 4-3) shows that when a given sample is 

illuminated in a reverse way, the corresponding diattenuation Dr is equal to the polarizance 

corresponding to the same system illuminated in the forward configuration Pf, i.e., Dr=Pf. 

Likewise, the polarizance measured in the reverse mode Pr is equal to the diattenuation in the 

forward illumination direction Df (Pr=Df). In other words, the diattenuation and polarizance 

response of a given system are interchanged if measured in the forward or the reverse modes, 

being the diattenuation and the polarizance the two sides of the same coin [209]. Knowing this, 

and taking into account that D and P are two of the three axes of the Component space, CP 

necessarily have to be able to discriminate between systems measured in the forward and 

reverse configurations of depolarizers accomplishing the P≠D condition. Conversely, IPP metrics 
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are invariant to forward and reverse transformations [212,231] so they are unable to 

discriminate between polarimetric systems that are being forward or reverse illuminated.  
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 Depolarization Parameters 
Depolarizer synthesis 

 P1 P2 P3 PΔ P D PS 

MG 0.33 1.00 1.00 0.64 0.33 0.33 0.58 1 1
2 2(0 ) (45 )LP HWP +M M  

MI 0.33 1.00 1.00 0.64 0.67 0.67 0.33 4 1
5 5(0 ) (45 )LP HWP +M M  

MJ 0.33 1.00 1.00 0.64 1.00 0.33 0.19 2 1
3 3(0 ) (0 ) (45 )LP LP HWP  

+M M M  

MJ’ 0.33 1.00 1.00 0.64 0.33 1.00 0.19 (1,1,1, 1)· · (1,1,1, 1)T
Jdiag diag− −M  

Table 4-3. Mueller matrices, depolarizer synthesis, and IPP, CP, and PΔ values of the MG, MI, MJ, and 

MJ’ depolarizers. Mair is the Mueller matrix of the air, MHWP is the Mueller matrix of a half-wave plate 

and MLP is the Mueller matrix of a linear polarizer. The orientation of the elements is marked within 

the () brackets and all the angles are referenced concerning the horizontal axis of the laboratory. The 

superindex T indicates the transpose matrix. 

For the sake of visualization, these two systems are represented in the CP space Figure 4-14 

(MJ is represented with a magenta point and MJ’ with a red point). Under such representation, 

we observe how they are placed over the constant P∆=0.64 surface, symmetrically distanced 

with respect to the D=P plane. This phenomenon is not restricted to this example but it can be 

generalized to any pair of forward-reverse pair of depolarising systems. In that sense, the D=P 

vertical plane divides the Component space into two sub-spaces. Any depolarizer represented 

at each side of the plane has its reverse version located at the other side in the mirrored position. 

Accordingly, any forward or reverse depolarizing systems with P≠D can be distinguished by 

using the Component space (or CP) but not with the Purity space (or IPP) as their capability to 

depolarize an input beam is equivalent. 

4.2.3 Characterization of experimentally synthesized depolarizers through IPP 

For the sake of completeness, we have experimentally built some depolarizers based on the 

idea of incoherently combining different non-depolarizing elements [225,226]. The idea behind 

the experiment consists of illuminating different non-depolarizing elements (linear polarizers 

and retarder plates) and incoherently mixing the light that outcomes from these light-matter 

interactions.  

To do so, the set-up described in Chapter 3 is properly modified (see Figure 4-15). We 

changed the light source for a 627 nm and 25 nm bandwidth LED (Red LUXEON Rebel) to obtain 

a more expanded and better-collimated beam. The light emitted by this source is collimated 

through a collimator system composed of two convergent lenses. The focal lengths for these 
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lenses are approximately 38 mm and 40 mm, respectively. This collimated beam is polarized 

through the PSG and the polarized light is the one that interacts with the sample (see Figure 4-

15). As we deal with a new light source, the PSG was properly calibrated by following the same 

method described in section 3.3. The intensity of the light that impinges the sample was too 

high so we placed a linear polarizer between the light source and the PSG to control the intensity 

of the beam. The intensity is adjusted by rotating the linear polarizer. This newly added linear 

polarizer does not affect the PSG calibration because the beam is collapsed into a vertically 

polarized state when facing the first optical element of the PSG (the linear polarizer). 

 

Figure 4-15. (a) Scheme of the set-up and (b) picture of the experimental Mueller 

polarimeter. 

Most of the depolarizing samples employed in this experiment are composed of different 

spatially distributed optical elements (Figure 4-16). The way that light interacts with each of 

these optical elements is different thus resulting in an output collimated beam comprising a 

polarization spatial distribution.  

All the experimental measurements were made in transmission and the light transmitted by 

samples is analyzed through the PSA. Note that the spatial polarization distribution coming from 

the different polarimetric elements of the sample results in spatial variations in the intensity 

distribution of the beam after the polarization analysis of the PSA. Finally, the analyzed light is 

incoherently combined in a small region of the CCD camera through the same high-resolution 

objective used in the regular set-up (more information in section 3.2.2). Under this scenario, 
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when we converge the light through the objective we are incoherently adding these intensities 

thus reproducing the physical scenario described in Eq. (4.18), and thus, experimentally 

sintetizing depolarizers.  

To converge the collimated beam in a small region of the CCD camera, the objective focuses 

on infinity. As a result, the LED source is imaged on the CCD camera (the image of the LED source 

measures approximately 0.7x0.7 mm2; 200x200 pixels) being a non-punctual spot. To work with 

this spot size, we averaged the measured Mueller matrices of the 200x200 pixels before 

calculating the depolarization parameters (Table 4-4). This averaging process was compared 

with the value obtained at averaging the depolarization parameters of each of the 200x200 

pixels and the results obtained with both methods are equivalent. 

In the following, we study three synthesized depolarizers, labeled as Mα, Mβ, and Mγ, that 

experimentally probe the potential of IPP to analyze and classify depolarizers. In particular, we 

analyze three depolarizers that have been synthesized according to Eq. (4.18). Each depolarizer 

is constructed with different polarimetric elements spatially separated. These elements 

correspond to the different Mi terms of Eq. (4.18), and the αi values are the percentage of light 

that impinges each element and that can be controlled by spatially shifting these elements. 

 

Figure 4-16. Scheme of samples: (a) Mα, (b) Mβ, and (c) Mγ. (d) Picture of sample Mδ. 

LP: linear polarizer, HWP: half-wave plate, QWP: quarter-wave plate. The orientation 

of LPs is marked within the () brackets and all the angles are referenced concerning 

the horizontal axis of the laboratory. 

First, sample Mα (sketched in Figure 4-16 (a)) is built by combining two linear polarizers: a 

horizontally oriented polarizer (MLP(0°)) and a vertically oriented polarizer (MLP(90°)). The two 

elements are equally illuminated, i.e., half of the light goes through the horizontal polarizer and 

the other half through the vertical polarizer. Accordingly, the Mueller matrix of this sample is 

written as, 
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1 (0 ) 2 (90 )
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0 1 0 01
.
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 
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 = + =
 
 
 

LP LPM M M  (4.23) 

where α1 and α2 values are both equal to ½ according to their percentage of illumination. The 

theoretical and experimentally measured IPP and PΔ values are provided in Table 4-4. Note that 

P2 and P3 values are equal to 1 as we combine only two non-depolarizing elements. As previously 

said, more than two elements must be combined to be able to reach lower P2 and P3 values. 

Depolarizer 
Theory Experiment 

P1 P2 P3 PΔ P1 P2 P3 PΔ 

Mα 0.00 1.00 1.00 0.58 0.07 0.93 1.00 0.56 

Mβ 0.40 0.71 1.00 0.58 0.40 0.70 1.00 0.59 

Mγ 0.00 0.00 0.00 0.00 0.05 0.19 0.25 0.13 

Mδ - - - - 0.01 0.05 0.09 0.04 

Table 4-4. Theoretical and experimental results of the depolarizing systems studied. 

Second, sample Mβ (sketched in Figure 4-16 (b)) is constructed by combining three elements 

thus allowing P2 values smaller than 1 (see Table 4-4). In particular, it is synthesized with a 

quarter-have plate with the fast axis vertically oriented (MQWP(90°)), with a half-have plate with 

the fast axis oriented at -45° with respect to the horizontal reference (MHWP(-45°)) and with air 

(Mair). The illumination is divided into ½ for the MQWP(0°), ¼ for the MHWP(-45°), and ¼ for the air, so 

α1, α2, and α3 take these respective values. Therefore, the Mueller matrix of the second 

experimentally synthesized depolarizer is: 

 
1 (90 ) 2 ( 45 ) 3

1 0 0 0

0 1/ 2 0 0
.

0 0 1/ 2 1/ 2

0 0 1/ 2 0

    − 

 
 
 = + + =
 −
 
 

QWP HWP airM M M M   (4.24) 

The comparison of Mα and Mβ depolarizers shows that in theory these two samples are 

described with the same depolarization index but completely different P1 and P2 values. 

Concerning the experimental results, these two depolarizers could be differentiated using PΔ but 

the difference observed between the IPP values is much higher (0.33 P1 difference, 0.23 P2 

difference vs 0.03 PΔ difference; Table 4-4). Therefore, the classification potential of IPP is 

proved higher than PΔ for the Mα and Mβ depolarizers. Note that the experimental and the 

theoretical results are in agreement but present small differences. We mainly attribute these 

small differences to the non-uniform distribution of the beam and possible misalignments of the 

polarimetric elements during the synthesis of the depolarizer.  

Finally, we synthesize an ideal depolarizer (PΔ=P1=P2=P3=0), labeled as Mγ (sketched in Figure 

4-16 (c)). Mγ is comprised by the sample Mα followed by an equally weighted combination of a 

half-wave plate (MHWP(-45°)) and air (see Figure 4-16 (c)). The half-wave plate is placed in a way 

that interacts with half of the light coming from the vertical polarizer and half of the light coming 
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from the horizontal polarizer. Under that architecture, the other light passes through the air. 

Accordingly, the Mueller matrix of the synthesized ideal depolarizer is: 

 
( ) ( ) ( ) ( ) ( ) ( )1 2 3 40º 90º 45º 0º 45º 90º

1 0 0 0

0 0 0 01

0 0 0 02

0 0 0 0
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 
 
 = + + + =
 
 
 

LP LP HWP LP HWP LP
M M M M M M M  (4.25) 

where α1=α2=α3=α4=¼ according to the percentage of light that passes through each 

combination of elements. Note that all the coefficients of the Mueller matrix of Mγ, like ideal 

depolarizers, are equal to 0, except for the m00 coefficient. Therefore, using this construction we 

should build an ideal depolarizer.  

The experimental implementation of Mγ does not reach the ideal PΔ=P1=P2=P3=0 values but 

values lower than 0.25 in all the cases (see Table 4-4). In fact, the implementation of ideal 

depolarizers following the proposed method is more sensitive to misalignments than the 

accomplishment of the two previous constructions, because the implementation of this case 

involves a larger number of polarimetric elements. Therefore, it is expected to observe more 

differences between the experimental and theoretical results.  

We end this study by comparing the results obtained with Mγ and the experimental IPP and 

PΔ values of a commercial achromatic depolarizer labeled as Mδ (DPU-25-A-Quartz-Wedge 

Achromatic Depolarizer distributed by Thorlabs; Figure 4-16 (d)). We see that although the Mδ 

results are closer to 0 they do not reach that value. It may be caused for the measurement error 

of the polarimeters (provided in section 3.3.3). 

In summary, we highlight the utility and physical significance of considering IPP and CP sets 

of descriptors for the analysis of depolarizing systems as biological tissue samples. Both sets of 

parameters provide overall information on the depolarization features of a given material 

sample, in such a manner that the degree of polarimetric purity PΔ is obtained through 

respective weighted square averages of the IPP and the CP (Eqs. (2.45) and (2.46)). These two 

groups of metrics constitute three-dimensional spaces (the Component space and the Purity 

space) that together, give complete information of the mechanisms that generate the 

depolarization in any given medium, allowing its better polarimetric interpretation. On the one 

hand, the Purity space and the IPP report the relative amounts of non-depolarizing equivalent 

components that a system can be assimilated with and the depolarization anisotropy associated 

with the sample. On the other hand, CP space reports the optical effects of dichroism and 

birefringence implicated in the depolarizing process. Therefore, the first space provides a more 

probabilistic view of polarimetrically equivalent systems, while the second one provides a 

conception linked to the polarimetric nature of the scatterers involved in the medium. 

We have observed, by means of limit examples, the compatibility of both approaches and 

their high degree of independence (5 independent parameters from the existing 6). In particular, 

we have seen how non-dichroic (D=P=0) depolarizers are better characterized with IPP while 

forward and reverse illuminated dichroic depolarizers with D≠ P are identified as equal 

structures with IPP but differentiated with CP. For the case of depolarizers accomplishing the 
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condition (D=P>0), IPP or CP can be better suited for its identification depending on which other 

depolarizers you compare them with (i.e., D(M1)=D(M2) or D(M1) ≠D(M2)).  

Moreover, the study also provides the regions where IPP and CP acquire better 

discriminatory potential. IPP is better for intermediate depolarizing systems (0.2<P∆<0.6) and CP 

for low depolarizing structures (P∆>0.6). Therefore, we propose the complementary use of both 

spaces simultaneously for the analysis of depolarizing systems. 

Finally, we have experimentally proved the discriminatory potential of IPP in front of PΔ 

through the experimental synthesis of depolarizing samples. In that way, we have built two 

depolarizers identified as “identical” through the PΔ metric but discriminated as different 

structures with IPP. In addition, we have proposed a method to experimentally synthesize 

depolarizers and we have explored the limits of this method through the synthesis of an ideal 

depolarizer. The experimental depolarizer that has been built to mimic an ideal depolarizer, 

achieved by using the proposed method, reached a value of PΔ=0.13 (PΔ=0 for an ideal 

depolarizer). 

The description provided in this section is based on artificially constructed depolarizing 

systems, but the results can be extrapolated to real depolarizers as, biomedical tissue samples, 

which in most cases, are highly scattering and depolarizing systems. Consequently, this study 

becomes relevant for the analysis of the physical mechanisms causing depolarization in 

biological tissue samples. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

 
 

Chapter 5 Biophotonic applications 

In the previous chapter, the measurement of the Mueller matrix is shown to be optimal for 

the inspection of the polarimetric properties of samples compared to the use of PG techniques. 

In addition, it also illustrates the potential of using the indices of polarimetric purity (IPP, a set 

of three parameters calculated from the Mueller matrix) to study the depolarization that is 

produced by samples. We demonstrated, based on simulations and theoretical experiments, 

that the indices of polarimetric purity further synthesize the depolarization information when 

compared to the commonly used depolarization index, PΔ. According to these results, this 

chapter analyzes the potential of using Mueller polarimetry, and especially the IPP metrics, for 

the study of biological tissues.  

The chapter is divided into two main sections: in the first section (section 5.1), Mueller 

polarimetry is used to inspect biological tissues of animal origin, and in the second section 

(section 5.2),  the same polarimetric techniques are experimentally implemented to analyze 

plant tissues. In section 5.1, the studies are focused on exploiting the depolarization information 

encoded in the Mueller matrix to obtain new and more detailed physical information from the 

animal tissues. In particular, we studied the use of IPP to (i) improve the imaging and 

visualization of animal tissue samples (subsection 5.1.1) and (ii) to automatically classify 

different animal tissues (subsection 5.1.2). In section 5.2, the potential of Mueller polarimetry 

for plant imaging is discussed and compared with other polarimetric and non-polarimetric 

optical techniques that are commonly used.  

5.1 Polarization techniques for biomedical tissue applications  

The interest of using polarimetric techniques to obtain information from animal tissues, 

principally for biomedical purposes, has been proved in several works [48,79,81,82,84,85,110–

148]. Nowadays, polarimetry is applied in medical applications as, for instance, the evaluation 

of skin diseases [78,79,115,116,125,126], the prevention from eye disorders [119,120,142], the 

early cancer recognition [81,82,127–132,134–136,145,146], among others.  

Some of these works are based on the use of PG techniques [48,79,81,82,84,85,110–

116,145–148], while others are performed through measuring the Mueller matrix [117–139]. In 

the previous chapter, we demonstrated that PG techniques are a particular case of the Mueller 

matrix polarimetry. Therefore, the next studies following provided are based on the 

experimental implementation of Mueller matrix techniques. 
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The Mueller matrix of a sample is a 4x4 matrix that describes their polarimetric response 

[45,46]. This polarimetric response encodes, in a mixed way, information of three physical 

properties: diattenuation, retardance, and depolarization. In the case of the biomedical field, 

some authors have shown that relevant knowledge can be obtained from the analysis of the 

retardance and depolarization properties of biological tissues [111,122,123,129,138,143,144, 

153]. In these studies, retardance properties are explored by using several metrics (total 

retardance R, the linear retardance δ, the angle orientation of the fast axis, θ, the optical 

rotation of the circular retarder, ϕ, etc.) but the study of depolarization is usually limited to the 

use of the depolarization index, PΔ [45,69,119,124,129], or the depolarization power, Δ 

[66,118,127,132,134,138], both being a global measure of the depolarization (these retardance 

and depolarization parameters are described in detail in Chapter 2). In the following subsections, 

we analyze other depolarization-based metrics to enhance the image contrast of samples and 

to obtain new and more detailed physical information of animal tissue samples. 

5.1.1 Indices of polarimetric purity for biomedical tissue imaging 

In this first study, the indices of polarimetric purity (IPP) are experimentally implemented to 

further characterize the depolarization behavior of measured animal ex-vivo tissues and to 

enhance the image contrast obtained at imaging these tissues. In principle, IPP should provide 

new information related to the anisotropic nature of the depolarization that may help us to 

easier recognize some tissue structures or reveal other structures not visible with the commonly 

used polarimetric metrics.  

The work is grounded on the polarimetric analysis of three samples: (A) a non-standardized 

dissection of a rabbit leg, (B) an endocardial view of a dissected lamb heart, and (C) an 

undissected lamb kidney. The study starts (section 5.1.1.1) with the analysis of the M of sample 

A and the calculus of the images corresponding to the commonly used metrics D, R, Δ (the latter 

two obtained from the Lu-Chipman decomposition [66]), and the depolarization index, PΔ. Next, 

the IPP of sample A are calculated and the resulting images are compared with those obtained 

with the previous standard M methods (section 5.1.1.2). Finally, the study shows some special 

cases that highlight the benefits of using IPP (section 5.1.1.3), being the IPP capable of revealing 

structures not observed in the other analyzed observables. 

5.1.1.1 Polarimetric analysis based on the Lu-Chipman decomposition and the PΔ metric 

The Mueller matrix of a non-standardized dissection of a rabbit leg (sample A) was measured 

using the Mueller polarimeter described in Chapter 3 operated in the reflection configuration. 

The tissue was measured by using the blue channel (470 nm) because we wanted to inspect 

biological structures placed at the surface of the sample and larger wavelengths penetrate 

deeper into the scattering sample [11]. The measured Mueller matrix of sample A is shown in 

Figure 5-1.  

Figure 5-1 shows the 16 coefficients that comprise the M of a region that includes a bone, a 

striated muscle, and connective tissue from tendons. The first coefficient of the M, m00,  

indicates the amount of unpolarized light that is reflected by different structures. Accordingly, 

the image corresponding to the m00 coefficient is equivalent to the intensity image that we 

would obtain with a standard non-polarimetric instrument. For the sake of visualization, this 

image is shown enlarged in Figure 5-2 (a). In this intensity image, we can distinguish a striated 
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muscle, pictured in gray, an elongated tendon that is located horizontally over the muscle (it is 

pictured in white and marked with a blue arrow in Figure 5-2 (a)) and the sample holder, 

observed in black at the bottom of the image. Note that the bottom side of the image presents 

lower intensity levels resulting from the non-flatness and the inhomogeneity performance of 

the sample. This inhomogeneity produces some direct reflections during the sample imaging 

that saturates the CCD camera. Accordingly, the illumination power of the image was kept low 

to avoid possible damage to the CCD camera and ensure the correct measurement of the 

polarization (note that saturated pixels lead to non-physically realizable Mueller matrices that 

do not describe the physical properties of the analyzed sample). As a result, the illumination of 

the bottom side of the sample is very low, making it very difficult to recognize tissue structures 

directly from the intensity image. However, polarimetric information is mostly independent of 

the intensity used during the M measurement. 

 

Figure 5-1. Mueller matrix of a region of a non-standardized dissection of an ex-vivo 

rabbit leg (sample A). 

The polarimetric information of the sample is encoded in the other 15 coefficients of M. 

Some structures not observed in the regular intensity image (m00) can be barely appreciated in 

some of the 15 coefficients of Figure 5-1. Anyway, the efficient recognition of these structures 

is not possible using these coefficients so further mathematical treatment is required.  

Accordingly, we apply the Lu-Chipman product decomposition (described in Chapter 2) to 

enhance the image contrast of these structures and allow their recognition. The Lu-Chipman 

decomposition splits M into a concatenation of three matrices, each containing the information 
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of one of the main polarimetric properties: the diattenuation properties are mainly contained 

in MD, retardance information is comprised in MR, and the depolarization behavior of M is 

described by MΔ. 

The obtained diattenuator matrix MD from sample A is mostly equivalent to an identity matrix 

so the diattenuation effects of the sample are minimal and can be neglected. As the 

diattenuation does not provide significant information (not improving the image contrast), the 

corresponding image is not shown. In contrast, the retardance and the depolarization matrices, 

MR and MΔ, take results completely different from the identity matrix, thus giving significant 

information of the tissue structures. This result is in agreement with other studies in the 

literature also showing that relevant information is mainly connected to retardance and 

depolarization properties when studying biological tissues [119,133–135,138]. 

For the sake of the analysis, we have calculated and represented in Figure 5-2 the global 

retardance R (Figure 5-2 (b)) from MR (Eq. (2.23)) and the depolarization power Δ (Figure 5-2 (c)) 

from MΔ (Eq. (2.31)). The first quantifies the global birefringence of the sample without 

distinguishing between linear and circular retardance, and the latter measures the global 

depolarization capability of the sample. In addition, we have also calculated the depolarization 

index PΔ (Figure 5-2 (d); Eq. (2.32)), which also gives information about global depolarization 

capability of the sample, like Δ, but is calculated directly from M. In fact, the PΔ=1-Δ relation is 

fulfilled in the case non-dichroic samples (D=P=0). For the sake of comparison, the standard 

intensity image is also displayed in Figure 5-2 (a). 

The image associated with the total retardance R (Figure 5-2 (b)) is completely different from 

the regular intensity image (Figure 5-2 (a)). In Figure 5-2 (b), most of the tissue structures 

observed in the m00 are not visible. In particular, the elongated tendon pictured in white in Figure 

5-2 (a), which is placed over the muscle, is now indistinguishable from the surrounding muscle 

fibers. In that case, the tendon and the surrounding muscle present similar birefringent 

behavior. The total retardance of both tissues is close to 180°. Note that non-dichroic and non-

birefringent materials measured in reflection are characterized for a birefringence of 180° as 

they introduce a sign change at the S2 and S3 Stokes coefficients of the input light (for instance, 

right-handed circularly polarized light is transformed to left-handed polarized light after 

reflection). Therefore, this tendon and the surrounding muscle do not induce extra retardation 

to the incident light beyond those associated with the reflection configuration. In contrast, a 

thin tendon, marked with a blue arrow in Figure 5-2 (b), presents a differentiated retardance of 

∼120°. This tendon is almost invisible in Figure 5-2 (a) but is clearly highlighted in the retardance 

image (Figure 5-2 (b)) thanks to its particular retardance. Tendons are comprised of wire-like 

bundles of collagen fibers arrays and this collagen fiber organization gives tendons a certain 

degree of birefringence. This degree of birefringence depends on the density of fibers, this being 

lower in the case of large tendons (seen in Figure 5-2 (a)) than in the case of thin tendons 

(contrasted in Figure 5-2 (b)). In addition, the large tendon is nearer to the tendon-muscle 

transition, and during this transition, some tendon fibers are replaced by muscle fibers. The 

combination of these two factors results in a similar birefringence response of the large tendon 

and its surrounding muscle. 

Following with the analysis of the depolarization content, the calculus of Δ and PΔ lead to 

images (Figure 5-2 (c) and (d)) quite similar to the intensity image Figure 5-2 (a) but that reveal 
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some structures not seen in the latter. In both Figure 5-2 (c), and (d), we can distinguish the 

muscle, the large tendon, and the background, like in the case of Figure 5-2 (a). This means that 

depolarization mechanisms of the measured muscle and tendon are different enough to be 

visualized as different structures. In contrast to Figure 5-2 (a), some structures placed at the 

bottom half of the image are much better contrasted by using these depolarization-based 

metrics (see Figure 5-2 (c) and (d)). This occurs because pictures based on Δ and PΔ metrics 

indicate the capability of different structures to depolarize the incident light and this 

depolarization capability is independent of the illumination intensity used to image the sample. 

As a result, the edge between the background corresponding to the sample holder and the 

rabbit leg is now clearly delimited in Figure 5-2 (c) and (d). Moreover, a nutritious channel of the 

bone (marked with red arrows in Figure 5-2 (c) and (d)) and a bone crest diagonally crossing the 

bottom of the sample image (marked with green arrows in Figure 5-2 (c) and (d)), can be better 

visualized in these depolarization-based images.  

 

Figure 5-2. (a) Intensity (m00 channel), (b) retardance R, (c) depolarization power, Δ, 

and (d) depolarization index, PΔ images of a rabbit leg (sample A). 

Besides the improved visualization of structures, Δ and PΔ images (Figure 5-2 (c) and (d)) 

reveal a spotted structure spread across the sample (see zones around the yellow asterisks, “*”, 

as examples) that is not observed in the m00 and R images (Figure 5-2 (a) and (b)). This means 

that these structures and their surroundings have the same reflectivity and the same 

birefringence behavior but they differently depolarize light. The measured sample comprises a 

porous bone placed below the muscle. These spotted arrangements that arise from different 
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zones of the image may correspond to the location of the nutritious foramina of the 

corresponding porous bone. 

As a corollary of this section, we want to highlight the extra information that can be obtained 

when using polarimetric observables in front of using the regular intensity images and how this 

new information can reveal some structures hidden in regular intensity images. For example, a 

spotted structure that may be related to the location of nutritious foramina is revealed when 

the global depolarization capability of sample A is analyzed.  

5.1.1.2 IPP for the contrast enhancement of animal tissues  

In the preceding subsection, we have performed a first polarimetric analysis of sample A 

based on the most commonly used metrics. From now on, the IPP will be experimentally 

implemented for three main reasons: (1) IPP further synthesize the depolarization information 

of the sample as discussed in section 4.2; (2) the mathematical implementation of IPP  (described 

in section 2.3.2) is easier to implement than other metrics as it does not require product 

decompositions; and (3) IPP-based images may lead to better visualization of tissue structures. 

Accordingly, the three IPP parameters (P1, P2, and P3) are calculated from the M of sample A 

(Figure 5-1), and the obtained images are pictured in Figure 5-3 (a)-(c), respectively. In addition, 

due to the interesting interpretation of the so-called trivial decomposition of M [209,211] 

(discussed in section 2.3.2), the P2-P1 and P3-P2 differences are also operated. As the P3-P2 results 

do not provide an enhancement in image contrast, we only show the image of P2-P1 (Figure 5-3 

(d)).  

The structures that are contrasted in the P1, P2, and P3 images (Figure 5-3 (a)-(c)) are the same 

as the observed in Figure 5-2 (c) and (d). This similitude in the results was expected as all five 

parameters analyze the depolarization capability of the sample. However, Δ and PΔ parameters 

are two metrics that measure the global depolarization capability of the sample while P1, P2, and 

P3 also quantify possible anisotropies in the depolarization process, thus better highlighting 

structures that depolarize light in a non-isotropic way. In our case of study, the thin tendon 

highlighted in Figure 5-2 (b) and not visualized in the intensity image (Figure 5-2 (a)) is still visible 

in the P2 image (Figure 5-3 (b)). Another example of these contrast differences in polarimetric 

channels is observed in the P1 channel (Figure 5-3 (a)) in which the spots of nutritious foramina 

(the regions containing these spots are marked with yellow asterisks in Figure 5-3 (a)) are better 

contrasted compared to the PΔ image. Note that PΔ can be calculated from the three P1, P2, and 

P3 parameters (Eq. (2.45)). Therefore, for a given structure, the image contrast obtained with 

the PΔ will be always equal (in the case of isotropic depolarization) or lower (in the case of 

anisotropic depolarization) to the best result obtained with IPP. The best image contrast 

obtained with a given IPP is mixed with the other two IPP, reducing the final image contrast of 

the corresponding PΔ image. Accordingly, it is worth exploring the IPP at analyzing biomedical 

samples, at least to improve the image contrast of some tissue structures.  

In addition, the analysis of some combinations of the IPP parameters, as the difference P2-P1 

(Figure 5-3 (d)) which has its physical interpretation (discussed in section 2.3.2), can lead to the 

better visualization of some structures.  For example, the thin tendon that is barely visualized in 

the P2 image (see the blue arrow in Figure 5-3 (b)) is better contrasted in the P2-P1 channel (blue 

arrow in Figure 5-3 (d)). Moreover, the spotted-like structures that may be related to the 
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nutritious foramina and that are always represented with the same color in the other 

depolarization channels (in black in PΔ, P1, P2, and P3 images, and in white in the Δ image) appears 

represented in two different shades (white and black) in the P2-P1 channel (see Figure 5-3 (d)). 

For the sake of visualization, a zoom of the region of interest (ROI) marked with a yellow 

rectangle in Figure 5-3 (d) is shown in Figure 5-3 (e). The different shades of the spots indicate 

that those pores are physically different (white and black correspond to a different pore 

typology) because they present different depolarization anisotropies. Since cortical bone 

porosity can arise both from small cortical vessels and from the inherent structure of the cortical 

bone itself, we hypothesize that this white-black variation that means different depolarization 

anisotropies may be related to the depth of the pore and consequently, to its physiological 

origin. 

 

Figure 5-3. (a) P1, (b) P2, (c) P3, and (d) P2-P1 images of a rabbit leg (sample A). (e) 

Zoomed image of the region of interest that is marked in yellow in (d). 
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To analyze the image contrasts obtained with each of the metrics images (i.e., m00, R, Δ, PΔ, 

P1, P2, P3, and P2-P1) from a quantitative point of view, we have calculated the visibility V of two 

different cortical bone pores (labeled as, A and B in Figure 5-3 (e)). The pore A is pictured in black 

in the P2-P1 channel and it is located inside the blue square of Figure 5-3 (e). Alternatively, pore 

B is colored in white in the P2-P1 channel and it is situated inside the white square of Figure 5-3 

(e). All the pixels in each square (10x10 pixels) are used to calculate the V according to, 

 max min

max min

I I
V

I I
 (5.1) 

where Imax is the maximum value of the pixels comprised in the evaluated region (10x10 pixels), 

and Imin is the minimum value. The value of V ranges from 0 to 1, being 0 related to uncontrasted 

pores and 1 associated with highly contrasted pores. In most of the images, the Imin corresponds 

to a pixel value of the pore and Imax to the value of one pixel of the surrounding. However, for 

the square B of the P2-P1 channel and the pores of the Δ image, the Imin corresponds to a value 

of one pixel of the surrounding and Imax to a pixel value of the pore.  

The particular values of the visibility V for the m00, R, Δ, PΔ, P1, P2, P3, and P2-P1 channels are 

provided in Table 5-1. The analysis of Table 5-1 shows that the visibility of the bone pores 

variates with the polarimetric metric selected. The pore A is best contrasted by using the P2-P1 

channel (V=0.84), followed by the use of P2 and P1 metrics (V=0.35 and V=0.34, respectively). In 

the case of the pore B, the P1 (V=0.45) and the P2-P1 (V=0.44) channels are the best suited for 

their visualization. Note that in both cases, the image contrast is higher with the IPP channels 

than with the depolarization index PΔ; the visibility of the pore A is tripled, and the visibility of 

the pore B is doubled. In summary, the contrast of the cortical bone pores is significantly 

improved by using IPP. 

 m00 R Δ PΔ P1 P2 P3 P2-P1 

Pore A 0.07 0.07 0.13 0.29 0.34 0.35 0.25 0.84 

Pore B 0.08 0.11 0.11 0.22 0.45 0.11 0.21 0.44 

Table 5-1. Visibility values V of the pores A and B squared in Figure 5-3 (e). 

Last but not least, we propose the use of pseudo-colored images to encode simultaneously 

the information of all three IPP in one image for its easier visualization. The pseudo-color 

method is based on the purity space concept, shown in Figure 2-2. In the purity space, different 

depolarizers are represented by points located at different zones of a 3D space. The proposed 

pseudo-color representation consists of associating the red-green-blue (RGB) colors, i.e., the 

basic light colors, to each purity space axis, P1, P2, and P3. In this way, points located at different 

positions of the purity space tetrahedron, thus corresponding to different depolarizers, are 

displayed with different colors (see Figure 5-4). Under this scenario, the color of each pixel, 

Cpix(x,y), is calculated following the expression:  

 1 3 31 2 2( , ) ( ; ; )(( , ) , ( ,) )pixC P PP x y x yx y x y  (5.2) 

where P1(x,y), P2(x,y), and P3(x,y) are the x and y pixels of the corresponding IPP images, i.e., 

Figure 5-3 (a), (b), and (c), respectively. Note that we have added the weights α1, α2, and α3, to 

the different red, green, and blue channels, respectively. These weights provide certain 
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flexibility to the method, allowing us to compensate for the usually lower values of P1 compared 

to those of P2 and P3 and which do not cover the 0 to 1 range. For example, if we measure a 

sample with most of the P1 values lower than 0.33 we can set α1=3 to saturate the P1 values that 

are larger to 0.33 (i.e., representing it with the maximum red illumination), increasing the color 

difference between, for instance, P1=0.1 and P1=0.2 pixels. If these two P1 values correspond to 

two particular structures, we would stand out the visualization of these structures. 

Note that the combination of weights chosen for the pseudo-colored representation is not 

unique and it can be optimized to improve the image contrast of certain structures. However, 

their optimization to achieve the best results is out of the scope of this study, and we only 

propose few combinations useful for our particular goals. Moreover, the figure of merit 

described in Eq. (5.2) is not the unique way to synthesize the IPP information in a pseudo-

colored image. 

In Figure 5-4 we provide two pseudo-colored images obtained from different figures of merit. 

First, Figure 5-4 (a) is obtained from Eq. (5.2) with α1=3, α2=1, and α3=1. This combination of 

weights maximizes the relevance of the P1 channel, thus highlighting the large tendon, the bone 

crest, and the nutritious channel seen in Figure 5-3 (a). The spots that may be related to the 

cortical bone pores are also seen (see Figure 5-4 (a)), but the discrimination between the two 

types of pores (white and black spots of Figure 5-3 (d)) is here lost. In addition, the structure of 

the thin tendon, first identified in Figure 5-2 (b), is hardly visualized in Figure 5-4 (a). At this 

point, other combinations of weights or the use of new figures of merit can be explored to 

increase the contrast of the last-mentioned biological structures. In our case, we have used 

another figure of merit based on the P2-P1 and P3-P2 differences of the so-called trivial 

decomposition of M [209,211]. The new approximation is operated as: 

 21 3 3 3 22 1( ( , ) )(( , ( , ) ( , ))) ( )( , ( ,); ;)pixC P x y P x yP Px x y Py yx y x  (5.3) 

Note that Eq. (5.3) is a non-orthogonal base composed of three terms ranged from 0 to 1. 

This new figure of merit is useful to highlight the differences between the IPP parameters. 

 

Figure 5-4. Pseudocolored image based on (a) Eq. (5.2) for α1=3, α2=1, and α3=1, and 

(b) Eq. (5.3) for α1=2, α2=2, and α3=1.  
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Figure 5-4 (b) pictures the image obtained from Eq. (5.3) with α1=2, α2=2, and α3=1. We see 

that this second pseudo-colored image presents a differentiated visualization compared to 

those obtained when using the Eq. (5.2) with α1=3, α2=1, and α3=1 (Figure 5-4 (a)). On the one 

hand, the bone pore discretization, which is lost in Figure 5-4 (a), is now observed through red-

green spots. Moreover, the visualization of the thin tendon has been improved in Figure 5-4 (b). 

By contrast, although the nutritious channel, the large tendon, and the bone crest are still visible, 

they are poorly visualized because the weight of P1 is reduced.  

Note that aside from the visualization improvement of pseudo-colored images, each color is 

associated with the physical information of the sample. They are related to the depolarization 

capability of the biological tissue and the anisotropic behavior of that depolarization. 

5.1.1.3 IPP for the contrast enhancement of animal tissues: some interesting ex-vivo cases  

Up to now, we have analyzed in detail the polarimetric (polarization and depolarization) 

properties of a rabbit leg sample (labeled as sample A). The contrast obtained from different 

polarimetric metrics has been quantified and compared, this providing the interest of using the 

indices of polarimetric purity, IPP, for the analysis of animal tissue samples. However, the study 

has been performed through the study of a particular case, and the image contrast obtained 

with the IPP depends on the physical structure and composition of the measured tissues.  

Therefore, the discussed example could be a rare instance. In particular, the higher the 

depolarizing anisotropy of the biological structures analyzed, the larger the suitability of the IPP 

metrics. To show this fact, we show in the following other extra examples where IPP are 

especially suitable to enhance and reveal structures not observed by using other metrics. 

In particular, we provide two new examples based on the measurement of completely 

distinct tissues that show the potential of using IPP. In these examples, the image contrast is 

improved, but some structures are also revealed with the IPP-based methods.  

The first example consists of measuring a ROI of a dissected lamb heart (sample B) including 

an endocardium-covered heart muscle and connective tissue that is rich in subvalvular 

apparatus (Figure 5-5). In particular, the lamb heart was cut into two parts to image the inner 

section. The inner part comprises some cardiac muscles, heart valves, and cardiac cavities 

(Figure 5-5). In analogy with the previous study, sample B is analyzed by using the same methods 

previously discussed in subsections 5.1.1.1 and 5.1.1.2. However, the measurements were taken 

in the 625 nm channel because it penetrates deeper into the tissue [11] allowing the 

visualization of internal structures as blood vessels. Figure 5-5 summarizes the results by 

showing the regular intensity image (the coefficient m00; Figure 5-5 (a)), the retardance image R 

(Figure 5-5 (b)), the depolarization index image PΔ (Figure 5-5 (c)), and a pseudo-colored image 

based on Eq. (5.2) and α1=3, α2=1, and α3=1 (Figure 5-5 (d)).  

In the intensity image (Figure 5-5 (a)) we observe some papillary muscles and a solid 

myocardium. Like in the case of sample A, the intensity image of sample B has certain regions 

darker than others due to the non-flatness of the measured sample and the oblique illumination. 

Concerning the retardance image (Figure 5-5 (b)), it indicates certain birefringence variation 

among the different tissues but this variation is not enough to visually recognize the different 

tissue structures. By contrast, the depolarization index PΔ (Figure 5-5 (c)) shows a significant 

improved image in which the heart valves and cardiac cavities are better contrasted and some 
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details of the papillary muscles are enhanced (see the connective rich insertion sites close to the 

red “*”). Finally, the pseudo-colored image based on the IPP provides the best results (Figure 5-

5 (d)). The visualization of the papillary muscles and the solid myocardium is improved, together 

with the contrast of the heart valves and cardiac cavities. In addition, the pseudo-color image 

based on IPP makes also visible the heart blood capillaries (see Figure 5-5 (d)) that are hardly 

visible or completely hidden in the other channels not based on the IPP (Figure 5-5 (a)-(c)). It is 

worth highlighting that the colors used in Figure 5-5 (d) are not only useful to better visualize 

the tissue structures but they also provide information about the depolarization anisotropy. This 

information is related to the intrinsic depolarization mechanism of the constituent sample 

tissues and cannot be retrieved when using the global depolarization parameters (PΔ and Δ). In 

other words, the red color of the capillaries and the blue color of the papillary muscles (see 

Figure 5-5 (d)) indicate that the depolarization mechanisms of these tissues are different, so 

their structures must be physically different. 

 

Figure 5-5. (a) Intensity (m00 channel), (b) retardance R, (c) depolarization index image 

PΔ, and (d) the pseudo-colored images of a dissected lamb heart (sample B). The 

pseudo-colored image is calculated with Eq. (5.2) for α1=3, α2=1, and α3=1, and the 

asterisks “*” points to connective rich insertion sites.  

Finally, a second biological sample, an undissected lamb kidney (sample C), is analyzed by 

using the same polarimetric methods. Experimental images analogous to Figure 5-5 but taken 

from sample C are provided in Figure 5-6. The intensity image (Figure 5-6 (a)) is mostly dark 

because the measured kidney is characterized by a highly hydrated and significantly curved 
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surface that saturates the CDD camera in some regions. The hydration of the surface produces 

small water droplets with significantly larger reflectance than the tissue and the curved surface 

makes light to be directly reflected in some regions. Consequently, the kidney structures are 

hardly seen in Figure 5-6 (a).  

By turn, the retardance property does not depend on the intensity used during the 

measurement thus revealing the surface of kidney tissue (see red arrow in Figure 5-6 (b)), and 

the renal hilum (see purple arrow in Figure 5-6 (b)). However, the left part of the image is not 

recognizable due to the high percentage of error (white noise) related to measuring it at very 

low intensities. This error is amplified by the calculation of R. In addition, certain parts limiting 

the two recognized structures are also not well-defined. 

 Conversely, the edges of the renal hilum that delimits it with the surface kidney tissue are 

perfectly visualized in the PΔ image (Figure 5-6 (c)). In this depolarization, channel, the renal 

hilum is colored darker than the surface kidney tissue. Therefore, the renal hilum is, on average, 

more depolarizing than the surface kidney tissue. Besides these structures, we observe, in the 

PΔ image, a spotted-like structure distributed all over the kidney (see the red arrow in Figure 5-

6 (c)). This spotted-like structure corresponds to the stellar veins of the kidney. 

 

Figure 5-6. (a) Intensity (m00 channel), (b) retardance R, (c) depolarization index image 

PΔ, and (d) the pseudo-colored images of a full rabbit kidney (sample C). The pseudo-

colored image is calculated with Eq. (5.4) for α1=1, α2=1, and α3=1. 
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The visualization of the stellar veins is improved in the pseudo-color image based on the IPP 

(Figure 5-6 (d)). Figure 5-6 (d) is obtained through operating the next figure of merit with α1=1, 

α2=1, and α3=1. 
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Like Eq. (5.3), Eq. (5.4) is a non-orthogonal base composed of three terms ranged from 0 to 

1. We see that the image obtained with the IPP combination (Figure 5-6 (d)) leads to a significant 

enhancement of image contrast compared with PΔ. In particular, the details of the renal hilum 

and the limits of the left part of the kidney are now perfectly visualized in the pseudo-color 

image. 

In summary, the results discussed in this study show the potential of using Mueller-based 

polarimetric methods to obtain new information from biological tissues and enhance the 

contrast in biomedical imaging. In particular, the results provided in sections 5.1.1.2 and 5.1.1.3 

exhibit the interest in using IPP for the analysis of the depolarization produced by tissue samples. 

It has been shown that IPP not only provides an enhancement in the image contrast of some 

tissues but, in certain cases, they can also reveal some structures not visible in the commonly 

analyzed depolarization metrics neither in regular intensity images. Moreover, IPP gives further 

physical information about the depolarization process than the depolarization index, PΔ. This 

additional information, which is related to the isotropic or anisotropic way in which the sample 

depolarizes incident light, is connected with the intrinsic structure of the measured tissue 

(discussed in detail in section 4.2). For all the above reasons, and because the mathematical 

algorithm of IPP has an easier implementation than other metrics, we recommend the use of 

IPP in the polarimetric analysis based on the measurement of the Mueller matrix. 

5.1.2 Depolarization spaces for biomedical tissue identification and classification 

Once the advantages of using the IPP to image animal tissues have been discussed, we go 

one step further and we study their potential to automatically identify and classify different 

tissues through machine learning processes.  

The identification and classification of tissues is a recurrent topic in the biomedical domain 

[16,20,36,48,129,136,232–235]. The correct recognition of tissues acquires a special interest, 

especially if these tissues are malignant and are detected in the early stages of the disease [155–

157,236]. The early tissue recognition increased the probability of long-term survival [155–157]. 

For example, 99.6% of people with melanoma skin cancer survive their disease for five or more 

years after the stage I diagnosis compared with the 70.6% of patients diagnosed at stage III [158]. 

In the case of lung cancer, this 5-years survival rate is 56.6% for patients diagnosed at stage I 

compared with the 2.9% of those diagnosed at stage IV [158]. And, for rectal cancer, the rate is 

89.9% for patients diagnosed at stage I compared with 11.4% of those diagnosed at stage IV 

[158]. Therefore, the use of early recognition methods, preferably non-invasive, leads to a 

significant reduction in the number of deaths. 

Under this scenario, polarimetry-based techniques are interesting tools for classification as 

they are non-invasive techniques that can be combined with other optical-based techniques, as 

for instance, with multispectral or hyperspectral imaging [77–79], Raman spectroscopy [80], 
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fluorescence microscopy [81–83], second harmonic generation microscopy [84–86], or optical 

coherence tomography [87], among others. Moreover, as seen in the previous section 5.1.1, 

polarimetry allows the recognition of some structures not distinguished using the regular 

intensity method.  

To classify tissues, a significant collection of tissues (a statistical sample) is first measured. 

The measured sample collection must comprise tissues of all the classifiable categories, 

preferably to a similar extend. Afterward, the obtained results are used to build a classifier that 

can recognize the different tissue structures. Usually, the built classifier is a supervised classifier 

(it means that each type of tissue is known a priori). Finally, the generated classifier is used to 

automatically recognize other uncategorized samples. The efficiency of the classifier can be 

evaluated based on the percentage of tissue samples that have been properly classified. 

In the case of building a classifier based on the Mueller polarimetry, the Mueller matrix of 

each tissue is measured and the polarimetric information is used to build the classifier. In a 

general case, we would use the dichroism, retardance, and depolarization information to classify 

the different tissues. However, this study is aimed to find the best way to synthesize the 

depolarization content to classify the measured tissues so depolarization metrics are the only 

ones used. This means that the results presented in this section could even be further improved 

by considering metrics that take into account other physical properties of samples. 

The following study analysis is not limited to the evaluation of the IPP results and its 

comparison with those of the commonly used PΔ. To make a more general study, the 

classification results obtained with other depolarization-based metrics are also analyzed. In 

particular, we will also study the efficiency of other four classifiers based on different sets of 

three parameters each: the H matrix eigenvalues (λi), the high-order depolarization indices  

(
( )mP ), the type I canonical parameters (di), and the type I high-order Lorentz parameters (L(m)). 

This collection of metrics are a nice representation of the most relevant indicators to analyze 

depolarization that can be nowadays found in the literature [64]. Note that each of these sets 

of parameters comprises a 3D depolarization space, like the IPP do (all these depolarization 

spaces have been compiled by Ossikovski and Vizet in ref. [64] and their mathematical formalism 

is described in Chapter 2). Finally, the efficiency of these different depolarization spaces is 

compared between them, in terms of tissue classification, and according to the classification 

results, we identify the depolarization space best suited for tissue classification. Three 

depolarization spaces turn out to be better for the discrimination and classification of the 

examined tissues.  

The outline of this classification study is as follows: in subsection 5.1.2.1, we explain the 

methodology that is followed to perform the automatic recognition of three different biological 

tissues. In particular, we introduce the depolarizing spaces used to build the classifiers, the main 

characteristics of the analyzed tissues, the data acquisition process, and the types of supervised 

classifiers used to automatically recognize the different tissues. In subsection 5.1.2.2,  we 

analyze, from a qualitative point of view, the potential and viability of depolarizing spaces for 

tissue classification. The discussion is based on the representation in the different depolarizing 

spaces of the experimental data obtained from ex-vivo measurements. Next, the information of 

each depolarization space is used to build the classifiers and their percentage of well-classified 
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tissues is used as a reference to compare them from a quantitative point of view (subsection 

5.1.2.3). Finally, the experimental information of tissues corresponding to different wavelengths 

is combined to improve the percentage of well-classified tissues (subsection 5.1.2.4). 

5.1.2.1 Experimental methodology 

The experiment starts by measuring the Mueller matrix image of 120 samples (40 tendons, 

40 muscles, and 40 myotendinous junctions) by using the image Mueller polarimeter described 

in Chapter 3. All the samples were obtained from 20 different chicken thighs, and they were 

measured by using the same procedure to ensure similar decomposition conditions (the sample 

preparation procedure is detailed in the following subsection 5.1.2.1.2). The collection of tissues 

were measured at three different wavelengths, 470, 530, and 625 nm, and, for each wavelength, 

we have applied a data selection procedure to choose a region of interest (ROI) only composed 

of pixels of the desired tissue (the ROI selection procedure is detailed in the following subsection 

5.1.2.1.4). Each ROI is composed of 150 x 150 pixels, i.e., 2.25·104 pixels, and note that each pixel 

corresponds to a Mueller matrix. Therefore, we work with a database of 2.7 million Mueller 

matrices. This huge amount of information describes the polarimetric response of different 

examined tissues.  

Once selected the 2.7 million Mueller matrices, the aforementioned collection of 

depolarization metrics is calculated from each M. Then, a randomized section of the pixels (1% 

of the total data, i.e., 2.7·104 pixels) is used to build the supervised classifier. Finally, the other 

99% of pixels are used to test the efficiency of the classifiers generated from the different 

depolarization metrics. Note that we know a-priori the type of tissue associated with each pixel 

so we can determine the percentages of well-classified tissues when using each group of metrics. 

It is worth mentioning that we are measuring chicken thighs for the ease of sample acquisition, 

but this classification method can be extrapolated to other tissues such as human tissues for 

biomedical purposes. 

5.1.2.1.1 3D Depolarization spaces 

In this study, we compare the classification potential of the depolarization index, PΔ, and five 

sets of three depolarization metrics each: the H matrix eigenvalues (λi), the indices of 

polarimetric purity (IPP), the high-order depolarization indices (
( )mP ), the type I canonical 

parameters (di), and the type I high-order Lorentz parameters (L(m)). As previously said, each of 

these five sets comprises a 3D Depolarization space in which any physically realizable depolarizer 

can be represented (see Figure 5-7). We consider that the depolarization spaces elected for this 

work are the most representative of those compiled in ref. [64]. The mathematical foundations 

of each depolarization space are reviewed in sections 2.3 and 2.4.  

The five depolarization spaces can be divided into two groups: those derived from the H 

matrix eigenvalues; and those based on the type I canonical depolarizer. The first group is 

constituted by three spaces: (i) the natural depolarization space (Figure 5-7 (a)), composed of 

three H matrix eigenvalues (λ2, λ3, and λ4); (ii) the purity space (Figure 5-7 (b)), comprised of 

three IPP (P1, P2, and P3) that are linear combinations of the H matrix eigenvalues (the relation 

between the IPP and the H eigenvalues is shown in section 2.3.2); and (iii) the high-order indices 

depolarization space (Figure 5-7 (c)), composed of three depolarization indices of higher order (
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P , 
(3)P , and 

(4)P ) which are non-linear combinations of the H matrix eigenvalues (the relation 

between 
( )mP  and the H eigenvalues is provided in section 2.3.4).  

 

Figure 5-7. Representation of the (a) natural depolarization space, (b) purity space, (c) 

high-order indices depolarization space, (d) type I canonical depolarization space, and 

(e) type I Lorentz depolarization space. 

On the other hand, the latter group of depolarization spaces comprises: (i) the type-I 

canonical depolarizer space (Figure 5-7 (d)), comprised of three type-I canonical depolarizer 

parameters (d1,d2 and d3); and (ii) the type-I Lorentz space (Figure 5-7 (e)), built with three high-

order Lorentz indices (L(2), L(3), and L(4)) which are non-linear combinations of the type-I canonical 

depolarizer parameters (the relation between L(m) and the di is shown in section 2.4.4).  

5.1.2.1.2 Sample preparation 

Twenty chicken thighs were dissected to obtain the 120 measured samples. In particular, we 

obtained 2 tendons, 2 muscle, and 2 myotendinous samples from each chicken thigh. In total, 

40 muscles, 40 tendons, and 40 myotendinous junctions samples. To ensure similar 

decomposition conditions, chicken thighs were acquired from the same commercial brand and 

were dissected 1-2 days before their expiration date. Afterward, the dissected samples were 

frozen at -16°C to significantly slow down their decomposition process until their measurement. 

Before measuring them, tissue samples were defrosted for 3 hours. Finally, all samples were 

placed in similar orientations on a black sample holder to minimize possible sample to sample 

difference produced by distinct orientations of the tissue fibers. 
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5.1.2.1.3 Inspected tissue description 

The classification study is aimed at identifying and discriminating three different tissues: (i) 

muscles (Figure 5-8 (a)), (ii) tendons (Figure 5-8 (c)), and (iii) myotendinous junctions (Figure 5-

8 (b)). These tissues have different physiological functionalities, so their biological composition 

and physical structure are distinct.  

Muscles are soft tissues composed of contractile myofibrils organized in bundles (Figure 5-8 

(d)) [237]. These bundles are arranged in the same direction and are surrounded by sheets of 

connective tissues constituting sets of muscle fibers. In our particular experiment, we measured 

skeletal muscles which contain different subtypes of muscle fibers [237]. The sets of muscle fiber 

are also surrounded by sheets of connective tissues and the final sheet of connective tissue that 

completely encloses the muscle fibers is called fascia and is rich in primary collagen. The same 

fascia also encloses the tendon and the myotendinous junction that is connected with the 

muscle. The main function of the fascia is to separate the tissues from the neighboring. 

Moreover, facia can also resist unidirectional tensions, related to muscle contractions, due to 

the orientation of their collagen fibers.  

 

Figure 5-8. Intensity images that were taken at 625 nm of an inspected (a) muscle, (b) 

myotendinous junction, and (c) tendon. (d) Scheme of the muscle-tendon transition 

[238] in which “A” is the cross-section of a muscle, “B” and “C” are the cross-sections 

of the myotendinous junctions, “D” is the cross-section of a tendon, and “E” is a 

longitudinal representation of the muscle-tendon transition. The position and 

directions of the different cross-sections (“A”-“E”) are represented with arrows over 

an RGB intensity image of a muscle-tendon transition (the image is located at the right-

bottom of the figure). 
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Tendons are non-contractile mesodermal tissues that connect muscles to bones [238]. Their 

structure is similar to the muscle, i.e., composed of bundles organized parallel and in the same 

direction as the connected muscle ones, but with the bundles containing clusters of type I 

collagen fibers [239,240] (Figure 5-8 (d)). The presence of type I collagen fibers gives tendons 

the capacity of withstanding unidirectional tensions. Tendons are also differentiated from 

muscles for being enclosed by paratenon in addition to the fascia. Paratenon is an irregular 

cushion of fibroadipose tissue found under the fascia [241,242]. 

The myotendinous junction is the tissue that exists at the connections between tendons and 

muscle. It is basically the tissue that completes the transition from muscles to tendons. As a 

result, the myotendinous junction combines fibers of both, tendon and muscle, tissues (Figure 

5-8 (d)). In particular, myotendinous junctions are made of bundles aligned in the same direction 

as muscle and tendons, but that contain a mixture of clusters of contractile (muscle) and 

collagen (tendon) fibers [238]. The different types of fibers are clustered in different and 

separated fascicles, and the percentage of each type of fascicle is progressively changing during 

the muscle-tendon transition [243,244]. The percentage of contractile fibers is higher in sections 

that are nearer to the muscle and lower in sections close to the tendon. Finally, the set of 

bundles that constitutes the myotendinous junction are covered by the same fascia that 

surrounds the connected muscle and tendon.  

5.1.2.1.4 ROI selection procedure 

The experimental measurement of the studied tissues consisted of taking Mueller images of 

512x512 pixels in size at three different wavelengths (470 nm, 530 nm and 625 nm). In some 

cases, these images contained other elements in addition to the desired tissue itself, thus a 

selection of a region of interest (ROI) that only contains the desired tissue was performed before 

starting the classification method. For instance, Figure 5-9 (a) comprises the tendon to be 

classified, which covers an important part of the image, but it also contains some regions 

corresponding to the imaging of the sample holder (image background; top-left and bottom-

right corners). Figure 5-9 (a) was taken at the 470 nm wavelength. 

 

Figure 5-9. (a) Intensity image that was taken at 625 showing a portion of a tendon 

(grey) placed on a sample holder (black). ROI area of 150x150 pixels in size is 

highlighted by a white square. Histogram of the 470 nm P3 index obtained from (b) the 

full area image and (c) the ROI. Horizontal axes of the histograms are split into (b) 200 

parts with steps of 0.05 and (c) 500 parts with steps of 0.02, respectively. 
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The ROIs are square regions of the original Mueller image of 150x150 pixels in size and which, 

in principle, only contain the response of the studied tissue (see the white square in Figure 5-9 

(a)). To be sure that the selected ROI exclusively contained pixels associated with the tendon so 

the background response was removed, different depolarization parameters (those discussed in 

subsection 5.1.2.1.1 and Chapter 2) were calculated from both the original full area image 

(512x512 pixels) and the ROI image (150x150 pixels). Afterward, their histograms were 

calculated and analyzed to prove that they only contain the response of the desired tissues  

(probability density vs depolarization metric). Continuing with the previous example of the 

tendon of Figure 5-9 (a),  the histograms of the P3 index (defined in section 2.3.2) corresponding 

to the 512x512 pixels of the Mueller image and to the 150x150 pixels (ROI area) are shown in 

Figure 5-9 (b)  and (c), respectively. The histogram of the original Mueller image (Figure 5-9 (b)) 

reveals two differentiated contributions: (i) the tendon response, centered at P3=0.15 and with 

a width of ∼0.1; and (ii) the background contribution, centered at P3=0.8 and with a width of 

∼0.4. Once identified the background contribution, the influence of the background in the ROI 

data was checked to be non-existent or reduced to a residual impact. Analyzing Figure 5-9 (c), 

we see that the ROI contribution can be mainly associated with the tendon response and the 

background contribution can be considered as non-existent or non-significant. 

We want to highlight that this process is followed to select the ROI of each analyzed tissue 

sample: 40 tendons, 40 muscles, and 40 myotendinous junctions. 

5.1.2.1.5 Supervised classifiers 

The quantitative study discussed in subsection 5.1.2.3 is based on the use of supervised 

classifiers built from different depolarizing metrics. To build the classifiers, the data coming from 

the selected ROIs, related to different tissues, is randomly split into two groups. The first group, 

let us called it training data, comprises 1% of the experimental data (27 thousand data pixels) 

and is used to build the classifier. To avoid a possible statistical bias related to the use of different 

sizes of data sampling in the training of the classifier, training data comprises the same amount 

of data from each tissue type (9 thousand data pixels). From its side, the other 99% of data 

(around 2.7 million data pixels, let us call it test data) is used to test the performance of the 

classifiers (i.e., analyze the percentage of well-classified tissues).  

The measured data probably takes different statistical distributions in the different 

depolarization spaces. The type of these data distributions may influence and benefit the 

efficiency of certain algorithms of supervised classifiers. Consequently, to minimize this fact and 

strictly associate the differences in the results with the use of different depolarization spaces, 

three different supervised classifiers are used in this study: (i) tree classifier [245], (ii) linear 

discriminant classifier [246], and (iii) k-nearest neighbors (kNN) classifier [247]. 

(i) Tree classifier 

The tree classifier is a multi-decision model that can be recognized by its tree-like 

scheme [245]. The tree-like scheme is composed of decision nodes that have several 

brunches emerging from it, and end nodes that associate the end of a brunch with a 

classified item [245]. In our experiment, we have implemented the function of MATLAB 

called fitctree (it is found in the “Statistics and Machine Learning Toolbox”) to build a 

tree classifier. The function fitctree is based on nominal decision nodes that output with 
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the “true” or “false” answer. Accordingly, they only have two emerging brunches. The 

process to train the classifier consists of modifying and adding nodes until all the training 

data is correctly classified. 

(ii) Linear discriminant classifier 

The linear discriminant classifier is a probabilistic method that generates a multi-

dimensional threshold, based on the linear combination of the input parameters, to 

separate the analyzed data into their different classes. Unlike the preceding tree 

classifier, the linear discriminant classifier usually does not perfectly classify all the 

trained data. This may occur because the different classes cannot be separated by 

hyperplanes. In particular, its training consists of minimizing the figure of merit called 

the classification cost of the training data [246], 
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where ŷ is the predicted classification, K is the number of classes (3 in our case: tendon, 

muscle, and myotendinous junction), ˆ( )P k x  is the posterior probability of class k for an 

observation x, and C(y|k) is the cost of classifying an observation into a class y when its 

true class is k. Such classification cost is equal to 0 (C(y|k)=0) when y and k are the same 

class (i.e., the observation is well classified), and  C(y|k)=1 when y and k are different 

classes (i.e., the observation is wrong classified). 

The mathematics of the posterior probability of Eq. (5.5) is defined by the statistical 

data distribution adopted to build the classifier. In our experiment, we have 

implemented the function of MATLAB called fitcdiscr (it is also found in the “Statistics 

and Machine Learning Toolbox”) that assumes that the data distribution is a multivariate 

normal. Accordingly, the posterior probability is calculated as [246], 
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where P(c) is a normalization constant calculated from the summation over k of 

P(x|k)P(k), P(k) is the prior probability of class k, and P(x|k) is the density of a 

multivariate normal distribution, 
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where μk is the mean value of the data distribution of class k, Σk is its corresponding 

covariance matrix, and |Σk| and Σk-1 are the determinant and inverse matrix of Σk, 

respectively. 

(iii) k-nearest neighbors (kNN) classifier 

The kNN classifier is a non-parametric method based on identifying the k points of 

the training data that are located nearest, in a N-dimensional space, to the unidentified 

sample to classify it [247]. Usually, the nearest training data points do not behave to the 
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same class. Under this scenario, the uncategorized sample is associated with the class 

that is predominant among the nearest training data points, i.e., the class that is most 

repeated in the surroundings of the location of the unclassified sample in the N-

dimensional space. 

In our experiment, we have implemented the function of MATLAB called fitcknn also 

included in the “Statistics and Machine Learning Toolbox”. To apply this function, we 

must set two variables: the number of k nearest data points and the formula used to 

evaluate the distance between points. For this study, we have used k=50 and the 

Euclidean distance, 
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where the subindex j indicates different variables (in our case different depolarization 

metrics, e.g., P1, P2, or P3), xj is a j metric value of the tested data, and yj is the 

corresponding metric value of the classifiable data. 

5.1.2.2 Depolarization spaces for animal tissue classification: a qualitative analysis.  

The analysis starts by calculating the metrics that comprise the different depolarization 

spaces introduced in subsection 5.1.2.1.1 from the 2.7 million Mueller matrices corresponding 

to the different pixels of the 120 measured samples ROIs (150x 150 pixels each). In this way, 15 

values (3x5 depolarization spaces) are obtained for each pixel, thus describing its corresponding 

depolarization capability. To visualize this huge amount of information (2.7 million pixels x 3 

metric values x 5 depolarization spaces), we represented each pixel in the different 3D 

depolarization spaces by using different points (see Figure 5-10). In particular, the depolarization 

information of the 2.7 million pixels is represented in the natural depolarization space (Figure 5-

10 (a)); the indices of polarimetric purity space (also known as purity space [1,213], Figure 5-10 

(b)); the high order depolarization index space (Figure 5-10 (c)); the type I canonical 

depolarization space (Figure 5-10 (d)); and the type I Lorentz depolarization space (Figure 5-10 

(e)). The different colors of the points indicate that the depolarization information of the 

represented pixel corresponds to a tendon (red), a muscle (green), or a myotendinous junction 

tissue (blue). For a better interpretation of the results, the edges of the depolarization spaces, 

delimiting the zone of physically realizable depolarizers, are also represented (purple lines). 

Note that some spaces are significantly bigger in volume than others. Consequently, the distance 

between points can be larger in these bigger spaces, which may be useful for tissue 

discrimination. This feature explains some results shown further on.  

Samples were measured at three different wavelengths (470 nm, 530 nm, and 625 nm) and 

the same procedure described above was followed for each channel. The results obtained at 

measuring the tissue samples at 625 nm are shown in Figure 5-10. The results of the analogous 

measurements done at 470 nm and 530 nm wavelength are not represented because the 

resulting figures are very similar to Figure 5-10. In all the cases, the points seem to be mixed and 

tend to spread around the space starting from highly depolarizing regions (see Figure 5-10). 

Comparing the different spaces, we observe that the volume of some spaces, the high-order 

depolarization index space (Figure 5-10 (c)), and the type I Lorentz space (Figure 5-10 (e)) is 

almost occupied by dots whereas the other three spaces (the natural, IPP and type I canonical 
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spaces; Figure 5-10 (a), (b), and (d), respectively) keep some physically realizable region empty. 

It is worth noting that the first two spaces are based on non-linear combinations of the H 

eigenvalues and the type I canonical depolarizer parameters and the other three are constructed 

from linear combinations.  

 

 

Figure 5-10. 3D representation of the experimental depolarization data measured at 

625 nm for tendons (red), muscles (green), and myotendinous junction tissues (blue). 

Data is represented by points in the depolarization spaces: (a) natural depolarization 

space; (b) IPP space (purity space); (c) high order depolarization index space; (d) type 

I canonical depolarization space; and (e) type I Lorentz depolarization space. 

 

The interpretation of the tissue data depolarizing dispersion based on Figure 5-10 can lead 

to interpretation errors as dots can be superposed. Under this representation, thousands of 

pixels with similar values are represented by using the same point and it may be misunderstood 

as one-pixel information. Therefore, different dots in those spaces may be linked to different 

occurrence weights (quantity of pixels represented per space position), and such information is 

lost in Figure 5-10. Consequently, 3D nonsymmetric ellipsoids built from the tissue data are 

represented in the different spaces to better visualize the data distribution (Figure 5-11, Figure 

5-12, and Figure 5-13). These nonsymmetric ellipsoids are defined by a three-dimensional 

central value and six semiaxis values, the laters associated with different directions with respect 

to the center of the ellipsoid (we call them nonsymmetric ellipsoids because the semiaxis usually 

takes different values). The center of the ellipsoid corresponds to the median values of the data 

distributions corresponding to the three metrics of each depolarization space. The six semiaxes 

are calculated from the corresponding first and ninth deciles and their difference with the 

median. The positive semiaxis is twice the difference between the ninth decile and the median 

value, i.e., 2x(9thdecile - median), and the negative semiaxis is twice the difference between the 

median value and the first decile, i.e., 2x(median - 1thdecile). Under this description, 
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approximately 90% of the tissue data (from 86% to 91% depending on the space and tissue) is 

located inside the volume of the corresponding nonsymmetric ellipsoid. Figure 5-11, Figure 5-

12, and Figure 5-13 show the nonsymmetric ellipsoids corresponding to the raw data obtained 

at measuring the samples at 625 nm, 530 nm, and 470 nm, respectively. 

 

For the sake of visualization, the axis range of Figure 5-11, Figure 5-12, and Figure 5-13 are a 

portion of the full space range. Note that the axis represents from 10% to 40% of the full space 

range, and therefore, 90% of the data is concentrated in a reduced region of the physically 

realizable space. In fact, the majority of the data (90%) is located in a zone associated with highly 

depolarizing samples, i.e., they are close to the (0,0,0) coordinate in the IPP space (Figure 5-11 

(b), Figure 5-12 (b), and Figure 5-13 (b)), the high order depolarization index space (Figure 5-11 

(c), Figure 5-12 (c), and Figure 5-13 (c)), and the type I canonical depolarization space (Figure 5-

11 (d), Figure 5-12 (d), and Figure 5-13 (d)), near to the (1,1,1) coordinate in the type I canonical 

depolarization space (Figure 5-11 (e), Figure 5-12 (e), and Figure 5-13 (e)), and near to the 

(0.25,0.25,0.25) coordinate in the natural depolarization space (Figure 5-11 (a), Figure 5-12 (a), 

and Figure 5-13 (a)). 

 

 

Figure 5-11. 3D representation of the experimental nonsymmetric ellipsoids 

(described by the median value and the first and ninth deciles of the depolarization 

data) for tendons (red), muscles (green), and myotendinous junction tissues (blue) 

measured at 625 nm. Data is represented by points in the depolarization spaces: (a) 

natural depolarization space; (b) IPP space; (c) high order depolarization index space; 

(d) type I canonical depolarization space; and (e) type I Lorentz depolarization space. 
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Figure 5-12. 3D representation of the experimental nonsymmetric ellipsoids 

(described by the median value and the first and ninth deciles of the depolarization 

data) for tendons (red), muscles (green), and myotendinous junction tissues (blue) 

measured at 530 nm. Data is represented by points in the depolarization spaces: (a) 

natural depolarization space; (b) IPP space; (c) high order depolarization index space; 

(d) type I canonical depolarization space; and (e) type I Lorentz depolarization space. 

 

Figure 5-13. 3D representation of the experimental nonsymmetric ellipsoids 

(described by the median value and the first and ninth deciles of the depolarization 

data) for tendons (red), muscles (green), and myotendinous junction tissues (blue) 

measured at 470 nm. Data is represented by points in the depolarization spaces: (a) 

natural depolarization space; (b) IPP space; (c) high order depolarization index space; 

(d) type I canonical depolarization space; and (e) type I Lorentz depolarization space. 
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The spreading of data visualized in Figure 5-10 and represented with ellipsoids-like 

constructions in Figure 5-11, Figure 5-12, and Figure 5-13 may be related to the interactions of 

polarized light with different chicken samples or with different zones (structures) of the same 

non-uniform sample. In that sense, such spreading may be attributed to the non-flatness of the 

sample, to slightly different decomposition states due to handling variations from sample to 

sample (slightly disparities in defrosting times, possible dissimilar dissection durations, etc.), or 

simply, to biological differences between chicken samples. However, the points that are located 

farthest from the ellipsoid are related to noise measurements, mainly produced by direct 

reflections that saturate the camera thus deriving in wrong polarimetric measurements. These 

direct reflections mainly come from sample irregularities and water microdroplets.  

The representations based on nonsymmetric ellipsoids (Figure 5-11, Figure 5-12, and Figure 

5-13) illustrate the distribution of the depolarization response of different tissue samples. Under 

these representations, separated ellipsoids without volume overlapping imply that at least 90% 

of the pixels corresponding to the ellipsoids tissue can be correctly classified. Therefore, the 

ideal scenario would be the representation of three completely separated ellipsoids that would 

lead to more than 90% of true positives. In our experiment, the results obtained with 625 nm 

light (Figure 5-11) indicates that the muscle (marked in green) gives a depolarization response, 

in the IPP and high-order depolarization spaces (Figure 5-11 (b) and (c)), distinguishable from 

the tendon and the myotendinous junction. Therefore, the amount of well-classified muscles, in 

these two spaces, should be higher than the number of correctly identified tendons and 

myotendinous junction tissues. The latter should present a significant uncertainty due to the 

overlap of their depolarization response. Alternatively, the tendon and the myotendinous 

junction can be better distinguished when using the spaces based on type I canonical 

depolarization parameters (Figure 5-11 (d) and (e)). Under these spaces, the uncertainty 

between identifying myotendinous junction and tendon tissue should be similar to the 

uncertainty of differentiating tendons and muscles as their ellipsoids are similarly overlapped. 

By contrast, the depolarization response of the analyzed tissues is completely different for 

530 nm and 470 nm wavelength (Figure 5-12 and Figure 5-13). For both wavelengths, the 

expected capability to well-classify myotendinous junctions is higher than the other two tissues. 

In this case, the tendon and the muscle ellipsoids are completely overlapped whereas the 

ellipsoid corresponding to the myotendinous junction is only partially overlapped (Figure 5-12 

and Figure 5-13). Such observation is coincident for both wavelength, 530 nm and 470nm, and 

all the explored depolarizing spaces. These results highlight the significance of using polarimetric 

data obtained at different wavelengths for tissue classificatory purposes.   

At this point, we can anticipate that the mixture of the 625 nm, 530 nm, and 470nm 

measurements would lead to a significant improvement in the classification results. This 

improvement should be more substantial in the eigenvalue-based spaces because they present 

a complete overlap between the tendon and the myotendinous junction ellipsoids at 625nm and 

a complete overlap between the tendon and the muscle ellipsoids at 530 and 470 nm. The 

combination of these dissimilar data should break the uncertainty observed in the different 

wavelength channels thus significantly increasing the number of well-classified tissues.  

Last but not least, the analysis of Figure 5-11, Figure 5-12, and Figure 5-13 illustrate the 

depolarization response of different tissues at 625 nm, 530nm, and 470nm, respectively. In 
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particular, we see that the muscle is the most depolarizing tissue for all three wavelengths 

because the corresponding green ellipsoid is located close to the pure depolarizer (0,0,0) 

coordinate in Figure 5-11 (b)-(d), Figure 5-12 (b)-(d), and Figure 5-13 (b)-(d), and close to the 

(1,1,1) coordinate in Figure 5-11 (e), Figure 5-12 (e), and Figure 5-13 (e). By following the same 

reasoning, the myotendinous junction is the lowest depolarizing tissue and the analyzed chicken 

tendons are characterized by an intermediate depolarization capability. Note that the 

depolarization capability of studied tissues is connected with their structure (described in 

subsection 5.1.2.1.3). In that sense, the differentiated depolarization response may be related 

to collagen fibrils, which have a characteristic polarimetric response [84–86,114,122,123,144] 

and are present in the myotendinous junctions and tendinous tissues but not in muscles. 

However, this relationship must be further investigated and it is beyond the scope of this study. 

5.1.2.3 Depolarization spaces for animal tissue classification: a quantitative analysis. 

Once the depolarization results have been qualitative analyzed, a quantitative analysis is 

performed to identify the depolarization space best suited to properly classify biological tissues. 

In particular, three different supervised classifier algorithms, the tree classifier [245], the 

discriminant classifier [246], and the kNN classifier [247] (all described in subsection 5.1.2.1.5) 

are used to build different classifiers that should automatically recognize the imaged tissues 

from the experimental Mueller matrices. The percentages of well-classified tissues for each 

wavelength, supervised classifier algorithm, and set of depolarization metrics are provided in 

Table 5-2. The percentages presented in Table 5-2 are the mean probability to properly identify 

the three tissues, i.e., the global percentage of correctly identified tissues among all predictions. 

Such percentages have an error of ±1% due to the random selection of the test data. 

Wavelength  
Supervised 

classifier 

H eigenvalue-based  

depolarization metrics 

Type I canonical-

based depolarization 

metrics 

λ2,λ3,λ4 P1,P2,P3 PΔ, PΔ
(3), PΔ

(4)  PΔ d1,d2,d3 L(2),L(3),L(4) 

625 nm 

Tree 58 58 55 53 52 50 

Discriminant 59 59 60 57 57 55 

kNN(50) 65 65 62 60 60 55 

530 nm 

Tree 51 51 47 46 55 50 

Discriminant 54 54 51 49 62 49 

kNN(50) 59 59 53 50 64 50 

470 nm 

Tree 52 52 48 46 52 48 

Discriminant 56 55 52 41 60 49 

kNN(50) 60 59 54 52 62 49 

Table 5-2. Percentage of well-classified tissues as a function of the wavelength, the depolarization 

metrics, and the supervised classifier. Bold numbers indicate the best classification results for each 

wavelength and group of depolarization metrics.  

The results shown in Table 5-2 indicate that the tree and the linear discriminant classifiers 

are fewer efficient than the kNN algorithm for tendon, myotendinous junction, and muscle 



5.1 Polarization techniques for biomedical tissue applications 127 
 

tissues classification. Note that the same observation is repeated for all three wavelengths. 

Moreover, although the used classifier algorithms show different classification efficiencies, for 

a particular wavelength, the order of depolarization metrics from the least to the most suitable 

for tissue classification, i.e., with the lowest to the highest percentage of well-classified tissues, 

is the same regardless of the supervised classifier algorithm selected for the analysis. 

Consequently, from now on, the quantitative analysis will be based on the kNN results because 

the interpretation is the same independently on the supervised classifier algorithm and the kNN 

classifier lead to the best classification results.  

The classification results provided in Table 5-2 have been obtained by using metrics based on 

H eigenvalues (columns 3 to 6) and type I canonical depolarization parameters (columns 7 and 

8). Note that the study is not restricted to the analysis of depolarization spaces but we have also 

provided the results obtained with the depolarization index, PΔ, because it is widely used in the 

literature [45,69,119,124,139]. In the following, we start the analysis of the results through the 

comparison of the classification efficiencies of the H eigenvalue-based metrics (columns 3-6). 

Next, we evaluate the classification efficiencies associated with the depolarization spaces based 

on type I canonical depolarizer parameters (columns 7 and 8). And finally, we compare the 

classification results of the best-suited depolarization spaces of each type to end with a global 

conclusion.  

First of all, we see that, among the sets of metrics based on the H eigenvalues, PΔ presents 

the worst results for all three wavelengths (see column 6 vs columns 3-5). In particular, the high 

order depolarization indices (column 5) lead to an increment of 2% to 3% (depending on the 

wavelength) of classification success probability with respect to the use of the PΔ. Concerning 

the difference in the percentage of well-classified tissues between using the H eigenvalues 

(column 3) or the IPP (column 4) compared to the PΔ, the two depolarization spaces classifies 

correctly a 5% (for 625nm), 8% (for 530 nm) and 9% (for 470 nm) more tissues. It is worth noting 

that these results come from a particular case based on three tissues and the classification 

potential of depolarizing metrics strongly depends on the properties of the analyzed tissues. 

However, the obtained results indicate a clear tendency in which depolarization spaces are 

better suited for tissue classification than the PΔ (depolarization spaces provide better results). 

Therefore, the IPP are not only better than PΔ for the visualization of certain tissue structures, 

as discussed in the previous subsection 5.1.1, but they are also better for tissue classification.  

Once determined that the use of H eigenvalue-based spaces (columns 3-5) gives an 

increment of classification success compared to the use of PΔ (column 6), we check the 

percentages of well-classified tissues obtained with these three depolarization spaces to 

establish the set of metrics better suited for tissue classification. In this way, we see that high-

order depolarization indices (column 5) classify a lower percentage of tissues than the other two 

spaces, H eigenvalues and the IPP (columns 3 and 4, respectively). In addition, we observe that, 

taking into account the 1% error associated with the experiment, the latter two sets of metrics 

have equivalent classification results.  

High order depolarization indices are a non-linear combination of the H eigenvalue-based 

(more details in Chapter 2). We have the intuition, although we do not have any mathematical 

proof, that the lower classification efficiency observed in the high order depolarization space is 

related to the non-linear construction of high order depolarization indices. After applying the 
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non-linear transformation on the natural space (Figure 5-10 (a)), the volume of the resultant 

space, the high order depolarization space (Figure 5-10 (c)), is smaller in comparison. Such 

volume reduction usually implies compression of the data points and this compression may 

difficult the discrimination of tissues. We would like to emphasize that this is a heuristic 

approximation based on this experiment and other experiments may invalidate this discussion. 

However, similar classification efficiency reduction results are also observed in the other space 

based on non-linear operations (the type I Lorentz space, column 8 in Table 5-2), as will be 

further discussed.  

In contrast, the IPP present the same classification efficiency as the natural depolarization 

space (H eigenvalues) and we think that it is produced because such indices are a linear 

combination of the H eigenvalues. Some of the used classifier algorithms define the thresholds 

that delimit the region of each class based on linear combinations of the input variables, for 

example, the linear discriminant classifier. Therefore, the use of IPP and the H eigenvalues data 

should be seen as equivalent information when using this type of classifiers. Under this scenario, 

according to the results provided in Table 5-2, we recommend the use of H eigenvalues and IPP 

for tissue classification as they present the best results. In the case of only using one of both 

spaces, we recommend the use of IPP because they have an easier interpretation and a larger 

space volume. The IPP interpretation becomes easier because lower IPP values always indicate 

more depolarization capability [1,45], whereas lower H eigenvalues values can be related to 

lower or higher depolarization capabilities, depending on the eigenvalue [45,70]. For its side, 

the larger volume of the IPP space improves the visualization of different tissues due to larger 

distances between points. 

Concerning the classification results of the depolarization spaces based on the type I 

canonical depolarizer parameters (columns 7 and 8 in Table 5-2), we see that the type I canonical 

depolarization space (d1, d2, and d3) presents remarkably better results than the type I Lorentz 

depolarization space. The type I Lorentz depolarization space can be considered as a non-linear 

transformation of the type I canonical depolarization space and its space volume is smaller 

compared to those of the latter space. Consequently, we consider, in analogy with the previous 

discussion, that this volume reduction, which comes from the non-linear transformation, 

compresses the information and results in a reduction of the success classified tissues. Under 

this scenario, we recommend the use of type I canonical depolarization space in front of the 

type I Lorentz depolarization to classify tissues. Note that other non-linear combinations may 

modify the distribution of measured results in such a manner that the classification of the 

measured tissues is improved compared to type I canonical depolarizer space. However, it is not 

the case of type I Lorentz depolarization space. 

Finally, we compare, in terms of classification success, the depolarization spaces that take 

the best classification results; those based on H eigenvalues (Natural depolarization and IPP 

spaces) with those based on type I canonical depolarizer parameters (type I canonical 

depolarizer space). For the sake of simplification, and because of the equivalence in classification 

efficiency of the two best spaces based on H eigenvalues, we focus the comparison study on 

only one of the two spaces based on H eigenvalues, in particular, the IPP space. The comparison 

in terms of classification efficiency of the IPP and the type I canonical depolarization parameters 

is more complex than those performed previously because the most efficient space to classify 
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the measured tissues depends on the wavelength (see Table 5-2). IPP shows the best efficiency 

results for the 625 nm illumination whereas the metrics best suited to classify tissues at 530 and 

470 nm wavelengths are the type I canonical parameters. 

To analyze the possible origin of these results, we must analyze the mathematical and 

physical differences between IPP and type I canonical depolarizer parameters (di). In that sense, 

ref. [64] provides a linear relation between di and the H eigenvalues (λi) that is accomplished for 

non-dichroic Mueller matrices (i.e., without diattenuation and polarizanze content). 

Accordingly, the classification potential of IPP and di should be equivalent for non-dichroic 

Mueller matrices as both sets of metrics are linear combinations of the H eigenvalues. However, 

the relation between di and λi is more complex for dichroic Mueller matrices, this relation not 

being described in the literature and still remaining unknown. di are obtained from the central 

depolarizer matrix in the symmetric decomposition [72]. In theory, the hole diattenuation and 

retardance content of the decomposed Mueller matrix is separated and encoded in the other 

four matrices of the decomposition. Therefore, the di should be independent of the dichroism 

of the sample thus not encoding the enpolarization phenomena [223]. In contrast, IPP takes into 

account the enpolarization properties of samples at analyzing the depolarization behavior and, 

accordingly, different no-null diattenuation and polarizance values influence the measured IPP 

(the non-linear relation between IPP, D, and P is shown in Eq. (4.17)). As a result, different D and 

P may influence the classification potential of IPP. 

To further study the possible influence of D and P in the classification results, we have 

calculated the probability histograms of D and P for the three tissue samples (tendons, muscles, 

and myotendinous junctions) and for the three wavelengths (625 nm, 530 nm, and 470 nm). 

Results are shown in Figure 5-14. For the sake of visualization, the histogram lines are pictured 

following the same colors as the previous figures, i.e., the red color is associated with tendon 

results, muscles are related to green lines, and the myotendinous junctions results are colored 

in blue. In addition, the histograms are displayed with different graphics arranged in two rows 

and three columns. The first row corresponds to the diattenuation results and the second row 

to the polarizance data. The different columns are associated with different wavelengths, 

ordered as 625nm, 530 nm, and 470 nm, from left to right. 

The diattenuation histograms indicate that the diattenuation is very similar for all tissues and 

wavelengths (Figure 5-14 (a)-(c)), with picks within 0 and 0.02 values in all the cases. Therefore, 

diattenuation does not provide any relevant information that helps the distinction or 

classification of the measured tissues. In fact, it acts as a source of “information noise” that 

reduces the classification efficiency when it is used for this task (note that we are talking about 

this particular example but diattenuation can be very useful to classify other type of tissues). In 

the case of IPP, this diattenuation information is mixed somehow so the effect of D reduces their 

classification efficiency (the 64% of type I canonical success vs the 59% of IPP for 530 nm seen 

in Table 5-2). This efficiency reduction is compensated in some channels by the polarizance 

content. In particular, it is compensated in the 625 nm and 470 nm channels.  

First, for the 625 nm illumination, the polarizanze response of tendons is significantly 

different from the other two tissues (Figure 5-14 (d)). The mean polarizance of tendons is around 

0.3 while the mean polarizance of the other two tissues is around 0.1. This difference is such 

that tendons may be identified, with high levels of success, by only using the polarizanze results 
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at 625 nm. Like in the case of diattenuation information, the polarizance information is also 

mixed in some way in the IPP, but, as polarizance gives relevant information in terms of 

distinguishability, it increases the classification efficiency of IPP for the 625 nm channel (Table 

5-2). As a result, for 625 nm, IPP presents 65% of well-classified tissues vs the 60% obtained with 

the type I canonical depolarizer parameters.  

 

Figure 5-14. Histogram of the total diattenuation of tendons (red), muscles (green), 

and myotendinous junction tissues (blue) at (a) 625 nm, (b) 530 nm, and (c) 470 nm 

wavelength. Histogram of the total polarizance of the same tissues at (d) 625 nm, (e) 

530 nm, and (f) 470 nm.  

Second, when using the 530 nm channel, the polarizance response is almost the same for all 

tissues (Figure 5-14 (e)), like what happens with diattenuation (Figure 5-14 (a)-(c)). 

Consequently, the polarizance information acts as a “noise” when mixed in the IPP this 

amplifying the loss of classification efficiency induced by the diattenuation. As a result, the 

percentage of tissue classification success is 5% lower for IPP in the 530 nm case (59% of IPP vs 

64% of type I canonical; Table 5-2). 

Finally, an intermediate case is observed when illuminating the sample with light of 470 nm 

wavelength. For 470 nm illumination, the polarizance response leads to slight tissue 

discrimination (Figure 5-14 (f)) but it is not enough to compensate for the contribution of the 

irrelevant diattenuation information. As a result, the difference in terms of classification success 

between the IPP and di is 3% of the measured tissues (59% vs 62%, respectively, in Table 5-2). 

In summary, among the studied depolarizing metrics, the H eigenvalues, the IPP, and the type 

I canonical depolarizer parameters appear to be the sets of depolarizing metrics best suited to 

classify tissues. The efficiency of different spaces would depend on the polarimetric properties 

of the samples. In that sense, if samples do not have dichroic content, all three spaces should 

lead to equivalent results. However, when the Mueller matrix of samples is characterized by a 

non-null diattenuation or polarizance vectors, the potential of each space would depend on the 
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discriminatory potential introduced by the diattenuation and the polarizance. If the 

diattenuation and polarizance information is useful for tissue discrimination, we recommend 

the use of the IPP or H eigenvalues values metrics as they give better results. In contrast, when 

the contribution of diattenuation and porlarizance is irrelevant, we recommend the use of type 

I canonical depolarizer parameters. 

Concerning the other spaces based on non-linear transformations (the high order 

depolarization index and the type I Lorentz depolarizer space), we observe that their 

classification efficiencies are lower with respect to the other spaces. We relate these worst 

results to the reduction in volume produced by the non-linear transformation. However, we 

base our hypothesis on this particular case and these spaces might produce better results at 

classifying other tissues. 

Although the high order depolarization space takes the worst results compared to the other 

two H eigenvalue-based depolarization spaces, the use of these depolarization spaces always 

improves the percentages of well-classified tissues obtained with PΔ. Therefore, we recommend 

the use of the H eigenvalue-based depolarization spaces, and in particular, the use of the IPP 

space, in front of PΔ for tissue classification. 

5.1.2.4 Depolarization spaces for animal tissue classification: wavelengths combination.  

Before ending with this classification study, we propose combining all the information 

obtained at measuring the tissues at the three different wavelengths (625nm, 530nm, and 470 

nm) to improve the classification results [248]. In this way, we use the algorithm of the kNN 

supervised classifier [247] (described in subsection 5.1.2.1.5) to build different classifiers based 

on the combined data of all three wavelengths. In particular, we have built six different 

classifiers; each made from the six different depolarizing metrics previously studied. The 

percentages of well-classified tissues are provided in Table 5-3.  

Wavelength  
Supervised 

classifier 

H eigenvalue-based  

depolarization metrics 

Type I canonical-based 

depolarization metrics 

λ2,λ3,λ4 P1,P2,P3 PΔ, PΔ
(3), PΔ

(4)  PΔ d1,d2,d3 L(2),L(3),L(4) 

625 nm 

+ 530 nm  

+470 nm 

kNN(50) 86 86 78 76 76 72 

Table 5-3. Percentage of well-classified tissues by using the combination of all three wavelengths (625 

nm, 530 nm, and 470 nm) and the kNN supervised classifier as a function of the depolarization metrics.  

The efficiency of the classifiers is significantly improved when using the combined 

information of all three wavelengths (Table 5-3). In particular, the IPP classification results is 

increased from the 65% of well-classified tissues, obtained in the best scenario of using the 

information of one wavelength (in that case the 625 nm; Table 5-2), to the 86% of well-classified 

tissues achieved with the wavelength combination (column 4 in Table 5-3). In other words, 21% 

of all the measured pixels that are wrongly classified when using only one wavelength, are 

properly classified when using the combined information of the three wavelengths. Note that 

for this experiment with three tissues, randomly distributed data would result in 33% of well-

classified tissues. 
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The results of successfully classified tissues are in agreement with the discussions stated in 

the previous subsection. The depolarization index (column 6 in Table 5-3)  continues showing 

the worst results among the H eigenvalue-based depolarization metrics, and the non-linear 

spaces (high order depolarization space, column 5 in Table 5-3,  and type I Lorentz space, column 

8 in Table 5-3) also present lower efficiency values than the natural space (column 3 in Table 5-

3) and the type I canonical depolarizer space (column 7 in Table 5-3). However, the classification 

efficiency of type I canonical depolarizer parameters is equivalent to PΔ (both classify correctly 

the 76% of the analyzed pixels). This result does not contradict the discussions stated in the 

previous subsection but it indicates that the enpolarizance information of the measured tissues 

is useful for their distinction.  

In the general application of polarimetry to classify tissues, the analysis would not be 

restricted to the use of depolarization metrics but diattenuation, polarizance and retardance 

metrics would be also explored. Under this scenario, although using the type I canonical 

depolarizer parameters, the enpolarization information would be also taken into account 

because of the presence of the diattenuation and polarizance information. In fact, the separate 

use of the enpolarization information may be beneficial in the cases in which it does not helps 

to discriminate against tissues because it can be removed to not reduce the efficiency of the 

classifier. For that reason, we cannot recommend the preferred use of the H eigenvalues or the 

IPP in front of type I canonical depolarizer parameters. What we recommend, based on the last 

results, is the use of the combined measurements at different wavelengths to improve the 

classification results. Note that the use of multiwavelength measurements could be taken to the 

extreme which leads to the combination of polarization and multispectral measurement 

techniques. 

5.2 Polarization techniques for plant applications 

The studies discussed in the previous section show the interest in using polarimetric-based 

techniques for biomedical applications, specifically, the potential of using the indices of 

polarimetric purity (IPP) which synthesizes the depolarization information of samples in three 

parameters. In particular, such studies illustrate the benefits of using these polarimetric 

techniques to enhance the image contrast in biomedical tissue imaging and to automatically and 

efficiently recognize them. In the following, we explore the use of polarimetric techniques in 

other biological tissue samples, specifically, in plant samples. 

The use of polarized light to characterize different structures of vegetal samples has already 

been investigated in the literature with positive results [83,159–176]. Most of the works show 

the utility of exploiting the birefringence [83,170–175] and depolarization [160–168,170,176] 

properties of vegetal samples for botanical applications. Nevertheless, other works also show 

an interest in studying their dichroism [159,169,170]. Among the works presented in the 

literature, birefringence has been used to characterize different plant structures as, for instance, 

the structure of guard cells and their related stomata [171–173], or the structure of trichomes 

[174]. In addition, birefringence has also been applied for the analysis of plant cell maturity 

[175]. Alternatively, depolarization has been used to evaluate the plant stress [160,161], to 

study the photosynthesis process [165,166], and in remote sensing, as an aid to vegetation 

classification [176] or to discriminate of land mines from vegetation backgrounds [164]. 
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To date, the most used approach to analyze the birefringence of plant samples is based on 

PG techniques [83,171–175]. On the other hand, most of the plant works that study the 

depolarization take the DOP metric as a reference to measure it [160–163,165–167,176]. These 

two polarimetric techniques lead to take relevant information of the constituent characteristics 

of plant samples, the reason why they have been applied, but their use is limited to the analysis 

of certain birefringence or depolarization properties respectively. In contrast, Mueller 

polarimetry is a more general approach that leads the analysis of birefringence and 

depolarization information through the same measurement, as discussed in section 4.1. 

Moreover, Mueller polarimetry leads to analyze more birefringence or depolarization than PG 

and DOP techniques. Despite these benefits, Mueller polarimetry has been scarcely applied for 

plant analysis [164,168,170]. This situation contrasts with the extensive use of Mueller 

polarimetry in biomedical applications [117–120,122–132,134–139].  

In the following, we will show the potential of Mueller polarimetry for the analysis of plant 

samples. In particular, we will illustrate its interest through the measurement of different leaf 

samples. In subsection 5.2.1, we compare the results obtained by using the DOP with those 

obtained from the Mueller-based observables IPP and PΔ. And in subsection 5.2.2, we study the 

structure of a particular plant leaf at different macroscopic and microscopic scales by measuring 

the Mueller matrix and evaluating the polarization and depolarization observables. The 

corresponding polarimetric results, which provide interesting information about the physical 

properties of the vegetal tissue, are compared with the results obtained with other commonly 

used optical techniques as phase contrast or fluorescence microscopy, this comparison 

providing some interesting aspects of using Mueller polarimetry. 

5.2.1 Depolarization index and indices of polarimetric purity for plant imaging 

This subsection is aimed to compare the use of the degree of polarization (DOP; described in 

section 2.1) with the use of the depolarization index (PΔ) and the indices of polarimetric purity 

(IPP) for plant inspection. PΔ and IPP are obtained from Mueller matrix measurements (both 

described in section 2.3) and measure the depolarization properties of the sample.  

The following comparison will be grounded on the experimental measurement of a Hedera 

maroccana McAll. (Araliaceae) leaf (Figure 5-15). Hedera maroccana is a climbing plant widely 

used for ornamental purposes and it is mainly characterized by the presence of foliar trichomes 

[249]. It is native to the Atlantic coast of Morocco but also grows on the Mediterranean coast 

where the measured specimen is taken. We deposited an herbarium voucher of the examined 

species in the Herbarium of the Botanical Institute of Barcelona (Hedera maroccana, BC843411). 

The Hedera maroccana leaf pictured in Figure 5-15 (b) was measured in transmission by using 

the setup described in Chapter 3. In particular, it was measured in the 530 nm illumination 

channel, this resulting in a transmission of ∼44% of the incident light. To measure the DOP of 

the different structures of the leaf, we first measured the stokes vector related to certain 

polarized incident light, e.g., horizontally polarized light, and from it, we operate the DOP by 

means of Eq. (2.2). Concerning the measurement of the Mueller matrix, it was measured in 

transmission following the procedure described in Chapter 3. Note that, taking into account the 

use of instruments with analogous technology, for example, setups based on the same PA-LC 

devices, DOP measurements are, at least, 4 times faster than Mueller-based metrics. This occurs 
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because in DOP measurements the sample is illuminated with only one polarization state instead 

of the multiple illumination SoPs of Mueller measurements.  

 

 

Figure 5-15. Plant sample used for the present study: (a) Hedera maroccana plant; (b) 

Hedera maroccana measured leaf. 

This comparison study is divided into two parts: First, we analyze the imaging results 

obtained from the DOP metric by studying the image contrast (subsection 5.2.1.1), and second, 

we take this image contrast result as a reference to compare with PΔ and IPP images and evaluate 

their potential in the plant analysis (subsection 5.2.1.2). 

5.2.1.1 Plant image contrast obtained with DOP measurements 

The experiment starts by measuring the DOP (Figure 5-16) corresponding to a region of 

interest (ROI), 2.2 x 2.2 cm in size (1024 x 1024 pixels), of the Hedera maroccana leaf seen in 

Figure 5-15. Since the DOP may depend on the SoP of the incident light, we measured the degree 

of polarization for three different incident SoPs: light linearly polarized in the horizontal 

direction (Figure 5-16 (b)), light linearly polarized in the diagonal direction (45° to the horizontal; 

Figure 5-16 (c)), and, left-handed circularly polarized light (Figure 5-16 (d)). Note that the 

selection of incidents SoPs was arbitrary and the only reason why we chose this set of SoPs is 

that they are quite commonly used and that they are also linearly independent of each other. 

However, other bases accomplish the same criteria and could be chosen instead. 

In order of comparison, in Figure 5-16 (a), we picture the leaf intensity image with the same 

ROI. This image corresponds to the transmission of the sample when it is illuminated with 530 

nm unpolarized light. The transmitted light captured in Figure 5-16 (a) reveals the presence of 

the primary (major) and secondary (thinner) veins of the leaf, which are responsible for 

transporting water and nutrients. Primary veins result highly contrasted while the secondary 

veins are less visible, being some parts of those veins completely invisible. By contrast, DOP 

images (Figure 5-16 (b)-(d)) clearly define the limits of primary and secondary veins. In addition, 

DOP images clearly emphasize the vascular bundles of some primary and secondary veins.  

Note that, for DOP images, the contrast of different veins strongly depends on their direction 

and the state of polarization of the incident light. This fact is clearly observed when comparing 

the visible veins of Figure 5-16 (b)-(d). As an example, we focus our attention on two leaf veins 

pointed by yellow arrows in Figure 5-16 (c) and (d). The vein pointed out in Figure 5-16 (c) is 
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highly contrasted when illuminating the sample with 45° linearly polarized light, but it is much 

more difficult to see in the DOP images taken with linear horizontal polarization (Figure 5-16 (b)) 

and left-handed circular polarization (Figure 5-16 (d)). A similar case but this time well 

contrasted in Figure 5-16 (c) and (d) and completely invisible in Figure 5-16 (b) occurs with the 

vein pointed out in Figure 5-16 (d).  

 

Figure 5-16. (a)Transmitted non-polarized intensity image of the Hedera maroccana. 

DOP image for the incident light (b) linearly polarized in the horizontal direction, (c) 

linearly polarized at 45° to the horizontal, and (d) left-handed circularly polarized. The 

type of incident SoPs is schematized in red in the top-right of the image. 

In general, we see that when the veins are oriented parallel or perpendicular to the polarized 

direction of the incident linearly polarized light, the veins are low contrasted. Conversely, the 

visibility of the veins seems to be maximal when they are oriented at 45° regarding the direction 

of the incident polarization. In terms of depolarization, veins depolarize more the polarized light 

oriented at 45° with respect to their direction. This dependence is usually related to the 

presence of uniformly oriented anisotropic (birefringent or dichroic) structures. In that sense, 

cellulose fibrils provide a prominent birefringent response in plants (as well as dichroism when 

some pigments are present), particularly, the microcrystals from which cellulose fibrils are made 

[83,250,251]. These fibrils are oriented in the direction of the veins and this generates an 

anisotropy in that direction that may explain the non-isotropic depolarization illustrated in the 

DOP images. The depolarization dependence with the vein orientation is not observed in the 

case of using circularly polarized light Figure 5-16 (d) as it does not present any predominant 

direction. Consequently, the maximum image contrast is reduced compared with those obtained 



136  Biophotonic applications 
 

 
 

with linearly polarized light, but it is kept sufficient to simultaneously visualize most of the veins 

(note that the veins that are seen in Figure 5-16 (d) present similar image contrast). This DOP 

dependence with the incident polarization deserves special attention because the election of 

the incident polarization in most of the botanical works present in literature is arbitrary. In fact, 

the majority of polarization-based botanical studies only analyze the DOP generated when 

illuminating the sample with linearly polarized states because they are simpler to generate (they 

can be generated by simply using a linear polarizer). Note that according to the previous results 

the measured DOP is more sensitive to this type of polarized light. 

To further study the DOP dependence with the incident polarization state, we have measured 

the Mueller matrix of the Hedera maroccana leaf. Subsequently, according to the 

out inS M S  relation (Eq. (2.4)), we have calculated the output SoPs corresponding to 

illuminating the sample with different N input polarizations and, afterward, we have calculated 

the DOP associated with the different N output SoPs.  

We first analyze the incidence of illuminating the sample with differently oriented linear 

polarized states. In particular, we study the variation of the DOP corresponding to four vein 

sections of the Hedera maroccana leaf (marked in red, orange, purple, and green in Figure 5-

16). To do so, we have evaluated the interaction with the sample of 360 differently oriented 

linear polarized states. Their Stokes vector is described following the next equation: 
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where θk is the azimuth of the Stokes vectors [203], that ranges from 0 to π, and Nθ is the number 

of equally spaced steps into which the θ range is divided. In our study, we take Nθ=360 thus 

leading to 0.5 deg steps.  

The DOP values corresponding to the different orientations of the incident linear polarized 

light are graphically represented in Figure 5-17. In particular, we represent the average DOP 

values of three consecutive pixels corresponding to the four vein sections (marked in red, 

orange, purple, and green in Figure 5-16) as a function of the angle of the incident linear SoP. 

The graphical representation of the DOP in Figure 5-17 shows a strong variation of the DOP 

as a function of the angle of the input linear polarized light. The data distribution is similar to a 

double angle shifted sinusoidal function, i.e., sin(2 ) , which is characterized by 

presenting two minimums and two maximums in the range of 0 to 180°. The same pattern of 

two maximums and two minimums is observed for the four different veins, but the position of 

these maximums and minimums is different for each vein. In the analysis of Figure 5-16, we saw 

that the depolarization of the vein was maximal (i.e., minimum DOP value) at 45°. Accordingly, 

veins are oriented at +45° or -45° with respect to the polarization angle with a minimum DOP 

value. Unfortunately, the distribution presents two minimums, so we have two possible results.  
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Figure 5-17. DOP values in function of the angle of the incident linear polarized light. 

Red, orange, purple, and green marks (triangles) correspond to sections marked with 

the same color in Figure 5-16 (a). 

Now, taking attention to the maximum values, we see that, for each vein, one of the function 

maximums present higher values compared to the other (higher DOP values mean lower 

depolarization). This lowest depolarization is achieved when the input polarization is parallel to 

the orientation of the veins. When polarized light interacts with the leaf veins, part of the light 

is absorbed by dipoles and reemitted, maintaining the SoP of light during the process, i.e., the 

reemitted light is defined with the same polarization state as the absorbed. The assiduity of this 

phenomenon depends on the alignment between the dipole and the polarized state, being more 

frequent when both elements are parallel-oriented [252]. Due to the directional structure of the 

vein, the majority of the dipoles are parallel oriented or orthogonally oriented to the vein 

direction, being the first scenario more predominant. As larger the number of dipoles oriented 

in the vein direction, the higher the amount of absorbed and reemitted light when the vein is 

illuminated with parallelly polarized light. At this stage, it is worth noting that the SoP measured 

by the camera corresponds to the incoherent superposition of light reemitted by the dipoles 

and light scattered by other structures. As a result, the measured DOP is higher for an input 

polarization oriented in parallel to the vein direction because the camera measures more of 

these polarization-maintaining reemitted photons.  

Following the same reasoning, the DOP measured is minimal when illuminating the sample 

with light polarized at 45° regarding the vein direction because the dipoles that are parallel and 

orthogonal to the vein absorbs the input light with the same probability and this results in the 

measure of the incoherent combination of the similar amount of parallelly and orthogonally 

polarized photons. Note that the measured DOP is not 0 because there are more parallel dipoles 

than orthogonal, so there are more parallelly polarized photons, this leading to a certain degree 

of polarized light content. 

Based on the above-stated discussion, we have considered that the maximal DOP angle 

corresponds to the direction of the vein. The orientation angles of the four analyzed veins 

measured from Figure 5-16 and those obtained by using this polarization approach are provided 

in Table 5-4. The results are equivalent, showing a perfect correlation. 
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Segment 
Vein orientation with respect 

to the lab horizontal (deg) 

θ of the input linear polarization (deg) 

corresponding to the maximum DOP 

Green 3±1 3±0.5 

Purple 51±1 51±0.5 

Red 89±1 90±0.5 

Orange 119±1 117.5±0.5 

Table 5-4. Orientation of different veins of the measured Hedera maroccana leaf (marked in green, 

purple, red, and orange in Figure 5-16 (a)) and the azimuth angle of the incident linearly polarized light 

corresponding to the maximum DOP value. 

To generalize this study, we evaluated the interaction of a collection of N input polarizations 

that are widely distributed along the whole surface of the Poincare sphere. In particular, these 

input states are distributed along the Poincare sphere by shaping a spiral curve on the surface 

Figure 5-18. They are described by following the next expression [191]: 
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where θk and εk are the azimuth and the ellipticity of the Stokes vectors [203], that ranges from 

0 to π and from -π/4 to π/4, respectively. The range of θ is divided into Nθ steps and Nε defines 

the number of generated SoPs that presents the same θ value but different ε. In Figure 5-18, Nε 

corresponds to the number of circles around the S3 axis. 

For our analysis, we used Nθ=20 and Nε=10 to generate the 200 input polarization states that 

are represented with black dots over the Poincaré sphere in Figure 5-18. 

 

Figure 5-18. Representation of the set of N=200 generated SoPs on the Poincare 

sphere. 
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The collection of the different DOP images obtained from the output SoPs corresponding to 

the generated set of input SoPs is arranged in a video that can be found in the open-access ref. 

[249]. The visualization of this video evidences the strong relation between the depolarization 

produced by the veins and the incident polarization state, especially for linear incident 

polarizations. To quantify the image contrast obtained when using the different input 

polarizations, we use the figure of merit of the visibility (V), 

 max min

max min

I I
V

I I
 (5.11) 

where maxI and minI are the maximum and minimum values of the analyzed cross-section. The 

visibility values of two sections, those marked in green and purple in Figure 5-16 (a), are 

represented in Figure 5-19 (a) as a function of the incident k SoPs. Note that, as stated above, 

the visibility will depend on the orientation of the veins. In our case, the selected veins are 

oriented at 45 degrees to each other so presenting a complementary visibility distribution (see 

Figure 5-19 (a)). In other words, the k SoPs that correspond to maximum visibility values for one 

vein (e.g., the vein marked in purple) are related to minimum values for the other (the vein 

marked in green). In the case of using linear polarizations, the difference between a maximum 

and a minimum, i.e., the pick-to-valley visibility, is approximately 0.65 (from 0.15 to 0.80) for 

both veins. This complementary maximum and minimum behavior is also observed when 

illuminating the sample with elliptical input SoPs (k values close to 0 and close to 200), but in 

this case, the pick-to-valley visibility is reduced to approximately 0.3 (from 0.45 to 0.75).  

 

Figure 5-19. Visibility values corresponding to DOP-based images related to 200 k 

different input polarized states. (a) Visibility of the green and purple cross-section in 

Figure 5-16 (a). (b) Mean visibility of the 10 cross-sections marked in Figure 5-16 (a). 

Dashed lines correspond to the standard deviations and asterisks (*) indicate the P2-

P1 visibility values. 

For the sake of completeness, we have also calculated the visibility of 8 additional arbitrary 

selected vein segments (the red, orange and 6 blue segments in Figure 5-16 (a)). Afterward, we 

have calculated the average visibility value of the 10 studied segments (the two above analyzed 

and the 8 other segments). To calculate the average visibility values, we have applied the Eq. 

(5.11) to the selected cross-sections and then we have calculated the mean value of these 10 

visibilities. The mean visibility results as a function of the input k SoP are represented as a 
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continuous black line in Figure 5-19 (b). The dashed lines in Figure 5-19 (b) corresponds to the 

standard deviation calculated from the 10 visibility values for each input k SoP. 

Considering the 10 segments (Figure 5-19 (b)), we see that the visibility fluctuations observed 

in Figure 5-19 (a) are considerably reduced. It was expected as we are averaging the visibility of 

differently oriented veins thus reducing the influence of the polarization state direction (some 

low visibility values related to certain orientations are compensated with high visibility values 

related to other orientations). We can also compare the overall visibility obtained with linear 

and circular polarizations. In that sense, the mean visibility values are always below 0.7, being 

lower when illuminating the sample with linearly polarized light (75-125 k values). In turn, the 

standard deviation values are higher at such polarizations (for linear polarizations).  

In summary, the above-provided results demonstrate that the contrast of DOP-based images 

strongly depends on the input polarization, being more sensitive to linearly polarized light. 

Moreover, for a certain input polarization, some structures are highlighted whereas others can 

result practically invisible. Accordingly, the selection of the input polarization is not trivial and 

the optimal state of polarization should be optimized for each particular structure. Considering 

that most of the botanical works that are based on the analysis of the DOP use a unique incident 

polarization (usually a linear polarization), our study suggests that some biological structures 

could be under-contrasted with such an approach. Under this scenario, it is important to find 

other polarimetric metrics simultaneously leading to a suitable contrast for all the analyzed 

biological structures, independently of their orientation. 

5.2.1.2 Plant image contrast obtained with PΔ and IPP measurements 

Some of the metrics that are calculated from the Mueller matrix are independent of the 

orientation of the measured sample [212]. For example, the total retardance R, the 

diattenuation D, the polarizance P, the depolarization index PΔ and the indices of polarimetric 

purity (IPP; P1, P2 and P3) are observables invariant under rotations [212]. In the following, we 

focus our analysis on the use of PΔ and IPP parameters because they are invariant to rotations 

and they work with the depolarization content like the DOP. 

For the comparison with DOP-based images (Figure 5-16 (b)-(d)), we provide, in Figure 5-20 

(a)-(d), the PΔ, P1, P2 and P3 images corresponding to the same ROI of the Hedera maroccana 

leaf. We see that the veins of the leaf are differently contrasted when using the different 

Mueller-based parameters (Figure 5-20 (a)-(d)). This is produced because each of the calculated 

metrics measures different depolarizing properties of the sample. PΔ measures the overall 

depolarization capability of the sample [69], whereas IPP are related to the anisotropy of this 

depolarization, i.e., if some incident polarizations are more depolarized than others [1,64]. From 

these four parameters (PΔ, P1, P2 and P3), the P1 channel (Figure 5-20 (b)) shows the best image 

contrast results. In the P1 channel, we can clearly visualize the primary and secondary veins 

whereas some secondary veins are difficult to visualize in the P2 and P3 channels. The different 

P1 values of veins and the surrounding structures indicate that their way to depolarize the 

incident light is different. The low P1 values of veins indicate that they are characterized by the 

incoherent combination of different non-depolarizing polarimetric responses, i.e., different non-

depolarizing Mueller matrices, and none of these responses predominate over the others 

[209,211]. In contrast, the P1 values of the surrounding structures mean that they present a 

predominant non-depolarizing polarimetric response. Note that, due to the structure of this 
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sample, the P1 channel gives the best results but P2 and P3 can lead to the best results when 

measuring other botanical samples. This is not the case of PΔ because it is calculated by 

combining the three IPP (Eq. (2.45)) and the combination of the best contrasted IPP parameter 

with the other two always decreases the optimal image contrast. 

 

Figure 5-20. (a)PΔ, (b) P1, (c) P2, (d) P3, (e) P2-P1, and (f) P3-P2 images of a ROI of the 

Hedera maroccana leaf pictured in Figure 5-15 (b). 

By comparing the P1 image (Figure 5-20 (b)) with the DOP-based images (Figure 5-16 (b)-(d)), 

we realize that the visualization of veins in the P1 channel is similar to the visualization of the 

best-contrasted veins in the DOP-based images. However, independently of their orientations, 

all the veins in the Mueller-based image are well-contrasted (with a similar contrast). This is a 

much better scenario than that observed in DOP-based images, in which a significant contrast 

variation was observed between the different veins present in the image. This is explained 
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because the P1 parameter depends on the depolarization anisotropy of the sample but it is 

independent of the preferent direction of this anisotropy. In contrast, the DOP is affected by the 

preferent direction of depolarization anisotropies, this being the origin of the different image 

contrasts. Note that we are dealing with a particular case in which the veins of the Hedera 

maroccana present a depolarization anisotropy in which linearly polarized light is depolarized 

differently depending on its orientation. However, other structures may present anisotropies 

between linear and circular polarizations. Under this scenario, the DOP measurements based on 

linear polarized states would not be affected by this anisotropy, thus not identifying that 

characteristic. Conversely, this type of anisotropy would be detected when using the IPP.  

In addition to the IPP, we evaluate the P2-P1 and P3-P2 differences. The images corresponding 

to the P2-P1 and P3-P2 channels are represented in Figure 5-20 (e) and (f). The direct differences 

between P2-P1 and P3-P2 have their particular physical interpretation; P2-P1 corresponds to the 

weight of a 2D depolarizer that can be assimilated with the sample and P3-P2 to the weight of a 

3D depolarizer [209,211]. In practice, P2-P1 and P3-P2 are both equal to 0 for depolarizers that do 

not have depolarizing anisotropy and at least one of them is different from 0 in the opposite 

scenario. In Figure 5-20 (e), veins are very well defined because the surrounding structures take 

values close to 0 (represented in black) whereas veins do not (represented in white). 

Accordingly, veins present some type of anisotropy. In particular, P2-P1 values different from 0 

indicate that veins are characterized by a depolarizing anisotropy in which incident light with a 

specific polarization is less depolarized than others. In the particular case of the measured veins, 

the linearly polarized light that is oriented parallel or orthogonally to the vein direction is less 

depolarized. In contrast, the other structures of the leaf do not present this type of anisotropy 

so their P2-P1 value is equal to 0. This distinct physical interaction leads to an image contrast of 

veins visually higher than those obtained with the DOP.  

To quantify the image contrast of the M-based images, we calculate the visibility value (Eq. 

(5.11)) corresponding to the PΔ, P1, P2, P3, P2-P1 and P3-P2 channels for the two segments marked 

in green and purple in Figure 5-16 (a). The obtained results are summarized in Table 5-5. For the 

sake of comparison, we have also provided the visibility value corresponding to the m00 channel 

(regular intensity; Figure 5-16 (a)). Table 5-5 reveals that the best visibility values are obtained 

in the P1 and P2-P1 channels. This result was expected because the corresponding images provide 

the best visualization of the Hedera maroccana veins. 

Segment m00 PΔ P1 P2 P3 P2-P1 P3-P2 

Purple  0.28 0.26 0.68 0.25 0.19 0.79 0.65 

Green 0.1 0.34 0.71 0.16 0.18 0.89 0.54 

Table 5-5. Visibility values corresponding to different polarimetric observables for the segments 

marked in green and purple in Figure 5-16 (a). 

Comparing these visibility values with those obtained in DOP-based image, we see that the 

best visibility value obtained with M-based techniques for the purple vein (0.79 for the P2-P1 

channel) is lower than the best result obtained with DOP-based images (0.85 for the k=39 input 

polarization state; see Figure 5-19 (a)). In contrast, the P2-P1 visibility value corresponding to the 

green vein (0.89 according to Table 5-5) is larger than the best result obtained with DOP-based 

images (0.84 for the k=166 input polarization state; see Figure 5-19 (a)). To ease this comparison, 
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the P2-P1 visibility values are represented in Figure 5-19 by using asterisks (*). Note that the P2-

P1 visibility values are represented with only one asterisk for each segment because their result 

is unique and does not depend on the incident polarized state. In fact, the experimental Mueller 

matrix can be understood as the measurement of the polarization light-sample interaction of all 

the possible incident polarizations (i.e., the polarimetric transfer function) so thinking in its 

dependence with the input polarization has no sense. Although their unique result, the visibility 

corresponding to different veins can be different due to different physical characteristics, as vein 

thickness, percentage of water, etc., that lead to distinct depolarizing behavior. This is the case 

of the purple and green veins that have a difference in the visualization of 0.1 for the P2-P1 

channel (0.79 vs 0.89, respectively) and 0.03 for the P1 channel (0.68 vs 0.72, respectively). In 

any case, these visualization differences are much lower than those obtained with DOP-based 

images (∼0.65 for linear input polarizations and ∼0.3 for circular input polarization).  

Finally, in analogy with the DOP-based study previously discussed, we have calculated the 

average visibility of the same 10 segments for the P2-P1 channel (the purple, green, red, orange, 

and 6 blue segments in Figure 5-16 (a)). The mean value is represented in Figure 5-19 (b) with a 

blue asterisk, as well as their corresponding error bars that correspond to the standard 

deviation. We see that the mean visibility value for P2-P1 (0.77, blue asterisk) is higher than those 

obtained with DOP-based images (black curve). Therefore, we choose (and recommend), for the 

analysis of plants, the use of depolarization metrics based on the Mueller matrix, in particular, 

the use of IPP, in front of the degree of polarization. 

We want to note that these results correspond to a particular Hedera maroccana sample. 

However, we repeated the same experiment on other 5 Hedera maroccana leaves by using the 

same and other two wavelengths (470 nm and 625 nm) and all the results were in agreement 

with what was stated in this section. 

In summary, we presented the benefits of using the depolarization information obtained 

from the measure of the Mueller matrix for botanical applications. In particular, we showed that 

the value of PΔ and IPP metrics do not depend on the orientation of the analyzed structures 

whereas the degree of polarization does. In addition, the overall visualization obtained with the 

P2-P1 channel is better than those obtained by measuring the DOP, emphasizing the suitability 

of these M-based parameters for plants imaging. The unique disadvantage of using Mueller 

techniques for botanical applications in front of measuring the DOP is the necessity of a more 

complex setup that has a higher cost and that needs more acquisition time to complete a 

Mueller matrix measurement. In the case that these two factors are not a problem, we highly 

recommend the use of Mueller techniques for botanical applications. Mueller techniques could 

be applied, for instance, in plant characterization and taxonomy, for the analysis of the hydric 

stress, or for the early detection of diseases, among others. 

5.2.2 Polarimetric imaging of plant samples at different scales 

For the moment, DOP and PG techniques are the two polarimetric methods most used for 

plants inspection [160–167,169,171,172,174–176]. However, in the preceding study, we 

showed the benefits of using Mueller-based techniques for botanic applications instead of using 

DOP (subsection 5.2.1). In addition, we experimentally demonstrated, in section 4.1, that PG 

techniques are a particular case of the Mueller matrix measurement. Note that, although the 
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experiments described in section 4.1 are based on the measurement of phantom and animal 

samples, the PG-M relation is also valid for botanical studies. According to these results, the 

measure of the Mueller matrix can be understood as a generalization of the two more commonly 

used polarimetric techniques for plant inspection: the DOP and the PG-based methods. The 

Mueller matrix allows to perform the DOP and PG studies from the same experimental Mueller 

matrix measurement, and also further polarimetric studies not available with these two 

methods as, for instance, the complete analysis of the birefringence (fast axis orientation, linear 

retardance, circular retardance, …) or a detailed study of the depolarization anisotropy. In other 

words, the Mueller matrix leads to more complete polarimetric analyses than DOP and PG. For 

these reasons, we conclude that Mueller matrix techniques are better suited for plant 

inspection. 

Once we determined the optimal polarimetric tools to analyze plant samples, we study, in 

the following, we study the possible advantages of using these polarimetric techniques in the 

botanical framework, in comparison with other optical techniques commonly used in such 

research field. In particular, we compare the results obtained by using the Mueller polarimetry 

with those obtained with multi-wavelength measurements [12,17], phase-contrast microscopy 

[7,41] and fluorescence microscopy[22–25] techniques. We want to emphasize that this study 

is focused on analyzing the utility of polarimetric techniques for the imaging of plants. For that 

reason, polarimetry will be used to obtain information from a plant sample, a leaf of 

Epipremnum aureum. Although measuring a specific specimen, this study wants to go beyond 

the analysis of a particular case and proposes the use of Mueller polarimetry, alone, or in 

combination with other complementary techniques (such as multiwavelength, fluorescence 

microscopy, phase contrast microscopy, etc.) to improve the image quality and characterization 

accuracy in plants imaging. In other words, the goal of this study is twofold: (1) to illustrate the 

interest of using the Mueller polarimetry in the botanical framework, and (2) to analyze for the 

first time the depolarization content of microscopic structures through the use of the IPP 

metrics.  

To the sake of completeness, the Epipremnum aureum leaf is studied at different scales: 

millimetric and micrometric. The measure at different scales allows us to correlate some 

structures that are observed at both scales, but which are easier to identify in the micrometric 

scale.  

The contents of the present study are organized as follows. First, we describe the measured 

specimen and the instrumentation used to image it (subsection 5.2.2.1). Second, we show a set 

of polarimetric images based on the Mueller matrix formalism and we compare them with those 

obtained by using multi-wavelength images (subsection 5.2.2.2). This study is performed at the 

millimetric scale. Third, the interest and relevance of using polarimetric-related images at the 

micrometric scale are discussed by comparing polarimetric microscope images with those taken 

with a fluorescence microscope and a phase-contrast microscope, the latter commonly used in 

botany to characterize vegetal tissues (subsection 5.2.2.3). Finally, the same leaf is measured at 

the nanometric scale with a scanning electron microscope to validate the microscopic 

observations (subsection 5.2.2.4). 
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5.2.2.1 Materials and Methods 

In this subsection, we describe the measured plant sample and the collection of instruments 

used to image it based on different techniques. In particular, the sample was measured with a 

multi-wavelength imaging system, an imaging macroscopic polarimeter, a polarimetric 

microscope, a fluorescence microscope, a phase-contrast microscope, and an electron 

microscope. 

5.2.2.1.1 Sample description 

We measured an Epipremnum aureum (Linden & André) G.S.Bunting leaf (Fig. 1(b)). This 

species belongs to the Araceae family and it is also known as Pothos aureus Linden & André. 

These evergreen climbing plants (see Fig. 1(a)) native to Southeast Asia and Australia are mainly 

cultivated with an ornamental purpose. The older leaves usually look perforated and often have 

translucent spots along the midrib [253]. An herbarium voucher of the studied species is 

deposited in the Herbarium of the Botanical Institute of Barcelona (BC843412). 

 

Figure 5-21. Plant sample used for the present study: (a) Epipremnum aureum plant; 

(b) Epipremnum aureum measured leaf.  

5.2.2.1.2 Multi-wavelength imaging system 

The multi-wavelength imaging system is the same instrument described in Chapter 3 but 

used to only measure the intensity response of the sample when illuminated with unpolarized 

light. The instrument was used in the transmission configuration. 

5.2.2.1.3 Imaging macroscopic polarimeter 

The imaging polarimeter is the instrument described in Chapter 3. For this study, the sample 

was measured in transmission with the 530 nm channel. 

5.2.2.1.4 Polarimetric microscope 

To obtain polarimetric images at the microscopic scale we used a multimodal imaging 

Mueller polarimetric microscope (Figure 5-22). The used instrument is a multimodal microscope 

because it can image the real and the Fourier planes. The standard microscope images 

correspond to the image plane, while the images obtained in the Fourier plane correspond to 

the angular distribution of light captured by the camera (light transmitted and scattered by the 

sample). To ease the switch between real and Fourier image mode, a Bertrand lens is placed in 

the optical paths [254]. Particularly, in this work, the sample was only imaged in the real plane.  
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To illuminate the sample, the instrument uses a white light LED source that is filtered by a 

narrow-band spectral filter (centered at 533nm wavelength and with a spectral bandwidth of 15 

nm). Before reaching the sample, the light is polarized by the polarization state generator (PSG; 

see Figure 5-22). Then, the polarized light interacts with the sample, and the resulting 

polarization state is analyzed by the polarization state analyzer (PSA). Both, the PSG and the PSA 

are based on ferroelectric liquid crystals [255] and can generate and analyze, respectively, any 

state of polarization. 

 

Figure 5-22. Scheme of the multimodal imaging Mueller polarimetric microscope in 

the transmission configuration. 

The leaf measurements with this polarimetric microscope were performed in transmission; 

being the sample paced between two identical microscope objectives (see Figure 5-22). One of 

the objectives is used to illuminate the sample and the other is used for imaging it. Depending 
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on the desired resolution and the numerical aperture, objectives with different magnifications 

are used: 50x, 20x, or 5x.  

A series of aligned lenses are used, in the illumination and imaging arms, to create conjugates 

of the back-focal planes (BFP) of their respective objectives. The direction and aperture of the 

beam can be controlled by placing pinholes in these conjugates of the BFP. In our experiment, 

the sample is illuminated with a normal incident beam with an aperture of 5° thanks to a 500 

μm diameter pinhole that is placed in the conjugate of the BFP of the illumination objective. In 

contrast, no pinhole was put in the imaging arm to capture more scattered light and thus 

optimizing the sensitivity of depolarization measurements. 

5.2.2.1.5 Fluorescence microscope 

A commercial Olympus Fluoview 1000 microscope (Figure 5-23) was used to take the 

fluorescence images. The instrument allows illuminating the sample with six different 

wavelengths or with multiple combinations of them. The illumination sources are three diode 

lasers (405, 559, and 635 nm) and a multiline argon laser that can illuminate the sample with 

three different wavelengths (458, 488, and 515 nm). Light is absorbed by the fluorescent sample 

(leaf properly treated with fluorescent dyes) and reemitted with other wavelengths. To 

distinguishing this reemitted light from those reflected, we use filters with a different central 

wavelength than the incident light.  For this work, images were taken by using simultaneously 

the Olympus U-MWU2, U-MNB2, and U-MWG2 filters which are centered at 330 nm, 470 nm, 

and 510 nm, respectively. The equipment allows the acquisition of images in up to four channels 

simultaneously. Three different photomultipliers (PMT) can capture the fluorescent and/or 

reflected light, and an additional external detector can measure the transmitted light. The 

equipment allows imaging different regions of the sample and different depths thanks to their 

accurate x, y, z control. In addition, they can take images in real-time. Therefore, we can say that 

this equipment has 5 degrees of versatility: three for space, one for time, and one for 

wavelength. The fluorescence images were taken in the reflection configuration. 

 

Figure 5-23. Image of the commercial Olympus Fluoview 1000 microscope. The image 

is taken from ref. [256]. 

5.2.2.1.6 Phase-contrast microscope 

The commercial Olympus Fluoview 1000 microscope (Figure 5-23) used to obtain the 

fluorescence image is also used to obtain the phase-contrast images. For the phase-contrast 

imaging, the instrument is equipped with the annulus and phase ring placed above and below 
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the illumination and imaging objectives, respectively. The phase-contrast images were taken in 

the transmission configuration. 

5.2.2.1.7 Scanning electron microscope 

The measurements at the nanometric scale were made with the scanning electron 

microscope (Jeol JSM-7100F; Figure 5-24) of the Centros Científicos y Tecnológicos (CCiT) of the 

University of Barcelona. The electron microscope images have a resolution that ranges from 100 

to 500 nm depending on the selected magnification. Before imaging the leaf sample with the 

electron microscope, they were dehydrated with alcohol of increasing graduation until absolute 

alcohol was used. Next, the leaf samples were taken to the critical point and covered with special 

coal after thermal evaporation [253]. 

 

Figure 5-24. Image of the commercial scanning electron microscope Jeol JSM-7100F. 

The image is taken from ref. [257]. 

5.2.2.2 Millimetric scale 

In this subsection, we show the most relevant results obtained after measuring the 

Epipremnum aureum leaf (Figure 5-21 (b)) at the millimeter scale [258]. These results were 

obtained by measuring a region of interest (ROI), marked with a white square in Figure 5-21 (b), 

with the multi-wavelength imaging system and the macroscopic polarimeter (both described in 

the previous subsection 5.2.2.1). The multiwavelength imaging system serves to image the 

sample at different wavelengths and identify variations in light absorption with the incident 

wavelength. In this study, the sample was imaged at four different wavelengths: 470, 530, 590, 

and 625 nm. The corresponding intensity images are provided in Figure 5-25 (a)-(d), respectively. 

Intensity images of Figure 5-25 correspond to a ROI of 2.2x2.2 cm2 in size with a resolution 

of 22 μm. The instrument is used to image, in transmission configuration, the lower part of the 

leaf surface, i.e., the part seen in Figure 5-21 (b). Under this configuration, the ROI is 

characterized by including primary, secondary, and tertiary veins. The primary vein (the midrib) 

is visible in the top-left corner in Figure 5-25 (a)-(d). For its side, secondary veins branch from 

the primary vein crossing the leaf from the top to the bottom. Tertiary veins branch from the 

secondary veins but are more difficult to perceive due to their reduced image contrast. In 

addition, a white-spotted structure is observed randomly spread across the whole surface of the 
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leaf. Such spots can be related to small microdroplets of water located on the leaf surface. Now, 

because of the similar image contrast of pictures in Figure 5-25 images, it can be said that, in 

this particular case, the multiwavelength technique does not bring a significant improvement 

over using a single wavelength beyond certain variations in the image contrast of veins.  

The polarimetric analysis of the leaf starts by measuring the Mueller matrix corresponding to 

the same ROI (marked with a white square in Figure 5-21 (b)) at 530 nm. From the Mueller image, 

we calculate different polarimetric metrics (or observables) that give information related to the 

dichroism, retardance, and depolarization properties of the plant structures. In particular, 

dichroism is studied through the polarizance P, and the diattenuation D parameters; the total 

retardance R, the linear retardance δ, the angle of the fast axis θ, and the optical rotation ϕ of 

the Lu-Chipman retarder are calculated to analyze the retardance properties; and the 

depolarization index PΔ, the IPP (P1, P2, and P3) and their differences (P2-P1 and P2-P2) are 

evaluated to inspect the depolarization behavior of the measured structures. The analysis of the 

depolarization includes the calculus of the IPP because, as seen in the preceding work 

(subsection 5.2.1), plant structures may not depolarize light in the same way for all the incident 

polarizations (i.e., plant structures may present some depolarization anisotropy) and this 

phenomenon is not distinguished by using the PΔ metric. In contrast, IPP can discern those 

structures that depolarize homogenously the incident light and those that depolarize it 

anisotropically. It is worth emphasizing that the way in which light is depolarized is closely 

related to the composition of the plant structures at the micrometric and nanometric scale.  

 

Figure 5-25.  Multiwavelength image of the Epipremnum aureum leaf measured in 

transmission at (a) 470 nm, (b) 530 nm, (c) 590 nm, and (d) 625 nm wavelength. 
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Polarization and depolarization observables corresponding to the most representative 

images are provided in Figure 5-26. Concerning dichroism properties, we have provided in Figure 

5-26 (a) the image of the diattenuation D. Except for the primary vein and a spotted-like 

structure uniformly distributed across the surface of the leaf, the imaged leaf is characterized 

for presenting a null or close to null diattenuation. The origin of the spotted-like structure will 

be discussed further on. Regarding the retardance properties, veins are described with a 

differentiated linear retardance response (the sinus of the linear retardance is provided in Figure 

5-26 (b)). Note that the image of the optical rotation (circular retardance) is not shown because 

it is not relevant for the studied specimen. In the case of the depolarization properties, the PΔ 

image is shown in Figure 5-26 (c), the P1 image in Figure 5-26 (d), and the P2-P1 image in Figure 

5-26 (e). As previously said, other IPP and combinations of IPP have been evaluated but their 

results are worse in terms of image contrast than those shown in Figure 5-26.  

 

Figure 5-26. Polarimetric images of the Epipremnum aureum leaf measured at 530 nm 

wavelength. The pictures were obtained by using different channels: (a) diattenuation; 

(b) sinus of linear retardance δ; (c) PΔ; (d) P1; and (e) P2-P1. For the sake of visualization, 

(f), (g), and (h) are zoomed images of delimited regions (by the white rectangles) in  

Figure 5-26 (c), (d), and (e), respectively.  

The image contrast between two adjacent structures has been quantified by using the figure 

of merit of visibility V (Eq. (5.11)). Visibility values range from 0 (no contrast) to 1 (maximum 

contrast). As a reference to compare the visibility between the 530 nm intensity image (Figure 

5-25 (b)) and the images based on the polarization and depolarization metrics (Figure 5-26 (a)-

(h)), we evaluate the visibility of the tertiary vein located at the middle of the white rectangle in 

Figure 5-26 (e). For the sake of visualization, zoomed images of the regions marked with a white 

rectangle in Figure 5-26 (c)-(e) are provided in Figure 5-26 (f)-(h), respectively. In Figure 5-26 (h), 
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the vein used as a reference is marked with a yellow arrow. The three best visibility values 

correspond to the P2-P1 channel (Figure 5-26 (e) and (h); V=0.52), followed by the sinus of the 

retardance (Figure 5-26 (b); V=0.42) and ending with the intensity image (Figure 5-25 (b); 

V=0.17). Note that in the PΔ channel (Figure 5-26 (f)), the tertiary vein cannot be seen whereas 

the P2-P1 channel presents the best visibility values. This is explained because the overall 

depolarization of the tertiary vein and its surrounding is similar, but their anisotropic 

depolarization response is different.  

 To further visualize their different depolarization anisotropy, we have represented in Figure 

5-27 the PΔ and IPP values of both structures (the vein and its surrounding – the leaf lamina). In 

particular,  Figure 5-27 shows the values corresponding to 10x30 pixels around the tertiary vein 

(marked with a yellow arrow in Figure 5-26 (f)). The PΔ values are represented in a one-

dimensional plot (Figure 5-27 (a)) in which yellow points correspond to vein pixels and black 

points to background cells. Regarding the IPP results, they are represented in the purity space 

[1,213] following the same color criteria.  

 

Figure 5-27. (a)  Representation of PΔ values of a 10x30 pixels region around the 

tertiary vein arrowed in yellow in Figure 5-26 (h). (b) Representation of the 

corresponding IPP values in the Purity Space. Yellow spots correspond to vein pixels 

and black spots to those associated with leaf lamina (background cells).  

In Figure 5-27 (a), the PΔ values of the vein (yellow points) and the values corresponding to 

the surrounding cells (black points) appear mixed (they are overlapping in the PΔ value range of 

0.45-0.55). Therefore, these two different plant structures (vein and leaf lamina) cannot be 

distinguished when using this metric. Conversely, these two groups of points are spatially 

separated in the purity space (Figure 5-27 (b)). Therefore, they could be automatically 
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identifiable, with no errors, as two distinct tissues. This is another example that supports the 

benefits of using the extra information obtained at calculating the IPP. 

Besides the veins, a spotted-like structure, that is uniformly distributed over the entire leaf 

surface, is also seen in the depolarization-based images. In contrast to the tertiary vein, this 

spotted-like structure is observed in all the depolarization channels (Figure 5-26 (c)-(h)), even in 

those that have not been shown. These structures size from 50 μm to 300 μm and are located 

at different positions concerning the water microdroplets observed in the intensity images 

(Figure 5-25) so their physical origin is different. In fact, these structures tend to present certain 

spatial organization, they being orientated in the same direction as the closest secondary veins. 

Unlike this, such spatial organization was not observed in the water microdroplets present in 

the regular intensity images (Figure 5-25) that shown a random distribution. For that reason, we 

think that these spots will be an intrinsic characteristic structure of the leaf. The Epipremnum 

aureum species belongs to the Araceae family, and this family of plants tends to present 

raphides. In our particular case, we suppose we are measuring inulin raphides. Inulin is a type of 

polysaccharide that crystallizes in needle-shaped crystals that tend to group to form raphides 

and which is found in parenchymal cells in some plant species [258]. In the next two subsections, 

we prove, thanks to the measurements at the micrometric and nanometric scale, that the 

observed spots are really the inulin raphides. 

The use of polarimetric images as diattenuation (Figure 5-26 (a)) also allows their 

visualization. The total diattenuation of the spotted structures ranges from 0.1 to 0.2 whereas 

the background cells have diattenuation values close to 0. Although diattenuation allows the 

visualization of inulin raphides, their image contrast is lower in the diattenuation images than in 

the depolarization-based images. To compare the images, we have calculated the visibility value 

of the raphide circled in red in Figure 5-26 (f)-(h) for the different channels. As a result, the 

visibility of this particular raphide is 0.18 for the D channel, 0.29 for the PΔ channel, 0.39 for the 

P1 channel and 0.51 for the P2-P1 channel. Therefore, we can say that the visualization of these 

structures is clearly improved when using polarization and depolarization observables by 

comparing their visibility values with the very low value of 0.09 for intensity images.  

At this point, we want to emphasize that as states before, the bright dots observed in the 

intensity image do not correspond to the inulin raphides but they are more likely water 

microdroplets related to the humidity of the leaf. To confirm the different origin of these bright 

dots, we measured other leaves corresponding to other plant specimens with and without 

raphides [258] (Arum italicum Mill., Hedera helix L., Hibiscus syriacus L., Photinia × fraseri Dress, 

Prunus dulcis (Mill.) D.A.Webb, Spathiphyllum sp., and Vitis vinifera L.). The bright dots have 

been observed in all kinds of measured plants, regardless of whether or not they are 

characterized by presenting raphides. Conversely, the elongated and spatially oriented spots 

only observed by polarimetric means have been only detected in those species containing inulin 

raphides. 

In summary, the examples discussed in this subsection illustrate how the use of polarization 

and depolarization-based images such as the orientation of the birefringence or the IPPs, can 

provide images with higher image contrast than images taken under non-polarized light. 

Moreover, it is shown that polarimetric-based images can reveal structures, such as the inulin 

raphides, which are simply overlooked when unpolarized light is used. 
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5.2.2.3 Micrometric scale 

In the preceding subsection, we showed how images taken with a macroscope imaging 

polarimeter can provide information about the structure and organization of matter in vegetal 

tissues. In this subsection, the potential of the proposed approach is further studied following 

an analog approach but at the microscopic scale by comparing standard microscopy techniques 

with polarimetric microscopy. Our goal is not only to demonstrate the kind of information that 

can be obtained thanks to polarization, but also, we would like to highlight the relevance of 

polarimetric microscopy by comparing it with other microscopy techniques considered as an 

advanced state of the art in botany. We want to note that this is not an exhaustive compilation 

of microscopy techniques but rather we want to compare a representative group of techniques 

to illustrate the potential and interest of using Mueller polarimetry.  

The comparative study is illustrated by the measurement of a piece of the same Epipremnum 

aureum leaf analyzed in the preceding subsection with the different microscopic techniques. We 

start showing how polarimetric microscope images, with a spatial resolution of 650 nm, can 

complete and enhance the information retrieved with the macroscopic image polarimeter. An 

example of polarimetric microscope images of the Epipremnum aureum leaf showing an inulin 

raphide is presented in Figure 5-28. These images were taken with the multimodal microscope 

(described in subsection 5.2.2.1.4) working in transmission and with the lower part of the leaf 

surface (the part pictured in Figure 5-21 (b)) facing the imaging objective. The regular intensity 

image of the inulin raphide obtained with non-polarized light can be seen in Figure 5-28 (a). In 

the intensity image, it is possible to distinguish a set of epidermal cells that surrounds a stoma 

(circled in black in Figure 5-28 (a)). Stomata are micrometric structures that can be located at 

the upper or lower surfaces of plant leaves (depending on the species) and which regulate the 

gas exchange and water loss in plants [178]. Note that stomatal functionality is a key leaf 

structure, especially in the context of climate change produced by the increase of CO2 emissions. 

An elongated structure that appears blurred (circled in red in Figure 5-28 (a)) can be seen close 

to the stoma. It corresponds to an inulin raphide and it appears blurred because it is located 

inside the leaf, and thus, slightly out of the focal plane. Due to the blurry, it is difficult to specify 

the edges that limit the raphide. 

The Mueller matrix of the same section of the leaf was measured with the same multimodal 

polarimetric microscope. To get specific information on the polarization and depolarization 

properties of the leaf structures, different observables have been calculated from the Mueller 

matrix, like in the macroscopic case. The evaluated observables are the same as in the preceding 

subsection and, analogously, only the most representative results will be discussed. Concerning 

depolarization, the images corresponding to the PΔ, P1 and P2-P1 channels are shown in Figure 5-

28 (b)-(d). P1 and P2-P1 channels present the best results in terms of image contrast and physical 

information. The PΔ image is provided for the sake of comparison because of its more common 

use in Mueller polarimetry. Concerning polarization observables, Figure 5-28 (e) shows the total 

diattenuation D, and the sinus of the linear retardance is shown in Figure 5-28 (f). The first gives 

information related to the dichroism properties of the imaged plant structures and the latter 

provides information about their birefringence. Other observables related to retardance 

properties as the optical rotation ϕ are not provided because the imaged structures do not 

present circular retardance.  
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The inulin raphide is characterized by a differentiated polarimetric response compared with 

the surrounding leaf cells (see Figure 5-28 (b)-(f)). Thanks to this particular polarimetric response 

the edges of the raphide can be clearly distinguished. In fact, the upper region of the raphide 

that could be confused with plant cells is now clearly seen with the polarization and 

depolarization observables. This fact is highlighted in the P1 channel (Figure 5-28 (c)) because 

the way that raphides depolarize the light is different from the aqueous surrounding cells. In 

particular, raphides depolarizes light in a more anisotropic way. To give some numbers, the 

average P1 value of the white square section of the raphide (squared in Figure 5-28 (c)) is 0.11 

whereas the average value of the yellow square section, corresponding to the surrounding cells, 

is 0.29. 

 

Figure 5-28. Polarimetric image of an inulin raphide belonging to a small piece of the 

Epipremnum aureum leaf measured at the 533 nm wavelength. The pictures were 

obtained by using different channels: (a) Intensity; (b) PΔ; (c) P1; (d) P2-P1; (e) 

diattenuation D; (f) sinus of linear retardance δ; and (f) pseudocolored image in which 

the color indicates the direction of the fast axis (θ) and the brightness depends on the 

sinus of linear retardance δ.  

The average value of the squared sections can be used to calculate the visibility (Eq. (5.11)) 

between the inulin raphide and the background cells (cells of the lamina leaf). In this case, the 
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maximum and minimum intensities are replaced by the average intensities corresponding to 

squared sections. The resultant visibility for the P1 channel is V=0.41. The same process is 

repeated for the other channels (Figure 5-28 (a)-(e)) and the resultant visibilities are provided in 

Table 5-6. Note that the visibility is significantly improved when using the polarization and 

depolarization observables (visibilities from 0.24 to 0.72) compared with the non-polarization 

images (V=0.03), being the best visibilities achieved with the diattenuation (V=0.7) and the P2-

P1 (V=0.72) channels. It is worth pointing out that the visibility of the raphide variates 

considerably between different regions of the diattenuation image compared to the more 

uniform results observed in the depolarization-based images. Consequently, depolarization 

observables are better suited for the identification of these raphides. 

Among the depolarization observables, those based on the IPP have significantly better 

visualization values (0.41 and 0.72) than those corresponding to the PΔ image (0.24, see table 

Table 5-6). Therefore, raphides are easier to recognize when using these IPP observables so they 

are recommended for this task. The origin of the better contrast results observed when using 

the IPP arises from the anisotropic way that raphides depolarized the incident light. 

 Intensity PΔ P1 P2-P1 D 

Visibility 0.03 0.24 0.41 0.72 0.70 

Table 5-6. Visibility of the raphide imaged in Figure 5-28 for the different channels 

Besides the particular dichroism and depolarization shown by raphides, they also present a 

differentiated birefringence. However, such birefringence shows a strong spatial dependence, 

this not allowing the perfect recognition of the raphide edges. Alternatively, other plant 

structures as guard cells and their related stomata can be highlighted when using the 

birefringence information (Figure 5-28 (f)).  

The imaged section of the leaf (Figure 5-28) contains a stoma of ∼50μm length located close 

to the analyzed raphide (marked with a yellow arrow in Figure 5-28). The guard cells (the “lips” 

of this stoma”) present a characteristic linear retardance of 17 degrees. This retardance comes 

from an alignment of cellulose myofibrils inside the walls [173]. The cellulose myofibrils of young 

and healthy guard cells tend to be aligned thus showing regular patterns. Unlike this, dead or 

non-functional guard cells have distended walls and present distorted patterns with low 

retardance [173]. To further study the birefringence properties of stomas, a pseudocolored 

image combining the linear retardance information δ and the orientation of the fast axis (θ) is 

shown in Figure 5-28 (g). The color of the image illustrates the direction of the fast axis while 

the brightness of this color shows the linear retardance corresponding to each pixel. Figure 5-28 

(g) reveals a radial orientation of the fast axis (radial color variation), but its analysis is difficult 

due to its low brightness. Despite its characteristic birefringent response, this stoma is hard to 

visualize because the raphide saturates the image with its higher birefringence response.  

For that reason, another section of the leaf containing stomata but without the presence of 

inulin raphides was imaged with the polarimetric microscope. An analogous pseudocolored 

image corresponding to this section is shown in Figure 5-29 (a). This section corresponds to an 

area of the leaf containing three stomata and where the cell walls are clearly visible with the 

pseudocolored technique. For the sake of visualization, a zoomed view of the area circled in blue 

in Figure 5-29 (a) is shown in Figure 5-29 (b). The circled area contains a stoma surrounded by 
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epidermal cells. Some structures as the inner thick walls and the stomata pore are clearly 

distinguished in Figure 5-29 (b). Note that this degree of definition is not observed in the 

intensity images (Figure 5-28). Additionally, the linear retardance of the stoma of Figure 5-29 (b) 

is radially orientated (the orientation is represented with different colors), being the fast axis 

parallel to the direction of the “lips” at each position. This directionality together with the 

absolute linear retardance value can be used to analyze the strain produced in the guard cells of 

the stoma [173]. 

 

Figure 5-29. (a) Pseudocolored image of a collection of stomata and (b) the zoomed 

image of the region circled in blue. The color of the image illustrates the direction of 

the fast axis while the brightness is related to the linear retardance. 

Before ending with the polarimetric measures, we want to highlight a relevant characteristic 

of polarimetric imaging we reported for the first time, the ability to highlight some structures 

located out of focus. This property will be next discussed through a particular example; the 

measurement of a region of the leaf containing an inulin raphide but this time with the obverse 

part of the leaf facing the imaging objective (Figure 5-30). These images were taken focusing on 

the obverse surface of the leaf so the inulin raphide is completely defocused because it is placed 

inside the leaf. The corresponding standard intensity image is shown in Figure 5-30 (a). In this 

intensity image, the walls of epidermal cells can be recognized and the raphide, which is located 

out of focus, appears considerably blurred, this difficulting its identification. In fact, the visibility 

of the raphide is approximately 0 (calculated by using the data corresponding to the yellow and 

white squared areas of Figure 5-30 (c)). In contrast, when the same region is measured with the 

polarization and depolarization observables, particularly diattenuation (Figure 5-30 (b)) and P2-

P1 (Figure 5-30 (c)), the presence of the raphide is clearly revealed. The visibilities for the 

diattenuation channel and for the P2-P1 channel are equal to V=0.60 and V=0.67, respectively. 

Like in the preceding case, the visualization is similar for both channels but, for this experiment, 

the depolarization channels also seem to be better because the visibility value is uniform across 

the raphide unlike the case of the diattenuation image.  

Despite the raphide remains out of focus, it interacts with light that passes through the 

sample and depolarizes it. The depolarization contribution of the raphide is mixed with other 

light-matter interactions, thus minimizing it. However, the depolarization of the raphide is an 

information channel so different that it allows its recognition even when it is out of focus. Thanks 

to this we could focus our image on some specific layer of the sample to not lose resolution and 
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at the same time revealing some out-of-focus structures.  This would be useful when the users 

do not have prior information on samples. 

 

Figure 5-30. (a) Intensity, (b) diattenuation, and (c) P2-P1 images of a defocused inulin 

raphide of an Epipremnum aureum leaf. 

The preceding microscopic images highlight the interest in using polarimetric microscopy for 

botanical applications as, for instance, the characterization of plants. In the case of the 

Epipremnum aureum species, polarimetry significantly improves the visualization of raphides 

and provides relevant information about the birefringence properties of stomata that can be 

connected with mechanical properties. Stomata have been studied in depth in the botanical 

field due to their important role [177,178] (they regulate the gas exchange and the water loss in 

plants) and because they can be used to determine the productivity of plants by analyzing their 

use of water [259]. Moreover, the density and size of stomata are characteristic of each plant so 

they can be used for plant characterization. Typically, stomata measurements consist of 

covering the leaf surface with a silicon rubber impression technique [260] and then using the 

silicon impression as a mold to create a positive replica of the leaf surface by using nail varnish 

[261]. Under this scenario, polarimetry is presented as an alternative technique that is non-

invasive and faster. In addition, polarimetry brings new information that can be related to the 

physical properties of the sample as, for instance, the directionality of the birefringence 

observed in stomata cell walls which is connected with the mechanical strain [173]. Raphides 

imaged in Figure 5-28 and Figure 5-30 correspond to inulin raphides. In the industry, inulin is 

used for nutritional and medical applications [262,263]. Like stomata, the size and density of 

raphides can be used to characterize and classify plant species [264,265]. In fact, inulin raphides 

are particularly frequent in the Araceae family. These crystal raphides are commonly observed 

with electron microscopes. However, we have seen that they have a particular and characteristic 

polarimetric response that allows their easy recognition by using polarimetric microscopy. In 

particular, their diattenuation takes values from 0.1 to 0.2 whereas other plant structures 

present values close to 0. Moreover, they are suitable to be characterized with IPP metrics, as 

their depolarization is anisotropic, i.e., it depends on the SoP of the incident light, while other 

plant cells depolarize light more homogenously. 

For the moment, we have discussed some properties of the Mueller polarimetric microscopy 

and the possible advantages of applying it in botanical applications. In particular, we have 

illustrated the benefits of using Mueller polarimetric microscopes compared with standard 

microscopes. However, botanical studies are not restricted to the use of standard microscopes 

and other microscopy techniques as phase-contrast microscopy and fluorescence microscopy 
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are commonly used. For the sake of comparison, images of the same specimen were taken by 

using phase-contrast microscopy and fluorescence microscopy. 

Phase-contrast microscopy works separating the directly transmitted light and the scattered 

light by modifying the phase of the latter and thus generating a phase difference [7]. Then, the 

direct and the scattered light are coherently combined before reaching the camera, this 

emphasizing the edges of the measured structures. This microscopic technique also detects 

small variations in the thickness or refractive index (the latter can be related to differences in 

the density) among adjacent zones. Due to its high sensitivity, it is commonly used to image 

almost transparent samples that are difficult to visualize when using standard microscopes.  

For the sake of comparison with polarimetric images, representative images of stomata and 

raphides that were taken with the phase-contrast microscope (the Olympus Fluoview 1000 

commercial microscope) are shown in Figure 5-31 (a) and (b). Figure 5-31 (a) shows a collection 

of three stomata that are clearly visible (V=0.38; calculated over the regions marked in red and 

green in Figure 5-31 (a)). In fact, some chloroplasts of guard cells can be seen in Figure 5-31 (a). 

These chloroplasts were not seen in polarimetric microscopy images, being the phase-contrast 

microscopy better suited for inspecting these organelles.  Conversely, in this example, raphides 

are less contrasted in phase-contrast microscopy as observed in Figure 5-31 (b). The visibility of 

the imaged raphide is V=0.14 (calculated over the regions marked with white and yellow squares 

in Figure 5-31 (b)) compared to the V=0.72 obtained with polarimetric techniques. Polarimetric 

microscopy benefits from the fact that light depolarized by raphides depends on the state of 

polarization of the incident light, phenomena that phase-contrast microscopy is unable to 

measure as it is based on using unpolarized light. In addition, the multiple observables measured 

in Mueller polarimetry permits color encoding techniques that may help the visualization of 

structures. The latter cannot be done with the phase-contrast images as they are restricted to 

one channel. Another reason that may explain the less contrasted raphides obtained with the 

phase-contrast imaging technique is the fact that these raphides are not thin structures. In these 

cases, the phase differences can be larger than 2π leading to a grayscale representation that is 

non-linearly related to the thickness or refractive index of the sample. However, this 

characteristic of phase-contrast microscopy can be useful for other applications as the imaging 

of stomata. Stomata are seen with similar visibility in Figure 5-31 (b) than in Figure 5-31 (a) 

although the presence of inulin raphides.  

As observed, phase contrast and polarimetry give complementary information of samples so 

both could be used as complementary techniques for the study of plants. For instance, phase 

microscopy could be used to image stomata with slightly better results and polarimetry could 

be used to study the birefringence of stomata and their relation with the strain produced in 

guard cells.  

The same area of the leaf is imaged with the same Olympus Fluoview 1000 microscope but 

working in the fluorescence mode. The corresponding set of three stomas are shown in Figure 

5-31 (c) and the fluorescence image of the raphide is shown in Figure 5-31 (d).  The 

characteristics of the fluorescent emission of light lead to highly resolved structures compared 

with the other techniques.  For instance, some details of stomata as the chloroplasts of guard 

cells are clearly seen in Figure 5-31 (c) thanks to their fluorescent reaction. Although the 

observed improvement in the visualization of stomata reached by using fluorescence 



5.2 Polarization techniques for plant applications 159 
 

microscopy, polarimetry methods still arise as an interesting approach for their study because 

some physical properties are related to polarimetric observables, e.g., the mechanical stress of 

cell walls and the birefringence. Concerning the raphide, its visualization (Figure 5-31 (d)) is 

worse compared with those obtained with the depolarization observables Figure 5-28 (b)-(d). 

Therefore, although raphides can be seen in fluorescence images, polarimetry is the optimal 

optical technique to inspect them.  

 

Figure 5-31. Phase-contrast images of different areas of an Epipremnum aureum leaf 

with (a) a collection of stomata and (b) an inulin raphide. Fluorescence images of the 

same areas that contain (c) a collection of stomata and (d) an inulin raphide. 

Like in the case of phase-contrast, fluorescence techniques are also compatible with 

polarimetric techniques and can be used as complementary tools. Fluorescence microscopy 

works better with thin samples because, in thick samples, the fluorescence light emitted by dyes 

or fluorescent structures of the sample as chloroplasts is more probable to be scattered this 

degrading the spatial resolution of the image. However, this issue can be reduced by using the 

confocal configuration as in the present experiment. In contrast, polarimetric techniques use 

this scattered light to obtain information from the sample, as long as the scattered light is not 

excessive. We want to highlight that in addition to the above, polarimetric methods are less 

invasive than fluorescent microscopy, as they do not require manipulation of samples with 

fluorophores (fluorescent dyes), and with a proper image polarimeter, they could even be used 

for in situ measurements, without the need of transporting the samples into a laboratory. 

The comparison performed in this subsection shows the compatibility of the analyzed optical 

techniques and that each technique has its pros and cons. Concerning to polarimetric 
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microscopy, the main issue is that to complete a Mueller matrix image measurement, it needs 

the capture of multiple images. This reducing the number of measures per time and, accordingly, 

difficulting the real-time measurements. In our case, the measurement of a Mueller image lasts 

around 1 minute. However, recent advances in polarimetry instrumentation (faster liquid crystal 

panels, pixelated polarization cameras, etc.) are making these instruments suitable for real-time 

applications. On the other hand, polarimetry leads to the enhancement of image contrast 

obtained at measuring certain structures, for instance, inulin raphides. Moreover, polarimetric 

microscopy brings information about the polarimetric response of samples which is directly 

related to their intrinsic structure. Polarimetric information can be very useful as it comes from 

interactions at the microscopic scale but can be observed at the macroscopic scale. Inulin 

raphides are a clear example of this; their polarimetric interaction comes from the microcrystals 

that comprise the raphide but their polarimetric response was also measured by using the 

macroscopic polarimeter (Figure 5-26).  An additional advantage of polarimetry is its possible 

combination with the other optical techniques within the same equipment [85]. In fact, 

polarimetry can be introduced in other instruments by only adding a PSG and a PSA, thus 

performing minimal modifications [85]. In relation, it is worth mentioning that some 

architectures of polarimeters are very compact [59,186]  this easing outdoors polarimetric 

experiments. 

5.2.2.4 Nanometric scale 

Finally, the presence of inulin raphides on the Epipremnum aureum leaves is verified by using 

a scanning electron microscope (SEM) to take high-resolution images of the same plant leaves. 

Representative images of inulin raphides sections from the analyzed Epipremnum aureum leaves 

are provided in Figure 5-32 (a) and (b). Note that the raphide showed in Figure 5-32 (b) was 

broken during the sample preparation. Preparing the sample without affecting the integrity of 

raphides is very complicated because they are located inside the leaf. This difficult sample 

preparation contrast with the simplicity of using polarimetric microscopy. The SEM images also 

confirm the presence of inulin raphides in Epipremnum aureum leaves. Two stomas with open 

and closed pores, respectively, are also imaged with the SEM, and the corresponding pictures 

are shown in Figure 5-32 (c) and (d). Thanks to the high resolution of electron microscopy several 

tinny salt crystals, not observed with the previous optical techniques, can also be recognized 

around the stoma with the closed pore Figure 5-32 (d). 
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Figure 5-32. (a) and (b) Scanning electronic microscope (SEM) images showing 

sections of raphides located inside the Epipremnum aureum leaf. SEM images of 

stomata with (c) open and (d) closed pores are also shown. 





 
 

 
 

Chapter 6 Conclusions 

In this thesis, recently proposed and new polarimetric methods were studied, experimentally 

implemented and applied for the first time in biological tissue inspection to obtain additional 

information from the polarization and depolarization response of biological tissues. First, the 

relation between PG and Mueller matrix techniques was studied by measuring phantom samples 

that try to mimic the properties of biological tissues. Polarization gating techniques were proved 

to be a particular case of the Mueller matrix, so the use of the Mueller matrix is preferred. Then, 

the interpretation of the indices of polarimetric purity (IPP) and the components of purity (CP), 

both related to depolarization properties, was discussed through a set of simulated and 

experimentally synthesized samples. IPP and CP have the advantage, in comparison with the 

commonly used depolarization metrics PΔ and Δ, that further synthesize the depolarization 

content of samples giving information about the anisotropy of the depolarization and the nature 

of the physical structures involved in the depolarization process. Once understood some 

properties of these metrics, they (as well as other Mueller matrix methods) were applied to 

inspect biological tissues of animal and plant origin.  

In the case of inspecting animal tissues, the studies were meant to exploit the depolarization 

properties of the sample through the use of IPP metrics. IPP enhanced the image contrast of 

tissue structures, revealing certain structures hidden when using the standard polarimetric 

techniques. Moreover, IPP were also used to automatically classify animal tissues through 

machine learning processes. Under the latter scenario, IPP improved the percentage of well-

classified tissues compared to the depolarization index PΔ.  

In the case of inspecting plants, the different studies provided were aimed to compare 

Mueller techniques with other polarimetric and non-polarimetric imaging methods. Mueller 

polarimetry showed some advantages, in comparison with other optical techniques, that 

highlight its potential for the inspection of plant tissue. 

This last chapter summarizes the main results presented in this thesis and the corresponding 

conclusions (section 6.1). In addition, this chapter also proposes future applications and future 

research that can be done concerning the depolarization content of biological tissue samples 

(section 6.1.4.2). 
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6.1 Summary and conclusions 

We highlight the following main conclusions from each chapter: 

6.1.1 Mathematical formalism 

Chapter 2 was aimed to review the Mueller-Stokes formalism as well as the Mueller 

decompositions and metrics used in this thesis. This thesis is based on the Mueller-Stokes 

formalism because it can describe partially and completely depolarized states. Starting from the 

description of the state of polarization (SoP) of a light beam through the Stokes vector, the 

different metrics and concepts were derived. First, the main properties of the polarized light and 

the main metrics used to analyze them were defined. For example, the mathematical description 

of the degree of polarization was provided. The degree of polarization is used in several plant 

studies, as well as in this thesis, to analyze the depolarization of light beams coming from the 

sample. In addition, the Poincare sphere representation, which is used across the thesis to 

provide a visual representation of light SoPs, was also described in this chapter. 

Afterward, light-matter interaction was described by using the Mueller matrix. The Mueller 

matrix was defined as a 4x4 component matrix that relates the Stokes vector of the light beams 

before and after light-matter interaction, so it describes how the polarized light is modified 

during such light-matter interaction. This Mueller matrix is characteristic of each sample and, 

analogously to polarized light, the main polarimetric properties of the samples and the main 

metrics used to analyze them were defined. In this way, the diattenuation D and polarizance P 

were defined for the study of dichroism. For the analysis of the retardance and depolarization 

properties, more complex mathematical formalisms were needed as these properties appear 

encoded in the Mueller matrix.  

Lu-Chipman decomposition was described as a method to separate the dichroism, 

retardance, and depolarization properties of the sample in three matrices. The mathematical 

implementation of the Lu-Chimpan decomposition was completely detailed. From the 

retardance matrix of the Lu-Chipman decomposition, we defined different metrics that are used 

in the thesis to analyze the retardance of samples. In particular, we mathematically described 

the total retardance (R), the linear retardance (δ), the optical rotation (ϕ), and the angle of the 

fast axis with respect to the horizontal direction (θ). Concerning the depolarization matrix of the 

Lu-Chimpan decomposition, it contained other properties besides depolarization, for example, 

a polarizance vector. In addition, only one metric was defined; the depolarization power Δ that 

quantifies the overall depolarization capability of samples. Owing to the last two reasons, other 

depolarization metrics were explored.  

The mathematical description and the physical interpretation of the depolarization index 

(PΔ), the covariance matrix eigenvalues, the indices of polarimetric purity (IPP), the components 

of purity (CP), and the depolarization indices of a high order were provided. PΔ gives information 

about the overall depolarization capability of samples whereas the other four sets of metrics 

further synthesize this depolarization information. Moreover, the latter four sets of metrics can 

be used to build four different 3D spaces in which any physically realizable depolarizer can be 

represented. Mathematical relationships between the PΔ and the IPP and between the PΔ and 
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the CP were also provided. Note that the IPP is used in most of the studies discussed in this 

thesis.  

Finally, an alternative Mueller matrix decomposition, the symmetric decomposition, was also 

defined. In particular, the detailed mathematical implementation corresponds only to type I 

matrices because the decomposition of type II matrices was not necessary for this thesis. 

Regarding the retardance content, we described a direct relation between the retardance 

matrices of the symmetric decomposition and the retardance matrix of the Lu-Chipman 

decomposition. We demonstrated how the latter is equal to the product of the two retardance 

matrices of the symmetric decomposition if samples do not present dichroism. Concerning the 

depolarization matrix of Type I symmetric decomposition, it does not contain any artifact and is 

defined by three parameters. These three parameters further synthesize the depolarization 

information compared to the Δ. Like the other sets of parameters, the latter depolarization 

parameters can be used to build a 3D space in which any physically realizable depolarizer can be 

represented. Last but not least, we described the Lorentz depolarization space based on a non-

linear combination of these three depolarizer parameters. 

6.1.2 Experimental set-up 

The image Mueller polarimeter used in this thesis to measure biological samples is based on 

Parallel Aligned Liquid Crystals (PA-LC) panels. In Chapter 3, we described the experimental 

implementation of this Mueller polarimeter and the mathematical theory behind its operation 

principle. Regarding its operation principle, the measurement of a Mueller matrix consists of 

illuminating the sample with different generated polarized states and analyzing the outcoming 

light by using different polarization analyzers. Both the generated and analyzed states were 

described as a collection of Stokes vectors that comprise the generator and analyzer bases. 

These generator and analyzer bases were defined with two matrices, the SG and A, respectively. 

Once the matrices of these two bases are calibrated, they could be pseudoinversed to retrieve 

the Mueller matrix of the measured sample from the corresponding intensity measures. To 

retrieve the 16 coefficients of the Mueller matrix, the rank of the SG and A matrices must be 

equal to 4. Accordingly, at least 16 independent intensity measurements, corresponding to 

different four generated and analyzed states, must be taken for a complete Mueller matrix 

measurement. 

Several architectures could be implemented to build an image Mueller polarimeter. We 

reviewed most of these architectures and described the pros and cons of each one. Due to the 

relatively low cost, the easy implementation, and the fact of no using mechanical elements, we 

chose to build our setup based on liquid crystals. In particular, it was based on PA-LC devices.  

The PSG of our setup is composed of a linear polarizer oriented at 0° with respect to the 

vertical of the lab, followed by two PA-LCs oriented at 45° and 0°, respectively. The PSA is 

composed of the same elements but arranged in inverse order. Thanks to this configuration, we 

can set fully polarized states for the generation and analysis systems in a controlled way.  

Our image Mueller polarimeter can measure samples in reflection and transmission at four 

different wavelengths (625nm, 590 nm, 530 nm, and 470nm). The instrument uses an 

illumination system based on LED sources that prevent the speckle effect but generate partially 

depolarized states due to their broad bandwidths (in comparison with lasers). The fact of 
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illuminating the sample with partially depolarized states increases the error in the measurement 

of Mueller matrices so bandwidth filters of 10nm were used to reduce the effective 

depolarization obtained. As a result, the average DOP obtained in the worst case is equal to 

0.966, corresponding to the 470 nm. By using this instrument, we can take Mueller images of 

regions of ∼4.9x4.1 cm2 with a resolution of ∼20μm. 

Before imaging the sample, the setup was calibrated based on the condition number (CN) 

and the equally weighted variance (EWV) figures of merit. Both figures of merit were described 

in detail in this chapter. The calibration process was performed for each wavelength and consist 

of calibrating the PSG with a commercial polarimeter and then use the calibrated PSG to 

calibrate the PSA. The calibrated generator and analyzer bases were composed both of six SoPs. 

When using 6 SoPs for both bases, the acquisition of Mueller images takes approximately 1 

minute so only stationary samples can be measured. Finally, the calibrated bases were validated 

through the measurement of a polarizer and a retarder plate. As a result, the error in one 

coefficient was lower than the 3% of the total range in the worst case (measurement at 470 nm) 

and the error in the measurement of the total retardance is always lower than 1.5 degrees, both 

values that we consider acceptable for our work.  

6.1.3 Analysis of polarimetric metrics for biophotonic applications 

Recently proposed polarimetric methods (as well as new ones) were studied through 

controlled experiments in Chapter 4. First, an analytical expression that relates the polarization 

gating (PG) technique with the 16 coefficients of the Mueller matrix was proposed. Thanks to 

this analytical expression, any PG configuration can be calculated from the Mueller matrix. 

Therefore, instead of measuring several PG configurations, we could perform a single 

measurement of the Mueller matrix of the samples and obtain the equivalent information by 

applying the aforementioned expression. In addition, the Mueller matrix opens the possibility 

to use other analytical tools as, for instance, the Mueller matrix decompositions. 

This analytical relation was experimentally proved by measuring a phantom sample. Several 

images corresponding to different PG configurations were taken by using both the standard 

method and the Mueller-based method. The obtained results were equivalent, presenting 

minimal differences that were attributed to the measurement noise. This noise error was higher 

in the case of using the method based on the Mueller matrix due to the error propagation. 

However, noise error could be reduced in the Mueller matrix measurement by using generator 

and analyzer bases with more SoPs (i.e., adding data redundancy), leading to negligible noise 

error. In conclusion, the experimental results proved the equivalence between the standard PG 

method and the PG method based on the Mueller matrix.  

We also proved the relevance of using PG configurations based on elliptically polarized light 

and the importance of analyzing the positive and negative ellipticities. In particular, we showed 

that when using a particular PG gating configuration, the best result in terms of image contrast 

may correspond to an incident elliptical polarized state. Note that most PG experiments only 

analyze linearly polarized light, or at best circularly polarized light, so the application of PG 

techniques may not be optimized in these experiments. In addition, we also proved that positive 

and negative ellipticities may not lead to the same results so both ellipticities should be always 

inspected. This fact was emphasized with an experiment in which one object target (the number 
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4) was clearly observed when using right-handed circularly polarized light, but it was completely 

invisible when using left-handed circularly polarized light.  

In the case of using the standard PG method, the measurement of PG configurations based 

on different incident ellipticities implies different measurements. By contrast, the equivalent 

results are obtained by only performing one measurement if using the PG method based on the 

Mueller matrix. Therefore, the latter method is better suited for research applications. 

Finally, we proposed a new technique that combines the PG configurations with the Mueller 

matrix decompositions. This new technique was used to image an ex-vivo chicken neck and the 

best results were obtained with the depolarization information. This last experiment emphasizes 

that the Mueller matrix approach is a generalization of the PG techniques which allows the use 

of more complex mathematical tools leading to richer information, as for instance, the use of 

Mueller matrix decompositions or its combination with PG methods, that further synthesize the 

polarimetric information of the sample. Accordingly, Mueller matrix techniques are more 

suitable for biological imaging applications. 

Once studied the relation between the PG and the Mueller matrix, we analyzed the indices 

of polarimetric purity (IPP) and the components of purity (CP), two sets of parameters that 

describe the depolarization content of samples. Both sets of metrics encode the information 

corresponding to the overall depolarization capability of a given sample in such a manner that 

the parameters could be combined to obtain the degree of polarimetric purity PΔ. However, 

these two sets of metrics constitute two different three-dimensional spaces (the Component 

space and the Purity space) that further synthesize this depolarization information.  

We show how the way in which these spaces synthesize the depolarization information is 

completely different. On the one hand, the IPP give information about the depolarization 

anisotropy associated with the sample and the relative weights of non-depolarizing components 

that a system can be assimilated with. Note that IPP indicate the presence of depolarization 

anisotropy but not the predominant direction of this anisotropy. On the other hand, CP indicates 

the dichroism and birefringence behavior of the effects involved in the depolarization process, 

i.e., the nature of these elements. This information is complementary so the two groups of 

metrics can be used together to completely describe the mechanisms that produce the 

depolarization in any sample.  

The complementary aspect of IPP and CP is highlighted when the IPP are written in term of 

CP. Five of the six parameters are independents, for instance, D, P, and the three IPP (this base 

could be used as a reference to describe the depolarization of a sample). Moreover, the Purity 

and the CP spaces are completely different. This difference leads to regions where IPP and CP 

acquire better discriminatory potential compared to P∆: IPP is better for intermediate 

depolarizing samples (0.2< P∆<0.6) and CP for low depolarizing systems (P∆>0.6).  

To further study the complementarity of IPP and CP, we simulated a group of depolarizers 

that represent limit cases. From these simulations we concluded that non-dichroic (D=P=0) 

depolarizers are better characterized with IPP whereas forward and reverse illuminated dichroic 

depolarizers with D≠P are distinguishable with CP but not with IPP. In the case of dichroic 

depolarizers with D=P, both sets of metrics should be used as their potential depends on which 

depolarizer you compare them with (i.e., D(M1)=D(M2) or D(M1) ≠D(M2)). Therefore, we 
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propose the complementary use of both spaces simultaneously for the analysis of depolarizing 

systems. 

Finally, the discriminatory potential of IPP compared to PΔ is proved through experimentally 

synthesized depolarizers. Two experimentally synthesized depolarizers were described with the 

same PΔ value but different IPP. We want to emphasize that this phenomenon, same PΔ value 

but different IPP, corresponds to two samples with the same overall depolarization but with 

different depolarization anisotropy, i.e., the input polarization states are depolarized differently. 

In addition, it is worth noting that these are experimental results and although being based on 

artificially synthesized depolarizers, the same phenomena could be seen in other samples as 

biomedical tissues. Last but not least, we proposed a method that allows the construction of 

experimentally synthesized depolarizers. We proved that highly depolarization systems can be 

synthesized by using this method, e.g., the synthesis of an ideal depolarizer that reached a value 

of PΔ=0.13 (PΔ=0 for a theoretical ideal depolarizer). 

6.1.4 Biophotonic applications 

Chapter 5 is meant to apply the Mueller matrix for biophotonics application. Chapter 5 is 

divided into two main sections: one corresponding to the inspection of animal tissues and the 

other to the study of tissues of plant origin. Analogously, the conclusions will also be divided 

into the same two sections.  

6.1.4.1 Polarization techniques for biomedical tissue applications  

Mueller polarimetry is widely used for animal tissues inspection but most of the studies only 

analyze the overall depolarization properties of samples and ignore possible depolarization 

anisotropy characteristics. For that reason, our works were mainly focused on studying metrics 

that better exploit this depolarization information.  

First, we studied the experimental implementation of IPP for imaging animal tissues. The 

experiment started measuring the Mueller matrix of a rabbit leg and calculating some commonly 

used polarimetric observables (D, R, Δ, and PΔ). We highlighted the interest of using Mueller 

polarimetry for tissue inspection by showing that some structures not observed in regular 

intensity images were revealed with polarimetric observables, e.g., a thin tendon and a spotted 

structure spread across the muscle. In addition, extra information, related to the physical 

structure of tissues was obtained with these polarimetric observables. Afterward, we calculated 

the IPP corresponding to the same Mueller matrix image and their results were compared with 

those of Δ and PΔ, both commonly used depolarization observables. We proved that IPP may 

enhance the image contrast of some structures compared to Δ and PΔ. In addition, we 

demonstrated that IPP may also reveal some structures or characteristics not observed in 

commonly studied polarized-based images. Moreover, as demonstrated in the previous chapter, 

IPP gives further information about the depolarization anisotropy of light that is connected with 

the structure and composition of the measured tissue. The latter information is not provided by 

Δ and PΔ. Finally, we proposed a method that encodes the IPP information in one pseudocolored 

image in order to allow the visualization of the depolarization anisotropy information. Under 

this representation, each color corresponds to a particular depolarization response so the 

pseudocolored image can be used to visualize the depolarization properties of the sample. 
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Moreover, we showed that thanks to this representation, structures unseen in the Δ and PΔ 

channels are clearly distinguishable in the pseudocolored image.  

As a summarizing conclusion, we proved that IPP lead to better results for the inspection of 

animal tissues compared to the commonly used depolarization techniques (Δ and PΔ) so their 

use is recommended.  

In a second study, different sets of depolarization parameters were used to automatically 

recognize and classify different animal tissues. In particular, five different sets of parameters 

(the so-called depolarization spaces), together with the PΔ metric, were used to classify three 

different animal tissues: tendons, muscles, and myotendinous junctions. The image Mueller 

matrices of 120 samples (40 for each tissue) were measured at three different wavelengths (470 

nm, 530 nm, and 625 nm) and the different depolarization metrics were calculated. Then, the 

raw data corresponding to each measured pixel and the corresponding non-symmetric ellipsoids 

were represented in the different depolarization spaces for qualitative analysis. According to the 

obtained results, the three studied tissues are proved to be highly depolarizing structures 

(PΔ<0.25) being the muscle the most depolarizing tissue, followed by the tendon and the 

myotendinous junction. The depolarization response of muscles and myotendinous junctions 

was similar for all the wavelengths but tendons showed a completely different response at 625 

nm compared to 470 nm and 530 nm. This caused two different scenarios: (i) muscles were 

easier to classify when using the 625 nm wavelength because the depolarization response of 

tendons and myotendinous junctions is very similar at this wavelength; and (ii) myotendinous 

junctions were easier to classify when using the 470 nm and 530 nm wavelengths because the 

depolarization response of tendons and muscles is very similar at these wavelengths. 

Afterward, the data corresponding to the different depolarization spaces was used to build 

several supervised classifiers. The percentage of well-classified tissues was used as a reference 

to quantify the suitability of depolarization spaces for the classification task. In that sense, the 

metrics based on the eigenvalues of the covariance matrix (H) were first compared. We showed 

that depolarization spaces provided better classification results than PΔ, so the use in tissue 

classification studies of depolarization spaces, especially of the IPP metrics, is recommended. 

Concerning the spaces based on the H eigenvalues, the best results were obtained for the H 

eigenvalues and the IPP, being the latter recommended as they provide an easier physical 

interpretation. Regarding the spaces based on type I canonical depolarizer parameters, the 

highest classification efficiency is obtained with the type I canonical space.  

Then, the results of the H eigenvalues/IPP and the type I canonical space were compared to 

determine the set of metrics most suited for the classification task. The set of metrics with the 

best percentage of well-classified tissues depended on the illumination wavelength. This occurs 

because the IPP and the H eigenvalues are influenced by the enpolarization of the sample, so 

they are influenced by the D and P of the sample, while the type I canonical depolarizer 

parameters are not. Therefore, when measuring non-dichroic samples (D=P=0) the potential of 

the three spaces is similar. In the opposite case, the efficiency of the spaces will be determined 

by the discriminatory potential of D and P. In that sense, samples presenting discriminating 

polarizance or diattenuation information are better classified by using the H eigenvalues/IPP, 

whereas type I canonical parameters better classify the tissues when samples present 

nondiscriminating polarizance or diattenuation information. Under this scenario, for tissue 
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classification, we recommend the use of the proposed depolarization spaces (H eigenvalues, IPP 

or type I canonical space) together with the standard dichroic and brirrefigence parameters (D, 

P, R, δ,…). 

Finally, we proved that polarimetry can be combined with other techniques as the 

multiwavelength measurements and we showed that the combination of polarimetric 

information corresponding to different wavelengths significantly improves the classification 

results. 

Under this scenario, we want to emphasize that the classification method applied for the 

classification of animal tissue can be also applied in the early detection of disease, for instance, 

early cancer recognition or fungus detection in vegetal tissues. 

6.1.4.2 Polarization techniques for plant applications 

Unlike the case of animal tissues, Mueller polarimetry is barely used for plant tissue 

inspection, so our studies were mainly focused on studying the potential of using Mueller 

polarimetry compared to other polarimetric and non-polarimetric techniques.  

First, we compared, through the measurement of a particular Hedera maroccana leaf, some 

depolarization-based Mueller parameters (PΔ and IPP) with the degree of polarization (DOP), 

commonly used to study the depolarization produced by a leaf. We showed that DOP can 

strongly depend on the input polarization as well as on the orientation of the sample if the 

sample presents depolarization anisotropy. This variation causes that some structures may be 

highlighted whereas others are minimally visible. Therefore, the selection of the incident 

polarization is not trivial and various incident polarization states should be used to have a 

general vision of the sample.  

By contrast, the values of PΔ and IPP are unique and do not depend on the orientation of the 

sample. Consequently, similar structures present a more uniform image contrast in these 

channels. Concerning the analyzed Mueller-based channels, IPP channels showed higher image 

contrast compared to PΔ channels. In particular, the P2-P1 channel showed the best visualization 

of leaf veins. Concerning DOP images, between all the veins present in the leaf, the image 

contrast of a small number of them was slightly better than those obtained with the P2-P1 

channel. However, the overall contrast of most veins in the DOP image was dramatically lower 

than that of the P2-P1 channel, thus emphasizing the suitability of Mueller polarimetry for plants 

imaging. 

In addition, the measured Mueller matrix can be used to calculate DOP images. By using this 

technique, we can take advantage of the DOP dependence with the incident polarization state 

to recognize some properties of the sample as, in our case, the direction of the veins. As a result, 

the unique disadvantage of Mueller polarimetry is the necessity of a more complex setup that 

wastes more time for each measurement. Therefore, if this is not a relevant issue, Mueller 

polarimetry should be applied instead. 

In a second study, we illustrated the benefits of using Mueller polarimetry for botanical 

applications through the polarimetric measurement of a particular specimen, an Epipremnum 

aureum, at different scales: millimetric and micrometric. The same sample was also measured 

with other optical techniques and the obtained results were compared. At the millimetric scale, 
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we showed how polarimetry is capable to reveal some structures not seen in multiwavelength 

intensity images as the inulin raphides. Moreover, we also proved the interest in using the IPP 

for plant inspection as they revealed some veins not observed in the PΔ channel.  

At the millimetric scale, different inulin raphides and stomata were imaged using an image 

Mueller microscope, a phase-contrast microscope, and a fluorescence microscope. According to 

the results, we proved that some structures are better visualized in polarimetric-based images, 

for example, inulin raphides, whereas other structures are better visualized when using the 

other microscope techniques, e.g., stomata. However, we also showed that although stomata 

are better contrasted when using other optical techniques, for instance, fluorescence 

microscopy, the polarimetric images give information about the birefringence properties of the 

stomata which are connected with their intrinsic structure and that may be related to their 

mechanical strain. Note that the latter information can be useful for certain studies and it is only 

available by performing polarimetric measurements. In addition, we showed that polarimetry 

leads to the visualization of some structures, e.g., inulin raphides, that are commonly analyzed 

through electronic microscopes, being polarimetry a cheaper technique that does not need 

sample preparation. In the case of inulin raphides, their polarimetric response is very significant, 

and as a consequence, their structure is recognizable even being out of the image focal plane.  

Mueller polarimetry is a relatively cheap technique that may be implemented in very 

compact architectures that ease outdoor experiments. Moreover, Mueller polarimetry provides 

different information of samples than other optical techniques, being complementary to them. 

Note that Mueller polarimetry can be combined with other optical techniques by implementing 

minimal modifications in the equipment.  

Under this scenario, we think that Mueller polarimetry is an interesting tool that may be 

applied in several botanical applications as plant characterization, detection of plant diseases, 

analysis of hydric stress, among others. 

6.2 Proposal for future research 

• Identify a direct relation between the indices of polarimetric purity and the type of 

depolarization anisotropy. This relation can be studied in samples with and without 

dichroism. In addition, a more precise relationship between the IPP and the structure of the 

sample can be studied through polarization-sensitive Monte-Carlo simulations. 

• Propose new Mueller-based metrics that describe the preferent directionality of the 

depolarization anisotropy.  

• Build a real-time Mueller polarimeter. It could be a compact instrument to perform outdoor 

studies or a polarimetric microscope to make precision measurements. The PSA of this 

instrument would be probably a DoFP polarimeter. 

• Improve the classification method by including other metrics as the CP and apply it in the 

early detection of diseases as early cancer recognition.  

• Study different plant applications of the Mueller polarimetry as the early detection of plant 

diseases, the detection of the hydric stress in plants, or fungus recognition, among others.





 
 

 
 

List of acronyms 

Acronym Meaning 

CCD Charge-Coupled Device 

CCiT Centros Científicos y Tecnológicos 

CN Conditional Number 

CP Components of Purity 

DoAmP Division of Amplitude Polarimeter 

DoAP Division of Aperture Polarimeter 

DoFP Division of Focal Plane 

DOP Degree of Polarization 

DoTP Division of Time Polarimeter 

EWV Equally Weighted Variance 

FWHM Full Width Half Maximum 

HWP Half-Wave Plate 

IPP Indices of Polarimetric Purity 

kNN k-Nearest Neighbors 

LC Liquid Crystal 

LED Light-Emitting Diode 

LP Linear Polarizer 

LS Light Source 

M Mueller matrix 

OCT Optical Coherence Tomography 
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PA-LC Parallel Aligned Liquid Crystal 

PG Polarization Gating 

PI Purity Index 

PMT Photomultipliers 

PSA Polarization State Analyzer 

PSG Polarization State Generator 

QWP Quarter-Wave Plate 

RGB Red-Green-Blue 

ROI Region of Interest 

S-M Stokes-Mueller 

SEM Scanning Electron Microscopy 

SHG Second Harmonic Generation 

SoP State of Polarization 

STED Stimulated Emission Depletion 

TEM Transmission Electron Microscopy 

TN-LC Twisted Nematic Liquid Crystal 

TPEF Two-Photon Excitation Fluorescence 
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Abstract. We present mathematical formulas generalizing polarization gating (PG) techniques. PG refers to a
collection of imaging methods based on the combination of different controlled polarization channels. In particu-
lar, we show how using the measured Mueller matrix (MM) of a sample, a widespread number of PG configu-
rations can be evaluated just from analytical expressions based on the MM coefficients. We also show the
interest of controlling the helicity of the states of polarization used for PG-based metrology, as this parameter
has an impact in the image contrast of samples. In addition, we highlight the interest of combining PG techniques
with tools of data analysis related to the MM formalism, such as the well-knownMM decompositions. Themethod
discussed in this work is illustrated with the results of polarimetric measurements done on artificial phantoms and
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1 Introduction
In the last decade, polarimetric information has proven to be
useful for biological tissues inspection.1–3 As a result, polarimet-
ric-based techniques are nowadays being applied in multiple
scenarios, such as cancer detection and stage identification,4–8

to enhance image contrast in skin diseases,9–11 for human eye
examination,12,13 for diabetes diagnosis as well as therapy,14,15 etc.

There are different ways to extract sample information from
polarimetric measurements (such as surface roughness, tissue
spatial inhomogeneities, biological material recognition, optical
properties of turbid tissues, tissue depth metrology, subsurface
examination, etc.), as well as to enhance the contrast of images
taken from the sample. A widespread polarimetric technique
applied for biological tissues inspection is the so-called polari-
zation gating (PG).16–20 Essentially, PG techniques exploit the
fact that samples respond differently depending on the polariza-
tion state of the light used to probe it. The basic PG configura-
tion consists of using linear polarization for illumination and
detection [linear polarization gating (LPG)] stage. Then, LPG
images can be combined to provide a new processed image,
for instance, by subtracting the images captured with parallel
and with crossed polarizers. To further improve image contrast,
recent studies have provided the interest of generalizing LPG
techniques with the use of elliptical polarization, i.e., elliptical
polarization gating (EPG).17,19

Another group of polarimetric methods is based on the meas-
urement of the Mueller matrix (MM) of the sample, and the sub-
sequent analysis of the polarimetric content which is encoded in
the corresponding 16 real MM coefficients.21 These techniques,
which provide, in principle, a different polarimetric approach
than those given by PG techniques, are used by a number of
authors for biological tissues inspection.5,7,8,12,13

In this paper, we demonstrate that information provided
by PG techniques can be alternatively obtained from the exper-
imental MM of the sample. In particular, we derive an analytical
expression, which consists of a linear combination of
different Mueller coefficients, and we show how a set of PG
configurations can be considered as particular cases of the
derived analytical expression. The desired PG configuration
is then obtained by properly tuning some control parameters,
such as the azimuth or the ellipticity of the input and analyzing
states of polarization. In addition, we highlight the interest of
using MM measurements instead of particular PG configura-
tions. First, due to the MM-based analytical expression, we
show in this work that we can extract the polarimetric informa-
tion of a sample corresponding to multiple PG configurations
without the necessity of experimentally measuring each one
of them. Instead of this, only the measurement of the experimen-
tal MM of the sample is required with our method. Second,
Mueller measurements not only allow building a more general
analytical expression, but also give access to extra channels of
data processing, such as those provided by the different product
MM decompositions schemes21–23 or even further, by applying
recently developed methods such as those based on the differ-
ential MM.21,23–26

The method proposed in this paper is experimentally tested
by using an imaging MM polarimeter based on liquid crystal
panels. This allows the system to dynamically perform the
experimental measurements without the necessity of mechanical
movements. The commutation rate of the used liquid crystal
panels is ∼60 Hz, and the exposure time of the CCD camera
that is used to register the intensity images is adapted for each
sample analyzed to capture the maximum intensity without satu-
rating the camera (the exposure time range used for measure-
ments is between 0.004 and 0.12 s). With this experimental
configuration, full polarimetric measurements can be done in
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few (0.4 to 2.2) seconds, which may be of interest in real-time
applications. Indeed, if the methods discussed in this manuscript
would be considered to be applied for real-time applications, the
experimental set-up could be further optimized by using ferro-
electric liquid crystal displays or photoelastic modulators.27,28

Another interesting application for the methods discussed
here is standard scanning microscopy adapted to polarimetric
metrology. If these latter applications should be performed in
real time, then the high-speed imaging Mueller polarimeter pro-
vided in Ref. 29 can be used, which works at the time scale of
a scanning microscope.

In a sense, we think that the methods proposed in this
work bring together two mathematical tools for polarimetric
sample analysis (PG- and MM-based methods) that traditionally
have been unlinked and may be of interest in biological
applications.16–20,30–32

The outline of this manuscript is as follows. In Sec. 2, we first
briefly describe some of the more commonly used PG configu-
rations (Sec. 2.1). Afterward, in Sec. 2.2, we derive a general
expression based on the MM coefficients of the studied sample,
from which the different PG configurations described in Sec. 2.1
become individual solutions. In particular, each different PG
configuration is achieved from the proposed general expression
by properly tuning two control parameters in the mathematical
equation, representing the azimuth and ellipticity values of the
polarizations illuminating and analyzing the sample. In Sec. 3,
we describe the optical scheme that is used to measure the MM
of different samples, from which different PG configurations are
achieved (Sec. 3.1). In addition, the description of the different
samples inspected in this work is also provided (Sec. 3.2). In
Sec. 4, we provide the equivalence between standard PG and
PG configurations obtained from MM metrology (Sec. 4.1).
Next, in Sec. 4.2, we highlight the interest of combining PG
configurations with well-known MM analytical tools. Finally,
the main conclusions of the work are given in Sec. 5.

2 Polarization Gating Configurations Derived
from Mueller Matrix Data

In this section, we briefly describe some PG configurations cur-
rently used for tissue inspection and we discuss some of the
strengths and drawbacks related to them (Sec. 2.1). The nomen-
clature used to label the different PG configurations described in
Sec. 2.1 is that followed in Ref. 19. Afterward, we derive an
analytical expression that consists of a linear combination of dif-
ferent functions which depend on several of the MM coefficients
of the measured sample (Sec. 2.2). Note that such a relation can
be interpreted as a generalization of multiple PG configurations.

2.1 Polarization Gating Techniques

When polarized light interacts with biological tissues, the char-
acteristics of the produced scattered light strongly depend on
different parameters, such as the sample molecules’ size, the
polarization of the input light, the wavelength, and the sample
depth proven, among others.

One typical measuring configuration (let us call it configu-
ration C1) consists of illuminating the analyzed sample with lin-
ear polarization and projecting the scattered light to the same
input polarization (i.e., parallel polarizer-analyzer). When illu-
minating the sample with a linear polarization, a mixed contri-
bution of different kind of photons is observed when measuring

out of the ballistic direction.19,33 We can subgroup them as pho-
tons reflected at the tissue surface (surface-reflected photons,
SL), photons penetrating to the subsurface but maintaining
the original polarization (polarization maintaining photons, PL),
and photons reaching deeper layers of the sample, which are
fully depolarized by multiple scattering events (depolarized
photons, DL).

Therefore, the C1 configuration leads to a mixture of all three
kinds of SL, PL, and DL photon contributions. However, as PL
photons are those that usually provide the most significant infor-
mation of the studied sample, different strategies can be applied
to remove the image background and to improve the image con-
trast, by eliminating the nondesired SL and DL contributions as
much as possible. To this aim, some authors have proposed to
combine the C1 configuration with a second measurement,
where the sample is illuminated with linear polarized light and
scattered light is imaged through the corresponding orthogonal
linear polarization (cross linear configuration, here labeled as
C2). Images recorded by using the C2 configuration (crossed
polarizers) are mainly based on DL photons, because PL and
SL photons are efficiently filtered by the linear analyzer.19

Under this scenario, by simply obtaining the difference, C1-
C2 (let us call this PG configuration as linear configuration,
LConfig), we obtain polarimetric images which are only due to
PL and SL photons (DL photons are removed), thus, the image
quality is improved when compared with the C1 configuration
by itself. However, by using the LConfig, the contribution of
SL photons still degrades the image contrast to a certain extent.

To improve the final image, recent studies have suggested an
interest in generalizing LPG with the use of elliptical polariza-
tion, i.e., EPG.19,33–35 In particular, EPG presents two main ben-
efits when compared with LPG. First, elliptical states change the
sense of rotation by surface reflection, thus, specular reflection
is eliminated by using a coelliptical configuration for detection.
Second, elliptically polarized light holds its polarization state for
a larger number of scattering events than linearly polarized light,
so it is suitable for the study of sub-substrate structures.19

In particular, when illuminating a sample with an elliptical
polarization out of the ballistic direction, a mixed contribution
of photons (elliptical polarization maintaining photons, PE and
depolarized photons, DE) is observed for a coelliptical configu-
ration (let us call it configuration C3).19,33 Note that by using the
coelliptical configuration, SE photons are removed because they
undergo a change in helicity by reflection.19,35 On the other
hand, by using a cross-elliptical configuration (i.e., illuminating
with a given elliptical polarization and detecting with the
orthogonal one; configuration C4), a mix of surface-reflected
elliptical photons, SE, and DE photons, is obtained, as PE pho-
tons are removed in the cross-elliptical configuration.19,35 Thus,
analogously to the LPG case (LConfig), by simply subtracting
the C3 and C4 channels (i.e., C3-C4), the obtained images are
mainly produced by PE and SE photons, as the nondesired con-
tribution of DE photons is removed by subtraction. Let us label
this PG configuration (C3-C4) as an elliptical configuration
(EConfig). Nevertheless, by using the EConfig, the contribution
of SE photons is still present and somewhat degrades the final
image contrast.

Other PG approaches can be found in literature to improve
the final image contrast. For instance, a clever approximation is
derived in Ref. 19. The authors provide an analytical function
that combines the above-described [(C1-C2) and (C3-C4)] PG
configurations. This leads to a mixture of surface reflected and
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polarization maintaining photons from linear and elliptical
polarizations (PL þ SL þ PE − SE). Note that, in general, the
flux for the SL and SE photons is different, because the portion
of input light projected to the plane of incidence is different for
the linear and elliptical polarization cases. However, by normal-
izing the amount of reflected light projected in the plane of inci-
dence for the elliptical polarization case to that of the linear
polarization case by a factor β, such that SE ¼ βSL, the influence
of SL and SE photons in the final processed image can be
avoided. In particular, this function, here labeled as function
f, can be calculated as follows:19

EQ-TARGET;temp:intralink-;e001;63;631f ¼ ðC3 − C4Þ þ βðC1 − C2Þ; (1)

where the numerical parameter β corrects the differences in the
amount of light projected to the components parallel (p-polar-
ized) and perpendicular (s-polarized) to the plane of incidence
when using different ellipticities for the input state of polariza-
tion. This parameter β has to be experimentally determined for
each particular elliptical configuration (C3-C4) applied in the
function f.19

Note that by using the function f, the photons contributing to
the final image are mainly those maintaining the polarization,
PL and PE photons, while the background, related to DL, DE,
SE, and SL photons, is removed.

2.2 Polarization Gating Configurations Described
Using the Mueller Matrix Formalism

In this section, we derive an analytical expression which
depends on several MM coefficients, that allows performing
a number of PG configurations by properly setting a few control
parameters. To this aim, we adopt the well-known Stokes–
Mueller formalism.21,22 Accordingly, the state of polarization
of a fully, partial, or unpolarized light beam is described by

four intensity values, usually arranged in column-form in the
so-called Stokes vector. In turn, the polarimetric response of
any sample can be described by its 4 × 4 MM, whose 16 real
coefficients encode the polarimetric information of the sample.
In this framework, an MM can be understood as the polarization
transfer function of the medium and the interaction of light with
the medium is described by the following linear system:21,22

EQ-TARGET;temp:intralink-;e002;326;675

Sout ¼ M · Sinput ¼

0
BBB@

m00 m01 m02 m03

m10 m11 m12 m13

m20 m21 m22 m23

m30 m31 m32 m33

1
CCCA ·

0
BBB@

S0
S1
S2
S3

1
CCCA;

(2)

wheremik are the coefficients of the MM and Si are the different
channels of the Stokes vector.

When dealing with fully polarized light beams, the normal-
ized Stokes vector can be written as a function of the polariza-
tion angles of the polarization ellipse, i.e., the azimuth (α) and
the ellipticity (ε) angles:22

EQ-TARGET;temp:intralink-;e003;326;513S ¼

0
BB@

1

cos 2ε cos 2α

cos 2ε sin 2α

sin 2ε

1
CCA: (3)

Note that by properly selecting the values for α and ε in
Eq. (3), any fully polarized state of polarization can be
described. According to Eqs. (2) and (3), when a fully polarized
light beam interacts with a sample, the state of polarization Sout
of the output (transmitted, reflected or scattered) light beam can
be written as follows:

EQ-TARGET;temp:intralink-;e004;63;360

Sout ¼

0
BBBBB@

m00 þm01 cos 2ε cos 2αþm02 cos 2ε sin 2αþm03 sin 2ε

m10 þm11 cos 2ε cos 2αþm12 cos 2ε sin 2αþm13 sin 2ε

m20 þm21 cos 2ε cos 2αþm22 cos 2ε sin 2αþm23 sin 2ε

m30 þm31 cos 2ε cos 2αþm32 cos 2ε sin 2αþm33 sin 2ε

1
CCCCCA
: (4)

Afterward, we can project (i.e., analyze) this output light beam, Sout, on a polarization detector system setting a polari-
zation analyzer (let us call it SPSD) equal to the input polarization [i.e., that set in Eq. (3)]. This situation represents a
coelliptical measurement and leads to

EQ-TARGET;temp:intralink-;e005;63;230

Ico-elliptical ¼ STPSD · Sout

¼ m00 þm01 cos 2ε cos 2αþm02 cos 2ε sin 2αþm03 sin 2εþm10 cos 2ε cos 2αþm11ðcos 2ε cos 2αÞ2
þm12ðcos 2εÞ2 cos 2α sin 2αþm13 cos 2ε cos 2α sin 2εþm20 cos 2ε sin 2αþm21ðcos 2εÞ2 cos 2α sin 2α

þm22ðcos 2ε sin 2αÞ2 þm23 cos 2ε sin 2α sin 2εþm30 sin 2εþm31 cos 2ε cos 2α sin 2ε

þm32 cos 2ε sin 2α sin 2εþm33ðsin 2εÞ2; (5)

where the superscript T denotes transpose and Icoelliptical is the
intensity corresponding to the projection of Sout on SPSD, i.e.,
for the coelliptical configuration.

Afterward, we operate in the same way, but now we
project Sout onto a polarization detector system configuring the

orthogonal polarization, S⊥PSD. To obtain the orthogonal polari-
zation, it is sufficient to apply the following transformations to
the polarization angles: ε → −ε and α → αþ ðπ∕2Þ. Under this
scenario, the intensity resulting from the projection of Sout on
S⊥PSD (i.e., cross-elliptical configuration) becomes
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EQ-TARGET;temp:intralink-;e006;63;740

Icross-elliptical ¼ ðS⊥;TPSDÞ · Sout
¼ ð 1 − cos 2ε cos 2α − cos 2ε sin 2α − sin 2ε Þ · Sout
¼ m00 þm01 cos 2ε cos 2αþm02 cos 2ε sin 2αþm03 sin 2ε −m10 cos 2ε cos 2α −m11ðcos 2ε cos 2αÞ2
−m12ðcos 2εÞ2 cos 2α sin 2α −m13 cos 2ε cos 2α sin 2ε −m20 cos 2ε sin 2α −m21ðcos 2εÞ2 cos 2α sin 2α

−m22ðcos 2ε sin 2αÞ2 −m23 cos 2ε sin 2α sin 2ε −m30 sin 2ε −m31 cos 2ε cos 2α sin 2ε

−m32 cos 2ε sin 2α sin 2ε −m33ðsin 2εÞ2: (6)

Finally, we perform the difference between Eqs. (5) and (6), leading to
EQ-TARGET;temp:intralink-;e007;63;632

Ico-elliptical − Icross-elliptical ¼ 2 cos 2ε½m10 cos 2αþm20 sin 2α� þ 2ðcos 2εÞ2½m11ðcos 2αÞ2 þm22ðsin 2αÞ2
þ cos 2α sin 2αðm12 þm21Þ�þ2 cos 2ε sin 2ε½cos 2αðm13 þm31Þ þ sin 2αðm23 þm32Þ�
þ 2 sin 2ε½m30 þm33 sin 2ε�: (7)

Therefore, by measuring the experimental MM of a sample
and by using Eqs. (5)–(7), it is possible to retrieve multiple PG
configurations just by setting the proper values for α and ε. Note
that once the MM is measured, multiple PG configurations are
numerically derived without the necessity of experimentally
implementing each one of them.

In the following, we derive the PG configurations described
in Sec. 2.1 using the MM-based formalism. First, setting
α ¼ 0 deg and ε ¼ 0 deg (linear polarization oriented at the
laboratory vertical) in Eqs. (5) and (6), they yield, respectively,

EQ-TARGET;temp:intralink-;e008;63;454Ico-linear ¼ C1 ¼ m00 þm01 þm10 þm11 (8)

and

EQ-TARGET;temp:intralink-;e009;63;412Icross-linear ¼ C2 ¼ m00 þm01 −m10 −m11: (9)

Note that Eqs. (8) and (9) are, respectively, equivalent to
the configurations C1 and C2, as explained in Sec. 2.1.
Accordingly, LConfig is as follows:

EQ-TARGET;temp:intralink-;e010;63;353Ico-linear − Icross-linear ¼ C1 − C2 ¼ 2½m10 þm11�: (10)

Next, we select PG configurations based on elliptical polar-
izations with arbitrary ellipticity, ε, and the corresponding major
axis parallel to one of the laboratory frame axis represented by
α ¼ 0 deg in Eqs. (5) and (6). Thus, they are reduced, respec-
tively, to

EQ-TARGET;temp:intralink-;e011;63;267

Ico-elliptical ¼ C3

¼ m00 þ cos 2ε½m01 þm10� þ sin 2ε½m03 þm30�
þ cos 2ε sin 2ε½m13 þm31�
þm11ðcos 2εÞ2 þm33ðsin 2εÞ2 (11)

and
EQ-TARGET;temp:intralink-;e012;63;172

Icross-elliptical ¼ C4

¼ m00 þ cos 2ε½m01 −m10� þ sin 2ε½m03 −m30�
− cos 2ε sin 2ε½m13 þm31� −m11ðcos 2εÞ2
−m33ðsin 2εÞ2: (12)

Note that Eqs. (11) and (12) are equivalent to the EPG con-
figurations C3 and C4, respectively, both explained in Sec. 2.1.
Accordingly, different ellipticities can be set by properly

selecting the angle ε. Logically, for ε ¼ 0, we end up in the
linear case, thus, Eqs. (11) and (12) reduce to Eqs. (8) and
(9), respectively.

The EConfig described in Sec. 2.1 can be obtained by sub-
tracting these two relations as follows:

EQ-TARGET;temp:intralink-;e013;326;509

Ico-elliptical − Icross-elliptical ¼ C3 − C4

¼ 2 cos 2ε½m10 þm11 cos 2ε�
þ 2 cos 2ε sin 2ε½ðm13 þm31Þ�
þ 2 sin 2ε½m30 þm33 sin 2ε�: (13)

Note that we can select an arbitrary EConfig simply by
changing the ε parameter in Eq. (13).

Finally, from the above-described formulation, we can also
obtain the function f defined in Eq. (1) and derived in Ref. 19.
To avoid the requirement of performing extra experimental mea-
surements for the determination of the parameter β in Eq. (1),
we set α ¼ 45 deg. By using this configuration, the amount of
light projected to the p-polarized and s-polarized components is
always the same, independent of the chosen ellipticity. Thus, the
factor β equals to 1 in such a case. Accordingly, Eq. (7) becomes

EQ-TARGET;temp:intralink-;e014;326;315

Iðα¼ 45 degÞco-elliptical − Iðα¼ 45 degÞcross-elliptical
¼ 2 cos 2ε½m20þm22 cos 2ε� þ 2 cos 2ε sin 2ε½m23þm32�
þ 2 sin 2ε½m30þm33 sin 2ε�: (14)

Moreover, if ε ¼ 0 deg in Eq. (14), it reduces to the linear
case:

EQ-TARGET;temp:intralink-;e015;326;226

Iðα ¼ 45 deg; ε ¼ 0 degÞco-elliptical
− Iðα ¼ 45 deg; ε ¼ 0 degÞcross-elliptical ¼ 2½m20 þm22�:

(15)

Finally, adding Eqs. (14) and (15) leads to

EQ-TARGET;temp:intralink-;e016;326;147

fMM ¼ ðC3 − C4Þjα¼45 þ ðC1 − C2Þjα¼45

¼ 2½m20 þm22� þ 2 cos 2ε½m20 þm22 cos 2ε�
þ 2 cos 2ε sin 2ε½m23 þm32�
þ 2 sin 2ε½m30 þm33 sin 2ε�; (16)
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which provides the function f as a function of the MM
coefficients.

Note that, in practice, many samples present spatial depend-
ence of their polarimetric properties as birefringent samples that
possess a principal direction. In such cases, larger image con-
trast may be obtained by illuminating the sample with a different
azimuth angle. If this is the case, the parameter β should be
experimentally determined, as described in Ref. 19.

3 Imaging Mueller Polarimeter and Sample
Description

In this section, we describe the optical arrangement that is used
to measure the MM of samples (Sec. 3.1), and we describe
the different samples we study in the forthcoming experimental
section (Sec. 3.2).

3.1 Optical Scheme: Imaging Mueller Polarimeter

The optical set-up used to measure MMs of different samples is
a complete imaging MM polarimeter36 based on parallel aligned
liquid crystal (PA-LC) retarders. The set-up, sketched in Fig. 1,
is analogous to that described in Ref. 37 but adapted for imaging
polarimetry.

First, a light source illuminates a polarization state generator
(PSG, marked with a green rectangle in Fig. 1), which includes a
linear polarizer at 0 deg to the laboratory vertical reference axis,
a first PA-LC panel (PA1), oriented at 45 deg to the laboratory
vertical, and a second PA-LC panel oriented at 0 deg to the
laboratory vertical (PA2). As discussed in Ref. 37, any fully
polarized state of polarization can be generated with this system
by adjusting the retardances of the two PA-LC panels. Then,
the input light with controlled polarization illuminates a sample
holder, where the sample is set, with an incident angle of
∼60 deg. The sample holder can be mechanically displaced in
the z direction for imaging purposes. Then, the light scattered by
the sample is measured with a polarization state detector (PSD,
marked with a blue rectangle in Fig. 1), which is constructed
with the same optical elements as those in the PSG but with
inverse order. Finally, a convergent lens images the sample
on a CCD camera with a certain magnification.

Under this scenario, by properly generating a basis of known
input polarizations with the PSG and measuring the correspond-
ing Stokes vector of the scattered light with the Stokes polarim-
eter (PSD system), we construct a linear system [see Eq. (2)] from
which the experimental MM of the sample can be obtained by
applying an inversion method, as discussed in Refs. 21 and 38.

All experimental results shown and analyzed in a forthcom-
ing section (Sec. 4) were obtained by experimentally imple-
menting the optical scheme sketched in Fig. 1. The experimental
set-up is shown in Fig. 2(a). As a light source, we used a four-
wavelength high-power LED source (operated by DC4104 driv-
ers distributed by Thorlabs). In particular, the color channels
used in this work for conducting the different experimental
measurements were the red channel [with a central wavelength
of 625 nm and a spectral bandwidth (FWHM) of 18 nm] and the
blue channel (central wavelength of 470 nm and a FWHM of
10 nm), with maximum output powers of 240 and 250 mW,
respectively. To achieve a FWHM of 10 nm with the blue chan-
nel, a dielectric bandwidth filter (Thorlabs) was used. The linear
polarizer in the PSG (LP1) is a Glan–Thompson prism-based
polarizer (by CASIX). The linear polarizer at the PSD (LP2)
is a dichroic sheet polarizer (by Meadowlark Optics). For the

Fig. 1 Optical scheme of the used Mueller polarimeter. Video 1
shows the PG-based function fMM calculated from the MM of the
sample A. Different frames are related to different ellipticity values.
(Video 1, MOV, 725 KB [URL: http://dx.doi.org/10.1117/1.JBO.22.5
.056004.1]).

Fig. 2 (a) Picture of the experimental system; (b) image of a ruler placed on a slice of pork, for image
resolution calculation. Video 2 shows the PG-based function fMM calculated from theMM of the sample B.
(Video 2, MOV, 603 KB [URL: http://dx.doi.org/10.1117/1.JBO.22.5.056004.2]).
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liquid crystal panels in the PSG and PSA, we used four PA
liquid crystal variable retarders with temperature control (LVR–
200–400-700-1LTSC by Meadowlark Optics). Finally, a micro-
scope objective images the selected sample RoI on a CCD
camera. The convergent lens in Fig. 1 was a TECHSPEC®

high resolution objective, distributed by Edmund Optics, with a
focal length of 35 mm. The camera is an Allied Vision Manta
G-504B. It is a 5 Megapixel GigE Vision camera with the Sony
ICX655 CCD sensor, with a 2452 ðHÞ × 2056 ðVÞ resolution,
and a cell size of 3.45 μm × 3.45 μm. As shown in Fig. 2(a),
the PSG and PSD systems were assembled in two black holders
made with a 3-D printer. These holders were designed to con-
figure a robust and feasible full-Mueller imaging polarimeter in
which the optical elements were protected from the environment
(dust, misalignments, stray light, scratches, etc.).

The resolution selected for the conducted experimental mea-
surements is described in the following. In Fig. 2(b), we picture
a ruler placed on a thick slice of pork tissue. The distance
between different lines is 1 mm. This distance corresponds to
52 pixels of the recorded image, leading to a spatial resolution
of ∼19 μm. If more resolution is desired, the sample holder
can be brought closer to the objective by performing an axial
displacement Δz, as indicated in Fig. 1.

3.2 Sample Description: Phantom Experiment and
Ex-Vivo Measurement

To prove that the above discussed PG configurations can be
obtained from Mueller measurements, we have performed two
different experiments.

First, we have reproduced the phantom experiment described
in Ref. 19. Let us call it sample A. In particular, a metallic ruler is
placed obliquely on a plastic tank (15.5 cm × 7.5 cm × 5 cm).
Then the tank is filled with intralipid (20%, Sigma-Aldrich,
France) diluted in water [see Fig. 3(a)]. Intralipid is a lipid emul-
sion currently used for human intravenous use. In particular,
intralipid is an emulsion of soy bean oil, egg phospholipids,
and glycerin, and is available in 10%, 20%, and 30% concen-
trations. In the current work, this intralipid is diluted in water to
a concentration of 0.1%, and the dilution is used to mimic the
interaction of light with scattering tissues. For this concentra-
tion, the reduced scattering coefficients μ 0

s for the red and
blue channels are estimated to be of μ 0

s j625 nm ¼ 0.63 cm−1

and μ 0
s j470 nm ¼ 0.46 cm−1. According to Ref. 39, the corre-

sponding anisotropy factors g of the intralipid are 0.73 and
0.83 for the 625 and 470 nm, respectively. The correspond-
ing mean-free paths (MFPs) are MFPj625 nm ¼ 4.3 mm and
MFPj625 nm ¼ 3.7 mm. According to the experimental results
observed and described in a forthcoming section, with this
configuration, we can perform macroscopic measurements with
a sample penetration depth at the millimeter scale.

The second experiment is performed on an ex-vivo tissue (let
us call it sample B). In particular, we have studied a region of
interest (RoI) of a chicken neck, where different biological
structures, such as muscles and nerves, are observed [see red
square in Fig. 3(b)]. We want to emphasize that the region
selected for measurements is fairly flat, avoiding possible
image quality losses related to defocused planes.

Concerning the stability of the optical properties of the intra-
lipid, a complementary experience, not discussed in this work,
showed that the structure of an intralipid emulsion left still
over time can evolve because spontaneous phase segregation
(lipid/water) takes place. The process of phase segregation is

very slow with a characteristic time of a few hours. Since the
experiences reported here were performed in a time scale of sec-
onds, we can, therefore, assume that the polarimetric properties
of the samples remained constant throughout the measure-
ment time.

4 Experimental Results
In this section, we provide the equivalence between the PG con-
figurations and those deduced from MM (Sec. 4.1). In addition,
the potential of using MM to perform PG-based analysis is high-
lighted in Sec. 4.2, as MM channels provide extra polarimetric
information that can be combined with PG techniques.

To this aim, we show and discuss experimental data obtained
from measurements on the samples described in Sec. 3.2 (see
Fig. 3). In particular, different measurements of the samples
were performed under different PG configurations. For compari-
son with formulation given in Sec. 2.2, the corresponding MMs
of the samples were also measured. The two sets of measure-
ments (i.e., PG configurations and MM measurements) were
obtained by using the experimental set-up described in Sec. 3.1.

4.1 Polarization Gating Configurations Derived from
Mueller Measurements

In this subsection, we provide the equivalence between different
PG configurations (Sec. 2.1) and those obtained from MMmea-
surements (Sec. 2.2). To this aim, we have used the sample A
described in Sec. 3.2. All the images provided in this subsection
present a resolution of 1024 × 512 pixels and are obtained by
illuminating the samples with the red channel (625 nm).

First, the MM of the sample was experimentally obtained by
using the Mueller polarimeter sketched in Fig. 1. To this aim, we
used a basis of six states of polarization both for illumination
and detection: linear polarizations oriented at 0, 45, 90, and
135 deg to the laboratory vertical and two circular polarizations
(right-handed and left-handed polarizations). The selected
polarization basis stated above is commonly used due to its sim-
plicity and because it leads to the minimum possible condition
number (mathematical indicator that can be used to estimate the
quality of a PSG-PSD system in terms of noise amplification)
for polarimetric systems (ConditionNumber ¼ 1.73).

We want to note that some authors40,41 have proved that the
intensity contrast of a particular sample can be enhanced by

Fig. 3 (a) Tank filled with intralipid diluted in water and the metallic
ruler (sample A). The sample is located in a sample holder to be mea-
sured with the polarimeter. The scattering effect is clearly observed.
(b) Chicken neck for the ex-vivo experiment. The red square shows
the measured RoI. Video 3 shows the PG-based function fMM calcu-
lated from the equivalent diattenuator matrix (Di) for the sample B.
(Video 3, MOV, 741 KB [URL: http://dx.doi.org/10.1117/1.JBO.22.5
.056004.3]).
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selecting a direct gating configuration, where the PSG-PSD
polarizations are optimized. To make this selection of the optimal
PSG-PSD channels, we need to know some a priori polarimetric
information of the sample or measure its MM. In the latter case,
from the measured MM, by applying an optimization method,
one can find the PSG-PSD channels that maximize the image
contrast. Note that the MM-based approach we propose not only
can be combined with PG configurations but could also be used
to perform the optimizations proposed in Refs. 40 and 41.

From the measured MM, different PG configurations were
calculated according to the formulation described in Sec. 2.2.
As an example, Fig. 4 shows the results obtained for some of
the PG configurations described in Sec. 2.1, obtained by using
the experimental MM coefficients: configurations C1 [Fig. 4(a)],
C2 [Fig. 4(c)], C3 [Fig. 4(e)], C4 [Fig. 4(g)], C1-C2 [Fig. 4(i)],
and C3-C4 [Fig. 4(k)].

For comparison, the same configurations were obtained by
using standard PG procedures, i.e., by setting the proper PSG-
PSA configurations and recording the corresponding intensity

images. Results are given in C1 [Fig. 4(b)], C2 [Fig. 4(d)],
C3 [Fig. 4(f)], C4 [Fig. 4(h)], C1-C2 [Fig. 4(j)], and C3-C4
[Fig. 4(l)].

We see that the results obtained from MM or from standard
PG techniques lead, in all cases, to equivalent information,
because the final intensity images are very similar. To further
quantify this similarity, Fig. 5 shows the absolute difference
between the intensity images obtained from MM and from
PG techniques for the C1 [Fig. 5(a)], C3 [Fig. 5(b)], C4
[Fig. 5(c)], and C3-C4 [Fig. 5(d)] cases.

For polarization configurations obtained from a single meas-
urement, i.e., the C1, C2, C3, and C4 channels, the absolute
error calculations were conducted as follows: (1) the CiðPGÞ
image is obtained from PG measurements (the subscript i is
equal to 1, 2, 3, or 4 for the C1, C2, C3, and C4 cases, respec-
tively); (2) the CiðMMÞ image is obtained from MM measure-
ments; (3) CiðPGÞ and CiðMMÞ are normalized to 1; and (4) the
absolute error between images ½CiðPGÞ − CiðMMÞ� is obtained
pixel-to-pixel.

Fig. 4 Comparison between different PG configurations obtained from: MM coefficients (a, c, e, g, i, and
k); and from standard PG procedures (b, d, f, h, j, and l). Video 4 PG-based function fMM calculated from
the equivalent depolarizer matrix (De) for the sample B. (Video 4, MOV, 974 KB [URL: http://dx.doi.org/10
.1117/1.JBO.22.5.056004.4]).
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For polarization configurations obtained from image
processing, e.g., C1-C2 and C3-C4 channels, the absolute
error calculations were conducted as follows: (1) the CjðPGÞ
image is obtained from PG measurements (the subscript j is
equal to 1 or 3 for the C1-C2 or the C3-C4 cases, respectively);
(2) the CjðMMÞ image is obtained from MM measurements;
(3) the Cjþ1ðPGÞ image is obtained from PG measurements;
(4) the Cjþ1ðMMÞ image is obtained from MM measurements;
(5) the Cj − Cjþ1 channels are obtained in each case: A ¼
CjðPGÞ − Cjþ1ðPGÞ and B ¼ CjðMMÞ − Cjþ1ðMMÞ; (6) the
processed images A and B are normalized to 1; and (7) the abso-
lute error between A and B is calculated as A − B.

In addition, the mean absolute error and standard deviation
(σ) values corresponding to all the experiments shown in Fig. 4
are also provided in Table 1.

Note that for direct PG channels, i.e., C1, C2, C3, and C4
configurations, the absolute differences [Figs. 5(a)–5(c)] and
the mean absolute differences (Table 1) are always smaller
than 0.05. This leads to absolute differences smaller than 5%
if taking into account the full images intensity range [0–1],
and they can be mainly attributed to random noise at the inten-
sity measurements. The case of PG channels obtained from
image subtraction processing is also studied. We analyzed
two different configurations: (i) the C1-C2 channel (i.e., “C1-
C2 with MM”—“C1-C2 with PG”) and (ii) the C3-C4 channel
(i.e., “C3-C4 with MM”—“C3-C4 with PG”). The absolute
errors between channels are always smaller than 0.1 (10%)
[e.g., Fig. 5(d)]. In addition, the mean absolute errors were
0.021 and 0.041 (Table 1), and thus smaller than 0.05 (5%).

Note that the above-shown error values ensure the equivalence
between standard PG configurations and PG configurations

obtained from Mueller matrices. If required, these error values
could be even more reduced by time-averaging different inten-
sity images.

Finally, we want to highlight that by implementing PG con-
figurations from MMmeasurements, we do not need to perform
any new experiment for each extra PG configuration to be
implemented. In fact, by using the mathematical formalism
detailed in Sec. 2.2, a widespread number of PG configurations
can be analytically obtained based on the MM coefficients.

As an example, we show the results obtained when imple-
menting the function fMM, detailed in Eq. (16), from the MM
coefficients measured for the phantom experiment (i.e., ruler
submerged into a tank with intralipid diluted in water; see sam-
ple A description in Sec. 3.2). Note that the ellipticity angle ε is

Fig. 5 Intensity absolute differences for the PG configurations: (a) C1, (b) C3, (c) C4; and (d) C3-C4.
Video 5 shows PG-based function fMM calculated from the equivalent retarder matrix (Ret) for the sample
B. (Video 5, MOV, 1.03 MB [URL: http://dx.doi.org/10.1117/1.JBO.22.5.056004.5]).

Table 1 Mean absolute difference and standard deviation σ for differ-
ent PG channels.

Channel Mean absolute difference σ

C1 0.015 0.010

C2 0.026 0.019

C1-C2 0.021 0.016

C3 0.020 0.014

C4 0.012 0.009

C3-C4 0.041 0.031

Journal of Biomedical Optics 056004-8 May 2017 • Vol. 22(5)

Lizana et al.: Polarization gating based on Mueller matrices

http://dx.doi.org/10.1117/1.JBO.22.5.056004.5
http://dx.doi.org/10.1117/1.JBO.22.5.056004.5
http://dx.doi.org/10.1117/1.JBO.22.5.056004.5
http://dx.doi.org/10.1117/1.JBO.22.5.056004.5
http://dx.doi.org/10.1117/1.JBO.22.5.056004.5
http://dx.doi.org/10.1117/1.JBO.22.5.056004.5
http://dx.doi.org/10.1117/1.JBO.22.5.056004.5
http://dx.doi.org/10.1117/1.JBO.22.5.056004.5
http://dx.doi.org/10.1117/1.JBO.22.5.056004.5
http://dx.doi.org/10.1117/1.JBO.22.5.056004.5
http://dx.doi.org/10.1117/1.JBO.22.5.056004.5


a control parameter in Eq. (16). Therefore, in contrast to tradi-
tional PG experiments, where each ellipticity value to be tested
(i.e., ellipticity for the generated and analyzed polarizations) has
to be experimentally implemented, we can readily obtain such
information with an arbitrary ε from measured MM coefficients
[Eq. (16)]. This situation is highlighted in Video 1, where differ-
ent frames show the sample A image obtained by processing the
function fMM as a function of the ε value, from ε ¼ −45 deg to
ε ¼ þ45 deg, with steps of 1 deg. Note that each video in this
manuscript can be visualized with the corresponding link placed
at the figure caption of the figure with the same number.

Images of Video 1 show the ruler submerged into the diluted
intralipid and the different ruler numbers observed (i.e., 3-4-5)
are related to different depths in the liquid [see Fig. 3(a)]. In
particular, the number 5 is the number closer to the surface and
the number 3 is the one more in depth. In agreement with other
studies,17,19 we see that larger ellipticity values (ε ∼�45 deg)
lead to a larger quantity of photons coming from deeper parts
of the sample, as the number of scattering events taking place
in a particular length depend on the polarization. This can
be observed in Video 1 as clearer (ε ∼þ45 deg) or darker
(ε ∼ 0 deg) image frames.

To quantify the different contrast provided by selecting
different ellipticities in Eq. (16) for the phantom experiment
(variations observed in Video 1), we have calculated the
visibility V ¼ Imax−Imin

ImaxþImin
for the two cross-sections shown in

Fig. 6(a) (blue line for the four number and red line for the
ruler tick mark), where Imax and Imin are the maximum and mini-
mum values in the cross-section selected. We want to note that
the best visibility values are obtained for an elliptical state of
polarization (∼30 deg). In general, PG configurations based on
linear and circular polarizations are commonly used for its
simplicity to be experimentally implemented. Howerver, as
shown in Fig. 6(b), these configurations will not always lead to
the best contrast. If another ellipticiy needs to be tested, by using
standard PG measurements, each new configuration has to
be experimentally implemented, leading to a blind process.
However, by using the method described in Sec. 2.2, such
information can be analytically obtained, as shown in Fig. 6(b).

Note that Video 1 and data in Fig. 6 show the potential
of rapidly implementing standard PG configurations from

MM measurements, as this method constitutes a more general
approach.

4.2 Polarization Gating and Mueller Processing
Combination

In this section, we show the interest of performing polarimetric
analysis of biological samples using MM data because this
method not only allows to set multiple PG configurations
from analytical expressions (shown in Sec. 4.1), but also
provides new information channels (Mueller matrices, matrix
decompositions, differential matrices, etc). In addition, the
study provided in this section also highlights the interest of
combining MM analysis tools with PG configurations.

4.2.1 Phantom experiment

We first performed a modification on the sample A by also
considering retardance. The intralipid-ruler based experiment
discussed above tries to mimic the scattering response of
biological tissues. However, in general, other polarimetric
responses simultaneously occur when light interacts with bio-
logical tissues. For instance, most biological tissues contain
collagen fibers, which are part of the extracellular matrix and
provide structural and biochemical support to the surrounding
cells. Depending on the collagen degree of mineralization, col-
lagen tissues may be rigid (e.g., bone), flexible (e.g., tendon),
or present a gradient from rigid to flexible (e.g., cartilage).
Moreover, collagen fibers are birefringent materials that present
different retardation values for different biological structures,42

such as those present in nerves, muscles, bones, ligaments, etc.
Thus, image contrast between different tissues may be enhanced
by considering polarimetric information. Some studies show that
collagen fibers appear curly and anisotropic in normal stroma,43

but they appear more stretched during early cancer progression,
and they tend to be aligned parallel to the tumor border.44

Therefore, retardation content is a valuable parameter for enhanc-
ing image contrast for biological and medical applications.

To take this fact into account and to include some retardance
in the sample, the intralipid-ruler based experiment was repeated
but by sticking two cellophane tape films on the ruler with
different orientations, respectively [let us call it sample C;

Fig. 6 (a) Cross-sections selected for the number 4 (blue line) and a ruler millimeter tick mark (red line).
(b) Visibility (V) as a function of the ellipticity angle.

Journal of Biomedical Optics 056004-9 May 2017 • Vol. 22(5)

Lizana et al.: Polarization gating based on Mueller matrices

http://dx.doi.org/10.1117/1.JBO.22.5.056004.1
http://dx.doi.org/10.1117/1.JBO.22.5.056004.1
http://dx.doi.org/10.1117/1.JBO.22.5.056004.1
http://dx.doi.org/10.1117/1.JBO.22.5.056004.1
http://dx.doi.org/10.1117/1.JBO.22.5.056004.1


see Fig. 7(a)]. Note that the cellophane tape films act as linear
retarders due to the stress applied on their constituent polymers
during the fabrication process.

First, we have measured sample C by using traditional PG
experimental techniques with the 625-nm light channel. In par-
ticular, Fig. 7(c) shows the image obtained by performing the
standard PG configuration labeled as C3-C4 in Sec. 2.1, by
using right-handed circular polarization for illumination. By
contrast, Fig. 7(d) shows the same PG configuration but this
time for a left-handed circular illumination. We can see well-
differentiated zones with different intensity structures in sample
C as a consequence of the polarization variations induced by
the cellophane retardance. Note that these differences are not
present in Figs. 4(k) and 4(l) (same PG configuration but applied
on sample A). In addition, we observe that image contrast is
significantly different by using right-handed [Fig. 7(c)] or
left-handed [Fig. 7(d)] polarizations.

For example, the number 4 is not visible for the left-handed
polarization, but it is clearly visible when using the right-handed
polarization. This fact is highlighted in Fig. 7(b), where the
cross-section corresponding to the red lines marked in
Figs. 7(c) and 7(d) is shown. The cross-section values related
to the red line in Fig. 7(c) (right-handed polarization case) go
linearly to zero as we go inside the intralipid-water solution
(see red circles). The linear tendency is shown by the calculated
linear regression drawn as a continuous line (red line). In turn,
the cross-section values for the red line in Fig. 7(d) (left-handed
polarization case) have the same behaviour but show a sharp
jump in the image contrast for the pixels related to the number

4 (see black squares). This situation occurs because elliptical
states of polarization are modified in a different way depending
on the retardation and orientation of the cellophane tape.
Although some authors have pointed out the interest of using
elliptical polarizations to test deeper structures in biological tis-
sues, data shown in Fig. 7 also show the interest of optimizing
the helicity of the selected polarization, because such a param-
eter can be important to enhance image contrast in biological
tissues.

Afterward, we have calculated the MM of the sample C for
625 nm. The corresponding 16 real images are shown in Fig. 8.
We want to note that the image coefficients pictured in Fig. 8 are
normalized in each case by the corresponding maximum coef-
ficient value, thus maximizing the image contrast for each par-
ticular coefficient. However, this representation does not allow
us to visualize the relative intensity differences between Mueller
coefficients. Thus, a matrix showing the maximum intensity
value for each MM element when being normalized by the
maximum value of the MM00 element is also provided as a
bar chart at the left part of Fig. 8. This information allows us
to identify the relative intensity magnitude between channels.

Note that the MM by itself provides different polarimetric
information (MM coefficients in Fig. 8) than those related to
the standard PG configurations, thus, MM coefficients provide
further information that can be used and combined to enhance
the sample image contrast.45 In addition, the MM analysis
allows performing a physical interpretation of the sample.21,22

In a rough approximation, the MM coefficients in the first row
and column of the matrix can be linked with the diattenuation

Fig. 7 (a) Ruler with stuck Scotch tapes (sample C); (b) cross-section values of the red line in panel
(c) (black empty squares) and panel (d) (red circles); (c) C3-C4 PG image for right-handed circular
light; and (d) C3-C4 PG image for left-handed circular light.
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and polarizing capabilities of the sample, respectively (in the
case of the sample C, mainly related to light reflections on the
metallic surface of the ruler), the diagonal coefficients encode
the depolarizing capability of the sample (for the sample C,
mainly related with scattering events produced due to the fats
present in the intralipid-water dissolution), and the bottom-
right 3 × 3 submatrix can be linked with the retardance intro-
duced by the sample (in sample C, due to the cellophane
birefringence values).

In addition, the polarimetric content encoded on the MM of
the sample can be further quantified by performing a physical
model, where the properties of the sample are thought of as
a combination of different pure polarimetric samples, typically,

a diattenuator, a retarder, and a depolarizer. In other words, the
sample can be further inspected by using well-known MM ana-
lytical tools, such as by applying MM decompositions.21,22,46

4.2.2 Ex-vivo experiment

Finally, to discuss a casewhich is closer to real experience than the
phantom previously shown, the ex-vivo tissue labeled as sample B
(see Sec. 3.2) was analyzed. To this aim, the MM of the sample
was measured using the 470-nm channel. Some authors have
provided the dependence of light penetration in biological tissues
with the wavelength used.47 In the visible range, larger wave-
lengths enter deeper into the skin than shorter ones. Therefore,

Fig. 8 Experimental MM of the sample C measured at 625 nm.

Fig. 9 (a) Experimental MM of the sample B measured at 470 nm and (b) 3 × 3 Mueller submatrix of the
equivalent linear retarder for the sample B.
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we have chosen the shorter available wavelength for illumination
to mainly inspect biological structures at the sample surface.

The experimental MM for the sample B is shown in Fig. 9(a).
As can be observed from the coefficient M00, which is related to
the sample irradiance, the selected RoI [see Fig. 3(b)] includes
different biological structures, such as muscles and nerves. It can
be observed that different image coefficients lead to different
contrast levels between the biological structures present in
the sample [Fig. 9(a)].

In addition, to highlight the interest of using MM-based ana-
lytical tools, we have also applied the Lu–Chipman decompo-
sition,22 which allows us to decompose the MM of a sample as
a product of three basic MMs: the MM of a diattenuator (Di),
the MM of a retarder (Ret), and the MM of a depolarizer (De).
As an example, the MM of the retarder (Ret) for sample B is also
provided in Fig. 9(b). For a better visualization of the Ret
matrix, the first row and column coefficients are removed in
Fig. 9(b) because they are always zero in linear retarders. Thus,
significant polarimetric content in the Ret matrix is at the 3 × 3
submatrix shown in Fig. 9(b).

Note that the matrix Ret only provides the retardance
information of the sample (other polarimetric content has
been already extracted by means of the matrix decomposition),
thus, the image contrast observed in the Ret matrix channels is
mainly due to retardance features of the sample. In other words,
contrast obtained from the retarder matrix of biological tissues
is related to retardance created by different sample structures,
for instance, due to the different collagen fibers density, miner-
alization degree, or orientation at the different biological struc-
tures. For the sample B particular case [Fig. 9(b)], we see that
the retardance content of the sample provides a noticeable con-
trast of the nerve ramification along the muscle in the chicken
neck, this being specially highlighted in the Ret13, Ret31,
Ret23, and Ret32 coefficients of the Ret matrix. In addition,
the MMs of the depolarizer (De) and the diattenuator (Di)
have been calculated as well, leading, in this case, to less con-
trast than the M and the Re matrices.

To quantify the above-stated discussion, in Fig. 10, we show
the cross-sections related to the red line shown in Fig. 9 [see
coefficient M00 in Fig. 9(a)]. In particular, we have calculated
the visibility corresponding to the cross-line above-stated for

all the Mueller coefficients and for all the coefficients of the
decomposed matrices (Di, De, and Ret cases), always for the
same line of the sample. The largest visibility in each case has
been obtained for the M33, Ret33, De21, and Di30 coefficients.
The corresponding cross-sections are provided in Fig. 10.

In agreement with the qualitative discussion provided above,
the best contrast for the chicken nerve [see red line in Fig. 9(a)] is
obtained with the retarder matrix, where the separation between
different nerve structures is highlighted by the different picks (see
red circles in Fig. 10). Note that this sample detail is almost hid-
den in the diattenuation and the depolarization channels (green
empty triangles and brown triangles, respectively, in Fig. 10).

At this point, we have shown how PG techniques based on
MM measurements lead to a generalization of the standard PG
methods (Secs. 2.2 and 4.1). In this subsection, we also high-
lighted the interest of using MM measurements for biological
tissues inspection as they bring a whole new battery of analytical
techniques. Last but not least, we want to discuss the interest of
combining PG methods with MM analytical tools.

To this aim, we used sample B [chicken neck, see RoI in
Fig. 3(b)] described in Sec. 3.2. In particular, the function
fMM [Eq. (16) in Sec. 2.2; PG-based relation] was calculated
from the MM coefficients of sample B [data pictured in
Fig. 9(a)]. In addition, to exploit the MM capabilities, the
fMM was calculated again but this time from the decomposed
Mueller matrices, which were calculated according to the
Lu–Chipman decomposition.22 Therefore, the fMM function
was obtained for the diattenuator (Di), the retarder (Ret), and
the depolarizer (De) Mueller matrices. As fMM is an analytical
expression, in all the cases, it was calculated for different ellip-
ticity values, from −45 to þ45 deg with steps of 1 deg. Thus,
results are provided in video format. In particular, Video 2 pro-
vides the fMM function calculated from the MM as a function
of the ellipticity value selected. Moreover, the same function
but calculated from the Di, De, and Ret matrices is given in
Video 3, Video 4, and Video 5, respectively.

On the one hand, when analyzing the data obtained from the
MM coefficients (Video 2), we observe certain contrast between
the biological tissues present in the sample, mainly nerves and
muscle tissues. Moreover, the biological structures visualization
strongly depends on the ellipticity of the PG channel selected.
For instance, in Video 2, we see that the nervous tissue placed at
the image bottom is better visualized by using larger ellipticities
(ε ∼�45 deg), showing more clearly its ramified structure. On
the contrary, surface muscle is better contrasted by using linear
polarizations (ε ∼ 0 deg).

On the other hand, better sample interpretation can be
achieved by using the fMM function derived from decomposed
Mueller matrices. First, Video 3 provides the fMM function
calculated from the diattenuator matrix coefficients. As can be
observed, we obtain a very poor image contrast between tissues,
indicating that the analyzed structures do not present signifi-
cant dichroism values (at least at the superficial layers), and
polarimetric features of sample B are mainly related to birefrin-
gence and depolarizing processes. Next, the fMM function
calculated from the depolarizer matrix coefficients provides
a noticeable image contrast between nerves and muscles
(Video 4), indicating that each particular tissue scatters light
in a different way. In addition, image contrast varies with the
selected elliptical channel, ellipticities close to ε ∼ −45 deg

being those providing the best contrast between nerves and
muscle. By contrast, the fibrillary nature of muscle tissue is

Fig. 10 Cross-sections [related to the line shown in Fig. 9(a)] corre-
sponding to the coefficients providing the best visibility for the MM
(black empty squares), the retarder (red circles), the depolarizer
(brown triangles), and the diattenuator (green empty triangles).
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better resolved by using linear channels (ε < �10 deg). Finally,
the function fMM calculated from the retarder matrix Ret also
provides different polarimetric information (Video 5). By
using this polarimetric information, muscle–nerve contrast is
reduced when compared with data in Video 4. In addition,
muscle tissue seems to be quite uniform through the whole
muscle surface, leading to a uniform black image (the best
muscle contrast is obtained for linear channels). Nevertheless,
nerve contrast itself is significant. In fact, fMM function
based on the retarder data reveals a ramified structure for the
nerve (in the lower part of the images), where different nerve
details are discovered by using different ellipticity channels.

We want to emphasize that this particular example could
be further investigated by using other analytical expressions
deducted from MM coefficients, as those provided in Ref. 45,
or other relevant processing techniques.

5 Conclusions
We presented an experimental method based on the calculation
of the MM of samples suitable for the calculation of standard PG
techniques. We proved that this method is not only equivalent to
standard PGmeasurements, but also can be used to build general
analytical expressions from which a set of PG configurations
can be simultaneously obtained.

We also proved that when conducting PG measurements to
inspect biological tissues, it is not only important to optimize
the ellipticity of the input and analyzing states of polarization,
as previously highlighted by some authors, but also to optimize
the helicity of the elliptical state of polarization. This situation
occurs because when polarized light interacts with complex struc-
tures, right-handed and left-handed polarizations are modified in a
different way due to different media polarimetric characteristics,
for instance, the retardance introduced by the media, the orienta-
tion of the extraordinary axis of the anisotropic media, etc.

Finally, we have also highlighted the interest of not only
performing PG based on MM measurements but also to take
advantage of all those analytical tools related to the Mueller
formalism. By doing this, extra polarimetric channels and analy-
sis techniques are available. In addition, they can be combined
with standard PG methods to obtain further information.

The experimental method proposed here was tested on differ-
ent samples as different phantom experiments and ex-vivo bio-
logical tissues, thereby providing the suitability of the method to
be applied for the polarimetric analysis of samples.
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Abstract

Classification of tissues is an impor-

tant problem in biomedicine. An effi-

cient tissue classification protocol

allows, for instance, the guided-

recognition of structures through

treated images or discriminating

between healthy and unhealthy

regions (e.g., early detection of can-

cer). In this framework, we study the potential of some polarimetric metrics,

the so-called depolarization spaces, for the classification of biological tissues.

The analysis is performed using 120 biological ex vivo samples of three differ-

ent tissues types. Based on these data collection, we provide for the first time a

comparison between these depolarization spaces, as well as with most com-

monly used depolarization metrics, in terms of biological samples discrimina-

tion. The results illustrate the way to determine the set of depolarization

metrics which optimizes tissue classification efficiencies. In that sense, the

results show the interest of the method which is general, and which can be

applied to study multiple types of biological samples, including of course

human tissues. The latter can be useful for instance, to improve and to boost

applications related to optical biopsy.

KEYWORD S

biological tissue, biomedical, depolarization, imaging, Mueller matrix, polarimetry

1 | INTRODUCTION

Identification and classification of tissues is a recurrent
topic in the biomedical domain.[1–8] Successful tissue
classification allows, for example, the discrimination
between healthy and malignant cancers and the early

detection of cancerous regions.[5–8] Under this scenario,
optical-based techniques are powerful tools to classify tis-
sues as they are noninvasive techniques and they can
achieve significant classification effectiveness.[6–9]

Polarimetry appears to be a promising optical
technique for biomedical applications because it can
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be combined with other optical techniques, as regular
imaging or multispectral imaging, providing a new
complementary way of characterization.[10–16] In past
studies, it has been shown for instance that polarime-
try allows for the grading of skin diseases,[14–17]

the determination of the organization and density of
fibers in tissues,[16, 18, 19] the discrimination between
healthy and malignant cancer tissues,[20–25] and the
description of scattering mechanisms in biological
samples,[1, 26] among others.

Polarimetric analysis is usually based on two groups
of techniques: polarization gating (PG) techniques[27–29]

and Mueller (M) matrix-based methods.[20–26, 30–33] It has
been proved that PG analysis can be derived from the
M matrix.[34] Moreover, the M matrix contains more
quantitative information than polarization gating tech-
niques, and thus, M-based methods are better suited to
classify samples. In this way, the Mueller-Stokes formal-
ism is chosen to conduct the present work.

The M matrix is 4-by-4 real matrix which contains
the intensity, diattenuation, retardance, and depolariza-
tion information of the sample.[30–33]

M=m00
1 DT

P m

 !
: ð1Þ

Some of the information can be directly derived, such as
the sample irradiance, provided by the m00 coefficient, the
diattenuation and the polarizance characteristics of the
sample, the latter provided by the three-dimensional
(3D) vectors D and P, respectively, in Equation (1). Con-
versely, the retardance and the depolarization information
are mixed and encoded in the 3-by-3 m submatrix, and to
be obtained, they require further mathematical treatment.

The depolarizing content reveals structural information
of biological tissues because it is related to scattering process
produced by sample constituents,[1, 2] and therefore, it
stands as an ideal candidate for the classification of different
tissues. The analysis of depolarizing content in biological
samples is usually restricted to the depolarization index PΔ
metric.[9, 33, 35] However, other parameters called indices of
polarimetric purity (IPP, composed by P1, P2 and P3
parameters),[36, 37] which are calculated from the eigenvalues
(λi) of the covariance matrix (H),[38, 39] present further physi-
cal interpretation, synthetization of the depolarization con-
tent, and differences between tissues, and in some cases,
provide visualization of structures that are hidden by using
the depolarization index.[40–42] In a recent review paper,
Ossikovski and Vizet presented a compendium of existing
depolarization parameters which define different depolariza-
tion metric spaces thus, giving different ways to describe the
loss of polarization of light.[43]

The increasingly amount of depolarization metrics
raises questions about the equivalence of different depolar-
ization metric spaces, their mutual redundancy, and also,
the possibility to select a particular depolarization parame-
ter space, better suited than others, to classify a given type
of biological tissues. This work addresses these questions
for the first time, by comparing the efficiencies of different
depolarization metric spaces (and other commonly used
depolarization metrics) to classify different organic tissues.
To this aim, we measure the Mueller matrix of a collection
of ex vivo samples, from which different depolarization
metrics, including those related to the depolarization
spaces, are calculated. Among those metrics, we analyze
their classification potential and viability to discriminate
between different tissues by representing the experimental
data into the so-called depolarization metric spaces. We
also discuss the capability classification models based on
the different depolarization metric spaces to discriminate
between different tissues. According to the classification
results, the best suited depolarization model to treat the
data used in the discussed example is proposed.

2 | MATERIALS AND METHODS

2.1 | Depolarization metric spaces

In this work, five depolarization metric spaces (the
detailed theoretical background is provided in Data S1)
and the depolarization index PΔ have been used to clas-
sify different tissues. Each space is constituted by three
parameters. The spaces can be divided in two groups: the
ones based on H matrix eigenvalues (the Natural space,
the IPP space and the high-order depolarization indices
space) and the ones based on the type I canonical depo-
larizer parameters (type I canonical space and the type
I Lorentz space). These polarimetric spaces, recently pro-
vided in the literature,[43] were selected in this work to be
analyzed for the first time in the framework of bio-
photonics, as they have the potential of provide larger
insight on polarimetric properties of biological tissues
than other more commonly used metrics.[43] In this con-
text, the well-known and standardly used depolarization
index PΔ is selected as a reference, to be compared with
results obtained by using the different polarimetric spaces
highlighted in this work.

2.1.1 | Depolarization metric spaces
based on H matrix eigenvalues

Natural space is composed by the λ2, λ3 and λ4 eigen-
values of the H matrix[33]:
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H=
1
4

X4
k, l=4

mkl σk�σlð Þ, ð2Þ

where mkj are the elements of the M matrix, σk are the
four Pauli spin matrices and the symbol � corresponds to
the Kronecker product.

The IPP (P1, P2, P3) are defined as a linear combina-
tion of H eigenvalues[37]:

Pn =
Xn
k=1

kΔλk,whereΔλk = λk−Δλk+1,and provided that
X4
i=1

λi =1,

ð3Þ

while the high-order depolarization indices (PΔ, P
3ð Þ
Δ , P 4ð Þ

Δ )
are a nonlinear combination of this eigenvalues,[43]

P mð Þ
Δ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4m−1−1
4m−1

X4
k=1

λmk −1

 !vuut : ð4Þ

Note that the depolarization index is, in fact, the
second-order depolarization index (PΔ = P 2ð Þ

Δ ).

2.1.2 | Depolarization metric spaces
based on the type I canonical depolarizer
parameters

There is a second group of depolarization metric spaces,
not based in the eigenvalues of the H matrix but in
model matrices called canonical depolarizers. The type I
canonical space is composed by three canonical parame-
ters d1, d2 and d3 obtained from the type I depolarization
matrix:

MΔd =diag 1 d1 d2 d3ð Þ, ð5Þ

which is derived from the symmetric decomposition.[44]

The type I Lorentz space, described by LI, L 3ð Þ
I

and L 4ð Þ
I , is a generalization of the Lorentz parameter.[45]

The high-order Lorentz parameters are defined by a
nonlinear combination of the type I canonical depolarizer
parameters

L mð Þ
I =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4m−1−1
4m−1 1+ d2m1 + d2m2 + d2m3

1+ d21 + d22 + d23
� �m −1

" #vuut : ð6Þ

Note that the second order is, in fact, the Lorentz
parameter.

2.2 | Experimental methodology

The experiment starts by measuring the Mueller matrices
of 120 samples (40 tendons, 40 muscles and 40
myotendinous junction regions) at three different wave-
lengths, such as 625, 530 and 470 nm. All the samples
were obtained from 20 different chicken thighs, and they
were measured by using a complete Mueller matrix
image polarimeter based on parallel-aligned liquid crys-
tals retarders[41, 42, 46] (the image polarimeter is described
in Data S1). In order to ensure similar tissue decomposi-
tion conditions, all tissues were submitted to the same
measurement procedure (described in Data S1). More-
over, for each wavelength, the experimental matrices are
analyzed and a region of interest (ROI) of 150 × 150
pixels, for each sample is selected to perform the classifi-
cation (the ROI selection method is described in
Section 2.4 of Data S1). Note that each pixel of the
selected ROI image corresponds to a particular M matrix
resulting into 2.7 million of M matrices. This important
amount of depolarization information of a sample
describes the polarimetric behavior of tissues and the
results are studied by calculating the different depolariza-
tion metrics above mentioned. As above stated, we carried
out the analysis by using data obtained from a collection of
chicken thighs, the latter illustrates the interest of the
above-mentioned polarimetric metrics to be used in the
framework of tissues classification based on optical data.
We selected to apply our approach on chicken thighs tis-
sues for the ease of handling. The thighs were acquired in
a local market of fresh meat and vegetables, and they were
initially sold for human consumption purposes. Despite of
standard conservation procedures in a fridge for a limited
period, there is no particular restriction or hazard con-
cerning their manipulation. However, note that the
method could be tested on any biological sample, includ-
ing human tissues which can be found in hospitals or spe-
cialized research institutions.

2.2.1 | Analyzed tissue description

The polarimetric response of the analyzed tissue strongly
depends on its structure at different scales (milimeter,
micrometer and nanometer). Tendon is a noncontractile
mesodermal tissue that connects muscle to bone and it is
prepared to resist tensions. It is mainly composed by type
I collagen clustered into fascicles showing the same ori-
entation as muscle bundles.[47-50] Muscle is a soft tissue
composed by contractile myofibrils organized in bundles
surrounded by sheets of connective showing an arrange-
ment that is very similar to the one present in tendons.
In the experiment, we measured skeletal muscle, which
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has a structure closely related to the one present in ten-
don, but containing different subtypes of muscle fibers
instead of type I collagen fibers.[51] The myotendinous
junction shows a combination of the other two studied
tissues. It is composed by fibers clustered into fascicles, as
the previously described tissues, but in this case, fascicles
of contractile (muscle) and collagen (tendon) are inter-
mingled.[52, 53]

Further detailed description of tissues is provided in
Data S1.

2.2.2 | Supervised classifiers

After the experimental measurements, all the depolariza-
tion information is used to build a supervised classifier
using one of the three following methods: tree
classifier,[54] linear discriminant classifier,[55] and k-
nearest neighbors (kNN) classifier.[56] Tree classifier is a
decision model based on a tree-like scheme[54]; linear dis-
criminant classifier is a probabilistic method which finds
a linear combination of different parameters capable of
separating the data in different classes[55]; and the idea
behind the kNN classifier is the selection of the
k training data points, in the N space dimension, which
are the nearest (in a smaller distance) to a given test
data.[56] The three supervised classifiers methods are
implemented using the “Statistics and Machine Learning
Toolboox” in the MATLAB language and they are widely
described in Data S1.

The whole of the results cannot be applied to build
(train) the classifier, but the efficiency test of depolariza-
tion metric spaces requires the use of a fraction the origi-
nal data for this task. In our study, the supervised
classifier is built using 1% of all the measured data and
the remaining 99% were used to use the classifier.

3 | RESULTS AND DISCUSSION

In this section, we qualitatively and quantitatively ana-
lyze the classification potential of the different depolari-
zation metrics (described in Data S1) that are calculated
from the experimental ROIs of the different measured tis-
sues. The qualitative study is discussed in Section 3.1 by
analyzing the depolarization distributions of measured
tissues. The quantitative analysis is based on the use of
supervised classification models (described in Data S1) to
classify the experimental measurements into different tis-
sues. We show how the classification efficiency depends
on the application of different depolarization metric
spaces. The obtained results are presented and discussed
in Section 3.2.

3.1 | Depolarization metric spaces to
classify experimental biological tissues:
Qualitative analysis

The qualitative analysis starts by calculating the different
depolarization metrics, described in Section 2.1, for every
pixel in the corresponding polarimetric images of mea-
sured tissues. Taking the ensemble of pixels as a whole
leads to a large amount of data to be treated and inter-
preted, that is, for each parameter we have 120 images of
(150 × 150 pixels each) which gives 2.7 million of realiza-
tions. To better apprehend such amount of information,
we represented them as a collection of points in the dif-
ferent 3D spaces. The kind of visual information that can
be obtained in this way is illustrated in Figure 1. The fig-
ure represents the polarimetric information expressed in
terms of the five parametric spaces that we compare in
this study (Figure 1A-E), each space contains 2.7 million
of points. Note that in the image different colors repre-
sent different tissues (red for tendon, blue for muscle and
green for myotendinous junction tissue). The purple lines
in each space show the limits of the corresponding physi-
cally realizable zone. Since we decided to use the same
scale to represent the five spaces, it is possible to see that
some of them occupy much more volume than others.
The consequences of the latter will be discussed in detail
further on. In order to no overextend the length of this
manuscript, only results obtained for a wavelength of
625 nm are plotted and discussed as a representative case
(530 and 470 nm results are provided in Data S1). The
only difference between the results obtained at different
wavelengths, in terms of depolarization response, is that
muscle and myotendinous junction response is slightly
less depolarizing for 530 and for 470 nm measurements
than for 625 nm case.

By observing the representation in Figures 1A-E, we
can differentiate two types of spaces depending on vol-
ume and shape. The linearly shaped spaces (natural,
Figure 1A; IPP, Figure 1B) and type I canonical
Figure 1D) occupy more volume than the nonlinear
spaces (high-order depolarization index, Figure 1C) and
type I Lorentz (Figure 1E). However, most of the avail-
able space of the nonlinear 3D spaces (Figure 1C,E) is
filled by the experimental data, whereas some physically
realizable regions in the linear 3D spaces are empty
(Figures 1A,B,D). Although is clear that data points tend
to spread in the allowed space, they are not randomly
mixed, that is, points belonging to each particular class
tend to group together.

Although Figure 1 gives relevant information of the
sample response, it can lead to errors in the analysis due
to the data dispersion and because certain dots can be
superposed. To better visualize and describe the data
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distributions, we have calculated nonsymmetric ellip-
soids representing data of different tissues at different
spaces. These nonsymmetric ellipsoids are defined by a
central value and six different semiaxis values, depending
on their direction with respect to the center of the ellip-
soid. The center of the ellipsoid corresponds to the mean
value of the specific tissue data collection, and the semi-
axes are calculated as the SD associated with the positive
and negative values with respect to each of the three spe-
cific parameter's mean (for instance, SDs of λ2, λ3 and λ4
for the natural depolarization space, or SDs of P1, P2 and P3
for IPP space) (mean and SDs data can be consulted in
Table S1 in Data S1). We call the ellipsoids nonsymmetric
because for a given ellipsoid and a given axis, the length of
the corresponding positive and negative semiaxes, do not
need to be identical. Under this description, approximately
68% of tissue data are located inside of the volume of the
corresponding nonsymmetric ellipsoid. Figure 2 shows the
described nonsymmetric ellipsoids obtained from the raw
points of the same spaces shown in Figure 1.

Note that for the sake of visualization, the axis range
used in Figure 2 does not represent the full space range,
but it represents the ≈10% of the physically realizable one.

In other words, images in Figure 2 do not show the full
space but a reduced one, where data are concentered, this
particular zone being associated with a highly dep-
olarizing behavior. Spreading of data shown in Figure 1
may be explained by different polarimetric interaction of
light with tissues and nonuniformities of samples them-
selves. In particular, such spreading may be attributed to
sample not-flatness and roughness, and to a less extent, to
the different handling of chicken tissue (possible varia-
tions in defrosting times, possible pressures during dis-
section process, etc.) as well as biological differences
between dissected chickens. However, points in Figure 1,
which are located farthest from ellipsoids in Figure 2, are
mostly a consequence of the measurement's noise of a dis-
crete number of pixels, which may be produced by sample
irregularities and/or direct reflections.

Figure 2 shows how the depolarization response of
measured tissues is distributed over the depolarization
metric spaces. Separated closed volumes without over-
lapping are associated to completely distinguishable
tissues. Therefore, the ideal scenario in our study would
correspond to three completely separated volumes
(chicken muscle, myotendinous junction and tendon), that

FIGURE 1 Three-dimensional representation of the experimental depolarization data collected at 625 nm for tendons (red), muscles

(blue) and myotendinous junction tissues (green). The depolarization data are represented in the depolarization metric spaces: A, natural

depolarization space; B, indices of polarimetric purity space; C, higher-order depolarization index space; D, type I canonical depolarization

space; E, type I Lorentz depolarization space
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would lead to sensitivity and specificity values for tissues
discrimination of 100%. The experimental result (Figure 2)
indicates that muscle gives a very distinguished response, in
the eigenvalue-based spaces (Figure 2A-C), with respect to
the tendon and myotendinous junction tissue. According to
this result, the muscle is candidate to be well classified by
using such spaces. In contrast to this, a significant uncer-
tainty is likely to happen in the classification process
between the tendon and the myotendinous junction tissue,
since their response overlaps in all the spaces. From the latter,
we also expect that the uncertainty in classification will be
maximal in the high-order space, where the response of ten-
don and myotendinous junction tissue fully overlaps
(Figure 2C). On the contrary, it can be expected that discrimi-
nation between tendon and myotendinous junction tissue
will be optimal in the type I canonical depolarization space
(Figure 2D) because the overlap between the corresponding
nonsymmetric ellipsoids is minimal. At this point we can
anticipate that the capacity to discriminate among different
types of tissue is in connection to the tissue structures and the
relative chemical composition of them. Although the struc-
ture of the analyzed tissues is very similar (all are based on
arranged fibrils), tendons and myotendinous junction are

both composed by collagen fascicles. Collagen fibrils provides
a differentiated and characteristic polarimetric response,[15,
17] and the absence of these fibrils in muscles may produce
the differentiated response observed in eigenvalue-based
spaces.

Last but not least, by analyzing information in
Figure 2, we can clearly see that when illumination at
625 nm is used, the muscle is the structure with larger
depolarization. In particular, in Figures 2B-D, the blue
ellipsoid is the one closer to the (0, 0, 0) coordinate (pure
depolarizer), as well as in Figure 2E it is the ellipsoid
closer to the (1, 1, 1) coordinate (note that in the type I
Lorentz space, pure depolarizers are located at the posi-
tion (1, 1, 1)[43]). By following the same reasoning, we
note that the second tissue with larger depolarizing capa-
bility is the tendon (red ellipsoid), being the
myotendinous junction tissue (green ellipsoid) the one
presenting the lowest depolarizing capability. Note that
although myotendinous junction response is expected to
be intermediate, because its structure is a mixture of ten-
don and muscle fibers, the depolarization response asso-
ciated to these structure lead to lower depolarization
values than those exhibit by tendons and muscles.

FIGURE 2 Three-dimensional representation of the experimental nonsymmetric ellipsoids (described by the mean value and the SD

values) obtained for data measured at 625 nm. Data corresponding to different tissues are represented by different colors: tendon (red),

muscle (blue) and myotendinous junction tissue (green). The data representation is conducted in the depolarization space: A, natural

depolarization space; B, indices of polarimetric purity space; C, higher-order depolarization index space; D, type I canonical depolarization

space; E, type I Lorentz depolarization space
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3.2 | 3D depolarization metric spaces
to classify experimental biological tissues:
Quantitative analysis

Once the qualitative analysis of the results is done, a
quantitative analysis is performed to identify the best
suited depolarization parameters to properly classify dif-
ferent depolarizing tissues. The quantitative analysis is
carried out by applying three classification models,
tree,[54] discriminant[55] and kNN[56] (described in Data
S1), to the multiwavelength results. The percentages of
well-classified tissues as a function of the different depo-
larization metric spaces are presented in Table 1. The
percentages are the mean probability to achieve a proper
classification of the three tissues and they are calculated
using the different models with data taken at the wave-
lengths 625, 530, and 470 nm, respectively. The probabil-
ity results have an error of ±1% owing to the randomness
of the test data selection.

The discrimination efficiency results presented in
Table 1 are ordered in such a way that eigenvalue-based
spaces results are presented in columns 3 to 5, and,
canonical parameters-based spaces are presented in col-
umns 7 to 8. The results obtained by using the index of
depolarization are also provided (column 6) for compari-
son because it is one parameter widely extended in the
literature.[9, 33, 35]

The efficiency results in Table 1 clearly indicate how
the tree classification model is the less efficient in dis-
criminating data whereas the kNN is the one which dis-
criminates data the best. Moreover, for a particular
wavelength, if we order the discrimination efficiencies
for different depolarization metric spaces (different col-
umns) from highest to lowest, we obtain the same result

independently on the classification model selected.
Therefore, kNN is selected to discuss the quantitative
analysis of our results, because it is the best and because
the conclusions for this particular classifier are also true
for the other two.

In the following, we first compare the results obtained
for the eigenvalue-based metrics (columns 3-6). Secondly,
we compare the results obtained by using type I canonical
parameters-based spaces (columns 7 and 8). Finally, a
global conclusion, by taking into account all the spaces
analyzed, is also provided.

On the one hand, by considering the efficiencies
obtained by using eigenvalue-based metrics (columns
3-6), we see how the depolarization index PΔ used alone,
provides the worst results in all the cases. Therefore, it is
directly deduced from the above results that the use of
depolarization metric spaces instead of the depolarization
index is not only better for visualization, as provided by
Van Eeckhout et al. [41, 42], but also for classification. In
particular, the combination of higher-order indices P 3ð Þ

Δ
and P 4ð Þ

Δ (column 5) to the depolarization index (column
6) gives an increment of 2% to 3% (depending the wave-
length) of classification success. If we compare the
H matrix eigenvalue (column 3) or the IPP spaces (col-
umn 4) with respect to PΔ (column 6), the efficiency
increment is even more significant, with an improvement
of 5% (for red channel), 8% (for blue channel) and 9% (for
green channel). We would like to emphasize here that,
this is a particular experiment involving three particular
tissues, and the classification efficiency, as well the best
depolarization metric space, will depend on the tissues
under consideration. However, the obtained results
clearly indicate that, regardless of the efficiency obtained
for studied tissues, the use of depolarization metric

TABLE 1 Percentage of well-classified tissues as a function of the used wavelength, the classification model and the depolarization

parameters

Wavelength
Classifier

Eigenvalue-based depolarization metrics
Canonical-based
depolarization metrics

λ2, λ3, λ4 P1, P2, P3 PΔ, P
3ð Þ
Δ , P 4ð Þ

Δ PΔ d1, d2, d3 LI, L
3ð Þ
I , L 4ð Þ

I

625 nm Tree 58 58 55 53 52 50

Discriminant 59 59 60 57 57 55

kNN (50) 65 65 62 60 60 55

530 nm Tree 51 51 47 46 55 50

Discriminant 54 54 51 49 62 49

kNN (50) 59 59 53 50 64 50

470 nm Tree 52 52 48 46 52 48

Discriminant 56 55 52 51 60 47

kNN (50) 60 59 54 52 62 49

Bold values indicate the best classification results for each depolarization space and wavelength measurement.
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spaces can improve the classification potential obtained
by PΔ.

Once we realize that eigenvalues-based depolarization
spaces (H matrix eigenvalues, IPP and high-order depo-
larization index) provide better results in terms of tissue
classification than PΔ, we focus on determining which
one of these three spaces is more suitable for classifica-
tion. By checking the efficiencies in columns 3 to 5, we
see that the worst results are obtained by the high-order
space (column 5) whereas H matrix eigenvalues and IPP
provide the best (and identical if taking into account 1%
associated error) results.

We think, although we do not have to date a funda-
mental proof, the fact that the high-order depolarization
space (column 5 in Table 1) provides not as good results
as the H matrix eigenvalues or the IPP spaces arises
from the nonlinear mathematical origin of such space.
Such nonlinear combinations reduce the volume occu-
pied by physically valid data in the parametric space,
which automatically compresses the information (see
Figure 1). The compression of information implies that
the differences between tissue responses are reduced,
thus reducing the classification efficiency. We would
like to highlight that this conclusion arises from a heu-
ristic approach, because we cannot infer the observed
loss of information related to nonlinear spaces directly
from the mathematical relations itself. However, we
have clearly observed this tendency in the case of all the
analyzed tissues and for all the wavelengths. As will be
further discussed, this situation is also observed in the
canonical case.

At this point, the H matrix eigenvalues space (column
3) and IPP space (column 4) appears to be the best
options to represent depolarization information for tissue
classification. Recent papers show that the IPP space can
be used to provide a physical interpretation of the studied
samples[36, 37, 40] together with an improvement sample
visualization with respect to other parameters (H matrix
eigenvalues or depolarization index).[41] The improve-
ment in visualization quality and contrast is related to
the increment of volume. However, as it can be seen in
Table 1, the classification potential of both blocks of
parameters is always the same. We think that this is
because the IPP are a linear combination of eigenvalues,
λi. Taking this in mind, as the used classification models
improve the classification efficiency by conducting linear
combinations of data, from the point of view of the classi-
fiers, either IPP or λi are equivalent. Therefore, taking
into account that H matrix eigenvalues space and IPP
space provide identical classification results but the latter
provides larger tissues visualization, then the use of the
IPP space to get depolarization information for classifica-
tion issues, is recommended.

On the other hand, analogously to the discussion pro-
vided above, we can perform a comparative study
between results obtained using canonical-based spaces
(columns 7 and 8 in Table 1). We clearly observe that the
type I canonical parameters (di for i = 1, 2, 3) space pro-
vides significantly better results than the type I Lorentz
parameters space. In analogy with our previous discus-
sion, we also consider that the non-linear mathematical
origin of the type I Lorentz space leads to a compression
of information, and therefore to a loss in classification
efficiency. Under this scenario, if canonical-based spaces
have to be used, then the type I canonical parameters
should be used instead of the Lorentz canonical
parameters.

Finally, according to the conclusions to which we
have arrived in the previous discussions, we compare, in
terms of classification potential, the best space based on
eigenvalues (IPP) with the best space based on canonical
metrics (type I canonical parameters). By comparing
these two spaces, it can be shown that the best efficiency
results depend on the wavelength used. However, the
type I canonical parameters space presents the best effi-
ciency values for the 470- and 530-nm channels, the IPP
space presents the best efficiency for the 625 nm case.

This efficiency dependence with the wavelength can
be understood by taking into account the metrics associ-
ated to these two spaces. When the M matrix has no
diattenuation and polarizance content, di parameters can
be described as a linear combination of λi.

[43] However, if
the M matrix contains diattenuation or polarizance
response, then, di parameters and λi are no more linearly
related. In theory, the symmetric decomposition[44]

needed to obtain the di parameters fully separates the
diattenuation and retardance from the depolarization
content, but in the case of H matrix eigenvalues, λi, this
content is not completely separated. Therefore, the λi
values are influenced by the diattenuation or
polarizance.[33] Therefore, the diattenuation and
polarizance of the sample can directly affect the values of
λi and thus, their potential for classifying different tissues
when using the IPP space (note that IPPs depend on λi;
described in Data S1).

To further analyze this fact, we have calculated prob-
ability histograms for the diattenuation and polarizance
present in our experimental samples (three tissues types)
for the three wavelengths studied. The histograms show
the proportion (probability density) of pixels with differ-
ent |D| and |P| (see Equation (1)) values. Results are
shown in different graphics in Figure 3 ordered in two
rows and three columns. Each column of graphics in the
figure corresponds to a given wavelength. Graphics in the
first row of the figure correspond to diattenuation data,
and graphics in the second row of the figure to
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polarizance data. To separate the contributions of differ-
ent tissues, tendons are represented in red, muscles in
blue and the myotendinous junction tissues in green.

The diattenuation histograms show that the
diattenuation content of the different tissues is almost
the same for all tissues and for all the wavelengths. In
consequence, diattenuation cannot be used to distinguish
among tissues. In this particular case, the diattenuation
channel can be considered as a source of “information
noise” which may hinder the performance of the classifi-
cation algorithm. On the contrary, the polarizance
response of tendons (red color) is significantly different
from that of the other two tissues for the 625-nm chan-
nel. Moreover, the central polarizance of the tendon case
decreases with the wavelength of light. In contrast, the
polarizance of muscle and myotendinous junction tissue
increases when wavelength shortens. This particular
polarimetric behavior produces three different scenarios
depending on the wavelength used to illuminate the
samples.

First, distinguishable polarizance results are produced
illuminating with 625 nm (Figure 3D). The mean
polarizance of the tendon is 0.03, while the same charac-
teristic of the other two tissues is approximately 0.01.

Thus, polarizance gives relevant information to classify
the tissue and this information is present in the λi. As this
classification information is relevant, the polarizance
improves the classification efficiency of the IPP space
(with polarizance contribution) with respect that of the
type I canonical parameters space (note that di have not
polarizance contribution). Therefore, in Table 1, IPP
space provides better efficiencies than type I canonical
parameters space (65% and 60%, respectively) for the red
channel.

Second, by using the 530-nm wavelength, the
polarizance and diattenuation responses are almost the
same for all the tissues studied, and thus, they do not pro-
vide relevant information. Since this irrelevant informa-
tion appears in the H eigenvalues, λi, as a source of
“information noise,” but not in the di parameters, the
classification efficiency of the IPP space is reduced with
respect to of the type I canonical parameters space. Con-
sequently, canonical space provides better classification
efficiencies than IPP space in the 530 nm case (64% vs
59%, respectively, in Table 1).

Finally, when illuminating the tissues with 470 nm,
an intermediate case between the two previous ones is
observed. The polarizance response provides some new

FIGURE 3 Histogram of the total diattenuation response of the different tissues using, A, 625-nm wavelength; B, 530-nm

wavelength; C, 470-nm wavelength. Total polarizance response using the same, D, 625-nm wavelength; E, 530-nm wavelength; F, 470-nm

wavelength. Tendon is represented in red, muscle in blue and the myotendinous junction tissue in green

VAN EECKHOUT ET AL. 9 of 12



valuable information in terms of differences between tis-
sues, but it is not enough to counter the irrelevant infor-
mation given by the diattenuation content. As a result,
the IPP space classification efficiency appears to be
slightly smaller than the efficiency of the type I canonical
parameters (59% vs 62%, respectively, in Table 1).

Summarizing the discussion provided in Section 4.2,
we can state that among the five spaces compared in this
study, the IPP space and the type I canonical parameters
space perform the best. In absence of diattenuation or
polarizance, the IPP space and the type I canonical
parameters space provide are comparable. If
diattenuation and polarizance information are present
and show a discrimination ability, then the IPP space can
perform better than the type I canonical parameters
space, However, if the samples present diattenuation or
polarizance but this information does not discriminate
between tissues, then, the type I canonical parameters
space will lead to better classification efficiencies as it is
not affected by such information. Note that the D and
P content in samples may depend on wavelength, as
proved in our analysis, so a multichannel analysis is rec-
ommended when possible as a good practice in the analy-
sis of polarimetric images of tissues.

Therefore, if the classification efficiency is consid-
ered as the main metric to guide the use of the polari-
metric data, then based on the results of this study for
the particular sample of chicken tissues discussed here,
we recommend the use of a model based on the type I
canonical parameters space. This is because if the sam-
ple presents non-discriminating polarizance or
diattenuation information, the type I canonical parame-
ters space is not affected by them. On the contrary if
diattenuation and polarizance provide non-negligible
discrimination capacity, then the IPP-based space is to
be preferred. Finally, since the evaluation IPP requires
less computation time than the evaluation of the type I
canonical parameters, we also recommend the use of
the IPP-based space when diattenuation and polarizance
are negligible.

4 | CONCLUSIONS

In this work, we discussed the efficiency of different
groups of depolarizion metrics to classify tissues. Such
groups of observables are composed of three depolariza-
tion parameters which are characteristic of different
depolarization metric 3D spaces. They are divided into
two main groups: derived from H matrix eigenvalues
(eigenvalue-based spaces) and derived from the type I
canonical depolarization parameters (canonical-based
spaces).

To this aim, we measured the Mueller matrix of
120 chicken thighs. Three different tissues are studied
(40 muscles, 40 tendons and 40 myotendinous junction
tissues). To ensure pure tissues (ie, without contributions
of other surrounding tissues type), a region of interest
selecting method is applied, resulting in a collection of
images of 150 × 150 pixels.

The analysis of the suitability of the depolarization
metric spaces to classify samples is conducted from a
qualitative (Section 3.1) and a quantitative (Section 3.2)
point of view. The qualitative observation of the results is
conducted through the visualization of the data at the
studied 3D spaces. It shows that muscles are significantly
differentiated from the other two tissues by using
H matrix eigenvalues space, allowing a successful muscle
classification. However, tendons and myotendinous junc-
tion tissues occupy similar regions in such spaces, being
the best visualization obtained by using the type I canoni-
cal space. The quantitative analysis is performed by using
three different supervised classifications models: tree
classifier, linear discriminant classifier and kNN classi-
fier. From those models, and for the particular case of the
samples used in the present discussion, the higher classi-
fication efficiencies are obtained by using the kNN
model, so this supervised model is selected.

Regarding to the depolarization metric spaces, we
have conducted a first comparative between H matrix
eigenvalue-based spaces, and they have also been com-
pared with the standard depolarization index PΔ. We
have shown that depolarization spaces provide better
classification efficiencies than the PΔ, which is commonly
used in polarimetric community, so the inclusion of
depolarization metric spaces in polarimetric studies
instead of PΔ is highly recommended. From the
eigenvalue-based spaces, the highest efficiencies are
obtained for the IPP and the H matrix eigenvalues
spaces, being the former recommended as it also provides
physical interpretation of data. We have performed a sec-
ond comparison between canonical spaces, the type I
canonical space providing much better results than the
type I Lorentz space, in terms of classification efficiency.

Finally, the two selected spaces, IPP space, and type I
canonical space, are compared to determine the most
suitable one to build a classification model for the studied
tissues. We have observed that the best efficiencies to
classify a tissue are reached by one or the other spaces
depending on the wavelength illuminating the sample.
This situation is explained by the relation between the
values of the H matrix eigenvalues and the presence of
diattenuation and polarizance in the sample. In the case
of nonpolarizing and nondiattenuating samples, both
spaces are equivalent in terms of discrimination effi-
ciency because in such conditions the two spaces are
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related by a linear combination. Moreover, it has been
shown that samples presenting nondiscriminating
polarizance or diattenuation information, are better clas-
sified with the type I canonical space parameters,
whereas samples presenting discriminating polarizance
or diattenuation information, are better classified by
using the IPP space.

The method proposed in the present is general, and
we believe that it can be applied to any type of sample.
The fact that the use of the method has been illustrated
here with a particular case of study does not imply any
intrinsic limitation. Taking in account the increasing
place that polarimetry is taking in biophotonics; we think
that the proposed method has the potential to open new
possibilities in the field and to improve the existing
approaches providing a means to achieve optimal tissue
classification efficiencies. Moreover, since each biological
tissue (human, animal or vegetal) shows a singular polar-
imetric response the proposed protocol can in principle
be applied to define the optimal model for the specific
application. In this sense an experimental data set
(Mueller matrices of the tissues under investigation) must
be measured, and then used to feed the statistical data
protocol discussed in this manuscript. If properly applied,
the method will provide the set of observables which
optimize the ability of an automatic classifier to handle
the data. The fact that different data sets will eventually
result in different sets of optimal observables for subse-
quent classification, is inherent to the optical properties
of the samples themselves, and not a limitation of the
method proposed here.
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Abstract

Optical methods, as fluorescencemicroscopy or hyperspectral imaging, are commonly
used for plants visualization and characterization. Another powerful collection of optical
techniques is the so-called polarimetry, widely used to enhance image contrast in multiple
applications. In the botanical applications framework, in spite of some works have already
highlighted the depolarizing print that plant structures left on input polarized beams, the
potential of polarimetric methods has not been properly exploited. In fact, among the few
works dealing with polarization and plants, most of them study light scattered by plants
using the Degree of Polarization (DoP) indicator. Other more powerful depolarizationmet-
rics are nowadays neglected. In this context, we highlight the potential of different depolari-
zation metrics obtained using the Mueller matrix (MM) measurement: the Depolarization
Index and the Indices of Polarimetric Purity. We perform a qualitative and quantitative com-
parison between DoP- and MM-based images by studying a particular plant, the Hedera
maroccana. We show howMueller-basedmetrics are generally more suitable in terms of
contrast than DoP-basedmeasurements. The potential of polarimetric measurements in the
study of plants is highlighted in this work, suggesting they can be applied to the characteriza-
tion of plants, plant taxonomy, water stress in plants, and other botanical studies.

Introduction
Optical methods, as fluorescence microscopy or hyperspectral imaging, have proved their util-
ity for the characterization and visualizations of plants and some of their structures [1–4]. One
optical method, widely used for enhanced image contrast and characterization of samples are
the polarimetric methods. However, they have barely been studied for the analysis of plants.

Polarization is a physical property of light exploited in a large number of applications, as a
complementary tool to other techniques or constituting a completely different approach [5–7].

In recent decades, a large number of works have highlighted an interest in analyzing the
polarimetric print left by biological samples when interacting with polarized light [8]. As a
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consequence, polarimetric techniques are commonly incorporated in different fields in order
to study and characterize biological samples. For instance, polarimetric methods are success-
fully used in some medical applications, like in calculating the sugar concentration in blood in
diabetics[9], or for the early diagnosis of some types of cancer [10, 11], including skin cancer
[12, 13], colon cancer [14, 15], breast cancer [16], and others [17].

Polarized light is also used for curative processes [18–20]. Medical cases being treated with
polarized light include severe second degree burns [18], wounds [19], leg ulcers, psoriasis and
eczema [20], and the improvement of blood’s immunological response [21].

This well-known usefulness of polarized light and polarimetric techniques when dealing with
biological tissues suggests their suitability in botanical applications. In the 80s, the interest in using
polarized light for the characterization of botanical samples was explored by different authors [22–
25]. In general, the studies were intended for remote sensing and were done to explore Degree of
Polarization as an aid to vegetation classification [26]. They showed that light scattered at different
leaf layers and structures presents different depolarizing characteristics and that this partially-
polarized light may be described by the Stokes vector (see, for instance, [22, 27]).

After the above-mentioned pioneering works, most studies of plants based on polarimetric
methods focused on the depolarization signal (as opposed to retardance or diattenuation) as it
is the polarimetric channel leading to the most polarimetric sensitivity. Furthermore, nearly all
works restrict their analyses to the use of the most basic depolarization metric, the Degree of
Polarization (DoP) associated with the light reflected by or transmitted in plants [22, 25, 26,
28–30]. This DoP can be readily calculated from the Stokes vector parameters of the studied
light [31, 32],

DoP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
S2

1
þ S2

2
þ S2

3

p

S0

; ð1Þ

where the Si (i = 0,1,2,3) are the Stokes parameters of the light transmitted, reflected, or scat-
tered by the sample. Note that throughout this manuscript we use the Stokes-Mueller (S-M)
formalism to describe the polarimetric characteristics of light and/or matter. The basic con-
cepts of the S-M formalism are taken for granted in this manuscript and more details can be
found in the specialized bibliography [31–34].

Some areas of interest related to botanical applications have been explored based on DoP
calculations. For instance, the DoP has been applied to determine the water stress on plants
[32], to monitor crop growth [29], or to discriminate land mines from natural backgrounds
[35]. The measurement of polarization properties such linear, circular dichroism and birefrin-
gence as well as the DoP of light reflected by plants has been shown to be of great importance
in research related to plant photosynthesis [36–38]. The effect of polarized and unpolarized
light on the growth of some plants has also been investigated [39]. Vanderbilt et al. [30] found
no evidence of hyperspectral variation in the polarized portion of the reflectance in the leaves
of the five species they measured.

Despite the aforementioned collection of works based on the DoP indicator, polarimetric
techniques have not been consolidated in botanical applications. Rather, in the last decade,
they have fallen into oblivion, with the exception of some sporadic works [30, 36–39, 40].

The above-mentioned works show that different plant structures will depolarize light differ-
ently and thus, using depolarization as an observable, can be used to visualize structural prop-
erties (or changes) which remain veiled under nonpolarized light. Recent theoretical
developments have shown that the depolarization phenomena can be more accurately
described using a set of parameters deduced from the Mueller matrix than with the classical
DoP deduced from the Stokes vector. The parameters obtained using the Mueller matrix have
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largely proved their significance in the evaluation of the depolarizing characteristics of sam-
ples, but they are not being applied in the botanical context. In fact, one of the purposes of this
work is to reverse the decreasing tendency observed in recent years of botanical studies based
on polarization and to show for the first time the potential of some depolarizing factors in
plant imaging and characterization. We think that underscoring the significance of polarime-
try in botanical applications may allow readers to adopt less destructive methods and to seek
new botanical applications, which would have a high social impact, as plants are primary pro-
ducers and the basis of the food chain.

In particular, we study different depolarization-related observables calculated using the
Mueller matrix (MM) measurement in the botanical context. On one hand, we study the
Depolarization Index PΔ which was first proposed by J.J. Gil and E. Bernabeu [41], which con-
stitutes a standard magnitude in the polarimetric community when dealing with depolarizers
[31–34]. On the other hand, we focus on the so-called Indices of Polarimetric Purity (IPPs)
[42, 43], which have been successfully used to enhance the image contrast of polarimetric
images of animal tissues [44], unveiling physiologic structures which otherwise would have
remained invisible. In fact, the interest in IPPs relies on the fact that each of them is sensitive
to specific depolarization mechanisms. Since depolarization is related to the structure of tissues
by the way they scatter light, the specificity of IPPs to different depolarization mechanisms can
be used to finely discriminate among different tissue structures which scatter light in specific
ways [44, 45]. The suitability of the aforementioned depolarizing factors and techniques is
highlighted in this work by the study of light scattered by leaves of Hedera maroccana. At this
point, we would like to emphasize that the choice of this particular species for this work was
made because it was easily available to the authors. The choice is by no means exhaustive and
shows that the use of polarized light can be extended to any type of leaf or vegetal tissue sam-
ple, provided it transmits enough light. The experimental measurements and polarimetric
treatment discussed in this paper are provided to illustrate the suitability of the different depo-
larization indices in the study of vegetal tissues, which can be of interest in scientific and indus-
trial areas related to, among others, pharmaceuticals, the food sector, and botany.

Material andmethods
In this section, we briefly review the mathematical fundamentals of different polarimetric indi-
cators used to analyze the studied plants (subsection 2.1). We also include a brief description
of the plant used for the polarimetric analysis, the Hedera maroccana (subsection 2.2), and we
give some experimental details of the image polarimeter used to calculate the Mueller matrix
of the samples (subsection 2.3).

Mathematical background
We start first by reviewing the mathematical formulation of the depolarization metrics we use
to characterize botanical samples. The depolarization index, PΔ, is a single-number metric that
characterizes the depolarization of a MM and is defined as [41, 46],

PD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X3

ij¼0

M2

ij � M2

00

v
u
u
t

ffiffiffi
3
p

M00

; ð2Þ

where Mij are the different coefficients of the MM. The PΔ equals 1 for nondepolarizing sam-
ples (samples that do not decrease the degree of polarization of any totally-polarized input
beam) and equals 0 for an ideal depolarizer (a sample that fully depolarizes an input beam
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independently of its polarization). In fact, the PΔ is proportional to the Euclidean distance
between an ideal depolarizer and the specific depolarizer [42].

Thereafter, we review another set of depolarizing indicators that can also be obtained from the
MM, three real magnitudes labelled as P1, P2, and P3 (with values from 0 to 1 each), known as
Indices of Polarimetric Purity (IPPs) [42–44]. The idea behind IPPs is that the response of any
depolarizer can be synthesized as the incoherent sum of four nondepolarizing components. In
this context, IPPs represent the relative statistical weight of each one of the pure components,
which allows us to differentiate between different types of depolarizers [45, 47]. Moreover, by
using these three magnitudes as a coordinate system, a new representation of depolarizers, the so-
called Purity-Space, is obtained. This is a very intuitive space because every possible depolarizer
occupies a different spatial position in a tetrahedron inscribed within the Purity-Space [43, 47].
Thus, the physical interpretation of IPPs further synthesizes the depolarizing information of sam-
ples because every combination of IPPs is linked to a different depolarizing mechanism [45, 48] ―
in contrast to the PΔ indicator, which gives an overall depolarizing estimation.

These three IPP magnitudes are defined as follows in terms of the relative differences
between the four eigenvalues (taken in decreasing order λ0�λ1�λ2�λ3) of the covariance
matrix H associated with the MM [43].

P1 �
l0 � l1

trH
; P2 �

l0 þ l1 � 2l2

trH
; P3 �

l0 þ l1 þ l2 � 3l3

trH
ð3Þ

Furthermore, the PΔ can also be calculated from the IPPs as [43],

PD ¼
1
ffiffiffi
3
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2P2
1
þ

2

3
P2

2
þ

1

3
P2

3

r

: ð4Þ

Nondepolarizing systems are characterized by PΔ = P1 = P2 = P3 = 1. In the other limiting
case, the values PΔ = P1 = P2 = P3 = 0 correspond to an ideal depolarizer. In general, the indices
of purity are restricted by the following inequalities [43],

0 � P1 � P2 � P3: ð5Þ

The aforementioned depolarizing metrics (Eqs (2) and (3)) are obtained from the MM of
the sample and provide more complete and meaningful information of samples than basic
DoP (Eq (1)).

Plant sample description
In order to show the suitability of these MM-based metrics for experimental data, we have
measured the Mueller matrix (MM) of a plant leaf. In particular, we measured a Hedera maroc-
cana McAll. (Araliaceae) leaf, labelled as Sample A.

This is a climbing plant native to the Atlantic coast of Morocco. This species, which also
grows in the Mediterranean area, is widely cultivated as an ornamental plant and is sometimes
naturalized. The main diagnostic characteristics of this species are its foliar trichomes.

An herbarium voucher of the studied species is deposited in the Herbarium of the Botanical
Institute of Barcelona (Hedera maroccana, BC843411). An image of the Hedera maroccana
measured and considered in this work is given in Fig 1.

Mueller matrix polarimeter
To determine the Mueller matrix (MM) of sample A, we used the complete image polarimeter
sketched in Fig 2. The polarimeter mainly consists of two arms; the first one is used for
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illumination and polarization generation, while the second arm is used for imaging and polari-
zation analysis. The sample is always placed between the two arms. Measures on sample A
were always conducted in transmission configuration. What is more, the images shown in this
work were conducted with the obverse of the leaf looking at the light source and the reverse
looking at the CCD camera, as shown in the sketch given in Fig 2. It was also measured by flip-
ping over the sample, i.e., with the reverse looking at light source and the obverse at the CCD
camera. Results were quite similar, but the contrast obtained was slightly lower in this second
case, so the first configuration was selected. Note that this is not a general result, and depend-
ing on the studied plant type, different contrast may be obtained by flipping over the sample.
In fact, it will depend on the spatial distribution of the different leaf components and struc-
tures. Therefore, for each analyzed specimen, we recommend measuring both sides of leaves.

The first arm contains a light source and a Polarization State Generator (PSG) that allows
for the controlling of the polarization of the light illuminating the studied sample. As a light
source, we used the green channel (central wavelength of 530 nm and a FWHM of 10 nm,
respectively), with a maximum output intensity of 1000 mA in both cases. To achieve a
FWHM of 10 nm with the green channel, a dielectric bandwidth filter (by Thorlabs) was used.
The PSG consists of a linear polarizer (LP1) oriented toward the laboratory vertical, followed
by two Parallel Aligned (PA) liquid crystal panels. While the first liquid crystal panel, PA1, is
placed at 45˚ to the laboratory vertical, the second one (PA2) is oriented at 0˚ to the vertical.

Fig 1. Plant sample used for the polarimetric analysis: (a) Hedera maroccana plant; (b) Hedera maroccana measured
leaf (Sample A).

https://doi.org/10.1371/journal.pone.0213909.g001

Fig 2. Scheme of the imaging polarimeter used to measure the Mueller matrices of plant leaves.

https://doi.org/10.1371/journal.pone.0213909.g002
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By using this PSG scheme, and by properly addressing the voltages of the PA1 and PA2 ele-
ments, any fully-polarized state of polarization (SoP) can be generated [49]. This controlled
illumination impinges a sample holder, where the botanical sample is set. Thereafter, light scat-
tered by the sample is polarimetrically analyzed by using a Polarization State Analyzer (PSA).
The PSA is composed of the same optical elements used in the PSG but is arranged in the
reverse order. By using this PSA, any SoP can be measured [49].

Depending on the operation of the PSG and the PSA, the polarimeter can measure either
Stokes vectors or Mueller matrices. If a single polarization state generated by the PSG is ana-
lyzed by the PSA, then the measurement corresponds to the Stokes vector representing the
SoP of the beam scattered by the sample. The SoP described by this Stokes vector depends on
both the initial polarization state created by the PSG and the optical response of the sample.
From this SoP measurement, the corresponding DoP can be calculated according to Eq (1).
On the other hand, if at least four well-different polarization states generated by the PSG and
scattered by the sample are sequentially analyzed by the PSA, the collection of the resulting six-
teen independent images can be used to compute the Mueller matrix of the sample [44, 50].
Note that a convergent lens images the sample plane to a CCD camera with a given magnifica-
tion, so imaging polarimetry can also be performed. Moreover, the PSA system can be rotated
from the specular direction (containing mainly non-scattered light) to an angle α (see Fig 2),
which allows us to analyze the light scattered in different directions. A more complete discus-
sion about the technical characteristics of the imaging polarimeter can be found in Ref. [50].

Results and discussion
A discussion of the experimental results obtained is provided below. First, we treat the images
of a leaf of Hedera maroccana (Sample A) by calculating the corresponding Degree of Polariza-
tion (DoP) of the forward scattering. Measures were conducted in transmission configuration
(leaf transmittance of ~0.44% for 530 nm). Then, we provide a discussion interpreting the con-
trasts seen in the image in terms of the structures found in the leaf in a botanical framework
(subsection 3.1). This interpretation serves as a benchmark (or gold standard) to be compared
with the images obtained using the MM-based observables in order to show their potential in
the analysis of plant structures (subsection 3.2).

Plant samples contrast based on DoP measurements
In this section we discuss the DoP images obtained from Stokes vectors scattered by sample A
and measured in transmission configuration (α = 90˚ in Fig 2). Since the scattered SoPs
depend on the initial polarization state, our discussion is based on a set of SoPs measured
using the following incidents SoPs: linearly polarized in the horizontal direction (0LP), linearly
polarized at 45˚ to the vertical direction (45LP), and, left-handed circularly-polarized (CP).
The set of SoPs used in this work is arbitrary—they were chosen because they are linearly inde-
pendent from each other and also intuitive. However, a different basis could have been chosen.
The obtained images, shown in Fig 3, correspond to a Region of Interest (ROI) in the selected
Hedera maroccana leaf (see Fig 1B) with dimensions of 1024x1024 pixels, which corresponds
to an area of 2.2x2.2 cm on the leaf.

The image shown in Fig 3A corresponds to the coefficient m00 of the Mueller matrix of the
sample, i.e. to the transmission of unpolarized light. The contrasts of this image reveal the pres-
ence of the primary (major) veins of the leaf, which constitute one of the more relevant structural
features and which are even visible to the naked eye. By contrast, less visible in the intensity image
but clearly defined in the DoP images (Fig 3B, 3C and 3D) are the secondary (smaller) veins. In
fact, DoP images clearly stress the vascular bundles of highly basted and lignified walls.
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It is important to notice that this improved contrast strongly depends on the selected input
polarization, as the contrast among different secondary vein structures differs from one polari-
zation to another. This fact is clearly observable by analyzing the visual information in Fig 3B
(0LP), 3C (45LP), and 3D (CP). For instance, the leaf vein marked with a blue arrow in Fig 3C
shows high contrast when using an input linear polarization at 45˚, whereas almost no contrast
is visible when using linear polarization at 0˚ (Fig 3B) or circular polarization (Fig 3D). When
a linearly-polarized incident SoP is used, the contrast enhancement depends on the vein orien-
tation in respect to the direction of the incident SoP. In contrast, the SoP orientation depen-
dence is somewhat suppressed when a circular polarization is used (Fig 3D), with this
polarization keeping an image contrast sufficient for the visualization of tiny veins.

This spatial dependence of the contrast of the leaf structures on the input polarization by
using DoP-based images deserves special attention. In fact, the selection of the input polariza-
tion in botanical polarization-based studies is, in the majority of cases, arbitrary. Linear polari-
zations are most commonly used because of their simplicity to be generated (only a linear
polarizer is required). To generalize the physical picture suggested by the images in Fig 3, we
have measured the Mueller matrix for Sample A and we have analytically calculated the output
polarization corresponding to a set of N input polarizations (according to well-known input-
output Stokes linear relation scheme Soutput = Msample�Sinput [31, 32]). Afterwards, we calculated
N DoP images corresponding to the N output Stokes array, according to Eq (1). To consider as
widespread of a set of input polarizations as possible, we generated a collection of input

Fig 3. (a) Nonpolarized light intensity image of the Hedera maroccana (Sample A) obtained on transmission. (b)-(d)
DoP image for an input polarization: (b) linear polarization at 0˚; (c) linear polarization at 45˚; (d) left-handed circular
polarization. Input polarization is marked in red at the top-right corner of the images.

https://doi.org/10.1371/journal.pone.0213909.g003
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polarizations equally distributed along the whole Poincaré sphere surface. In particular, the
collection of input polarizations tested draw a spiral-like curve covering the whole Poincaré
sphere surface (see Fig 4). They are described by the following parametric relation of the Stokes
vector [51]:

Sk ¼ ð 1 cos2ykcos2εk sin2ykcos2εk sin2εk Þ
T

εk ¼ k � Dε �
p

4
; Dε ¼

p

2NεNy

;

yk ¼ k � Dy; Dy ¼
p

Ny

;

k ¼ 1; . . .;NεNy

ð6Þ

8
>>>>>>><

>>>>>>>:

where the θ and ε are the azimuth and ellipticity angles, describing the polarization ellipse
[32]. Whereas θ goes from 0 to π, the angle ε goes from -π/4 to π/4 (from left to right handed,
respectively). The parameter Nθ is the number of steps in each circle around the S3 axis and Nε
is the number of circles around the S3 axis (see Fig 4).

In our particular calculation, we selected Nθ = 20 and Nε = 10, so a total number of N = 200
input polarizations are sampled, which are represented as black dots on the Poincaré sphere in
Fig 4.

Fig 4. Poincaré sphere showing the location of the input polarizations (N = 200) used to study the dependence of
the input polarization on the DoP-based images contrast.

https://doi.org/10.1371/journal.pone.0213909.g004
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For the sake of visualization, the resulting collection of DoP images is arranged in video for-
mat included in the supplementary material accompanying this work (S1 Video). In fact, S1
Video consists of 200 frames where each frame shows the DoP image of Sample A calculated
for a different input polarization. By varying the input polarization, we see how the contrast in
different veins is modified (or even appears and disappears), and thus, S1 Video constitutes
clear evidence of the high dependency of each particular leaf structure contrast on the input
polarization. This dependence can be explained by the fact that veins and other structures are
made of highly oriented polymers that present certain anisotropic (birefringent or dichroic)
response. The components that mainly provide birefringent response in plants (as well as
dichroism when some pigments are present) are the cellulose fibrils, and in particular, the
microcrystals of which cellulose fibrils are made of [52–55]. These microcrystals tend to be ori-
ented in the direction of the large structures. Oriented polymers generate a form of anisotropy
(linear or circular, depending on which oriented polymer is considered) which implies that
they do not isotropically scatter light in all directions of the space. This fact can explain the
contrast dependence on the vein direction observed in DoP images when the illumination was
linearly polarized. In contrast, since the electric field of a circular polarization vibrates with the
same probability in all directions perpendicular to the propagation direction, the orientation
dependence in DoP images obtained with circularly-polarized illumination is less evident.
However, the maximum contrast obtained with circular polarization is half the maximum con-
trast obtained with linearly-polarized light.

As above-stated, we observe a clear relation between the visualization of the veins in the
Hedera marroccana leaf and the input polarization. We further investigated this fact by analyz-
ing the correlation between the DoP values of veins with different orientations and the input
polarization orientation. To this aim, we calculated different Hedera marroccana DoP images
corresponding to a set of different linear input polarizations, which were calculated by setting
εk = 0 and Nθ = 200 in Eq (6) (i.e., the 200 equispaced linear polarizations placed over the Poin-
caré sphere equator were evaluated). From the different DoP-based images, we calculated the
averaged value of the DoP obtained at three consecutive pixels in a segment over four different
veins with different orientations (see orange, red, blue and purple segments in Fig 3A). The
obtained results are represented in Fig 5.

Data in Fig 5 reveals a strong dependence between the DoP values and the orientation of
the input linear polarization, following an approximately sinusoidal relation. All the analyzed
veins (colored segments in Fig 3A) follow the same tendency, but the positions for the DoP
maximums (minimum depolarization) and minimums (maxima depolarization) are related to
different orientations of the input linear polarization (i.e., there are horizontal shifts between
DoP curves obtained for veins with different orientations). In fact, we observed that the orien-
tation of the input linear polarization for which a maximum value of the DoP is measured, it is
parallel (coincides) with the orientation of the vein in the leaf. This situation has sense because
as commented before, veins are made of highly oriented vascular bundles (oriented organic
polymers). When linear polarization is oriented parallel to the leaf veins, and for symmetry
reasons, it is also likely to be oriented parallel to the global dipole of the oriented molecules
from with the vein is made. Although the measurements presented in this work are done in
relatively transparent spectral region, the interaction of light with matter is always present and
higher when the polarization is parallel to the dipoles (from which the matter is composed)
than when the polarization is perpendicular to them. So, it can be said that light will be more
efficiently absorbed when it vibrates parallel to the molecules than otherwise. If absorption is
enhanced, then, the amount of scattered light respect to direct light decreases because the opti-
cal path of scattered light is longer than that of direct light. Let us recall that depolarization
arises because there is an incoherent superposition of direct and scattered light contributions
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when it is detected by the CCD camera. If due to the above mentioned reasons the detected
component related to direct light dominates, then the DoP increases (light polarization
becomes purer). When light is polarized perpendicularly to the direction of molecular dipoles,
the interaction of light with them (and thus, absorption and subsequent re-emission of scat-
tered light), is also minimized. Again, in this situation, but for different reasons, the ratio
between direct (non-scattered) to scattered light is favorable to the direct light component
reaching the detector, which leads to an increase of the measured DoP. When light is neither
parallel nor perpendicular to the material dipoles, the ratio of scattered to direct light reaching
the detector increases thus leading to a decrease of the DoP. For symmetry reasons, light

Fig 5. DoP values as a function of the input linear polarization orientations. Orange (squared), red (circle), blue (triangle) and
purple (inverted triangle) curves correspond to the segments of the same color in Fig 3A.

https://doi.org/10.1371/journal.pone.0213909.g005

Table 1. Correlations between the vein orientation and the maximum DoP value for different veins in the Hedera
maroccana leaf (orange, red, blue and purple segments in Fig 3A).

Segments Vein orientation with respect to the lab
horizontal (deg)

Input linear orientation (in deg) for the
maximum DoP

Orange 51±1 51±0.5
Red 119±1 117.5±0.5
Blue 3±1 3±0.5

Purple 89±1 90±0.5

https://doi.org/10.1371/journal.pone.0213909.t001
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polarized at 45˚ with respect to the material dipoles represents a particular case for which the
DoP reaches a minimum value (maxima depolarization).

To summarize this correlation between the vein angular orientation in the leaf and the ori-
entation of the input linear polarization providing the maximum DoP value, these two quanti-
ties are provided in Table 1 for the four veins studied.”

The above-stated dependence of the Hedera maroccana contrast with input polarization
was further studied from a more quantitative point of view. To do so, the visibility V can be
defined as a function of the input polarization particular index (k parameter in Eq (6)). Note
that the visibility can be calculated for any arbitrary point on the image. In our case, we
focused on two particular secondary veins, which are oriented at 90˚ degrees one to each other
(visibility of the orange and blue segments in Fig 3A). These visibility values were obtained
according to the following equation,

V ¼
Imax � Imin

Imax þ Imin
; ð7Þ

where Imax and Imin stand for the maxima and the minima intensity of the selected segments.
The results are shown in Fig 6A, where we see the visibility value for each tested input

polarization (i.e., as a function of the input polarization index k in Eq (6); ranging from 1 to
200). The orange and blue curves in Fig 6 provide the visibility values as a function of k for the
orange and blue segments in Fig 3A, respectively. They reveal that the significant dependence
of the image contrast as a function of the three input polarizations discussed in Fig 3 (linear
polarizations at 0˚ and 45˚ and right-handed circular polarization) is generalized for all the
mapped input polarizations, as provided by the high variation of the visibility observed in Fig
6A both for the orange and blue curves (with peak-to-valley visibility variations from approxi-
mately 0.15 to 0.85 in both cases). It is also clear that the maximum visibility for different struc-
tures in the leaf (orange and blue segments in Fig 3A) are obtained for different input
polarizations, as shown by the peaks displacement observed between the orange and blue
curves. Therefore, we confirm that the visibility of a particular plant structure depends on the
input polarization (high visibility variations with the k parameter in Fig 6A). What is more, we
also prove that different plant structures present different visibility responses to the input
polarization (as shown by the different curves in Fig 6A).

For the sake of generalization, the same study was repeated using a larger number of struc-
tures. In particular, the visibility of 10 different segments arbitrarily chosen all along the whole
image was calculated (see orange, blue and 8 green segments in Fig 3A). The average visibility
as a function of the input polarization index k is represented as a black curve in Fig 6B. Note
that for each value of k (x-axis), the value of the mean visibility is calculated in the following
way: the visibility for each one of the 10 random segments is calculated, then the mean value of
these 10 visibilities is obtained, and this is the value represented in Fig 6B. In addition, the cor-
responding upper and lower deviations, included as dashed lines, were calculated from the
standard deviation.

We see that by considering different plant structures at the same time (10 segments), the
corresponding mean visibility (black line) is considerably reduced. Note that if some input
polarization (k value) were capable of obtaining high visibility values for the 10 plant structures
at the same time, some point of the visibility black curve would be close to 1. However, we see
that all the mean visibility values are lower than 0.7, with the majority of them restricted to val-
ues lower than 0.6 for all the input polarizations. This result generalizes the discussion related
to Fig 6A, and confirms that a particular input polarization provides very different visibility
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values for different plant structures. The same idea is observed in the large standard deviations
associated to the mean visibility values (dashed lines in Fig 6B).

In summary, the images in Figs 3 and 6 and S1 Video demonstrate that the contrast of
DoP-based images is highly dependent on the input polarization, so an optimal selection of the
input polarization is a crucial issue. What is more, the visibility of different spatial structures of
the plant show a large variation (Fig 6B) when a particular illumination polarization is chosen.
Therefore, the optimum contrast related to each specific biological structure is obtained by
selecting different input polarizations. Considering the vast majority of polarimetric methods
conducted on plants so far are based on DoP measurements and using a particular input polar-
ization (usually linearly-polarized light), the above-provided study reveals that those methods
never provide the best possible contrast simultaneously for all the biological structures present
in the plant. Thus, the use of new techniques to better enhance the overall contrast of polarized
images of plants is required.

Contrast of plant samples based on MM metrics: PΔ and IPP indicators
In the present section, we discuss the results obtained when MM-based observables are used
and we compare them with the results obtained for DoP-based images. In particular, the depo-
larization metrics reviewed in section 2.1 were calculated for Sample A from the experimental
MM of the sample. For comparison with images in Fig 3 (DoP-based images), Sample A
images for the PΔ, P1, P2 and P3 polarimetric purity indices are given in Fig 7A–7D, respec-
tively. We see that different polarimetric channels provide different contrast visualization of
the plant structures. This can be understood by taking into account the physical interpretation
of these metrics. Whereas PΔ gives a measure of an overall depolarization capability of the sam-
ple [41], i.e. it depolarizes more or less (from 0 to 1), the IPPs are related to the inherent depo-
larizing mechanisms of samples, and thus can differentiate among different kinds of
depolarizers [42, 43, 45]. From all the obtained results, the best image contrast is achieved for
the P1 channel (Fig 7B), clearly showing the vascular bundles of highly basted and lignified
walls constituting the veins in the Hedera maroccana sample. This contrasted visualization of
the veins indicates that they scatter light in a very different way than other structures in the
plant. More precisely, the veins in Sample A can be understood as equivalent depolarizers con-
sisting of an incoherent addition of two nondepolarizing Mueller matrices [31, 32]. Note that
this analysis is correct for the studied particular case of Sample A, but the best-contrasted

Fig 6. Visibility values calculated from DoP images corresponding to 200 different input polarizations (k
parameter). (a) Orange curve and blue curve provide the visibility related to the orange and blue segments in Fig 3A,
respectively; and (b) Mean visibility (black curve) as a function of the input polarization, calculated from 10 different
segments (orange, blue and 8 green lines in Fig 3A) arbitrarily selected along the leaf. The corresponding standard
deviations values are given by the upper and lower dashed black lines.

https://doi.org/10.1371/journal.pone.0213909.g006
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images for other plants could be obtained with P2 or P3 channels if different inherent depolar-
izing mechanisms were predominant.

In this scenario, the study of IPPs channels is highly recommended because they synthesize
and magnify the overall depolarizing information given by DoP images (section 3.1), leading
to higher contrast.

By comparing the results in Fig 3 (DoP-based images) with those in Fig 7 (MM-based
images), we realize that a given input polarization can enhance the polarimetric response of a
particular structure of a plant with this polarization maximizing the depolarizing response of
this particular biological structure. However, when different depolarizing mechanism origins
(plant scatters with different densities, concentrations, organizations, sizes, etc.) are at different
spatial locations, as is the usual case of a biological image, a particular polarization illumination
does not reveal all the properties of the plant (check the dependence of the spatial image con-
trast on the input polarization in Figs 3 and 6 and S1 Video). Unlike this, by calculating the
MM of the plant, the full polarimetric information is encoded in the matrix, as MMs describe
the polarimetric behavior in polarimetric samples [31–34]. In this scenario, a proper decoding

Fig 7. Hedera maroccana (Sample A) images obtained by using different depolarizing based indicators: (a)
Depolarization Index PΔ; (b)-(d) Indices of Polarimetric Purity (IPPs), P1, P2 and P3. Sample A images obtained by
combining different IPP channels: (e) P2-P1; and (f) P3-P2.

https://doi.org/10.1371/journal.pone.0213909.g007
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of the polarimetric information can reveal all characteristics of the sample. In such a situation,
the analysis of a set of different depolarization metrics based on the MM arises as a promising
strategy, as they provide an overall visualization of scattering structures in the plant. For
instance, we have shown how, in the particular case of Hedera maroccana, the P1 channel (Fig
7B) is clearly better than any DoP image obtained using any other input polarization state (Fig
3A–3D).

Although we review here the particular case of Sample A, we have also studied other plant
taxa (Spathiphyllum sp., Hibiscus syriacus L., Prunus dulcis (Mill.) D.A.Webb, Arum italicum
Mill.). In all these cases, MM metrics provided an overall image contrast enhancement when
compared with standard DoP-based measurements. In particular, the P1 channel tends to pro-
vide the highest contrast in the majority of studied cases.

Some authors have also pointed out that the combination of different IPP channels may
lead to a visualization improvement [44, 47]. For instance, in the particular case of Sample A
(Fig 7), we see how, as stated before, the P1 channel provides a significant contrast of the plant
veins, whereas these structures are more poorly contrasted in the P2 channel (P2 image shows
quite a constant spatial intensity with blurred vein structures). Therefore, the direct differences
between P2-P1 channels could be understood as the removing of certain image background,
which leads to a possible image enhancement for some plant structures. This hypothesis is
compatible with the structure of polarimetric randomness [56] given by the characteristic (or
trivial) decomposition [57], whose coefficients are precisely the differences Pi−Pi−1. To test this
situation, we have also calculated the P2-P1 (direct difference between images in Fig 7C and
7B) and P3-P2 (direct difference between images in Fig 7D and 7C) images for the Sample A,
and the corresponding results are given in Fig 7E and 7F, respectively. We see well-contrasted
images in both cases, especially for the P2-P1 channel (Fig 7E), leading to the best contrast of
the primary and secondary veins in Sample A.

To highlight this image contrast enhancement provided by Mueller matrix-based metrics
from a quantitative point of view, we have examined the visibility of the orange and blue pixel-
segments studied in Fig 3. Let us now turn to the MM-based images in Fig 7. As a reminder,
the two orthogonal segments set in Fig 3 are plotted again in Fig 7B. In particular, the visibility
values corresponding to the direct channels PΔ, P1, P2, P3, as well as for the combined channels
P2-P1 and P3-P2, were calculated according to Eq (7), and both for the orange and blue seg-
ments (i.e., we tested two different secondary veins in Sample A). The results obtained are
summarized in Table 2, where we observe how the P1 and P2-P1 channels are those providing
the best visibility values for both the orange and blue segments. This result was expected
because the P1 and P2-P1 polarimetric images of the Hedera maroccana leaf provided the best
visualization for Sample A structures (see Fig 7).

For the sake of comparison with the DoP-based images, the visibility values obtained for
the P2-P1 images (i.e., the largest visibility values in Table 2) are represented in Fig 6A as an
asterisk (an orange and blue asterisk for the orange and blue segments in Fig 7B, respectively).
We want to note that the visibility calculated for the P2-P1 channel (asterisks in Fig 6A), or for
any other MM-based metric, does not depend on the input polarization because they are calcu-
lated from the MM of the sample (see metrics in Section 2.1). In fact, the Mueller matrix can
be understood as the polarimetric transfer function of the system, linearly relating the input

Table 2. Visibility values V for different polarimetric indicators (different columns) corresponding to the orange and blue segments in Fig 3A.

Segment m00 PΔ P1 P2 P3 P2-P1 P3-P2

Orange 0.1 0.34 0.71 0.16 0.18 0.89 0.54
Blue 0.28 0.26 0.68 0.25 0.19 0.79 0.65

https://doi.org/10.1371/journal.pone.0213909.t002
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and output polarizations [31–34], and only depends on the polarimetric characteristics of the
sample.

In the case of the vein in Sample A, highlighted in the orange segment, the visibility value
for the P2-P1 channel is equal to 0.79 (orange asterisk in Fig 6A), with this value being very
close to the maximum visibility value obtained from DoP-based images (0.85 for the value
k = 39 in the orange curve in Fig 6A). On the other hand, in the case of the blue segment, the
visibility value for the P2-P1 channel is equal to 0.89 (blue asterisk in Fig 6A), with this visibility
being larger than any other visibility obtained from DoP images (the largest DoP-based visibil-
ity for the blue curve is 0.84, obtained for the polarization index value k = 166).

Therefore, unlike DoP-based methods, by using the MM-based depolarizing metrics we
obtain a reasonably good visibility for the two studied segments simultaneously (more than
0.78), and without any dependence on the input polarization. In particular, despite the fact
that some specific input polarization (which must be found using some optimization method)
may lead to the largest visibility for a specific structure of the plant (e.g., orange segment visi-
bility of 0.85 for the input polarization k = 39; see Fig 6A), this same input polarization will
degrade the visibility of other structures in the plant (blue curve for the same k, visibility value
of 0.26). Therefore, the fact that using PΔ and IPP indicators for the full image of the plant pro-
vides a nice overall contrast without the necessity of optimizing the input polarization proves
this is a more adequate approach for the characterization of plants through polarizing images.

Finally, the adequacy of MM-based metrics in the visualization of different plant structures
is further highlighted by generalizing the above-described visibility study to 10 different pixel-
segments arbitrarily selected along the plant (the same 10 segments shown in Fig 3A that were
previously used to test veins placed at different spatial positions on the leaf, data in Fig 6B). In
particular, we calculated the mean visibility (average of the visibility values for the 10 seg-
ments) corresponding to the P2-P1 channel. The corresponding standard deviation was also
calculated. To illustrate the comparison with the DoP-based approach, the calculated mean
visibility is marked with a blue asterisk in Fig 6B along with its corresponding error bar. We
observe how the mean visibility obtained from the P2-P1 channel is significantly higher (0.77,
blue asterisk in Fig 6B) than the mean visibility calculated using DoP images (black curve in
Fig 6B), independently of the input polarization (k parameter). This result highlights the suit-
ability of the MM-based depolarizing metrics for plant imaging.

Conclusion
In this work we presented the benefits of polarimetric methods for the inspection of plants.
Although polarimetric methods have widely proved their suitability in biological applications,
for instance in medical applications, they have not been extensively exploited in botanical
applications. In particular, despite the fact some authors have studied different plants using
polarized light, the number of works in this topic is not very extensive, and those that do exist
mainly focus on the study of the Degree of Polarization of light dispersed by plant samples.

However, methods for polarimetric analysis of data have been largely improved in recent
years. We proved how current polarimetric tools, based on the calculus of the Mueller matrix
of the samples, can be beneficial in extracting information about plant structure. In fact, polar-
imetric tools provide images showing a larger contrast in some plant structures (or even show
structures hidden in the intensity images) than nonpolarized intensity images. Furthermore,
they have proven to be more suitable than polarimetric approaches based on the Degree of
Polarization evaluated from the Stokes vector of scattered light.

A qualitative/quantitative polarimetric analysis of a Hedera maroccana leaf is provided in
this work. The contrast of some leaf structures which are hidden in nonpolarized light

Depolarizing metrics for plant samples imaging

PLOSONE | https://doi.org/10.1371/journal.pone.0213909 March 14, 2019 15 / 19

https://doi.org/10.1371/journal.pone.0213909


intensity images (such as secondary veins), can be revealed by DoP images. However, we
proved that such structures, like veins with different spatial orientation, present very different
visibility values as a function of the input polarization. As a consequence, no input polarization
is able to provide high visualization of all structures at the same time. In contrast, we proved
how some polarimetric indicators evaluated using the Mueller matrix provide a much better
overall visualization of plant structures and are highly recommended over DoP-based images.
In particular, the depolarization index, PΔ, and the Indices of Polarimetric Purity, IPPs, were
used to study the Hedera maroccana. Among these indices, we have shown that both P1 and
P2-P1 channels provide the best contrast of the principal and secondary vein systems of the
leaf. Analyses conducted on sample A were repeated on different Hedera maroccana leaves
(sampling of 5 leaves), obtaining analogous results.

The examples provided in this work prove that polarimetric methods can be successfully
used in botanical applications and the methods described could be of interest in a wide number
of botanical applications. For instance, cell membrane depolarization potential can be a tran-
sient situation due to different factors: biotic elicitor for phytoalexin production in vitro culture,
effect of feeding on plant leaf, interaction between root plant and Rhizobium bacteria, etc. The
analysis of polarimetric imaging of plant tissues is then a useful parameter in order to verify the
membrane integrity and function. The methods could also be applied in diverse botanical areas,
as for instance, in plants characterization of structures and plant taxonomy, evolution of plant
specimen, hydric stress determination, and for early detection of some plant diseases.

Supporting information
S1 Video. Video consist of 200 frames where each frame shows the DoP image of Hedera
maroccana leaf calculated for a different input polarization.
(AVI)
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Polarimetric imaging microscopy 
for advanced inspection of vegetal 
tissues
Albert Van Eeckhout1*, Enrique Garcia‑Caurel2, Teresa Garnatje3, Juan Carlos Escalera1, 
Mercè Durfort4, Josep Vidal1, José J. Gil5, Juan Campos1 & Angel Lizana1

Optical microscopy techniques for plant inspection benefit from the fact that at least one of the 
multiple properties of light (intensity, phase, wavelength, polarization) may be modified by vegetal 
tissues. Paradoxically, polarimetric microscopy although being a mature technique in biophotonics, is 
not so commonly used in botany. Importantly, only specific polarimetric observables, as birefringence 
or dichroism, have some presence in botany studies, and other relevant metrics, as those based on 
depolarization, are underused. We present a versatile method, based on a representative selection 
of polarimetric observables, to obtain and to analyse images of plants which bring significant 
information about their structure and/or the spatial organization of their constituents (cells, 
organelles, among other structures). We provide a thorough analysis of polarimetric microscopy 
images of sections of plant leaves which are compared with those obtained by other commonly used 
microscopy techniques in plant biology. Our results show the interest of polarimetric microscopy 
for plant inspection, as it is non-destructive technique, highly competitive in economical and time 
consumption, and providing advantages compared to standard non-polarizing techniques.

The inherent properties of light are a signifi ant source of information when used to probe the properties of 
vegetal tissues1–17. In microscopy imaging, it is common to prepare the samples to be studied in very thin sec-
tions to prevent multiple scattering of light by the different tissue structures, which can degrade image contrast 
and spatial resolution. Thin sections of tissues are in general almost transparent and very difficult to visualize if 
a contrast enhancement technique is not applied. Chemical staining is a very popular approach because of the 
chemical specific ty of dyes to targeted molecules in the tissues. The phase contrast technique13 is a widely spread 
approach, which does not require any staining, and which can increase contrast of the thin sections proportion-
ally to the optical thickness of the vegetal structures probed.

The use of polarized light to increase contrast in images used for vegetal tissue characterization is also a 
well-known approach. Contrast enhancement of images of plant structures is usually obtained using polarized 
light, through the measure of dichroism or birefringence18–25. Dichroism is related to the polarization-dependent 
absorption of light by plant structures and it is useful to detect specific molecules as well as to visualize how 
they are organized in a three-dimensional framework. Dichroism is successfully used in many studies devoted 
to reveal the organization and concentration of chloroplasts and related organelles in plant species19,21. Bire-
fringence is generated either by anisotropic molecules (in general partially crystallized macromolecules) or by 
non-isotropic organization of non-necessarily anisotropic macromolecules. Birefringence has been successfully 
used to characterize birefringent macromolecules as cellulose, involved in distinct types of cell processes, such as 
cell development and aging18, production of guard cell protoplasts19. Birefringence has also been used to study 
the structure of guard cells themselves and their related stomata20 or to investigate the cell wall composition in 
phylogenetically distant groups of plants21, and to study the structure of trichomes22,23.

Polarimetric microscopes used for plant inspection are mostly optimized to measure dichroism or bire-
fringence, but other polarimetric features, as depolarization, are usually neglected. Depolarization arises when 
photons with different polarization states incoherently reach the same area of the detector. In plants, depolari-
zation is mainly caused by light scattered by cells, organelles, extracellular structures, and other elements that 
may be located within the tissue. For very thin preparations, scattering is usually low and depolarization effects 
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are usually disregarded, however, optical characterization of plants is not always performed in such conditions. 
To date, the most used approach to account for depolarization introduced by plants is to measure the so-called 
degree of polarization (DoP) of scattered light26–29. Since DoP depends on the intrinsic characteristics of the 
constituents of plants it is a pertinent and informative observable of the state of a given specimen, reason why it 
has been used in preceding studies. However, a more general approach, Mueller polarimetry has been scarcely 
used in botany24,25,30. The latter situation is surprising compared to the extensive use and the still growing interest 
of Mueller polarimetry to study either human or animal tissues31–36.

The goal in the present manuscript is to show that Mueller polarimetry provides both, polarization-based 
and depolarization-based observables and that both of them can bring interesting and independent information 
about the physical properties and structure of vegetal tissues. Polarization-based observables can be measured 
with techniques other than Mueller polarimetry, however, Mueller polarimetry has the advantage compared to 
other experimental approaches that it provides all the polarization-based observables and the depolarization-
based ones as the result of a single measurement. The present manuscript is to be read as a general presentation 
of imaging Mueller polarimetry applied to plants and the evident potential benefits that botanists can obtain 
when implementing it in their characterization routines. Th s paper goes beyond the simple illustration of a case 
study and compares polarization microscopy-related images with microscopy images obtained with state-of-the 
art techniques commonly used to visualize and to characterize plants. We demonstrate how polarization micros-
copy is an excellent tool for characterization of vegetal tissues and plant sections. It is a perfect complement, and 
in some cases is advantageous, to standard microscopy methods, providing the potential to expand the field of 
optical instrumentation for the study of plants.

Results
In this work we have considered leaves from a specimen of Epipremnum aureum (Linden & André) G.S.Bunting 
belonging to the Araceae family as a case of study. A picture of said specimen is shown in Fig. 1a. Comparison 
of imaging polarimetry with other advanced techniques, such optical microscopy, phase contrast microscopy, 
fluorescent microscopy, highlights the potential of polarimetry for plant inspection. These advanced imaging 
methods that will be discussed in the present study are currently used in botany for plant inspection. Although 
the selection is not an exhaustive compilation, it is meant to be representative of the techniques used in the fi ld 
and they should be interpreted here as a base of comparison to help the reader to understand the potential and the 
interest of Mueller polarimetry. Note that other methods could be mentioned but are not available in this study, 
as for instance, differential contrast microscopy (DIC) that is a relevant advanced characterization technique, 
and that presents images like those obtained by phase contrast microscopy but emphasizing lines and edges of 
the sample structures by exploiting the polarization properties of light37. Figure 1b shows one of the leaves used 
for the present study. The square inside the leave highlights the area that was imaged using the above-listed 
microscopic techniques. A description of the plant used for the present study is found at the Methods section.

Polarimetric microscopic images of the Epipremnum aureum leaves were taken with a multimodal microscope 
working in transmission configur tion. The microscope can also be used in a way to obtain images insensitive to 
the polarization of light (standard optical microscope). More details of the microscope used can be found in the 
Methods section. An example of an image taken in non-polarized mode of the lower leaf surface of the leaf can be 
seen in Fig. 2a. In the latter image it is possible to distinguish the presence of a few epithelial cells, characterized 
by their typical polygonal shape, and a guard cell and its related stomata. These cells are located just at the lower 
surface of the leaf. In the image shown, there is also possible to guess the presence of an elongated structure which 
appears blurred because it is located inside the leaf, at a distance from the focal region longer than the depth of 
focus of the objective used to take the images. Because of the blurry and the lack of contrast in said image, it is 
not possible to perceive the details, or at least, to unambiguously identify the nature of the elongated structure. 

Figure 1.   Plant specimen used for the present study: (a) Epipremnum aureum general view; (b) one of the 
measured Epipremnum aureum leaves.
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The same portion of the leaf was measured in polarimetric mode and the Mueller matrix image encoding the 
polarimetric response of the sample was obtained. To get further physical information from the measured Mueller 
matrix image, the latter was decomposed to obtain a set of subsequent images of polarization and depolarization 
metrics. Concerning depolarization, in this work it is used the depolarization index P∆ and a set of observables 
(P1, P2 and P3) called indices of polarimetric purity (IPPs) that give indications about the way that a medium 
depolarizes light. Accordingly, P∆ and IPPs are sensitive to classify different microscopic elements according to 
their ability to depolarize the illuminating light. It is worth to note that P∆ is a global depolarization measure 
while IPP can distinguish different depolarization anisotropies that results into the same P∆ value. Interested 
readers can found, in the Methods section and in the Supplementary information, a detailed description of the 
polarization-depolarization observables and an algorithm to deduce them from Mueller matrices.

Figure 2b–d show the images corresponding to P∆, the fi st IPP, P1, and the difference P2–P1, which provided 
highly contrasted images. Concerning polarization properties, Fig. 2e shows the sinus of the linear retardance, 
which gives information about the birefringence of structures in the imaged area of the leaf. In Fig. 2b–e the 
elongated shape of an inulin raphide can be also seen. Inulin is a type of polysaccharide which crystallizes in 
needle-shaped crystals; the crystals tend to group together to form raphides, which are found in parenchymal 
cells in some plant species. In such images, the edges of the raphide can be clearly distinguished, and the whole 
structure is highly contrasted with respect to the background. In fact, in the case of P1 image (Fig. 2c), the red 
square section of the raphide, has an average P1 value of 0.11 whereas the green square section, corresponding to 
the background, has an average P1 value of 0.29. A compact structure such a raphide scatters light differently that 
the aqueous structure of the surrounding media. The fact that the values of P1 are well clustered in two groups 
around 0.11 and 0.29 respectively, shows the ability of the observable P1 to distinguish among different types of 
matter, which would not be possible under non-polarized light images. The case of P2–P1 channel in Fig. 2d is 
also exemplary. According to this observable, the same section of the raphide is characterized by values around 
0.13 whereas the same section of the background cells shows the value 0.02. To quantify the image contrast 
between two structures in the image, the so-called visibility has been used as a metric. The visibility is defined 
by the expression: V =

∣

∣Istr − Iback
∣

∣/(Istr + Iback) , with Istr and Iback being the average signal intensities of the 
studied biological structure (in this case the raphide) and the background cells respectively. Visibility values are 
between 0 (null contrast) and 1 (maximum contrast). In the analysed case, the visibility of the image between the 
raphide and the background is V = 0.03 for the intensity image (Fig. 2a), V = 0.24 for P∆ (Fig. 2b), V = 0.41 for the 
P1 observable, (Fig. 2c) and a visibility of V = 0.72 for P2-P1 case (Fig. 2d). Visibility values of different observables 
are calculated over the same red and green square sections (Fig. 2c) and further contrast analysis, including the 
study of the standard deviation of the intensity in these regions, is provided in the Supplementary information. 

Figure 2.   Polarimetric analysis of a small piece of the Epipremnum aureum leaf (marked with a white rectangle 
in Fig. 1b). Different images of an inulin raphide, situated close to a stoma, are provided, which were obtained 
by using different channels: (a) Intensity; (b) P∆; (c) P1; (d) P2–P1; (e) The sinus of linear retardance δ (stoma 
highlighted with a red arrow); and (f) Pseudocoloured image encoding retardance modulus and orientation. 
Pseudocoloured image comprises the linear retardance of the sample (shown into a white–black scale; radius of 
the semi-circular colour scale), and the fast axis orientation (represented with different colours; perimeter of the 
semi-circular colour scale).
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Note that the visibility values of depolarizing observables are signifi antly better than those obtained for the 
polarization insensitive image. Regarding the different depolarizing observables, the visibility of the raphide 
is higher in the case of analysing P1 and P2–P1 than P∆ as the raphide depolarizes light in an anisotropic way. 
Therefore, raphides are easier to identify when using these IPPs observables than in the P∆ case.

Raphides are not the only structures which can be highlighted thanks to polarimetric microscopy. There are 
for instance guard cells and their related stomata, which can also be visualized and characterized using birefrin-
gence. Birefringence in guard cells is mostly due to a preferential alignment of small cellulose microfibrils inside 
their walls. Young and healthy guard cells can show regular and intense birefringent pattern, on the contrary, 
dead or non-functional guard cells have distended walls, and show distorted or very poor birefringence patterns. 
The portion of the leaf shown in Fig. 2a–f contains a stoma of about ~ 50 µm stomatal length close to the raphide. 
Despite of being birefringent, the visibility of the stoma is lower than that of the raphide (also birefringent) and 
therefore somehow screened by it in the colour scale chosen to represent Fig. 2e.

While the stoma has a negligible dichroism, the raphide is characterized by 0.2 rad of linear dichroism, 
which indeed appeared to be oriented along the axis of said raphide. The linear dichroism in raphide may be 
due to the anisotropic absorption of well aligned inulin crystals which form the raphide or to the non-isotropic 
scattering which attenuates differently light polarized parallel or perpendicular to the major axis of the raphide. 
The results of a specific study to elucidate the origin of dichroism in raphides is out of the scope of the present 
work but will be presented elsewhere. Moreover, the non-isotropic scattering of light due to the elongated shape 
of the crystals may be at the origin of the non-symmetric depolarization that gives rise to the highly contrasted 
P1 channel with respect to P∆.

A colour encoding format is an appropriate way to highlight different polarization and depolarization sig-
natures at once in the same image38. For instance, Fig. 2f shows the sine of the retardance, already shown in 
Fig. 2e, completed with the information of the orientation of the birefringence. In a second figure, Fig. 3a, it is 
shown how colour encoding allows for further visualization of the stoma. The image corresponds to an area 
of the leaf, free of raphides, where stoma, guard cells and cell membranes are present. Colour encoding allows 
for a clear difference between the membranes of the guard cells and the boundaries of the stoma. The image in 
Fig. 3b corresponds to a zoomed view of the area encircled in Fig. 3a and shows how the structure of the stoma 
(the pore region) and the underlying walls of the associated guard cells can be clearly distinguished. Note that 
it is impossible to achieve a similar level of differentiation by using standard, non-polarimetric, visualization 
techniques in microscopy with unstained samples; see for instance Fig. 2a. What is more, since the colour scale 
in Fig. 3b is related to different orientations of the birefringence, quantitative information about strain spatial 
distribution can be obtained from the image21.

Finally, we want to highlight another relevant advantage of polarimetric imaging, the ability to highlight 
properties and to improve visibility of objects which in standard conditions of observations may appear blurry 
because they are out of focus. The latter is discussed through the following example, in which the same leaf was 
used, but observed with the corresponding obverse face pointing to the imaging microscope objective (the oppo-
site face than in previously discussed examples). A region of interest was selected in which a raphide was present 
in the fi ld of view, but instead of focusing on the raphide (inside the leaf) the image was focused on the surface 
of the leaf. Accordingly, in Fig. 4a, it is shown an image taken under unpolarized light to illustrate how the scene 
is viewed under standard visualization conditions. In this image, the epidermal cell walls are clearly visible and 
the raphide appears so out of focus and blurry that it is barely identifiable. The visibility of the raphide is V ~ 0 
(the visibility is calculated by using the associated red and green squared regions of Fig. 4b). However, when 
the same region of the leaf is measured using polarimetry in identical imaging conditions, the presence of the 
raphide is clearly revealed in the P2–P1 channel Fig. 4b, with visibility equal to 0.67. The same image allows for 
the observation of the cell walls which are also contrasted respect to a black background. Cell walls and raphide 
are visible because both scatter light more effici tly than the bulk of the cell, and, therefore they create more 
light depolarization. Even though the raphide remains out of focus, it cannot be, by any means, overlooked. We 

Figure 3.   Pseudocoloured image of a collection of stomata and the zoomed image of a given stoma are shown 
in (a) and (b), respectively. The pseudocoloured image comprises the linear retardance information of the 
sample (shown into a white–black scale; radius of the semi-circular colour scale), and the fast axis orientation 
(represented with different colours; perimeter of the semi-circular colour scale).
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think that the ability of polarimetric imaging of showing the presence of structures, even being out of focus, is 
a major advantage as it allows for the identification of biological structures located at different axial planes. The 
later permits imaging of a given region at the focal plane without loss of resolution while revealing some out of 
focus structures at the same time. Th s could be helpful to users without aprioristic information of samples, as 
polarimetric contrast shows to be very useful to detect relevant structures which may be out of focus.

So far, in this section we have seen the improvement associated to polarimetric imaging microscopy, with 
special mention to the IPPs channels, when compared with standard microscopy. However, other microscopy 
techniques are well-stablished in biophotonics applications. For the sake of completeness, we include here a set 
of images taken from the same sample specimen, the Epipremnum aureum leaf, obtained using two of the main 
optical microscopy techniques used in botanic: phase contrast microscopy and fluorescence microscopy.

Phase contrast microscopy allows for the observation of unstained cells13 and it is especially useful to explore 
living cells in real time because it does not need the evaluation of multiple images as in polarimetry. Phase con-
trast measures differences in the global phase of a light beam between adjacent zones in the sample under exami-
nation which are created by small variations in thickness and density (refractive index) among those zones. In 
phase contrast microscopy, birefringence is not needed to create a visible contrast between two areas of a sample. 
Phase contrast images of an almost transparent and non-contrasted object give to the human eye the impression 
of a shaded three-dimensional object. The latter implies a signifi ant improvement in the perception of the sam-
ple, and it is in part what is behind the success of this technique. Representative images of stomata and raphides 
imaged with the phase contrast microscope are shown in Fig. 5a,b, respectively. The leaf piece was imaged using 
a commercial Olympus Fluoview 1000 phase contrast microscope described in the Methods section. Whereas 
the stomata are clearly visible in the phase contrast microscopy image (Fig. 5a), with a visibility of V = 0.38 (V is 
calculated over the purple and yellow regions of Fig. 5a representing the stomata and background respectively), 
the raphides were no so-well contrasted, presenting a visibility reduced to V = 0.14 (V is calculated over the red 
and green squared regions of Fig. 5a representing the raphide and background respectively). In Fig. 5b, the loca-
tion of a raphide is highlighted by a violet ellipse to help for visualization. In this example, polarimetric images 
produce more contrasted and more specific images than phase microscopy. Phase contrast performed less well 
than polarimetry, especially in the case of images of raphides, because the light scattered by raphides depends 
on the polarization of the incident light and phase contrast microscopy is unable to see that phenomena as it 
illuminates the sample with unpolarized light. Moreover, colour encoding strategies to enhance image contrast 
and visibility can be applied in polarimetric imaging because polarimetry consists in multiple independent 
channels of information whereas in phase-contrast microscopy the information is restricted to only one chan-
nel. A second reason why phase contrast performed less well than polarimetry in the example discussed here is 
the fact that the sample was not thin, i.e., limited to a single monolayer of cells. In these circumstances, phase 
shifts larger than 2π can cumulate and produce grey scales which do not linearly relate to variations in sample 
thickness or density, therefore degrading the performance of the technique. Phase contrast and polarimetry can 
be complementary because they can be used in non-stained samples. In polarimetry, some channels are specifi  
to the manifestation of a property in the sample, such as retardation or dichroism. In this way, while phase-
contrast provides an enhanced view of the tridimensional conformation of the object, polarimetric observables 
can highlight aspects related to certain specific properties of the sample.

Images of the same areas of the leaf explored under phase contrast imaging were taken with the same Olympus 
Fluoview 1000 commercial microscope previously cited, operated in fluorescent mode. The use of specific dyes 
selected to link to the molecules that are of interest for the observations, makes fluorescence microscopy a highly 
specific and highly resolved technique. By using two different fluorescent dyes, images of well contrasted and 
differentiated stomata (Fig. 5c) and raphide (Fig. 5d) were obtained. Although the visualization of the raphide 
structure is comparable with that obtained by using polarimetric channels (Fig. 2b–d), the stoma image shows 

Figure 4.   Figure (a) shows the intensity image of an inulin raphide out of focal plane (defocused). The 
corresponding image obtained by using the P2–P1 channel is provided in (b).
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some characteristics and details which cannot be reached by polarimetric means (Fig. 5c). However, some physi-
cal information provided by polarimetric images is not present in fluorescence image, such as mechanical stress 
(which in turn creates birefringence) that may occur in cell walls. Polarimetric and fluorescence techniques are 
compatible in the sense that both can be applied to stained samples. Staining may enhance polarimetric prop-
erties, in particular dichroism, in places where the dye links to the molecules of the sample because in many 
cases dyes are anisotropic and dichroic. Fluorescence microscopy works well with samples prepared as very thin 
sections made of a monolayer of cells. For relatively thick samples, like the one used here, the light emitted by 
dyes can be scattered within the tissue and then to end up by degrading the spatial resolution of the images if a 
confocal configuration is not used. Working with thick samples is not a problem in polarimetry, provided that 
an adequate separation between polarization and depolarization channels can be done as shown in this work.

Finally, the validity of the analysis performed on the Epipremnum aureum leaves by polarimetric methods 
is confirmed by high resolution images from scanning electron microscopy (SEM) taken on the same leaves of 
the same plant. From SEM images, we observed a concentration of inulin raphides which are in agreement in 
size and shape to the structures observed in Fig. 2b–d and identifi d as raphides. An electron microscope image 
showing a representative inulin raphide in the studied Epipremnum aureum plant is shown in Fig. 6a. Another 
inulin raphide is shown in Fig. 6b, but the size of this raphide cannot be well determined because it was broken 
during the sample preparation. Preparing the sample without damaging the raphides is very challenging and 
requires a high degree of technical expertise. The images provided by SEM also confi m the presence of stomata 
previously shown in Figs. 2, 3 and 5. Two stomata with open and closed pores respectively are shown in Fig. 6c,d. 
The presence of other structures, not detected by previous methods, such as tinny salt crystals which are observed 
above and around the stomata pores can also be observed due to high resolution of SEM.

Discussion
The present paper highlights the interest of polarimetric microscopy to the study of an Epipremnum aureum 
leaf, but the suitability of polarimetric methods here discussed was also observed by us in different specimens of 
Hedera maroccana McAll., Spathiphyllum sp., Hibiscus syriacus L., Photinia × fraseri Dress, Prunus dulcis (Mill.) 
D.A.Webb, Arum italicum Mill., Hedera helix L., and Vitis vinifera L. For completeness, microscopic polarimet-
ric images of Heredera Helix and Vitis vinifera are provided in the Supplementary information as illustrative 
examples. In the case of the Epipremnum aureum, polarimetric channels clearly show the presence of raphides 
and stomata in the plant. Stomata play an important role in the interaction between plants and environment39. 

Figure 5.   Images of Epipremnum aureum stomata obtained with a phase (a) and a fluorescence (c) microscope. 
Images of an Epipremnum aureum inulin raphide, obtained with the same phase and fluorescence microscopes 
(b,d), respectively.
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These structures regulate gas exchange and water loss in plants, being both key processes in a context of increase 
of CO2 atmospheric concentration and water stress produced by extreme droughts. Despite the contrasting 
responses of stomata to climate change40, the study of these structures in living plants is especially relevant in 
the current scenario to determine the plant productivity by analysing its water use efficiency41. Measurements 
of stomata are typically conducted using a silicon rubber impression technique42 followed by a positive replica 
of the impression material made by using nail varnish43. Polarimetry is presented as a non-contact alternative 
technique that is faster and easier to implement. Moreover, polarimetry brings new information related with the 
distribution of birefringence, probably due to mechanical stain, in the stomata cell walls21.

Raphides are present in many plant species, their abundance and morphology (size, shape…) presence 
together with the crystal structure and morphology seems to be characteristic of taxonomic group of plants. 
These structures, which may be part of the defence mechanism of the plant due to their toxicity, are particularly 
frequent in the Araceae family. They are used in food and pharma industries44,45 and they have several medicinal 
applications, though they can also cause several side effects. In addition, the study of the raphides can be used 
in the characterization of some plant species and in their systematic classifi ation46 and to inform about the 
toxicity of wild edible plants included in retrieval strategies47. Electron microscopy is routinely used to observe 
the crystals in detail, but the technique requires specific sample preparation. Polarimetry is presented as a non-
invasive technique with an easier implementation.

The results shown in this article have been selected to illustrate the presence of different polarization and 
depolarization responses in plant tissues and therefore how they can be used to characterize plant sections or 
specific vegetal structures. Raphides are characterized by a well-defi ed depolarizing and dichroic response, and 
stomata by their retardance. These characteristic polarimetric responses allow for an easy identifi ation of the 
mentioned structures (Figs. 2, 3 and 4), while being almost invisible to the most used optical instrumentation 
techniques. Therefore, it has been shown how polarimetric imaging provides very practical and useful tools that 
allow for the visualization of some plant characteristics not observed when standard non-polarized images are 
used. In addition, polarimetric methods can reveal some structures hidden because they are out of focus but 
have a distinct polarimetric response (Fig. 4). Although elaborate sample preparation, such as clearing, fi ing, 
cutting, or mounting can of course help to improve image quality, they are not mandatory to do polarimetric 
imaging, which greatly simplify the sample handling and characterization procedures.

Figure 6.   Scanning electron micrograph showing the ultrastructure of a bunch of inulin raphides (a) and (b) in 
the parenchyma cell of the studied Epipremnum aureum leaf. Stoma ultrastructure is also shown with an open 
(c) and closed (d) pore.



8

Vol:.(1234567890)

Scientific Reports |         (2021) 11:3913  | https://doi.org/10.1038/s41598-021-83421-8

www.nature.com/scientificreports/

Thanks to the sensitivity of polarization to specific properties which are generally located in well-defi ed parts 
of plant, polarimetry can be complementary or even more useful than other standard characterization techniques. 
In fact, polarimetry can be combined with other optical techniques within the same optical instrument35. As 
an important advantage, polarimetric methods can provide unique physical information, as was the case of the 
non-homogeneous physical properties of the stoma revealed by polarization (Fig. 3a,b), that was hidden when 
using any of the other methods described in this manuscript, including electron microscopy.

The images provided by SEM (Fig. 6) confirm the results obtained by using polarimetric microscopy. Elec-
tronic images provide the best visualization of plant structures, when compared with optical techniques previ-
ously discussed. However, optical, in particular polarimetric methods are much more accessible than electronic 
microscope and could be used for dynamic applications (snapshot imagers). Polarimeters are based on compact 
(an eventually portative) optical configurations48, which can be used for outdoors measurements.

Summarizing, the results provided in this manuscript illustrate the potential of Mueller polarimetric micros-
copy for plant characterization and botanical applications, and also they illustrate the benefits of the recently 
devised depolarization-based observables in complement of the commonly used polarization-based ones. Mueller 
polarimetry provides complementary information not accessed using other optical techniques, as phase contrast 
or fluorescent microscopy. Electron microscopy provides images with high resolution but is less practical than 
polarimetry or other optical methods. Moreover, polarized light microscopy is a non-invasive technique (as it is 
the case of fluorescent microscopy) and can be combined with other optical techniques in the same instrument 
just by including very feasible setups (polarimeters) in the common path of standard optical microscope setup. In 
addition, some image polarimeter architectures are very compact48 and can be used outdoors, thus being valid to 
perform in situ and in vivo measurements of plants. Under this scenario, we think that Mueller polarimetry is a 
very interesting and promising technique to be used alone or in complement to other approaches to study plants.

Methods
Sample description.  We measured a leaf of Epipremnum aureum (Linden & André) G.S.Bunting, which 
is a synonym of Pothos aureus Linden & André. Th s species, belonging to the Araceae family, occurs in forests 
from Southeast Asia to tropical Australia. The adult leaves are usually perforated and often have translucent 
spots along the midrib. These evergreen climbing plants are cultivated for their attractive foliage. A herbarium 
voucher of the studied species is deposited in the Herbarium of the Botanical Institute of Barcelona (BC843412). 
An image of the measured Epipremnum aureum is given in Fig. 1a. The leaf measured is shown in Fig. 1b.

The Mueller matrix approach.  Polarization of light is in general modifi d when it interacts with material 
media. The formalism followed in this work to describe the polarimetric modifi ations is the Mueller matrix 
approach. Within this approach, the states of polarization of light are represented by means of four real param-
eters, which are the components of the so-called Stokes vector. The physical meaning of the four components 
of the Stokes vector is related to the ellipticity, ε, and the azimuth, θ, of the polarization ellipse49. The polariza-
tion ellipse is the trajectory followed by the end point of the electromagnetic fi ld when light propagates in a 
given media. Accordingly, the modifi ation of the polarization state produced during light-matter interactions is 
described by using a 4 × 4 matrix called the Mueller matrix, in such a manner that the Stokes vector of the output 
light is given by the product of the Mueller matrix and the Stokes vector of the input light.

The determination of the experimental Mueller matrix requires the use of a Mueller polarimeter, which 
measures the polarimetric characteristics of the sample by controlling the polarization of the illumination light 
and analysing the state of polarization of the light eventually modifi d during the light-matter interaction. 
The determination of a Mueller matrix is obtained from a set of radiometric measurements resulting from the 
illumination of the sample with light prepared in different polarization states, and the subsequent analysis of 
the polarization of imaged (or detected) light beam. This situation is mathematically described by means of the 
following expression:

where I is a n × n matrix composed by the measured intensities, MSample is the 4 × 4 Mueller matrix of the sample, 
SPSG is a 4 × n matrix whose n columns represent the Stokes vectors of the different polarization states used to 
illuminate the sample, and SPSA is a n × 4 matrix whose rows provide the n different transposed Stokes vectors 
which represent the set of analysis polarization states over which the polarization state emerging from the sample 
is projected to be analyzed. The Mueller matrix can be derived from the Eq. (3) by calculating the pseudoinverse 
of the analyzer and the illumination matrices ( ̃S−1

PSA and S̃−1

PSG ) this leading to the following relation,

At least four illuminating and analyzed states are needed to measure the full Mueller matrix. Therefore, at 
least 16 measurements are required to fully determine MSample.

Polarization and depolarization metrics.  In the work presented here, we make use of different polari-
metric metrics to analyze the optical response of vegetal samples. These metrics are calculated from the experi-
mental Mueller matrix and they are related to the main polarimetric content of the sample, i.e., diattenuation, 
retardance and the degree of depolarization. Although a few metrics can be directly gathered from the Mueller 
matrix, such as the diattenuation D, other metrics can be obtained after decomposition of the Mueller matrix 
to a set of simpler matrices. There are different types of matrix decomposition schemes, such as product, sum 
and differential50,51 ones, each decomposition is adapted to particular and well-defi ed experimental conditions. 

(1)I = SPSAMSampleSPSG ,

(2)MSample = S̃
−1

PSAIS̃
−1
PSG .
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Accordingly, the choice of one or another decomposition scheme must consider the experimental conditions 
and the sample structure. In the context of the present work a product decomposition known as Lu-Chipman 
decomposition49,50 was used to obtain the polarimetric properties from experimental data. In general, the pola-
rimetric properties derived from different decompositions may differ to each other, the latter being due to the 
non-commutativity of the different algebraic operations needed to be done in order to implement the decom-
position. Before doing a fi al choice to present the data of this work, the polarimetric data obtained with the 
Lu-Chipman decomposition, the symmetric decomposition and the differential decomposition were compared. 
For the case analysed in this article it was found that all the decompositions tested provided equivalent results. 
The choice of the Lu-Chipman decomposition was done because it provided slightly better results in terms of 
numerical noise compared to the symmetric decomposition, and because it can be applied for measurements in 
transmission and refl ction configur tions, contrarily to the differential decomposition, only valid for measure-
ments in transmission.

The Lu-Chipman decomposition describes the Mueller matrix as a product of three 4 × 4 real matrices sepa-
rating the main polarimetric information encoded in M,

where M∆ represents a depolarizer, MR, a generalized retarder, and MD is a generalized diattenuator. These matri-
ces can be used to obtain the values of the linear and circular retardance and the linear and circular dichroism. 
Moreover, the orientation of the axis defining linear retardance and dichroism can also be obtained from matrices 
MR and MD, respectively. The details about the implementation of the Lu-Chipman decomposition have been 
largely discussed in the literature and are included in the extended information section for reader’s convenience.

To characterize the depolarizing content of the botanical samples, in this study it is discussed the use of 
a full depolarization space instead of a single observable. A depolarization space is an abstract mathematical 
space made of three or more depolarization-related metrics which are not fully independent but related to each 
other. A depolarization space gives information not just on how much light is depolarized but also on how it 
is depolarized by the sample. The defin tion of a depolarization space is not unique52,53 and a choice must be 
done based on multiple criteria such as discrimination power between depolarization metrics, computation 
time, adequacy to the physical problem treated among others54. The depolarization space used in this work is 
composed by the IPPs55, which can be directly deduced from the measured Mueller matrix of the sample. The 
set of IPPs is composed of three real magnitudes labelled as P1, P2, and P3 (with values from 0 to 1 each) defi ed 
as respective combinations of the four eigenvalues (taken in decreasing order λ0 ≥ λ1 ≥ λ2 ≥ λ3) of the covariance 
matrix H which is associated with the Mueller matrix, M55.

IPP parameters are restricted by the following inequalities55,

The idea behind IPPs is that the response of any depolarizer can be synthesized as the incoherent sum of four 
components with different weights, which are regulated by the IPPs50,56. Accordingly, P1 is associated with the 
relative portion of a non-depolarizing component, P3 with the portion that is not fully depolarized, and P2–P1 
measures the relative portion of a parallel component composed of an equiprobable mixture of two non-depo-
larizing elements50. In this context, IPPs allows for the differentiation between different types of depolarizers56,57, 
or, in other words, between different types of depolarization mechanisms, which may unveil differences among 
the structures and organs in the sample tissue. In contrast to the IPP, which provide complete quantitative infor-
mation of depolarization, the depolarization index P∆

58, commonly used in the polarimetric community, only 
provides an overall measure of the depolarizing power of the sample. Note that P∆ can eventually be calculated 
from the IPPs as55,

Optical microscope.  The optical microscope is the same used in the polarimetric microscope (described 
below), but without the corresponding PSG and PSA.

Polarimetric microscope.  Polarimetric images (Figs. 2, 3 and 4) were obtained with a multimodal micro-
scope polarimeter. The multimodal microscope is an innovative polarimetric imaging system that can be oper-
ated in two imaging modes, the real plane, and the Fourier plane (also called conjugate space plane). In real 
plane imaging mode, the microscope produces images of the studied sample, while in Fourier imaging mode the 
images correspond to the angular distribution of light transmitted or scattered by the sample. The instrument 
is coupled to a white light LED as a source, followed by a narrow-band spectral filter centred at a wavelength of 
533 nm with a spectral width of 15 nm. The microscope is mounted in transmission configur tion; the sample 
is located between two identical microscope objectives (one for imaging and another for illumination). The 
microscope objectives can be selected among different magnifi ations; 50×, 20×, or 5 × depending on the needs 
of a specific esolution and a numerical aperture of a desired image.

(3)M = M�MRMD ,

(4)P1 ≡
�0 − �1

trH
, P2 ≡

�0 + �1 − 2�2

trH
, P3 ≡

�0 + �1 + �2 − 3�3

trH
.

(5)0 ≤ P1 ≤ P2 ≤ P3.

(6)P� =
1√
3

√

2P21 +
2

3
P22 +

1

3
P23 .
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Thanks to the use of a series of relay lenses, it is possible to create conjugates of the back-focal planes (BFP) 
of the illumination and imaging objectives the illumination and imaging arms, respectively. The eventual inser-
tion of pinholes in the conjugates of the BFP of the two objectives allows for the control of the direction and 
the aperture of the illuminating and the imaging beam, respectively. A pinhole (500 µm diameter) is used to 
illuminate the samples with a beam in normal incidence with an aperture of 5°. No pinhole is inserted in the 
imaging arm to maximize the collection of scattered light intensity and thus to optimize depolarization sensitivity 
of the measurements. The relay lens system provides a conjugate of the sample plane in both; the illumination 
and the imaging arms, therefore, the use of pinholes in those planes, helps to defi e the shape and size of the 
illuminated and imaged field of view (FOV) respectively. The insertion of a Bertrand lens in the optical path of 
the microscope allows for an easy switch between the real and the Fourier imaging modes59. In the present work 
only images in the real plane were used. The same instrument has been applied in the past to characterize the 
dependence of polarization and depolarization properties as function of sample thickness60 and digital histology 
of human samples to study the influence of sample thickness of polarimetric observables61.

Fluorescence microscope.  Fluorescence images are obtained by a commercial Olympus Fluoview 1000 
microscope. The system can illuminate the sample with six different wavelengths and a multiple combination of 
them. Among all the available wavelengths, three are generated with diode lasers (405, 559 and 635 nm) and the 
other three are generated with a multiline argon laser (458, 488, and 515 nm). The fluorescence images presented 
in this work were acquired using three filters (Olympus U-MWU2, U-MNB2, U-MWG2) which are centred at 
330 nm, 470 nm, and 510 nm, respectively. The equipment allows for the acquisition of images in four channels 
simultaneously with a resolution of 200 nm, using a spectral detection system. The signal can be captured by 
three photomultipliers (PMT) for fluorescence and/or refl ction, plus an external detector for transmitted light. 
Captions can be made in 5 dimensions, three for space, one for time, and one for wavelength (xyztλ). The control 
of CO2 delivery and temperature allows the system to carry out in-vivo experiments over time.

Phase contrast microscope.  The phase contrast microscope is the same instrument used to measure the 
fluorescence response (the Olympus Fluoview 1000 microscope) but equipped with two phase contrast ele-
ments: a phase contrast condenser annulus located under the microscope stage, and a phase ring placed above 
the objective.

Electron microscope.  The observations were made with a scanning electron microscope (Jeol J7100F) of 
the Centros Científicos y Tecnológicos de la Universidad de Barcelona (CCiT). The preparation of the leaves 
before observation was performed as follows. They were dehydrated with alcohols of increasing graduation until 
the absolute alcohol. Afterwards, they were brought to the critical point and were coated with a special carbon 
thin film deposited using thermal evaporation. The resolution of the electron microscope is of 100–500  nm 
depending on the selected magnifi ation.
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