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Abstract  

 

Technological advances have always accompanied the human progress and are largely 

driven by the design and discovery of new materials. Its impact on modern society plays 

a fundamental role in the strategies for the establishment of sustainable chemical 

technologies that are efficient from the energy point of view and respect the environment. 

Due to the rapid advancements in computing processors, computing hardware, and 

software, and in particular, the trade-off between accuracy and computational cost 

provided by the Density Functional Theory (DFT), the methods and techniques of the 

Theoretical and Computational Chemistry (TCC) not only play a central role in 

explaining, rationalizing, and predicting experimental results, but it has also increasingly 

become a valuable tool aimed at discovering and simulating new materials and catalysts. 

Modeling, at the atomic level, and the use of TCC calculations are a central aspect of 

modern chemistry and physics, providing a deeper insight into how advanced materials 

work. The design and synthesis processes for obtaining new materials can be accelerated 

using first principles calculations and it has rapidly evolved from an explanatory tool to 

support experimental characterization, allowing theory-driven design and optimization of 

materials to address some of the most pressing technological challenges of our time. 

Bridging the gap between experimental and computational researchers by fostering close 

collaborations is mandatory for making a breakthrough in the investigation of materials. 

The combined forces of these two pillars, experiment and in-depth computational 

analyses are more powerful than ever and capable of quantitative predictions, though care 

must still be taken in comparing results from theory and experiment. It is the main 

strength of the present Ph. D, which cover a multidisciplinary field combining physics, 

chemistry, theoretical and computational chemistry, and materials science pushing the 

boundaries for find and understand the structure and properties, at atomic level, of two 

types of materials: glasses (Ba2SiO4, high-BaSiO3, Ba4Si6O16, Ba5Si8O21, Ba6Si10O26, 

high-BaSi2O5 and low-BaSi2O5) and semiconductors (PbMoO4, In2O3, ZrO2, CaWO4 and 

SnMoO4/SnWO4). We discuss and present recent advances for understanding, by the use 

of first-principles quantum-mechanical calculations, at DFT level, their structural, 

electronic, and optical properties. We also studied the doping processes, the formation of 

solid solution, and phase transitions induced by pressure, that play key roles in the further 

development of these materials for optoelectronic and photocatalytic applications. We 

hope that present results guide the synthesis for the most promising candidates of a 

particular application.  
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Joseph MacDouall writes: ‘‘Chemistry is a game that electrons play’’ (J. J. W. 

MacDouall, Computational Quantum Chemistry: Molecular Structure and Properties in 

Silico. RSC Theoretical and Computational Chemistry Series, Royal Society of 

Chemistry, 2013), cited by Ali and Allam [1]. If we are capable to known and understand 

the nature of their interactions, then we could control the “game” and unveiling the 

behavior and applications of materials, which are the backbone of our modern 

civilization. This comment can be employed in the investigation of materials, i.e., the 

understanding, at atomic level, control and prediction of functional materials behavior is 

not only of immense fundamental significance, but also represents a crucial step toward 

important wide-ranging applications [2].  

Understanding the structure−property relationship of inorganic solids has 

emerged as a prevailing strategy to provide guidelines for predicting and designing 

desired functional materials. Experimental discoveries followed by theoretical 

interpretations that pave the way of further advances by experimentalists is a developing 

pattern in modern chemistry and materials science. The revolution of these sciences 

started with the development of experimental techniques such as X-ray diffraction, 

infrared and Raman spectroscopy, electron microscopy, in which the close collaboration 

between experimentalists and theorists led to the quantitative determination of structure 

and composition. For example, the experimental discovery of the chemical activity of 

surface defects and the trends in the reactivity of transitional metals followed by the 

explanations from the theoretical studies led to the molecular level understanding of 

active sites in catalysis [3]. The molecular level knowledge, in turn, provided a guide for 

experiments to search for new generation of catalysts. These and many other examples of 

successes in experiment-and-theory-combined studies demonstrate the importance of the 

collaboration between experimentalists and theorists in the development of modern 

science, Figure 1. 

 

 

 

Figure 1: A schematic presentation of experiment-and-theory combination. 
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1.1. Quantum mechanics: calculations and simulations 
 

Materials are real-world developments of quantum mechanics, embodying what 

is described as interactions in a Hamiltonian. Novel states of matter emerge, depending 

on relative coupling strengths of these interactions as well as external excitations. An 

intricate interplay involving different degrees of freedom and excitations of charge, spin, 

and lattice determines underlying time scales and, hence, real-time dynamics. These 

interactions are at the heart of how the materials display their properties and then the 

corresponding functions. Intriguing and rich information about electrons, atoms and ions 

of a material is encoded in these interactions that are dominated by quantum-mechanical 

effects.  

The emergence of new phenomena challenges the limits of our fundamental 

understanding of nature at microscopic length and ultrafast time scales. In other words, 

the atomic and molecular world, unlike the macroscopic world, can only be accurately 

described by quantum mechanics, and is dominated by quantum mechanical effects. The 

natural properties and behavior of molecules and materials are difficult to understand and 

rationalize, as well as they are impossible to predict without resorting to approximations. 

In this context, quantum mechanical calculations and simulations play a central role in 

understanding the properties of materials and, increasingly, predicting the properties of 

new materials.  

Computational materials science is a robust research field with has significant 

advances over the last decades. In the early stages of the field, pre-total-energy methods 

that used parametrizations for many-body integrals were the most popular tools used for 

evaluating the properties of molecules and solids. The emphasis was mainly on 

understanding the energy, atom positions, and band structure and results were mostly 

qualitative. The advent of density functional theory (DFT) [4-7]  led to better simulation 

capabilities, which delivered a deeper understanding of the properties of multi-atomic 

systems. 

Actual sophisticated methods and the ever-increasing speed of computers over the 

last decades, have allowed quantum mechanical calculations to achieve a status at the 

same level as the experiments. It is a key component of science research and established 

a place for itself in the chemistry, physics, and materials science toolbox next to such 

common laboratory techniques as X-ray diffraction, infrared and Raman spectroscopy, 

electron microscopy, and so on. Computational modeling and molecular simulations have 
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substantially contributed to the progress in the fundamental understanding of many fields 

of research, such as chemical reactivity [8,9]. 

 Over the past decade computational materials science has undergone a 

tremendous growth thanks to the availability, power, and relatively limited cost of high-

performance computational equipment. Computations have become indispensable in 

providing an atomistic framework for the interpretation of spectroscopic data and 

elucidation of reaction mechanisms. State-of-the-art quantum chemical methodologies 

and, particularly, the methods are well-suited for studying chemical reactivity, analyzing 

complex reaction paths, and modeling kinetics of complex chemical reactions. The 

widespread application of computational chemistry is facilitated by the availability of 

convenient quantum chemistry and molecular modeling software that enables the practice 

of quantum chemistry in the absence of advanced programming skills and dedicated 

theoretical training. Computational chemistry is currently routinely employed not only by 

theoreticians, but by a wide range of experimental catalysis groups who often use results 

of atomistic DFT modeling to support mechanistic proposals derived from the 

experiments. The direct correlation between the results of molecular modeling and 

experimental data has become a common practice supported by the great success of near-

chemical accuracy that can potentially be achieved with the modern computational 

approaches. 

 Conventionally, the accuracy in theoretical computational chemistry refers to the 

performance of a particular methodology in computing specific fundamental chemical 

properties with respect to experimental or highly accurate theoretical results. In practical 

calculations, the overall accuracy also strongly depends on the quality of the model, that 

is, how well it accounts for the important chemical details of the specific material or 

property in question. There is a natural trade-off between the method (level of theoretical 

approximation) and model accuracies (level of chemical details included in the model). 

The maturity of the field arose with the development, within the last 30 years, of different 

DFT computational packages [10-16]. 

In this context, the methods and techniques of theoretical and computational 

chemistry have permanently reshaped the landscape of chemical and materials science by 

providing tools to support and guide experimental efforts and for the prediction, 

understanding, and rationalization of structure and electronic properties at the atomic 

level. In this regard, electronic structure packages have played a special role by using first 

principle-driven methodologies to model complex chemical and materials processes. 
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Over the past few decades, the rapid development of computing technologies and the 

tremendous increase in computational power have offered a unique chance to study 

complex systems and transformations in and condensed phase systems at different levels 

of theory. 

In this Doctoral Thesis we will investigate two types of materials: semiconductors 

composed of binary and ternary metal oxides and boron silicates as representative family 

of glasses. We are in front of complex systems, in which their variety and the different 

constituents of these systems are prone for the appearance of new properties. For 

understanding their functions, it is mandatory to consider local properties and/or events, 

and this concept is contrary to the philosophy of reductionism, the traditional physics 

hallmark. Then, we can move to local analysis, in which structural and electronic disorder 

prevails. 

First, a brief introduction on semiconductors (metal oxides) and glasses (barium 

silicates) are shown in Section 1.2. and 1.3., respectively. In particular, the doping 

process, formation of solid solutions, pressure effects, Raman vibrational spectra and 

photoluminescence emissions and morphology have been highlighted. Section 2 

introduces the aims of present Doctoral Thesis. Section 3 shows the main computational 

methods used. Section 4 describes the results and discussion derived from the different 

articles. Section 5 a brief conclusion and an outlook based on the results special 

wettability are shown. In the final section 6, the list of published and submitted papers 

are shown. 

 

1.2. Semiconductors: metal oxides  

 

Over the last decades, tremendous efforts have been made in science pushed by 

the need for high-efficiency and technologically useful systems for the development of 

functional materials. Nowadays, environmental sustainability, renewable energy, and 

health issues are the focus of global concern. To solve these problems, semiconductor- 

based materials has attracted considerable attention for its promising potential by finding 

solutions in these subjects. Semiconductors are currently considered as an important class 

of materials both for fundamental studies and technological applications because of their 

unique combination of remarkable properties and nature of ease of fabrication and 

processing. These materials display excellent properties when applied in solar energy 
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conversion, optoelectronic devices, molecular and cellular imaging, photocatalysis and 

catalysis, and ultrasensitive detection. The rapid progress in semiconductor technology, 

thus, relies on the control of materials themselves and on the success in understanding 

and controlling their structure and properties. Some semiconductors are low in cost, rich 

in material choices, and broadly tunable these advantages are attractive for a plethora de 

technological applications. 

The network structure of semiconductors can be modified by doping processes, 

and such a modification has been used to control the physical and chemical properties. 

They also show high versatility, since it is possible to tune the band gap by modifying the 

structure by doping processes. Doping or alloying process, i.e., the intentional 

incorporation of atoms or ions of specific elements into host lattices, provides a 

fundamental approach to modify the properties of semiconductor crystals by means of 

tailoring the crystal’s compositions. It is a widely applied technological process to control 

and manipulate the properties of semiconductors to generate materials with desirable 

functions. Doping is essential for modern semiconductor industry. Doping is also 

expected to play a key role in the future nanoscience and nanotechnology by means of 

creating doped nanocrystals and nanostructures with unprecedented properties. As 

recently remarked by Stevanovic: “To be practical, semiconductors need to be doped. 

Sometimes, they need to be doped to nearly degenerate levels, e.g., in applications such 

as thermoelectric, transparent electronics, or power electronics” [17]. 

At the same time, various strategies, including doping processes has been largely 

pursued to extend the spectral breadth and efficiency of photo response. The charged 

carrier recombination and the interfacial electron transfer rates can be significantly altered 

by semiconductor doping. For instance, the photo reactivity of doped TiO2 is influenced 

by several parameters such as the dopant concentration, the energy levels of dopants 

differently located within the TiO2 lattice, their electronic configuration, as well as by the 

irradiation intensity [18]. Therefore, the specific preparation method is expected to have 

significant impact on the overall photoactivity of doped TiO2. In addition, crystal phase 

tailoring and textural modification [19-25], surface sensitization and modification of 

semiconductor photocatalysts [25,26] have been developed in the attempt to modify and 

possibly tune the photocatalytic processes involving light harvesting and semiconductor 

excitation, in relation to bulk diffusion, surface trapping and interfacial transfer of the 

electrons and holes photoproduced on the semiconductor surface upon irradiation [26-

32].  
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Over the past few years great effort has been dedicated to the study of inorganic 

metal oxides as semiconductors. The preparation of these novel semiconductors has 

always been the goal of chemistry and material scientists because almost all contemporary 

electronic technologies involve the use of semiconductors [33-36]. The study of these 

materials constitutes an active research topic due to their excellent performance, and they 

are often encountered in science and engineering disciplines. Therefore, metal oxides 

semiconductors figure prominently in many current technologies, and they will play an 

important role in enabling a host of future applications. 

The semiconductor photocatalyst are used for several decades in the past, which 

is called as green technology having received great attention and shows an excellent 

ability for degrading contaminant by utilizing sunlight without causing any pollution. 

They also show high versatility, since it is possible to tune the band gap by modifying the 

structure and/or the nature of metals. The achievable rapid fabrication of these materials 

with tunable physical and chemical properties facilitates tailoring the macroscopic 

properties of particle assemblies through contacts at the nanoscale. An ideal 

semiconductor needs to fulfill the following: should be chemically and biologically inert, 

stable, photochemically active and cheap.  Nowadays, semiconductors play a central role 

in acing new global environment- and energy-related issues [37]. In fact, this research 

field is widely, not only for promoting the solar into chemical energy conversion through 

thermodynamically up-hill reactions producing fuels, such as H2 evolution from H2O [38-

41], but also the obtention of CH4 and CH3OH from CO2  [42-44].  

The typical mechanism of a semiconductor involves three key processes, namely 

harvesting light to generate charge, charge separation and transfer to surface active sites, 

as well as specific interfacial catalytic reactions [45-47]. In other words, the activity of a 

semiconductor begins with the generation of charge carriers. Following rapid hot carrier 

thermalization, the energy of the charge carriers is determined by the band alignment and 

occupancy in the semiconductor. In the excited state (conduction band), there is a 

competition between recombination and spatial charge separation, and this kinetics are 

strongly influenced by the presence of surface defects and mid gap states in the material. 

If the carriers avoid recombination long enough, the possibility for interfacial charge 

injection provides a pathway for chemical rearrangement (redox) taking place at the 

surface. The competition between charge generation, separation, recombination, and 

injection determines the efficiency of the material. Many of these processes occur on the 
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ultrafast time scale. Additionally, they are strongly influenced by complex surface 

chemistry, a result of various structural defects and associated electronic/magnetic states. 

Characterization techniques of surfaces and/or bulk are used to find a correlation 

among the semiconductor surface properties and the resultant activity performance of 

semiconductor materials [48-49]. This research field is very active and different 

procedures have been reported for the modification, tailoring and engineering of structure 

and electronic/magnetic properties at the morphology to modulate the bulk diffusion, 

surface trapping and interfacial transfer of the electrons and holes photoproduced on the 

semiconductor surface [19-24][26-28][50-52].  

 

1.3. Glasses: barium silicates 
 

Crystals and crystalline materials have a three-dimensional periodic structure with 

translational and point symmetries, therefore, their physical and chemical properties are 

anisotropic. On the other hand, glasses, as amorphous materials, have a random structure 

with no translational symmetry and no point symmetry, therefore their macroscopic 

properties are isotropic. A glass is formed through a liquid-glass transition by rapid 

cooling from a supercooled liquid state into a nonequilibrium glassy state. Various kinds 

of organic and inorganic glasses are known among polymers, drugs, minerals, metals, 

semiconductors, etc. [53-55].  

Barium silicates are a subclass of inorganic glasses with significance in chemical, 

physical and materials sciences for their excellent material properties and device 

performance in a range of important technological applications. They present a rich 

structural diversities and potential applications in diverse technological fields. For 

example, barium silicate-based ceramics are used as solid-oxide sealant materials [56],  

erasable-writable optical storage devices [55], and, when doped with rare-earth elements, 

as light emitting diode materials [57-58]. Despite the potential importance, the structural 

origin of the properties of these non-crystalline oxides has remained a challenging 

problem in physical chemistry and materials research.  

Barium silicates are built of SiO4
n- tetrahedra, the fundamental building blocks of 

almost all silicate minerals and liquids [59-60]. Its remarkable stability through the 

transition from the solid into the liquid state is central to understanding and predicting the 

properties of silicate crystals, glasses, and melts. The modified random network model of 

silicate liquids describes them as having two entangled subnetworks: one constructed 
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from interconnected silica tetrahedra and one comprised of ill-defined modifier-oxygen 

polyhedra (MOx, where M = K, Ba, etc.) [61]. The silica subnetwork contains tetrahedra 

that may be connected by up to four additional tetrahedra units. Connectivity is defined 

by the number of Si-O-Si bonds found around a central tetrahedron and described using 

the Qn species notation, where n is the number of bridging oxygen (BO) atoms shared 

between tetrahedra and 4-n is the number of non-bridging oxygen (NBO) atoms bound to 

M cations [62]. Most crystalline silicates are built from a single Qn species, whereas in 

silicate liquids and glasses have two or more Qn species that are assumed to be randomly 

linked. They are stabilized in a wide range of structures from neso- (Q0), ino- (Q2), and 

phyllo-(Q3) silicates, which are built from a single Qn species [63-65]. When bonding 

is between Qn of equal n, e.g. Q3-Q3, refer to this as homo-connectivity. In this 

mineralogically rare situation, where Qn are bound to Qn±1, e.g. Q2-Q3 linkages, refer to 

this as hetero-connectivity,  f igure 2. By far the most common hetero-connective mineral 

phases are found within the amphibole group (e.g. tremolite, Ca2Mg5Si8O22(OH)2), which 

have complex chemistry including hydroxyl groups. Beyond their structures and thermal 

expansion behavior [66], little is known about these hetero-connected phases. 

 

Figure 2: A schematic representation of Barium silicates. Ba are large yellow 

spheres. Blue Si-centered tetrahedra show dark red BO and lighter pink NBO. 
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1.4. Doping  

 

Environmental-friendly synthesis and development of new photoluminescent 

materials with high efficiency for optical devices is a global demand. Light-emitting 

diodes (LEDs) present the new generation lighting resources owing to their outstanding 

merits such as energy saving, high efficiency and long device lifetime over conventional 

lighting resources[67-69]. According to the chromatics, red, green, and blue (RGB) lights 

are the three primary colors, and any color can be decomposed into these three primary 

colors. The principle of RGB is widely used in many fields such as lighting, displaying, 

painting, and photography. As one of the RGB phosphors and the core materials for 

preparing ultraviolet (UV) white light LEDs (WLEDs), blue light-emitting materials have 

always been the active research topics in the LED fields. Blue light emitting materials are 

commonly obtained by doping rare-earth (RE) metal cations in inorganic compounds as 

host materials, playing a crucial role in LED illumination sources, activator and sensitizer 

[70-71]. The advantage of this approach relies on the high absorption of the matrix and 

energy transfer to the RE elements, their long luminescence lifetime, deep tissue 

penetration depth, and high photostability. These materials have attracted considerable 

attention for applications in different fields such as optical amplifiers, biomedical 

diagnostics, and optical bio probes [72-75]. Then, the doping processes in semiconductors 

and optical materials with RE elements offer the opportunity of introducing the dopant 

species in a controlled manner (concentration, depth distribution, lateral distribution), 

thus allowing the tailoring of electrical and optical devices. For a successful 

manufacturing of such devices the depth distribution of the rare earth dopant must be 

known. 

Their photoluminescence spectra are associated to the abundant 4f orbitals 

electron configurations, displaying mainly three kinds of transitions: 4f–4f transitions, 4f–

5d transitions and charge transfer transitions, which results in narrow emission lines, high 

photostability, and an intense luminescence from ultraviolet (UV) to near-infrared. On 

one hand, the local environments around luminescence centers invariably depend on 

crystal structures and chemical compositions of hosts. On the other hand, most of the 

luminescence centers in a phosphor are sensitive to the chemical environment of the host 

lattice, especially the centers with f−d or d−d transitions (e.g., Eu3+, Pr3+, Yb2+, Ce3+, 

Mn2+, Mn4+, Cr3+, Tb3+) and lattice defects. These activators are generally coordinated 

by ligands in a solid host lattice. The positively charged activator ion and the negatively 
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charged nonbonding electrons of the ligands can generate crystal field interaction which 

affects the splitting of d-orbitals and then affects luminescence [76-77]. Admittedly, 

learning the relationship between structure and property in the existing mineral hosts 

provides the necessary basis to identify experimental trends for researchers to predict 

desired phosphors material.  

Among RE elements, terbium (Tb3+) is the most promising for this purpose and it 

exhibits intense green emission due to 5D4 → 7F5 transition around 550 nm. Examples of 

Tb3+ doping different kinds of materials like glasses, organic compounds, polymers, 

inorganic matrix, among others are extensively published [78-80]. 

 

1.5. Solid solutions  

 

A solid solution is a multi-component system formed by a mixture of two or more 

crystalline solids where the crystal structure remains unchanged within a single 

homogeneous phase. This strategy provides interesting ways to modify materials 

properties. For that reason, obtaining solid solutions is found to be a very effective 

strategy to tailor the crystal structure, continuous tenability of band gap values, and 

optical properties [81,82]. The synthesis and formation mechanisms of the solid solutions 

of metal molybdate and tungstate, their stability and corresponding properties, as well as 

the potential technological applications, are important topics of research [83,85]. 

Formation of solid solutions, is a widely used strategy to fine-tune the colligative 

properties, crystal structure, band gap values, and optical properties, and this has many 

positive impacts on material functionalities [86], as well as representing an opportunity 

to understand structure-property relationships.  

When a semiconductor is grown under conditions of thermodynamic equilibrium, 

impurity atoms can be incorporated up to their solubility limit. This thermodynamic limit 

is determined by the Gibbs free energy controlled by the value of the impurity formation 

energy and the growth temperature. A wide variety of experimental results and theoretical 

investigations in recent years have convincingly demonstrated that semiconductors based 

on transition metal oxides have dominant states that are not spatially homogeneous. They 

are composed by quantum particles on a lattice with competing long-range interactions 

[87]. This occurs in cases in which several physical interactions, involving the electron, 

spin, charge, and lattice are simultaneously active. This phenomenon causes the different 
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interesting effects, and it also appears crucial to understand their properties and 

applications. The emergence of electronic nanometer-scale structures in these materials, 

and the existence of many competing structures and electronic states, are properties often 

associated with complex matter where nonlinearities dominate, such as soft materials and 

biological systems. The understanding of these materials has dramatically challenged our 

view of solids. Important experimental results gathered in recent years have revealed an 

unexpected property of semiconductors: Many of them are inhomogeneous at the 

nanoscale (and sometimes at even longer length scales); in particular at the exposed 

surfaces of the morphology. This explains why the theories based on homogeneous and 

ordered systems were not successful and raises hopes that a novel avenue for progress 

has opened. 

In particular, the uniqueness of the metallic molybdates and wolframates lies in 

their extreme chemical complexity enveloped in a single crystallographic structure, which 

in many cases results in novel functionalities. They have aroused interest in several 

sectors of the industry due to their potential applications in different areas, such as 

photoluminescence, photocatalysis, and gas sensors [88-90].  

 

1.6. High-Pressure 

 

The response of materials to high-pressure (HP) is a growing scientific domain, 

especially in condensed matter physics, crystal chemistry, geophysics, biology, and 

materials science, for the analysis of new phenomena, and it is an attractive area for 

fundamental theory and simulations. By applying pressure, the physical and chemical 

properties of condensed matter can be significantly altered since the atoms approach each 

other by modifying the interatomic distances with concomitant changes in the local 

environment and bonding patterns, which may lead to the formation of new structures 

(polymorphs) through phase transitions [91-96]. Therefore, high pressure effects have 

substantial significance in continuously tuning the crystalline and electronic structures, 

revealing the underlying transformation mechanism and giving rise to new materials with 

unexpected physical and chemical properties that are not accessible under ambient 

conditions. Knowledge of how these basic interactions within the system evolve under 

extreme conditions is fundamental to help understand their technological applications. 
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In the last decade, the behavior under HP of several oxides have been studied. For 

example, the MTO4 compounds was highly studied by Errandonea [97]. The occurrence 

of pressure-induced phase transitions, as well as the influence of compression in the 

vibrational, optical, and transport properties was analyzed. To understand all the evidence 

on the HP behavior of MTO4 monazites, was used the diagram proposed by Bastide [98], 

which has been successfully used to understand and predict HP phase transitions in many 

compounds. In the diagram, Figure 3, the compounds are organized according to the ionic 

radii of the M and T cations (rM and rT, respectively). It is also possible to find in the 

literature several studies presenting scheelite-type structures at high-pressures. After the 

pioneer work of Hazen et al., [99] in the last two decades several (HP) studies in scheelite 

form can be highlighted [100-104]. They showed that compression is an efficient tool to 

improve the understanding of their main physical properties and predict new structures. 

High-pressure experiments on materials, such as static pressure using a diamond 

anvil cell [105] and dynamic pressure using shock waves [106], are of considerable 

interest from both a basic and an applied point of view. However, high pressure is not 

easy to achieve/access and control in X-ray diffraction experiments using these 

techniques. In this context, using and applying reliable theoretical methods which 

simulate such properties would help significantly. Atomic-level information is the key to 

the exploration of the properties of materials. The utilization and application of reliable 

theoretical methods and computational models which simulate such properties would be 

a valuable aid, by performing first-principles calculations, mainly within the framework 

of density functional theory (DFT) [107-108]. In this context, our group is engaged in a 

large research project devoted to finding crystal structures under pressure on different 

complex metal oxides [109-111]. 
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Figure 3: High‐pressure phase transitions of MTO4 compounds [97].  

 

1.7. Surfaces and Morphology 

 

In general, the function and application of a crystal are determined by its structure, 

size and morphology. In order to broaden the application prospects, it is very significant 

to synthesize crystals with diverse morphologies and high purity. Understanding the 

surface structure, properties and processes, such as adsorption, bonding, thermal 

stability, and reaction pathways, on metal oxides at the atomic level is of importance in 

refining or controlling heterogeneous reactions, surface functionalization, sensor 

application, etc.  

By using the calculated values for surface energy of the exposed surfaces at the 

morphology and the Wulff construction, our research group has developed a method to 

obtain the available morphologies of a given materials by tuning the ratio of the surface 

energy values of the different surfaces. As reported in several works in the literature 

[112-117], we can match the experimental (observed by electronic microscopy)and 
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theoretical morphologies and find the reaction path associated to the different 

morphology transformations. 

Our study is useful in understanding the origin of the exposed surfaces that are 

formed as a result of surface energy anisotropy. It can also serve as a guide for choosing 

parameters for obtaining specific morphologies consistent with symmetry of the material. 

In fact, specific surface and/or bulk characterization techniques, typical of materials’ 

surface science, can be employed in order to get better insight into the potential specific 

correlation existing between the semiconductor surface properties and the resultant 

photoactivity performance of photoactive semiconductor materials, to be considered in 

the design of efficient and easily applicable photocatalysts [49,48][118]. A surface of a 

crystalline structure consists in sectioning the bulk perpendicularly to the vector of the 

desired direction, forming a periodic structure in two dimensions (x,y), but with finite 

thickness in the direction (z). In this way the surfaces are defined by two vectors 

orthogonal to the chosen direction [hkl]. 

The control of crystal morphology is one of the current challenges in the field of 

nanotechnology and materials science. Small changes in the growth environment can 

directly affect the morphology of the materials and their exposed surfaces, which are 

important factors influencing their application [119-122], as can be seen in Figure 4. That 

is, different crystal planes exhibit different anisotropic responses to various mechanical, 

physical and chemical activities[123,124]. Therefore, the combination of theoretical 

studies and experimental techniques has become a fundamental tool for the compression 

of the morphology of crystals and their production mechanisms at the atomic level.  
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Figure 4: Possible polyhedral morphologies separated and indicated by different colors: 

liquid crystals, plastic crystals, crystals, and disordered (glassy) phases [125].   

 

In a solid, the surface energy depends on the orientation of the crystallographic 

planes due to the intrinsic anisotropy associated with the different atomic arrangements 

of the planes. Thus, G. Wulff [126] proposed that the morphology of a (nano)crystal can 

be represented by a group of planes with different Miller indices [hkl], their respective 

energies (Ƴ[hkl]) being proportional to the distance of that plane (d[hkl]) relative to the 

origin to the center of the surface (c), according to the equation:  

 

𝑐 =
Ƴ[ℎ𝑘𝑙]

𝑑[ℎ𝑘𝑙]
    (1) 

 

Thus, the Wulff construction combines different values of the surface energy as a 

function of the orientation, where the size of the vector (d[hkl]) connecting the origin to 

the center of the surface is proportional to Ƴ. The combination of all the vectors 

represented in the two-dimensional plane allows to obtain a polyhedron containing the 

different crystallographic planes, as can be seen in Figure 5. 
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Figure 5: Squematic representation of different crystallographic planes (a); polyhedron 

representing the equilibrium morphology for a (nano)crystal (b). 

 

To obtain the morphology using the Wulff construction it is necessary to calculate 

the surface energies (Ƴ) of a given material. Ƴ can be represented as Esurf, and also referred 

to as surface energy. It can be calculated from the shear in a crystallographic plane of the 

crystal, and corresponds to the cleavage energy [127]. These crystallographic planes 

depend on the point symmetry group of the material and the surfaces are obtained by 

cutting the crystal through a perpendicular section of the bulk in relation to the vectors of 

the desired direction, thus obtaining a periodic structure in two dimensions ("slab"), but 

with finite thickness (z-axis) [128]. Thus, the surface or cleavage energy (Esurf) is defined 

as the energy per unit area required to form the 2-D surface relative to the bulk and is 

calculated by the following expression at T=0o K: 

 

             Esurf =
1

2A
(Eslab − N. Ebulk)     (2) 

 

where Eslab is the total energy of the 2D slab, Ebulk is the total energy of the bulk, 

respectively, while N and A represent the number of minimum formula units and the area 

of the, respectively. The factor 2 in the denominator comes from the existence of the top 

and bottom surfaces of the slab, which has a symmetric composition. After the 

corresponding optimization process and after checking that the value of Ƴ has converged, 

i.e., that it has reached a constant value and does not depend on the thickness of the slab, 

the value of Esurf  is obtained.  

In our research group the combination of experimental and theoretical work is a 

specific feature in the field of materials research, as can be seen in Figure 6. These two 

research procedures, when applied together, cause a favorable synergy, being a powerful 



Page | 26  
 

tool to study and explain the structural and electronic properties of materials, responsible 

for subsequent technological applications. Therefore, there are two research fronts: (1) 

the experimental front in which the objective is the development of new synthesis 

methodology to find a material with desirable properties and (2) the theoretical front in 

which first principles calculations complement the experimental results, being a 

fundamental guide for a rational design of innovative materials. 

Figure 6: a) Map of morphologies from theoretical calculations for β-SnMoO4. (Esurf 

are given in J m-2). b) The experimental FE-SEM images [129].  

 

After the optimization process and convergence tests on thickness, slab models 

are obtained and the relaxation process, with the relaxed energy (Erelax) being calculated 

as the difference between the total energies for relaxed and unrelaxed slabs: 

 

            Erelax =
(Eslab

unrlx−Eslab
relax)

2A
                            (3) 

 

being 𝐸𝑠𝑙𝑎𝑏
𝑢𝑛𝑟𝑙𝑥 and 𝐸𝑠𝑙𝑎𝑏

𝑟𝑒𝑙𝑎𝑥 correspond to the total energies for the unrelaxed and relaxed 

slab models, respectively. In addition, the broken bonding density (Db), defined as the 

number of broken bonds per unit cell area when a surface is created, are calculate by using 

Equation 4, 

Db =
Nb

A
                     (4) 
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2.  Aims 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Page | 40  
 

Present Doctoral Thesis covers a multidisciplinary field combining physics, 

chemistry, theoretical and computational chemistry, and materials science pushing the 

boundaries for finding and understanding the structure and properties, at atomic level, of 

two types of materials: glasses (Ba2SiO4, high-BaSiO3, Ba4Si6O16, Ba5Si8O21, Ba6Si10O26, 

high-BaSi2O5 and sanbornite (low-BaSi2O5)) and semiconductors (PbMoO4, In2O3, ZrO2, 

CaWO4 and SnMoO4/SnWO4). We discuss recent advances for understanding, at atomic 

level, their structural, electronic, and optical properties. We also studied the doping 

processes, the formation of solid solution, and phase transitions induced by pressure, that 

play key roles in the further development of these materials for optoelectronic and 

photocatalytic applications. 

Herein, a roadmap with specific objectives is presented to disclose the structure 

and properties of these different materials mentioned above, using a combination of 

experimental and theoretical results: 

 

• To investigate the vibrational modes of barium silicates related with the phases 

presented in the BaO-SiO2 system and to correlate the experimental (29Si MAS 

NMR (Magic-Angle Spinning) and Raman spectroscopic) results and first-

principle calculations, at the density functional theory (DFT) level, to allow not 

only the classification of the vibrational modes up to 1150 °C, but also to obtain 

information and structural changes undergone by these materials. 

• To investigate the effects of SiO4 connectivity on the spectroscopic signature of 

the Qn units in Ba2SiO4, high-BaSiO3, Ba4Si6O16, Ba5Si8O21, Ba6Si10O26, high-

BaSi2O5 and sanbornite (low-BaSi2O5), using the 29Si magic spinning angle 

nuclear magnetic resonance (MAS NMR) and Raman spectra by identifying 

features associated with of contributions of the Qn species within these structures.  

• To analyze the effects of the La3+ dopant in the phase formation (rh-In2O3 vs bcc-

In2O3) and support these findings by X-ray diffraction and Rietveld refinements, 

energy dispersive X-ray (EDX), Raman, and UV–vis spectroscopies, as well as 

PL emissions and investigate by first-principle calculation the structures of the 

two phases, based on DFT, to obtain their relative stabilities and structure 

differences at the atomistic level.  

• To explain how the theoretical and experimental morphologies from FE-SEM 

images of the cubic (In2O3 and La3+-doped In2O3) phase are rationalized based on 
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the Wulff construction by first-principle calculations. In addition, to demonstrate 

that the prepared In2O3 and La3+-doped In2O3 films present electrocatalytic 

activity for water oxidation and contribute to broaden their possible applications. 

• To characterize the PMO and Pb1-2xCaxSrxMoO4 (x= 0.1, 0.2, 0.3, 0.4 and 0.5 

(CSMO)) solid solutions (synthetized by the co-precipitation method) by x-ray 

diffraction (XRD), field emission electron microscopy (FE-SEM), Micro Raman 

(MR) and ultraviolet-visible (UV-Vis) spectroscopies and to determine the effect 

of their chemical composition on the morphology and photoluminescence (PL) 

emissions. 

• To complement and rationalize experimental results by means of first principles 

calculation, to obtain the geometry, electronic structure, and properties of PMO 

and the solid solutions, and to apply a joint experimental and theoretical strategy 

that we developed to obtain a complete map of the morphologies 

• To explore systematically the role of Tb3+ as a luminescence enhancer in 

ZrO2:Tb3+(x = 1, 2, 4 and 8 mol%) material, and to analyze in detail the 

relationship among the amount of Tb3+ in the ZrO2 host lattice, PL emissions, and 

phase composition (cubic vs tetragonal) and to discuss the changes in the Raman 

vibrational frequencies associated to lattice structure and phase the transition. 

• To discuss the geometries, electronic structures, and properties of both ZrO2 and 

ZrO2:6% Tb3+ systems by using density functional theory (DFT) calculations. 

• To report a combined experimental and theoretical work to investigate the events 

that occur in the PL activity and their relationship with the excited electronic states 

of Eu-doped CaWO4 crystals by use of first-principles quantum-mechanical 

calculations, at the density functional theory (DFT) level. 
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A schematic representation of the materials studied by experimental and 

theoretical methods in this Doctoral Thesis is presented in Figure 7. 

 

 

Figure 7: A schematic representation of the materials studied by experimental and 

theoretical methods in this Doctoral Thesis.  
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3. Computational methods 
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3.1. Theoretical methods  
 

The interpretation at the atomic and molecular level requires the use of techniques 

that allow a greater clarification of the properties of materials, and that allow 

revolutionizing the field of Chemistry, Physics and Materials Science. One of the main 

tools for this description currently resides in computational simulations based on 

Quantum Mechanics, more precisely on the resolution of the Schrödinger equation 

(Equation 5), which allows the calculation of the electronic properties of any system by 

obtaining the respective function wave [130]. 

 

ĤΨ = EΨ         (5) 

 

where Ψ represents the total wave function of the system, Ĥ the Hamiltonian operator 

an E the total energy of the system. 

The Schrödinger wave equation can be defined for multielectronic systems, but it 

cannot be exactly solved for these cases, as the subsequent electrons introduce a 

complicated feature which is electron-electron repulsion, requiring the development of 

approximation methods [4].   

 

3.1.1. DFT methodology  
 

The (DFT – Density Functional Theory) appears as the basic idea, in which the 

electronic density ρ(r) at each point r determines the properties in the ground state of an 

atom, molecule or cluster, and refers to the works of Thomas, Fermi, Dirac in the 

beginning of the 20th century [131], on free electron gas in solids. Aiming to explain the 

electrical thermal conduction, these works constituted one of the most used methods in 

quantum calculations of the electronic structure of matter, and later improved by Slater 

years later [132]. Applied to electronic systems it is an alternative procedure to the 

solution of the Schrödinger equation, where the electronic energy functional is minimized 

with respect to electronic density. 

The DFT has as its central focus the electronic density ρ(r), which makes possible 

to write Schrödinger's equation through an equation dependent on ρ. This electron density 

is not only the basis for the development of DFT, but a whole set of methods that study 
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atoms and molecules, which can be measured through experimental analyzes such as 

electron or X-ray diffraction, unlike the wave function. In addition to being an 

experimental observable, electron density is dependent only on 3 variables that define the 

spatial position and volume where the electron density is concentrated, simplifying the 

complex problem of solving eq.1 for multiple bodies (N) based, up to then, in dependent 

wave functions of 4N variables (3N spatial and N spin) [133]. 

The legitimization of the use of electronic density was then carried out with the 

publication of the two theorems proposed by Hohenberg and Kohn in 1964, which 

implemented important concepts for chemical description, where they demonstrate that 

the electronic density of a system determines the external potential and the number of 

electrons N and its approximation with ρ(r) allows us to say that the total energy will 

always be greater than or equal to the exact energy of the system [134]. 

 

• Hohenberg-Kohn (HK) Theorems  

“The external potential v(r) is a unique functional of the electron density ρ(r) in addition 

to an additive constant”. 

 

In other words, the electron density of a system determines the external potential 

and the number of electrons N, that is, the Hamiltonian of the system, and by solving the 

Schrödinger equation, the ground state, and the excited state wave functions. Thus, the 

wave function is determined by the density ρ(r) of the ground state, with the properties of 

the system obtained as expectation values for the Hermitian operators. Therefore, energy 

is a functional of the ground state density: E=E[ρ] [134]. and can be written as follows: 

 

E[ρ]= T[ρ] + VEE[ρ] + VNE(BO)[ρ]         (6) 

 

where T[ρ] represent kinetic energy, VNE[ρ] the electron-core attraction energy (as a result 

of the Born-Oppenheimer approximation) and VEE[ρ] the electron-electron repulsion 

energy. 

 

In the second theorem, the electronic density obeys the variational principle, 

which says that, given a specific electronic density, the energy will be greater than or 

equal to the exact energy, 

T[ρ] + VEE[ρ] + ∫ 𝑣𝑁𝐸(𝑟)ρ(𝑟)𝑑𝑟 = E[ρt] ≥ E[ρ0]   (7) 



Page | 46  
 

 

demonstrating that the ground-state energy can be obtained by the variational method, 

since the ground-state energy E[ρ0], minimized, corresponds to the ground-state 

electronic density (ρ0).  

 

• Kohn-Sham (KS) Method 

The Kohn-Sham (KS) method [5] proposes the execution of calculations based on 

the HK theorems, using a system of self-consistent monoelectronic equations, which can 

be solved by iterative methods similar to the Hartree-Fock (HF) equations, proposing that 

the energy by DFT has the functional as the form [135]:   

 

   E[𝜓𝑖]= ∑ 〈𝜓𝑖 |−
1

2
𝛻2| 𝜓𝑖〉𝑁

𝑖=1  + ∫ ρ(𝑟)𝑣(𝑟)𝑑𝑟 + ∫
ρ(𝑟𝑖)ρ(𝑟𝑗)

𝑟𝑖− 𝑟𝑗
𝑑𝑟𝑖 𝑑𝑟𝑗 + 𝐸𝑋𝐶[ρ]        (8) 

 

defining the first term as the kinetic energy functional of a system of non-interacting 

electrons whose density is the same as the density of real interacting electrons. And the 

second term, 𝐸X𝐶[𝜌(𝑟)], called the exchange-correlation functional, is an overarching term 

to explain all other aspects of the real system, including the non-classical electron-

electron interaction term (exchange and correlation) and also the residual part of the 

kinetic energy. 

With the inclusion of the exchange and correlation term in the energy calculated 

by the DFT method, the Kohn-Sham equations were converted into exact ones, since they 

include all the components necessary for the description of the ground state. However, 

although the first HK theorem guarantees the existence of an exact functional of the 

electronic density, and the KS equations are solved in an iterative and self-consistent way 

(SCF) by varying the orbitals to minimize the energy expression, it is necessary the use 

of approximations to obtain the exchange and correlation functional. 
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3.1.1.1. Electron density functionals 
 

Although the Kohn, Hohenberg and Sham theorems have shown that the energy 

of exchange and correlation can be defined as an electron density functional, which can 

be achieved by finding a self-consistent solution to a set of single-particle equations, this 

is completely unknown, requiring different approaches to its treatment. It is necessary to 

obtain an adequate approximation for the exchange-correlation functional: 

 

• Local-Density Approximation - LDA  

Proposed by Kohn and Sham in the same article [5], the LDA is a simple 

approximation and is based on the most used paradigm in Solid State Physics, the 

homogeneous electron gas. Also known in its localized spin form, LSDA, it presented 

serious problems when applied to real systems of interest that do not behave as 

homogeneous gas. However, for atoms or molecules, the LSDA/LDA approaches were 

very successful in describing structures in transition metal and solid-state complexes. 

 

• Generalized-Gradient Approximation - GGA 

Many of the quantitative deficiencies of LSDA/LDA can be corrected by 

employing GGA for the exchange-correlation energy. The inhomogeneity of the electron 

density in a finite system can be measured through its gradient, with this principle based 

on the GGA approximations. Despite depending on the density, it also depends on the 

density gradient, considering the inhomogeneity of the true distribution of electron 

density in a real system, making this approximation important, mainly for the energetic 

prediction of chemical reactions. The most used GGA correlation functionals are PBE, 

PBESOL, LYP (Lee-Yang-Parr) and PWGGA (Perdew-Wang) [136][137][138][139]. 

 

• Hybrid Functionals 

Self-interaction, the possibility of interaction of electrons with themselves, is the 

main deficiency of local and semi-local functionals (LDA, LSDA, GGA). As a solution 

to this problem, it was proposed a correction to these functionals regarding the non-

locality of Exc for the system with non-interacting electrons, the replacement of part of 

the term of exchange of the semi-local functionals by the exact term from the Hartree-
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method. Fock, a technique known as hybridization and which originates the called 

functional hybrids [130][140,141]. 

The physical principles by which hybrid functionals are based can be better 

understood in the fundamental structure of DFT, known as the adiabatic connection 

theorem, a method that allows the connection of a system of non-interacting electrons to 

the system of N-interacting electrons, so that the electronic density remains equal to the 

exact electronic density, using the adiabatic connection formalism as a practical tool for 

the construction of the functional. Proposing, from the linear interpolation between 

interacting and non-interacting regions, the so-called Half-Half Hybrid Functional [142], 

which indicates the potential benefits of using functionals that combine a fixed fraction 

of the exact exchange term with a fixed fraction of the semi-local exchange and 

correlation place: 

 

𝐸𝑥𝑐= 0.5𝐸𝑥
𝑒𝑥𝑎𝑐𝑡 + 0.5𝐸𝑥𝑐,1

𝐿𝑆𝐷𝐴[𝑛]   (9) 

 

The methods most used today are hybrids, containing a mixture of GGA with 

Hartree-Fock, presenting a higher accuracy, compared to many traditional methods of 

Quantum Chemistry, keeping, however, a great computational simplicity. Its applications 

to crystalline systems described under periodic boundary conditions were employed when 

coded in the CRYSTAL program, enabling several observables such as the equilibrium 

structure, elastic constants and bulk modulus, thermochemical data, electric field 

gradients, phonon spectra and vibrational frequencies, be examined. 

Among the most used functionals in computational chemistry is B3LYP, a GGA 

hybrid given by [139] is: 

 

Exc
B3LYP= (1 − a)Ex

LSDA + aEx
exact + bΔEx

B88 + cΔEc
LYP  +(1 − c)Ec

VWN)     (10) 

 

in which the correlation functional of Lee, Yang and Parr, present the empirical 

parameters a = 0.20, b =0.72 and c = 0,81 [130][143].  

          However, this is not the only known hybrid functional, there are also other hybrid 

functionals that can be mentioned: B3PW (3 BECKE parameters for exchange and 

PWGGA for correlation), PBE0 (hybrid version of the PBEXC functional, with 25% of 
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Hartree-Fock exchange), PBESOL0 (same as PBE, but with PBESOL XC), B1WC, 

WC1LYP, B97H and PBE0-13 [130][141][144]. 

 

• Basis set for Periodic Systems 

With the development of the SCF in computational routines, it is necessary basis 

set, which will be used to build the molecular orbitals that describe the system. As a 

simpler example, the bases Slater-Type Orbitals (STO) basis set [145] consist of Slater 

functions that mimic hydrogenoid functions and are restricted to molecular systems with 

a reduced number of atoms.  

To overcome the limitations to a few atoms, more flexible functions such as 

Gaussian-type orbitals (GTO) can be used [146]. However, the GTO functions do not 

reproduce atomic conditions with the accuracy of STO, in the vicinity of the nucleus. 

Currently, there are several other naming and representation schemes for Gaussian base 

functions in the literature, named as Single-𝜻 (SZ – single zeta), Double- 𝜻 (DZ – double 

zeta), Triple- 𝜻 (TZ – triple zeta) e N- 𝜻 (multiple zeta), where (𝜻) represents the Slater 

coefficient.  

 

3.2. Computational simulations  
 

In practice, DFT methods are the first choice for the treatment in computational 

codes for solids with periodic models, presenting excellent results for ground state 

properties. 

In this thesis, first-principles calculations were used to elucidate the structural, 

electronic and morphological properties implementing the CRYSTAL17 [15] and VASP 

[10] programs. CRYSTAL, and its latest commercial version (CRYSTAL-17), deals with 

0D (molecules and clusters) and periodic systems in 1D (polymers, helices and 

nanotubes), 2D (slabs) and 3D (crystals) with HF and DFT Hamiltonians. It allows the 

study of the electronic structure of solids at Hartree-Fock and DFT level, allowing the use 

of different functionals and basis sets that best represent the studied material. Its main 

characteristics are in the simulations referring to structural, electronic, dielectric, 

vibrational, magnetic and elastic properties, making it a very useful program in the 

representation of periodic systems. 

Vienna Ab initio Simulation Package (VASP) is a program for electronic structure 

calculations and quantum-mechanical molecular dynamics, from first principles. The 



Page | 50  
 

central quantities, like the one-electron orbitals, the electronic charge density, and the 

local potential are expressed in plane wave basis sets. The interactions between the 

electrons and ions are described using norm-conserving or ultrasoft pseudopotentials, or 

the projector-augmented-wave method. DFT is applied solving the Kohn-Sham 

equations, or within the Hartree-Fock (HF) approximation, solving the Roothaan 

equations. Hybrid functionals that mix the Hartree-Fock approach with density functional 

theory are implemented as well. 

 

3.2.1. Calculations of the structural properties  
 

For the calculations and optimization of the geometries and structures (bulk (3D)) 

of the materials in this study, we start from the geometry obtained by X-ray diffraction 

and Rietveld refinement, whose position of the different constituent atoms in the crystal 

lattice are known. In all the calculations of the most stable structure, it is necessary to 

minimize the total energy, by optimizing the lattice parameters and coordinates of the 

atoms. The convergence criteria used, and the methods were as follows: 

 

• In the characterizations for barium silicates structures, DFT calculations of the 

lattice parameters and vibrational modes were done using Becke's three-parameter 

hybrid non-local exchange functional, combined with a Lee-Yang-Parr gradient-

corrected correlation functional (B3LYP), implemented in the CRYSTAL17 

package [15]. The atoms were centered and described using pseudopotential 

databases; [147], 88-31G* [148] and 8-411d11G [149](all-electron) for Ba, Si and 

O, respectively. Regarding the diagonalization of the density matrix, the 

reciprocal space net was described by a shrinking factor of 4, generated according 

to the Monkhorst–Pack scheme. The accuracy of the evaluation of the Coulomb 

and exchange series was controlled by five thresholds, whose adopted values were 

10−7, 10−7, 10−7, 10−7, and 10−14. The vibrational frequencies calculation was 

performed at the Γ point within the harmonic approximation, and the dynamic 

matrix was computed by the numerical evaluation of the first derivative of 

analytical atomic gradients. 

• The structural and electronic properties of the PMO structure and 

Pb1−2xCaxSrxMoO4 solid solutions were calculated using functional B3LYP, 
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implemented in the CRYSTAL17 package. The atoms were centered and 

described using pseudopotential databases Ca_pob_TZVP_2012, 

Sr_ECP28MDF_s411p411d11_Heifets_2013, Pb_ECP60MDF_doll_2011, 976-

311 (d631) G and O-6-31G* (all-electron) for Ca, Sr, Pb, Mo and O, respectively. 

Regarding the diagonalization of the density matrix, the reciprocal space net was 

described by a shrinking factor of 4, generated according to the Monkhorst–Pack 

scheme. The accuracy of the evaluation of the Coulomb and exchange series was 

controlled by five thresholds, whose adopted values were 10−8, 10−8, 10−8, 10−8, 

and 10−16. To simulate the substitution process and to obtain the ideal percentages 

presented in the experimental data, a 5×1×1 supercell, with a volume 5 times 

larger than the primitive cell and 60 atoms was used. 

• To characterize the In2O3 and La3+-doped In2O3 systems, all-electron basis sets 

were used to describe O atomic centers, a pseudopotential basis set for the in atom, 

(54) and an effective core potential (ECP) pseudopotential with 11 valence 

electrons described was used for the La3+ [150]. Regarding the density matrix 

diagonalization, the reciprocal space net was described by a shrinking factor of 4, 

corresponding to 36 k-points generated according to the Monkhorst–Pack scheme. 

The accuracy of the evaluation of the Coulomb and exchange series was 

controlled by five thresholds, whose adopted values were 10–8, 10–8, 10–8, 10–8, 

and 10–16. A supercell of 80 atoms, corresponding to 2×2×1 conventional cells, 

was used to simulate the La3+-doped In2O3 systems. A 12.50% substitution of In3+ 

ions by La3+ cations was performed to match the experimental value in which the 

rh-phase of In2O3 was formed. 

• To characterize the Tb3+ in the ZrO2 host lattice, the VASP package was used and 

the Kohn-Sham equations were solved by using the Perdew, Burke, and Ernzerhof 

(PBE) exchange-correlation functional [137], alongside including the effect of 

long-range interactions using Grimme's D3 semi-classical dispersion methods 

[151]. The electron-ion interaction was described via the projector-augmented-

wave pseudo potentials and the plane-wave expansion was truncated at a cut-off 

energy of 520 eV. The Brillouin zone was sampled by using 4×4×4 Monkhorst-

Pack special k-point grid to ensure geometrical and energetic convergence of the 

ZrO2 structures. Both cubic and tetragonal phases of ZrO2 undoped and doped at 

6% Tb substitution were tested. The valence electron density is defined by 12 

(4s24p65s24d2) electrons for Zr atoms, 6 (2s22p4) electrons for O atoms and 19 
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(5s25p66s24f9) electrons for Tb atoms. A supercell with 96 atoms was used to 

simulate an amount of Tb doping up to 6% for both systems, 2×2×2 and 2×2×4 

for cubic and tetragonal phases, respectively. In addition, a large supercell with 

192 atoms was used to simulate an amount of Tb doping up to 3% for both 

systems, 4×2×2 and 4×4×2 for cubic and tetragonal phases, respectively. Two 

Zr4+ were substituted by two Tb3+ and an oxygen vacancy was included to 

maintain the cell as electroneutral. The substitution process of Zr4+ by Tb3+ cations 

was done for both phases using structural models. The most energetically 

favorable arrangement can be selected to analyze theoretically the substitution 

process. The cell parameters and positions of all atoms were allowed to relax, and 

the conjugated gradient energy minimization method was used to obtain relaxed 

systems. This was achieved by setting a threshold value (i.e., 0.01 eV·Å−1) for the 

forces experienced by each atom. 

• To study the effect of Eu-doped in the CaWO4 structure, two models were 

constructed, the pure CW and CWE. All calculations were performed with the 

CRYSTAL17 package [15]. The computational method is based on the DFT 

associated with B3LYP hybrid functional 23,24. Ca, W, O, and Eu atomic centers 

were described by the Ag_HAYWSC-311d31G_apra_1991, W_cora_1996, and 

O_6-31d1_corno_2006 basis sets, respectively, which were obtained from the 

Crystal website [https://www.crystal.unito.it/basis-sets.php]. The diagonalization 

of the Fock matrix was performed using a 6×6×6 grid with 44 k-point grids in the 

reciprocal space. The thresholds controlling the accuracy of the calculation of the 

Coulomb and exchange integrals were set to 10−8, 10−8, 10−8, 10−8, and 10−16, and 

the percentage of Fock/Kohn–Sham matrix mixing was set to 30.  A full 

optimization process of the lattice parameters (a and c) and the internal atomic 

coordinates (x, y, and z) for the bulk was carried out until all force components 

were less than 10−5 eV/nm2. From this optimized bulk structure, two periodic 

models, were built by selecting a 2×2×2 supercell: (1) the pure CW model of 192 

atoms in the structure, composed by 32 Ca atoms, 32 W atoms and 128 O atoms 

and (2) the CWE model, in which two Ca2+ cations were replaced by two Eu3+ 

cations. To keep the electroneutrality of the system, a Ca2+ cation ghost was 

considered. This model contains 6.90% molar Eu in the structure. 

• The structural, electronic properties and EOS of SnMoO4 and SnWO4 bulk 

were simulated by means of periodic DFT using the CRYSTAL17 package. To 
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study the influence of different approximations for exchange and correlation on 

the DFT method, a complete structure optimization by using the HSE06 [152] and 

B3LYP [143] functionals. The atoms were described using pseudopotential bases 

set, Sn_ECP28MDF-411(51d) G_baranek_2013_SnTiO3, W_cora_1996, 976-

311 (d631) G and O-6-31G* (all-electron) for Sn, W, Mo, and O, respectively. 

The accuracy of the evaluation of the Coulomb and exchange series was 

controlled by five thresholds, whose adopted values were 10−7, 10−7, 10−7, 10−7, 

and 10−14 which assure a convergence in total energy better than 10-7 Hartree in 

all cases, whereas the percent of Fock/Kohn–Sham matrices mixing has been set 

to 40 (IPMIX= 40). For the calculations of the solid solutions, the substitution of 

W by Mo atoms was performed in a percentage of (0%, 25%, 50%, 75% and 

100%), being the 0 and 100% the pure structures. The CRYSTAL program can 

perform an automated scan over the volume to compute energy E versus volume 

V curves that are then fitted to the third-order Birch−Murnaghan (BM) EOS [153]. 

For each volume, a full V-constrained geometry optimization was performed. As 

a result, the pressure dependence of the atomic and electronic structure was 

determined, such as zero pressure bulk modulus, B0, as well as the 

volume/pressure dependence of the total energy and enthalpy.  
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3.2.2. Calculations of the electronic properties   
 

The study of the electronic properties of bulk and surfaces was carried out through 

the analysis of band structures, density of states (DOS) and projected DOS in atoms and 

atomic orbitals, by using the XCrysDen program. In the analysis of the energy band 

structures, the last 20 bands in the conduction band (CB) and the first 20 bands in the 

valence band (VB) were considered, according to the corresponding k points for each 

system in the Brillouin first zone [154]. Figure 8 presents an example of reciprocal lattices 

(dots) (a), the corresponding first Brillouin zone and the band structure obtained (c). The 

differences in energy generated between the BV and BC bands, the called band gap 

energy, was calculated for bulk and surfaces. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: The reciprocal lattices (dots) (a), corresponding first Brillouin zone (b) and 

band (c).  
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3.2.3. Visualizations programs  

 

The creation of the morphological maps was constructed according to Wulff's 

theorem using the program VESTA (Visualization for Electronic and Structural Analysis) 

[155], which made possible to create the nano-morphology (crystals) by means of the 

distances from the crystal center planes. This distance is directly proportional to the 

surface energy modulation.  

The program XCrysDen (X-Window Crystalline Structures and Densities) [156] 

was used to help compiling structural and electronic data ( Band structure and DOS), as 

well as the representation of contour maps for the electronic density distribution in the 

crystal structure. In addition, other remaining graphics were generated by the ORIGINPro 

program. 

 

 

 

 

 

 

 

 

Figure 9: VESTA, ORIGINPro and XCrySDen programs layout. 
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4.1. Paper I and II (Barium silicates) 

 

The barium silicates in general are found in nature or synthetic and usually have 

big and complex structures, presenting a challenge in the characterizations for 

researchers. 

In the paper I, we report the analysis of vibrational properties of the sanbornite 

(low-BaSi2O5) and Ba5Si8O21 structures using theoretical and experimental approaches, 

as well as results of high temperature experiments up to 1100–1150 °C. The crystal 

parameters derived from Rietveld refinement and calculations show excellent agreement, 

within 4%, while the absolute mean difference between the theoretical and experimental 

results for the IR and Raman vibrational frequencies was <6 cm−1. 

The sanbornite is composed of two layers: one of Q3 species and one of BaO9 

polyhedra. Each of the Q3 species are connected to adjacent tetrahedra via bridging 

oxygens (BO) at the O1 and O3 sites whereas the O2 oxygen is a non-bridging oxygen 

(NBO) which is only bonded to one Si and three Ba atoms and topologically, can be 

described as a 63 net or an infinite layer of six-membered tetrahedral rings. Ba5Si8O21 

presented 18 crystallographic sites. This phase is a rare silicate composed of quadruple 

Zwier chains that form ribbons that can be described topologically as 2T23T6 ribbons. In 

the Ba5Si8O21 structure, the edge of each ribbon has Q2 species at the Si1 site. The 

remaining Si sites (Si2-Si4) are Q3 species, all of which have three BO and one NBO.  

The theoretical calculations reproduced the experimental vibrational modes with 

a good agreement for both structures, the sanbornite (with 96 normal modes) and the 

Ba5Si8O21 (with 204 normal modes C2/c). These results gave the detailed mode 

assignments, associated to specific Ba or Si sites or bonding configurations. Per example, 

stretching modes which are localized to specific Si-O bonds, show strong correlations 

with the bond length changes with temperature.  

With this important introduction (paper I), in the paper II was analyzed the effects 

of connectivity on resonances in seven barium silicates: Ba2SiO4, high-BaSiO3, 

Ba4Si6O16, Ba5Si8O21, Ba6Si10O26, high-BaSi2O5 and sanbornite (low-BaSi2O5) using 29Si 

MAS NMR and Raman spectroscopy. The connectivity is defined by the number of Si-

O-Si bonds found around a central tetrahedron and described using the Qn species 

notation, where n is the number of bridging oxygen (BO) atoms shared between tetrahedra 

and 4-n is the number of non-bridging oxygen (NBO) atoms bound to M cations. Using 

Rietveld refinement, t he crystal lattice parameters were determined and with the 29Si 
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magic spinning angle nuclear magnetic resonance (MAS NMR) and Raman spectra 

were identified features associated with each of the contributions of the Qn species within 

these structures. 

The Raman spectra of the barium silicates was  found to be dominated by 

intense peaks in the 400-800 cm-1 and 800-1200 cm-1 ranges that correspond to the 

bending and stretching mode regions, respectively. The intense bands originated from 

the bending modes of the B4S6-BS2 phases display a doublet or triplet feature centered 

around ~530 cm-1 B4S6, B5S8, B6S10 and high-BS2 have similar unit cell symmetries, 

either P21/c or C2/c, and similar intense bending mode frequencies. Despite the 

observed similarities in the spectra, the origins of these modes are quite distinct. For 

example, in low-BS2 the 535.5 cm-1 mode involves bending of the O3-Si-O2, where 

one oxygen is a BO and the other an NBO. In contrast, the 533.8 cm-1 mode of 

high-BS2 involves the bending of the Si3-O2-Ba2 bond angle.  

These papers are a collaboration between the Laboratorio de Química Teórica y 

Computacional (QTC) and Center for Research, Technology and Education in 

Vitreous Materials, Department of Materials Engineering, Federal University of São 

Carlos (UFSCar). The syntheses and experimental characterizations described in this 

work were performed by Dr. Benjamin J. A. Moulton. 

 

4.2. Paper III, IV, V and VI (PbMoO4, In2O3, ZrO2, CaWO4) 

 

Both In2O3 and ZrO2 structures presented phase transitions as a result of doping 

with rare-earth metals, La3+ and Tb3+, respectively.  

In2O3 and La3+-doped In2O3 nanostructures were synthesized through a facile and 

fast chemical route based on the microwave-assisted hydrothermal method combined 

with rapid thermal treatment in a microwave oven. The presence of the La3+ doping 

process modifies the size and morphology of the In2O3 nanostructures and stabilizes the 

rhombohedral (rh) In2O3 phase with respect to the most stable cubic (bcc) polymorph. A 

comparison of the results obtained from the Rietveld refinement shows that a percentage 

of 19.7% was achieved for the rh-In2O3 phase with La3+ doping. 

A supercell of 80 atoms, corresponding to 2×2×1 conventional cells, was used to 

simulate the La3+-doped In2O3 systems. An analysis of the results shows that the undoped 

bcc-In2O3 phase is more stable than the rh-In2O3 one; however, as the percent of La3+ 

doping content increases, the rh-phase is stabilized with respect to the bcc-structure. 

Substituting In3+ by La3+ cations in both positions 8b and 24d achieves an energy in which 
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the rh-In2O3 phase is more stable than the bcc-In2O3 phase when the doping percentage 

reaches the value of 12.5% at both 8b and 24d positions. 

The (110), (100), (111), and (211) surfaces of the bcc-In2O3 phase were modeled 

using slab models with the calculated equilibrium geometries. According to the DFT 

calculations, the stability of the surfaces follows the order (100) < (211) < (110) < (111), 

with surface energies of 3.62, 2.29, 1.40, and 1.02 J m–2, respectively. The analysis of the 

theoretical results revealed that the most stable morphology is an octahedron, in which 

only the (111) surface appears. From the energies obtained using the slab models, was 

possible to modulate the surface energies to find the morphology obtained 

experimentally. The Raman spectra of La3+-doped In2O3 presented a strong band at 162 

cm–1, attributed to the A1g symmetry of rh-In2O3, indicating the coexistence of cubic and 

rhombohedral phases of In2O3, which agrees with the X-ray diffraction characterization. 

The calculated band structures and total and projected DOS on atoms for the pure 

bcc-In2O3, pure rh-In2O3, 12.5% La3+ bcc-In2O3, and 12.5% La3+ rh-In2O3, showed that 

doping of La3+ cations in the In2O3 matrix provides an increase in the indirect gap energy, 

which was the same behavior as that verified experimentally. This enhancement can be 

sensed more in rh-In2O3 (up to 4.11 eV) than in bcc-In2O3 (up to 3.82 eV) doped 

structures, due to the increase in electron density caused by the dopant. 

In addition, the PL intensity decreased was observed from undoped In2O3 to La3+-

doped In2O3 nanostructures. This indicates that doping can alter the surface, generating 

trap states that should reduce the electron/hole recombination rates, improving the charge 

transfer processes, and consequently leading to a more efficient electrochemical 

performance. 

 

This paper is a collaboration between the Laboratorio de Química Teórica y 

Computacional (QTC) and Institute of Chemistry of the Federal University of 

Uberlândia (UFU). The syntheses and experimental characterizations described in this 

work were performed on the supervision of Prof. Renata C. Lima and Dr. Samantha C. 

de Lemos. 
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ZrO2 x mol% Tb3+ particles (x = 0,1,2,4 and 8%) were prepared by the complex 

polymerization (CP) method and characterized by XRD. The analysis of the peak intensities 

for the planes (202) and (004) for ZrO2 compared to the ZrO2:8% Tb samples showed 

that at 8% Tb the phase transition from zirconia to the cubic phase was already occurring, 

coexisting with the tetragonal phase, the latter in smaller amounts. The values of the 

lattice parameters “a” and “c” changed due to the increase in the concentration of Tb3+ in 

the ZrO2. This discontinuity was associated with structural defects and distortions within 

the ZrO2 lattice.  

DFT calculations were carried out to investigate the doping process in cubic and 

tetragonal ZrO2 phases. The results indicate that for pure ZrO2 and 3% doped-ZrO2 the 

tetragonal structure was more stable than cubic structure. The incorporation of 6% Tb3+ 

into the ZrO2 structure increased the stability of the cubic phase relative to the tetragonal 

phase, and a more favorable substitution occurs in the cubic polymorph of ZrO2 as the 

amount of Tb+3 increased. The transformation from the tetragonal phase to the cubic 

phase as a result of the introduction of Tb3+ ions into the ZrO2 lattice was also observed 

by analyzing the Raman spectra. The bands located in the spectra in 147, 266, 317, 462 

and 640 cm−1 are characteristic bands of the tetragonal phase and are represented by six 

active modes (A1g + 2B1g + 3Eg). The bands observed at 147, 266 and 462 cm−1 are 

assigned to Eg mode. The bands located at 317 and 640 cm−1 refer to the B1g mode. In 

contrast, the cubic phase was clearly characterized by a relatively wide band between 533 

and 664 nm centered on 625 cm−1. Theoretical calculations of the Raman-active modes 

of pure tetragonal ZrO2 yielded values of 149.4, 294.2, 301.5, 453.6, 611.5, and 650.9 

cm−1 for the Eg, A1g, B1g, Eg, B1g, and Eg modes, respectively. The case of pure cubic ZrO2 

(a unique mode which has T2g symmetry) occurs at a wavenumber of 600.7 cm−1.  

The Eg(3) mode in 462 cm−1 signalized the presence of a metastable tetragonal 

phase of ZrO2 (t’- ZrO2). This band is subtly verified in the Raman spectrum of the ZrO2: 

8% Tb sample, indicating the coexistence of the two phases: cubic (c- ZrO2) and 

metastable tetragonal (t’- ZrO2). The t’- ZrO2 phase is characterized by having a distorted 

shape of the cubic phase. Although, the relation of the lattice parameters is similar in both 

phases; in the t’- ZrO2 phase, the oxygen ions are shifted alternately (zigzag aspect) along 

the z axis, assuming tetragonal symmetry. 

 

This paper is a collaboration between the Laboratorio de Química Teórica y 

Computacional (QTC) and Laboratório de Síntese Química de Materiais (LSQM) of 
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the Department of Materiais of the Federal University of Rio Grande do Norte (UFRN). 

The syntheses and experimental characterizations described in this work were 

performed by Dr. Laura X. Lovisa under the supervision of Prof. Mauricio R. D. Bomio 

and Prof. Fabiana V. Motta. 

 

 

PbMoO4 (PMO) and Pb1−2xCaxSrxMoO4 (x = 0.1, 0.2, 0.3, 0.4 and 0.5) solid 

solutions were successfully prepared, for the first time, by a simple co-precipitation 

method and a structural characterization of these samples was performed using X-ray 

diffraction with Rietveld refinement analysis. DFT calculations were performed to 

analyze the bulk and surfaces of PMO, Ca0.5Sr0.5 MoO4 (CSMO) and the solid solutions. 

The use of the Kröger–Vink notation allowed us to analyze the number of Pb–O breaking 

bonds in the exposed clusters in order to analyze the stability of studied surfaces. 

Therefore, different crystal morphologies were achieved by tuning the Esurf values of the 

different surfaces and were correlated with the experimental FE-SEM images (a faceted 

octahedron defined mainly by the (001), (011) and (112) surfaces, for the PMO sample).  

The charge density maps showed that there is a higher electronic density around 

the Pb cations in relation to the Ca and Sr cations, allowing PMO to have a larger charge 

mobility, lower recombination rate (electron–hole), and greater dispersion in its bands, 

resulting in lower Egap values of PMO compared to CSMO. In addition, the photocatalytic 

performance was tested via degradation of the RhB solution under UV light. Their 

analysis showed that with increasing concentration of the Ca/Sr cations (and consequently 

the decrease in the concentration of Pb cations), a reduction in the photodegradation 

process of the RhB can be observed. The kinetic constant was reduced from 

1×10−2 min−1 to 1×10−3 min−1 in passing from PMO to CSMO, respectively. It was also 

found that the stability of the surfaces and their electronic properties are correlated with 

the presence of incomplete [CaOx]/[SrOx]/[PbOx] and distorted [MoO4] clusters as the 

reservoirs of holes and electrons, respectively, which act as the active sites in the 

photocatalytic activity. 

 

This paper is a collaboration between the Laboratorio de Química Teórica y 

Computacional (QTC) and Laboratório de Síntese Química de Materiais (LSQM) of 

the Department of Materiais of the Federal University of Rio Grande do Norte (UFRN). 

The syntheses and experimental characterizations described in this work were 

performed by under the supervision of Prof. Mauricio R. D. Bomio and Prof. Fabiana 

V. Motta. 
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The CaWO4 (CW) and Ca1−xWO4:xEu3+ (CWE) samples were successfully 

synthesized by a simple co-precipitation method followed by microwave irradiation. 

XRD patterns of the samples showed the scheelite phase with tetragonal structure (space 

group I41a). DFT calculations were performed to analyze and decipher the geometry and 

electronic properties, thereby enabling a more accurate and direct comparison between 

theory and experiment for the CWE structure. 

 An analysis of electronic structures showed a direct electronic transition at the Γ-

point in the Brillouin zone (figure 4.16). The CWE model had a lower band gap value 

(3.90 eV) when compared with the CW model (5.71 eV). This decrease of the band gap 

was due to the structural defect caused by the substitution of Ca2+ by Eu3+ cations, which 

involves the creation of new energy levels between the VB and CB. The FE-SEM was 

performed and the images of the CW and CWE samples showed the formation of 

microspheres and micro-dumbbells, with an average size of 4.05 ± 0.49 μm.  

The PL emissions of the samples displayed that the pure CW has a broadband 

emission profile, characteristic of a multiphonic process, involving several intermediate 

energy states. The maximum emission of the CW sample was found in approximately 500 

nm, in the cyan-green region, which were the result of internal charge transfers from the 

[WO4] clusters and oxygen vacancy (VO) in the [WO4] and [CaO8] clusters. With the 

replacement of Ca2+ by Eu3+ cations, the appearance of specific transitions of Eu3+ was 

observed (5D0→
7Fj, j = 1, 2, 3, and 4), with maximum emission located at 596, 616, 659, 

and 704 nm, and these become more intense with the increased concentration of 

Eu3+ cations. 

 

This paper is a collaboration between the Laboratorio de Química Teórica y 

Computacional (QTC) and the Centro de Desenvolvimento de Materiais Funcionais 

(CDMF), at the Universidade Federal de São Carlos (UFSCar). The syntheses and 

experimental characterizations described in this work were performed by Dr. Amanda 

Fernandes Gouveia under the supervision of Prof. Elson Longo.  
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4.3. Paper VII (SnWO4/SnMoO4) 
 

This work is drafting nowadays, but we have some results. We performed an 

extensive structural optimization to identify the crystal structures and electronic 

properties of - and -SnW1-xMoxO4 (x=0, 0.25. 05, 0.75 and 1) solid solutions. The 

experimental data from the literature were used and compared with first-principles 

calculations on DFT, employing the hybrid functionals B3LYP and HSE06. The crystal 

lattice of α-SnWO4 and α-SnMoO4 present the orthorhombic structure (space group 

Pnna), and β-SnMoO4 and β-SnWO4 phases present a cubic structure (space group P21/3). 

The computed cell parameters for cubic cell were found 7.131 Å and 7.073 Å, for 

β-SnMoO4 and β-SnWO4, respectively, and for α-SnWO4 are a= 5.605 Å, b= 10.574 Å 

and c= 5.498 Å, while for α-SnMoO4 are a= 5.597 Å, b= 10.717 Å and c= 5.423 Å. The 

parameters of solid solutions (α and β), in a 25%, 50% and 75% percentage of substitution 

of W by Mo atoms, were also calculated. 

The results for the molybdates show that the beta phase is the most stable. 

However, for tungstates the most stable is the alpha phase in all range of studied volumes. 

The enthalpy variation values (ΔH) per formula unit with pressure can be observed for α-

SnMoO4 and β-SnMoO4 phases for α-SnWO4 and β-SnWO4 phases. An analysis of these 

results suggests that a phase transition from β-SnMoO4 to α-SnMoO4 phase can be 

induced by applying pressure at approximately 2GPa, which corresponds to the 

intersection point of two curves. The bulk modulus (B0) values were determined using the 

third-order Birch−Murnaghan EOS, obtaining B0 values for β-SnMoO4 and α-SnMoO4 

structures of 57.60 GPa and 41.93 GPa, respectively. For tungstates there is no indication 

of a phase transition but was determined the B0 values of 69.47 GPa for α-SnWO4 and 

40.80 GPa for β-SnWO4 phase. 

The replacement of the W by Mo in solid solutions for 25%, 50% and 75% 

percentage implies an increase of the cell parameters, except for b parameter which tend 

to decrease for α solid solution. The exchange of W atoms by Mo, shows a phase transition 

at a percentage of substitution of the 57%. This result can be compared with the solid 

solution β-SnW0.50Mo0.50O4, which presents an orthorhombic distortion as is noticeable 

by the cell parameters (a= 7.089 Å, b= 7.102 Å, c= 7.110 Å), providing evidence of a 

possible transition. 
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4.4. Book chapter 

 

The design of new materials with tailored properties is the heart of materials research 

and nanotechnology and making them accessible for different applications. In this 

context, metal oxide semiconductors are an important area of research because almost all 

contemporary electronic technologies involve the use of these materials. Much research 

effort has focused on the synthesis of these inorganic semiconductors with controlled 

chemistry, size, shape, and composition driven by their intriguing, quantized behavior. 

They present themselves with marvelous morphology-dependent physical and chemical 

properties. They have attracted huge attention due to their unique material properties and 

their consequent theoretical and practical applications in chemistry, physics, materials 

science, biology, and medicine. This enormous progress has boosted new research due to 

their unanticipated novel properties, and consequently, a plethora of applications have 

stimulated further research efforts in this large field. To make possible the development 

of these technological applications, a complete understanding and rationalization, at the 

atomic level, of the physical and chemical, and thus the functions are of equal importance.  

This chapter addresses these questions by presenting recent investigations performed 

by our research on different semiconductors. In particular, the metal oxides composed of 

Ag have been investigated by combining experimental studies and simulations based on 

first-principles calculations. The morphological modulations could be achieved by 

carefully analyzing the coordination environment surrounding the metals on the exposed 

surfaces at the morphology (defined here as the active sites where the electron transfer 

process involving O2 and the bond making/-breaking processes associated to H2O take 

place). From this analysis, an understanding of the mechanisms is obtained to explain the 

photocatalytic and biocide activity of semiconductors in advancing industrial and 

biomedical applications. Therefore, this strategy provided a gain of deep insight to 

modulate their geometric, electronic, and magnetic properties. 

 

For this chapter of the book there was the collaboration of the QTC and the CDMF. 

Prof. Dr. J. Andrés and Dr. Lourdes Gracia proposed the planning and helped in 

carrying out the calculations and in the final writing of these works. My participation 

has focused on carrying out the calculations in the QTC, analysis and discussion of the 

theoretical results, preparation of the figures and tables, the bibliographic review, and 

the writing. 
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5. Conclusions 
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In this Doctoral Thesis a set of published articles are collected in which the results 

are achieved through the joint use of experimental and theoretical works. By association 

of experimental and theoretical results, it was possible to deepen or understand the 

electronic and structures properties for seven (Ba2SiO4, high-BaSiO3, Ba4Si6O16, 

Ba5Si8O21, Ba6Si10O26, high-BaSi2O5 and sanbornite (low-BaSi2O5)) barium silicates 

structures and, crystalline, electronic, and morphological properties for semiconductors 

(PbMoO4, In2O3, ZrO2, CaWO4 and SnMoO4/SnWO4). The main conclusions can be 

summarized as follows: 

(i) Both Raman results and DFT-based calculations highlight that the stretching modes 

increase in frequency with increasing the number of BO atoms. Moreover, we may 

now refine ‘the Qn bands’ as they are not related to the entire tetrahedral site but 

dominantly related to specific Si-O vibrations. While in the hetero-connected phases 

there are always extra vibrational modes related to the many Si-O bonds in these 

structures, which cause peaks to overlap, the most intense features correspond to the 

main structural units. Our results display clear structural trends, permitting future 

studies linking Raman frequencies to the specific distortions present for a given group of 

the Qn species. Moreover, we hope this aids in further distinction among the major 

mineral groups. (ii) In2O3 and La3+-doped In2O3 nanostructures were synthesized by a 

microwave-assisted hydrothermal method followed by microwave calcination. The 

Rietveld refinement provided information about the effect of the doping process of La3+ 

cations in the lattice parameters of the In2O3 matrix and determined the proportion of bcc- 

and rh-In2O3 polymorphs obtained in La3+-doped In2O3 indicating the formation of the 

bcc-In2O3 structure for the undoped sample and a mixture of bcc- and rh-In2O3 structures 

for the La3+-doped sample. The TEM images showed that the doping of La3+ induced the 

formation of cubelike particles with a larger size when compared to the undoped In2O3. 

Theoretical results indicated that for a La3+ substitution of 12.5%, the rh-In2O3 phase is 

more stable than the bcc-In2O3 phase, and the structural transformation was attributed to 

the changes in the In–O bond lengths, O–In–O bond angles, and the electronic 

redistribution induced by the La3+-doping process. The analysis of PL intensity showed 

that a decreased from undoped In2O3 to La3+-doped In2O3 nanostructures, although an 

increase could be observed in the blue emission for the doped sample, indicating that 

doping process can alter the surface, generating trap states that should reduce the 
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electron/hole recombination rates, improving the charge transfer processes, and 

consequently leading to a more efficient electrochemical performance. 

(iii) The surface electronic properties of PMO and Pb1−2xCaxSrxMoO4 (x = 0.1, 0.2, 0.3, 

0.4 and 0.5) solid solutions (prepared for the first time by a co-precipitation method) 

showed that the (011) and (110) surfaces, that appear in the experimental FE-SEM 

images, enhanced photocatalytic activity. In particular, the specific local coordination of 

the Pb/Ca/Sr and Mo cations in the exposed surfaces can be correlated with the reservoirs 

of holes and electrons, respectively, which act as the active sites in the photocatalytic 

activity. The analyzed results found that the PL emission spectra of the samples showed 

predominant emission in the green-orange region, with predominantly shallow type 

defects for the most photoactive samples. (iv) The effect of the Tb3+ doping process on 

the luminescence performance and phase transition (cubic vs tetragonal) were 

investigated for ZrO2:xTb3+ (x = 1, 2, 4 and 8 mol%) samples and an enhanced green 

emission was observed as Tb3+ was introduced to the ZrO2 structure. Color purity was 

tunable from the addition of Tb3+, reaching 80.5% for the ZrO2:8 mol% Tb3+ sample, and 

the optimum concentration for maximum PL intensity was 2 mol% Tb3+, indicating that 

the that this material can be a promising new green phosphor applicable to solid state 

lighting devices. (v) A deeper understanding of the effects caused by the Eu3+ cations in 

the CaWO4 electronic structure, experimentally observed, were achieved by means of 

first-principles calculations. These findings allowed to discover a luminescent material in 

which by varying the Eu3+ cations concentration, the color emissions could be modulated, 

paving the way for the further design of Ca1−xWO4:xEu3+-based materials for various 

applications as red-blue phosphors in different kinds of display devices. 
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