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Abstract

The underlying topic of this thesis is the study of the application of the Force Matching
(FM) algorithm to parameterize ion-water Force Fields using ab initio simulations as

reference. In order to do so three different main steps have been followed. First, the
results of a set of Car-Parrinello Molecular Dynamics (CPMD) simulations consistent of

one ion and 96 water molecules have been analyzed and described to be used as reference
for the FM algorithm and for the subsequent assessment of the obtained results. Four

monovalent anions (fluoride, chloride, bromide and iodine), three monovalent cations
(lithium, sodium and potassium) and two divalent cations (magnesium and calcium)

have been used. For each simulation both, structural and dynamical properties, such
as the ion-water Radial Distribution Functions (RDF), the coordination numbers, the

residence time, the ion self-diffusion coefficient have been computed. The dynamics
of the solvation shell molecules has also been analyzed. Second, to try to reduce the
effects of the dimensionality reduction when moving from Density Functional Theory

simulations to classical ones the use of polarization is one of the first techniques that is
usually considered. In order to move a step forward in this direction the use of damping

functions in conjunction with Polarizable Point Dipoles has been tested. For the chloride
ion two different screening functions, Gaussian and exponential, were tested with three

different values of ion polarizability: α = 2.25Å
3
, α = 4.00Å

3
and α = 5.48Å

3
and were

then compared to the use of an undamped polarizability of α = 3.25Å
3
and to the results

from the CPMD simulations. Both damping functions performed well when compared
to the CPMD results and allow a better reproduction of dynamical properties of the ion

and of its solvation shell at a negligible computational cost. Last, the main part of this
thesis has consisted in testing and evaluating the performance of a wide set of ion-water

interaction schemes in order to validate their capacity to reproduce the ab initio results
by means of the FM process. All the fitted force fields are of the form of a Lennard
Jones potential. Three different water models have been mainly used. The well known



vi

SPC/E and RPOL models and a set of SPC-like water models previously developed

in our group using the FM process referenced in this work as SPC-FM. Two different
dispersion damping functions have been used: the Tang-Toennies function and a Fermi

like one. Finally, the scaling of the ion charges and the use of weights during the matching
process has been tested as well. The resulting fitted potentials have been used in a series

of classical Molecular Dynamics simulations of ion-water systems at the same conditions
as those of the CPMD simulations. Despite having a wide range of physical properties

computed from the reference CPMD simulations, to keep the comparison simple enough,
the quality of the force matching potentials has been assessed by comparing the resulting
ion-water forces and the ion-oxygen and ion-hydrogen RDFs of the fitted potentials to

those of reference. For each ion the best combination of water model, damping, scaling
and force weight has been determined.
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Chapter 1

Introduction

1.1 Molecular Dynamics

Since the advent of the first civil use of computers in the mid ’50s of the twentieth cen-
tury [1–3], Molecular Dynamics (MD) simulations have been a powerful tool to circum-

vent the mathematical impossibility of reaching an analytical solution to the dynamics of
an n-body system. In the beginning, the use of MD was limited to the area of statistical

mechanics as a complementary tool to study abstract systems. As the power and avail-
ability of these machines grew, the original success of MD in theoretical physics soon was

exported to other branches such as materials science, biochemistry or biophysics. This
expansion has not stopped and nowadays, MD is commonly used in a wide amount of
areas that range from the study of protein folding to the construction of nanostructures

or even the analysis of geological mineral-water interfaces.
Classical MD aims to numerically solve the motion equations of a set of interacting

particles. Once the movement of the particles has been determined and due to the pos-
sibility to track the trajectories of individual particles, different properties of the system

can be computed, such as temperature or diffusion coefficients of the particles. There
are two important approximations that must be taken in order to compute the particles

trajectories. First, one must assume that the particles obey the classical Newton’s equa-
tions of motion and, due to the fact that these equations are not integrable for more

than two particles, some kind of numerical solution must be used to solve them. The
second requirement is to be able to describe in which way particles interact between
them. This interaction is modeled through a Force Field. A Force Field is composed by

a functional expression and a set of parameters from which one can obtain the potential
energy of the system. The functional expression should reflect the nature of the relevant
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interactions present in the system, such as electrostatic forces or polarization effects and

can model known properties such as bonds and dispersion forces. These functionals
must be filled with adequate parameters so they faithfully represent the actual forces

of the simulated system. It must be noted that while a specific combination of func-
tional and parameters can be appropriate to study some aspects of a system, different

ones can be better approached by a complete alternative choice. The origin of the pa-
rameters is usually of empirical nature. They can be chosen so the resulting potentials

meet some testable experimental criteria such as melting temperature, heat of vaporiza-
tion or geometrical constraints like Radial Distribution Functions. Most usual sources
for these parameters include Nuclear Magnetic Resonance measurements [4], x-ray [5]

and neutron [6] scattering, Ramman absorption spectroscopy measurements [7, 8], X-
ray Absorption Fine Structure spectroscopic methods [9–11] or non-linear femtosecond

spectroscopy [12]. Although this approach has yield a great deal of progress there is a
huge lack of experimental data available for some systems such as those present in the

cellular environment. It’s possible to avoid the need for experimental data as a reference
by adjusting the Force Fields parameters to match certain properties of high-quality ab

initio quantum chemical data [13]. In most refined approaches of these techniques, the
Force Field parameters are usually found by fitting hundreds of points on the ab initio

Potential Energy Surface for relatively small clusters [14]. These ab initio calculations
rely solely on highly accurate theoretical computations without any intervention from

experimental sources.
When constructing the Force Field, the interaction between atoms is usually divided

among separated contributions that take into account the different phenomena involved

in the interaction such as the electrostatic interaction, polarization effects, bonds or
dispersion forces. Each one of these phenomena can be described in several ways. For

example, the potential energies due to electrostatic charges are usually described by the
Coulombic potential [15–18]. The Pauli repulsion among electrons and the dispersion

forces are commonly represented in classical MD by the Lennard-Jones [19] potential
or the Buckingham [20] potential. For this work the Lennard-Jones potential has been

used exclusively; therefore, a brief explanation of it can be found in Chapter 3. These
functionals are surprisingly effective and accurate despite their mathematical simplicity

and relatively small computational cost. Nevertheless, some systems require a more
elaborated description [21, 22]. A common upgrade that can be added to these potentials
despite being a computationally expensive one is the addition of electronic polarization

effects. Again, several methods can be used to this end such as Drude Oscillators [23–
25] or the Polarizable Point Dipoles method [26–29]. Being the approach used in this
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thesis, in Chapter 3, the Polarizable Point Dipoles method is briefly explained. Classical

Molecular Dynamics still admits further refinements such as the use of damping functions
that smear point charges [30] or dipoles [31] into more spread distributions. The benefits

of the latter have been more extensively studied for a solvated ion system and are
explained in Chapter 5.

1.2 Ab Initio Molecular Dynamics

Classical Molecular Dynamics has prevailed in the condensed matter simulation area
since its advent in the mid past century and probably it will continue doing so for the
next imminent decades. However, a radical alternative approach to the use of modeled

Force Fields is emerging since the mid eighties: the Ab initio Molecular Dynamics. Ab

initio Molecular Dynamics aims to obtain the forces that drive the motion of atoms

from a pure theoretical method avoiding to compromise with any external contribution
like experimental data. To reach this goal this new framework uses electronic structure

calculations that are achieved through the solution of the Schrödinger equation of the
system. The size of this task quickly becomes impractical due to the extreme complex-

ity of the wave function of a real system; thus, several approximations must be applied.
Some of these approximations include effective potentials that render the first principle

nature of the method strictly invalid. These kind of simulations become semi-empirical
ones that due to ill used terminology usually keep the ab initio denomination. These
semi-empirical methods switch the Force Field modeling and parametrization approxi-

mation for the different approximations needed to make the solution of the Schrödinger
equation possible. The 1985 paper from Car and Parrinello [35] initiated the explo-

sion in activity of the field. The revolutionary concept of the Car-Parrinello Molecular
Dynamics presented in this work consisted in the introduction of the atomic electronic

variables into the Lagrangian of the system as active degrees of freedom, evolving the
electronic structure and the corresponding forces on-the-fly along with the trajectories

of the atomic nuclei.
Ab initio simulations present several advantages over the classical ones besides the

absence of fitted Force Fields. At each step the electronic configuration of the atoms
is computed, so different properties such as the polarization can emerge naturally from

it without any explicit intervention. This gives access to very relevant advantages like
the ability to follow chemical reactions involving the breaking and formation of covalent
bonds [36–38] or even processes where electrons are transferred [39, 40]. As it would be

expected, these huge capabilities of the ab initio methods do not come without expense.
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While classical MD can easily manage hundreds of thousands of particles and runs of

even hundreds of microseconds, simulations of quantum nature are highly limited to a
few hundred atoms and tens of picoseconds.

1.3 Matching Method

As it has been explained, the need of experimental reference to fit Force Fields param-
eters can be avoided using ab initio calculations. Unfortunately, these approaches have

also some drawbacks. For example, the Potential Energy Surface fitting previously men-
tioned, although being accurate, works outside the condensed phase; thus, some points
included in the fit can be physically unimportant, while at the same time some important

ones can be missed. To overcome this problem a new method has been recently intro-
duced, which is based on a least-square fitting to a series of forces and other magnitudes

obtained from ab initio calculations of the condensed phase of interest[45–51]. This ap-
proach, called the Matching Method, is an extension of the Force Matching algorithm

developed in the early nineties at the Department of Materials Science and Engineering
at the University of Illinois at Urbana-Champaign. The rise in computational power

and the development of Density Functional Theory calculations allow nowadays to ob-
tain significant amounts of first principle data like interatomic forces, polarizations and

even structural and dynamic properties. This huge amount of reference input can be
used to train classical potentials to reproduce, within their own limitations, the results
of the first principle simulations. A huge deficiency of most of the classical Force Fields

used in Molecular Dynamics is their lack of transferability. Potentials that perform well
under certain simulation conditions may be rendered unusable under others. With the

Matching Method, data from different simulation conditions can be simultaneously used
as a way to achieve, or at least get closer, to Force Field transferability.

1.4 Ion Solvation Systems

As it was stated before, both, classical MD and ab initio MD, are present in a vast number
of fields. Due to its presence in both, biological and industrial systems, ion solvation

constitutes a central topic in chemical physics and theoretical chemistry. Up to now, a
huge quantity of classic Molecular Dynamics studies have been performed to look into

different aspects of ion solvation. These studies include electrode processes [52], metal
corrosion [53], oxidation of chemical and biochemical waste [54] or microbiology [55].
One crucial point in order to obtain good accurate MD simulations lies in the choice of
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parameters of the Force Field. Due to the constraints to which experimental settings are

bound, for example the imperative use of salts formed by two different elements instead
of one only chemical species, ion solvation systems present great challenges for the usual

methods to determine Force Field parameters based on experimental data.

1.5 This Thesis

The focus of this work is set on developing the matching method and to use it to

obtain a set of Force Fields to describe the interaction between ions and water. This
thesis is structured in four parts. Chapters 2 and 3 give a brief explanation of the
computational methods and the different kinds of Force Fields and water models used

in this thesis. Chapter 4 aims to analyze a group of Car-Parrinello simulations for a
set of four anions (F−, Cl−, Br−, I−) and five cations (Li+, Na+, K+, Mg2+, Ca2+).

The result of these simulations has been used as the reference data for the matching
process. Chapter 5 studies the use of polarization dampening in classical Force Fields

as a way to significantly improve the agreement between the Car-Parrinello simulations
and the classical ones. Finally, in Chapter 6 the matching method is applied to different

combinations of Force Field functionals and water models in order to develop a consistent
methodology for the matching process and to obtain the best ion water interaction Force

Fields parameters possible.
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Chapter 2

Computational Methods

2.1 Molecular Dynamics

After setting aside the quantum nature of the electronic structure of atoms, the interac-
tion between two atoms or molecules can be described through quite simple laws. This

is due to the fact that chemical interactions are mainly governed by electrostatic interac-
tions. Despite this simplification, the mathematical impossibility of finding an analytical

solution to the motion of more than just two atoms [1] forces the use of numerical meth-
ods in order to solve the evolution of such systems. These numerical methods constitute

what is known as Molecular Dynamics (MD) [2]. The target of MD is to study the dy-
namics and obtain experimental observables from these kind of systems. The complexity
and accuracy of these results will be determined by that of the description used in the

simulation.
In a classical framework an N -particle system free of any external potential will be

described by a Hamiltonian comprising the sum of the potential and kinetic energy of
its particles

H(p, r) ≡ H(p1, . . . ,pN , r1, . . . , rN) =

N
∑

i=1

p2
i

2mi
+ U(r1, . . . , rN), (2.1)

where p1, . . . ,pN are the momenta of the particles and r1, . . . , rN are their positions.
With a set of initial coordinates and momenta, one can use this Hamiltonian to obtain
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the Newton equations of motion that describe the evolution of the system through time

ṙi =
∂H

∂pi
=

pi

mi
, (2.2a)

ṗi = −∂H

∂ri
= −∂U

∂ri
= Fi(r1, . . . , rN). (2.2b)

These equations of motion are Hamiltonian conservative which means that they keep

the evolution of the system inside a constant energy surface in the phase space of the
microcanonical ensemble of the system. This allows to connect the results from MD to

those from statistical mechanics. In virtue of the ergodic hypothesis, those quantities from
the system obtained through the averages over the Hamiltonian conservative simulation

are equivalent to those obtained through averages over the microcanonical ensemble.
This provides a way to connect the simulated trajectories to physical observables like

diffusion coefficients, spectra or other thermodynamic properties [3–8].

2.1.1 Integrating the Equation of Motion

As there is no analytical solution to motion equations of many particle systems like

those expected to study with MD, numerical methods are used in order to achieve an
approximate solution. Motion equations are propagated through small but finite time
steps using finite difference methods. Different approaches can be taken to solve the set

of ordinary differential equations such as the Verlet, the Velocity Verlet or the leap frog

algorithms [9–11]. This work relies mainly on the last one. All these methods assume

that positions, velocities and accelerations of the particles can be approximated through
Taylor expansion series

r(t+ δt) = r(t) + v(t) · δt+ 1

2
a(t) · δt2 + . . . , (2.3a)

v(t+ δt) = v(t) + a(t) · δt+ 1

2
b(t) · δt2 + . . . , (2.3b)

a(t + δt) = a(t) + b(t) · δt+ . . . , (2.3c)

where r is their positions, v is their velocities (first derivative of the position with respect
to time), a is their accelerations (second derivative of the position with respect to time),

and so on. In the leap-frog algorithm, velocities are first calculated at a half time step
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1
2
δt. Then, these velocities are used to advance the positions a whole time step δt

r(t+ δt) = r(t) + v(t)
(

t + 1
2
δt
)

· δt, (2.4a)

v(t+ 1
2
δt) = v

(

t− 1
2
δt
)

+ a(t) · δt. (2.4b)

A clear disadvantage of this algorithm is that positions and velocities are computed half
time step apart. This problem can be solved at the expense of one last calculation

v(t) =
1

2

[

v
(

t− 1
2
δt
)

+ v
(

t + 1
2
δt
)]

. (2.5)

It is critical to choose an adequate size of the time step δt. On one side, larger
time steps will provide a faster evolution of the system thus a lower computational

cost. On the other side, a too large time step will increase energy conservation errors.
Furthermore, the time step must be small enough to properly describe the fastest motion

of the system.
This simulation scheme will keep constant the volume and the energy of the simu-

lated system (within the numerical error) and the total number of particles; thus, it is
appropriated to study it within the micro-canonical ensemble. However, most of the

experimental conditions in condensed-phase take place within the canonical ensemble so
they rely on a constant temperature more than on a constant energy. This thermaliza-

tion condition can be achieved through different methods. A quite simple one and widely
used is the Berendsen thermostat [12]. In order to achieve a constant target temperature

the velocities of all the particles are rescaled at every step by a factor

λ2 = 1 +
δt

τ

[

T0

T
− 1

]

, (2.6)

where T is the temperature of the system before the rescaling obtained from the instanta-

neous kinetic energy and τ is strength coupling parameter that determines the intensity
of the rescaling. The Berendsen thermostat underestimates temperature fluctuations;

thus, it does not reproduce a true canonical ensemble [13, 14]. Due to this limitation
the Berendsen thermostat is usually used during the thermal equilibration of the system

and the production runs are computed at constant energy.

2.1.2 Force Fields

The most expensive part in a MD simulation lays in the computation of the potential

created between particles. In a usual MD simulation this effort grows quadratically as a
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function of the number of particles O(n2). In order to be able to simulate systems in the

thousands or tens of thousands particles it is crucial to keep the computational cost of
the interactions between these particles as low as possible. Again, a compromise must be

made between the accuracy of these interactions and how much effort it takes to calculate
them. To this end, complex inter-atomic potentials are modeled through relatively simple

Force Fields (FF). These FF consist of a functional form and a set of parameters than
can be adjusted to fulfill some experimental or theoretical characteristics. Chapter 3

contains a more extensive review of those FF used in this work.

2.1.3 System geometry

Although the constant growth of computational power, there is a huge limitation to the
size of the simulated systems, in terms of number of particles, that can be simulated.

This restriction forces a significant portion of the total amount of particles to be close
to the limit of the system. Without particles outside the system, those located near

the end of it will feel a very different environment than those inside the bulk. In order
to avoid this boundary effects and to be able to simulate bulk systems of an infinite

size, periodic boundary conditions are applied to the system [4]. The whole system is
replicated around the original one so those particles near the border can interact with

fictitious particles copy of those situated on the other side of the system. The simulation
box can adopt different shapes as long as it tiles perfectly the whole space. The most

common shape used in condensed phase simulations like in this thesis is that of a cube.

2.2 DFT Molecular Dynamics

The interaction among the atoms that constitute matter depends mainly on the prop-
erties of the electronic clouds of the atoms. Molecular Dynamics tries to reduce the

massive complexity of these interactions by means of a simplified parameterized Force
Field that depends only on a few parameters like the nature of the atoms, the distance

between them or their polarization. This reduction leaves out the interaction effects that
arise from the different electronic structure of the atoms which is the main responsible

for their distinct chemical properties.
On the other side, ab initio Molecular Dynamics calculates the electronic structure

of the atoms at each configuration in order to determine the forces that drive the evo-
lution of the system [15, 16]. Through this explicit treatment of the electronic cloud

different phenomena such as chemical reactions [17–19], polarization effects or phase
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transitions [20, 21] can be directly accessed. Both, liquid water [22, 23] and aqueous

solutions [24, 25] among others are growing fields for first principle Molecular Dynamics.
Ab initio calculations aim to obtain these results only through solving the Schrödinger

equation avoiding any empirical patch. Unfortunately, nowadays it is not possible to
eradicate all the approximations needed to solve the Schrödinger equation for fairly

large systems and/or long simulations but they can be selectively chosen to achieve the
accuracy allowed by the available computational resources. Some of these approxima-

tions use effective potentials to describe the nucleus and the inner electrons of the atoms
leaving the strict use of the Schrödinger equation just for the valence electrons. Due
to the fact that most chemical properties depend heavily on the valence electrons, this

approximation allows to reduce significantly the computational cost of the simulation
while maintaining a good degree of accuracy. This section explains in a roughly manner

the basics of the ab initio and semi-empirical simulations.

2.2.1 First-principle Molecular Dynamics

The Wave Function

The basis of quantum mechanics lies in the wave function, Ψ, which is postulated to

contain all the information needed to describe the state of the whole system. At any
moment, the state of a system formed by a set of nuclei and their electrons can be
described by its wave function ΨS(RI, r1, . . . , rn) which depends on the coordinates of

the nuclei RI and their N electrons r1, . . . , rn.
Observable physical properties of the system may be obtained by applying different

linear quantum mechanical operators to the wave function of the system, ΨS,

ÂΨS = aΨS, (2.7)

where Â is any linear operator for some observable A (such as position, momentum,
energy, etc.) and a is the eigenvalue of the operator and corresponds to the measured

value of the observable A. More precisely, due to the probabilistic nature of quantum
mechanics, one can predict the probability of finding a certain value, or range of values,

and the mean value,
〈

Â
〉

=

∫

Ψ∗ÂΨd3r. (2.8)
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The Hamiltonian Operator

A most relevant observable of a system is the total energy of it, E. This observable is

associated to the Hamiltonian Operator H. When the Hamiltonian operator is used in
equation 2.7,

ĤΨ = EΨ, (2.9)

it is known as the Schrödinger time-independent equation. The energy of the system
formed by a set of nuclei and their electrons can be described by a Hamiltonian composed

by the kinetic energy of the nuclei, T̂N, the potential interaction among them, V̂NN, the
kinetic energy of the electrons, T̂e, their potential interaction, V̂ee, and the interaction

between the nuclei and the electrons, V̂Ne,

Ĥ = T̂N + V̂NN + T̂e + V̂ee + V̂Ne, (2.10a)

Ĥ = −
∑

k

ℏ
2

2mk

∇2
k +

∑

k<l

e2ZkZl

rkl
−

∑

i

ℏ
2

2me

∇2
i +

∑

i<j

e2

rij
−

∑

i

∑

k

e2Zk

rik
(2.10b)

where i and j run over the electrons, k and l over the nuclei, ℏ is the reduced Planck’s
constant, me is the mass of the electron, mk the mass of the k-nucleus, e is the electron

charge, Zc (Zl) is the atomic number of the k-nucleus (l-nucleus), and rab denotes the
distance between two particles a and b.

The Schrödinger equation associated to this Hamiltonian and wave function is far
away from what can be analytically solved; thus, a number of approximations are needed
in order to work with it.

The Variational Principle

Ab initio methods arise from the variational principle [26]. Any variation, Ψ′, on the

ground state wave function associated to a Hamiltonian, Ψ, will result in an increase of
the expectation value of the Hamiltonian,

E0 =
〈

Ψ
∣

∣Ĥ
∣

∣Ψ
〉

<
〈

Ψ′
∣

∣Ĥ
∣

∣Ψ′
〉

. (2.11)

This sets the lowest energy eigenvalue of the Hamiltonian as a lower limit that can be
used in order to test the accuracy of the approximated wave functions. Although the

exact value of the limit will rarely ever be known, one can consider that the lower the
energy of the wave function the closer it will be to the exact ground state one.
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2.2.2 The Born-Oppenheimer Approximation

The most fundamental and widely used approximation in ab initio calculations is the

Born-Oppenheimer approximation [26–28]. It attempts a factorization of the whole wave
function of the system into two separate contributions: the nuclei of the atoms, which

will be considered fixed, and its electrons.

The Adiabatic Separation of Nuclei and Electrons

In virtue of the masses of the nuclei being much higher than those of the electrons, the

movement of these will be accordingly much faster. Therefore, the electronic cloud will
rapidly relax to its ground state after each variation in the position of the nuclei so it
can be considered adiabatically separated from them. This separation translates into

the system wave function as

ΨS (RN, r1, . . . , rn) = Ψ(RN)Ψ0(r1, . . . , rn;RN), (2.12)

where Ψ0(r1, . . . , rn;RN) is the ground state electronic wave function of the Hamiltonian
Ĥ at a fixed nuclear configuration RN and Ψ(RN) is the nuclear part of the system wave

function.
Applying the Hamiltonian from 2.10b to two wave functions decomposed as in 2.12,

ΨS = Ψ ·Ψ0 and Ψ
′

S = Ψ
′ ·Ψ0, results in

〈

Ψ
′

S

∣

∣Ĥ
∣

∣ΨS

〉

=−
∑

k

1

2mk

〈

Ψ
′
∣

∣∇2
RN

∣

∣Ψ
〉

+
〈

Ψ
′
∣

∣V̂NN + E0(RN)
∣

∣Ψ
〉

(2.13)

−
∑

k

1

mk

〈

Ψ
′
∣

∣

(

〈Ψ0|∇RN
Ψ0〉 ({R})

)

∣

∣∇RN
Ψ
〉

(2.14)

−
∑

k

1

2mk

〈

Ψ
′
∣

∣

(

〈

Ψ0|∇2
RN

Ψ0

〉

({R})
)

∣

∣Ψ
〉

, (2.15)

where E0(R̂N) is potential energy term due to the energy of the electrons in the ground
state for a given nuclear configuration

E0(R) =
〈

Ψ0

∣

∣Ĥ
∣

∣Ψ0

〉

. (2.16)

The last two terms (2.14 and 2.15) are the non-adiabatic coupling elements and are

responsible for the breakdown of the Born-Oppenheimer approximation due to the de-
pendence on the nuclei coordinates RN of the electronic part of the wave function Ψ0.

The third one (2.14) couples the ground state to the excited ones. To evaluate this term
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we consider that

〈

Ψ0

∣

∣∇RN

∣

∣Ψ0

〉

= 〈Ψ0|∇RN
Ψ0〉 = 〈∇RN

Ψ0|Ψ0〉 , (2.17)

and apply the chain rule to obtain

∇RN
〈Ψ0|Ψ0〉 = 〈∇RN

Ψ0|Ψ0〉+ 〈Ψ0|∇RN
Ψ0〉 = 2

〈

Ψ0

∣

∣∇RN

∣

∣Ψ0

〉

. (2.18)

As long as it can be considered that the electrons remain in the ground state, the

normalization condition on Ψ0

〈Ψ0|Ψ0〉 = 1, ∀ {R} , (2.19)

applies and, being the derivative of constant, the term

∇RN
〈Ψ0|Ψ0〉 = 0. (2.20)

vanishes and so it does
〈

Ψ0

∣

∣∇RN

∣

∣Ψ0

〉

and 〈Ψ0|∇RN
Ψ0〉 in equation 2.14.

The last term (2.15) will contribute even when restricted to the ground state but it

will usually be one order of magnitude smaller and will be neglected. After removing
these two terms, the effective Hamiltonian leading the evolution of the nuclei wave

function under the Born-Oppenheimer, ĤBO approximation will remain

ĤBO = T̂N + V̂NN + E0(R̂N). (2.21)

Born-Oppenheimer Molecular Dynamics

The classical motion of the nuclei arises from the energy potential surface vNN(RI) +

E0(RI). The movement of the nuclei in the classical limit will be guided by the forces
obtained as the gradient of this surface through the Hellman-Feynman theorem [29].

This allows to perform a Molecular Dynamics simulation as:

1. At a time t the total energy E0 = E0[R(t)] is computed from the ionic configuration

R(t) and the electronic state Ψ0(r1, . . . , rN : RI(t)).

2. Obtain the ionic forces from the Hellman-Feynman theorem.

3. Solve Newton’s equations of motion and advance the ionic configuration R(t) →
R(t+ δt).

4. Iterate from step (1).
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2.2.3 Density Function Theory

Being the electrons interacting fermions, it takes a huge effort to compute the electronic

ground state of a system of just a few atoms. The Density Function Theory has become
a successful method to tackle this problem. It’s based on the Hohenber-Kohn theorem

which states that there exists a one to one map between external potentials and the
ground state electronic density [30] or

n0(r) → v(r). (2.22)

An external potential v(r) gives form to a unique ground-state wave function, as long
as it is not degenerated, from which arises a unique ground state density n0(r). As the

Hohenberg-Kohn theorem states that there is only one external potential that can give
a certain electronic density, knowing that density must led to know about the external

potential and the wave function; thus, all properties depending on the wave function
must be representable as a functional of the electronic density.

Unfortunately, there is a great distance between knowing that there exists a unique
functional of the energy an determine the exact form of it. Nowadays there is no way

to achieve this, so approximated methods are used. Kohn and Sham developed the
more extended method which consists in a Slater determinant like wave function of

non-interacting electrons [31] moving in a conveniently chosen effective external poten-
tial, which reproduces the exact same ground-state density. The Kohn-Sham equations
are solved through a Self Consistency process similar to that of the Hartree-Fock equa-

tions and includes an exchange-correlation potential term that remains unknown. This
problem can be approached in different ways. The easiest one uses the Local Density

Approximation (LDA) which assumes the electron cloud as a uniform gas introducing
the electron density ρ as the only parameter of the functional [32–34]. This approach

lacks the accuracy needed for chemistry purposes so the Generalized Gradient Approx-
imation (GGA) introduces the use of both, the density and it’s gradient |∇ρ|. More

modern solutions known as hybrid functionals usually use a linear combination of the
regular GGA method with a Hartree-Fock exact exchange functional. One of the most

widespread of these hybrid functionals is the B3LYP [35, 36].

2.2.4 Semiepirical Methods

To keep the true ab initio nature of the simulation for bigger systems than a few atoms
grows the cost of it to an inadmissible point. The heavier part of an ab initio calculation

rises from the computation of the interaction between electron pairs. Although there



20 Computational Methods

are ways to reduce the impact of this problem, such as avoiding the calculation of

those integrals that can be considered negligible, it is common the use of semiempirical
methods to simplify the problem. Such methods involve the use of pseudopotentials to

substitute the integrals corresponding to the interaction with the nuclei and those from
the electrons of the inner orbitals. The valence electrons, being the most relevant ones

to the chemical properties, are still quantumly simulated. These pseudopotentials are
constructed using empirical data losing the ab initio character of the method.

Carr-Parrinello Molecular Dynamics

If the Born-Oppenheimer approximation utilizes the adiabatic separation between nuclei
and electrons in order to decompose the total wave-function, Car-Parrinello Molecular

Dynamics (CPMD) uses it to simultaneously minimize the electrons wave-function and
propagate the nuclei movement.

Extra degrees of freedom for the expansion coefficients ci(G) of the orbitals are
introduced into the Lagrangian, which leads to the extended CPMD Lagrangian

LCP(c, ċ,R, Ṙ) = µ
∑

i,G

ċ∗i (G)ċi(G) +
1

2

∑

I

MiṘ
2
i

− E(c,R) +
∑

i,j

Λij

[

∑

G

c∗i (G)ci(G)− δij

]

(2.23)

and the motion equations

µc̈i(G) =
∂E(c,R)

∂c∗i (G)
+
∑

j

Λijcj(G), (2.24)

MIR̈I =
∂E(c,R)

∂RI

. (2.25)

As long as the fictitious mass µ of the electrons is chosen to be small enough, their

dynamic will be much faster than that of the nuclei. The electrons will relax fast close
to their minimum energy and it will be kept close to the Born-Oppenheimer surface.

2.2.5 The Wannier Centers

A major advantage of DFT simulations is the access to the electronic structure it gives.
By means of the maximally localized Wannier functions [37–40], the electron charge,

otherwise distributed along the orbitals, can be partitioned and assigned to individual
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Fig. 2.1 Water molecule formed by an oxygen atom (blue) and two hydrogen atoms (red).
The Wannier centers (purple) represent the location of pairs of electrons.

molecular contributions. The Wannier centers allow to perform polarization calculations
of the molecules or identify where the covalent bonds take place.

2.3 The Matching Algorithm

The quality of an MD simulation is mainly determined by the quality of the Force Fields

used in it. Hence the procedure to obtain these Force Fields parameters is of the utmost
importance in order to obtain an accurate description of the system. Historically, the

parameters used in classical Force Fields have been usually fitted so the potential is
capable of reproducing certain few experimental results such as the melting point or the

spectra and, more recently, of matching properties obtained through high level quantum
chemical computations. In 1992, the Department of Materials Science Engineering at the

University of Illinois began to develop what was called the Force Matching algorithm as
an attempt to substitute these few reference quantities with massive amounts of reference

forces from ab initio and DFT sources in order to export the higher accuracy of DFT
simulations into cheaper classical FF methods. Obviously, due to the classical nature of

standard MD, some of the most interesting aspects of DFT simulations are impossible to
be transferred, but FM has been proven a powerful tool for improving classical potentials.
This approach has been successfully used to model effective interactions for hydrogen

under pressure by Kohano et al. [41] or to parameterize a tight-binding model for silicon
by Lenosky et al. [42]. The Force Matching algorithm can be extended so it can include
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any other magnitudes that can be obtained through these computations such as torques

over molecules or polarizations. This work will refer to this extension with the more
general term of Matching Algorithm. The idea behind the Matching Algorithm is to

adjust through a least-squares fitting process the parameters of a classical potential (i.e.
the σ and ǫ parameters from a Lennard-Jones potential [43]) so it can reproduce as

accurately as possible a series of properties obtained with ab initio methods [44]. A
clear advantage of this method is the vast number of systems over it can be used. Due

to the highly detailed description that can be achieved over the reference system used to
fit the potentials, it allows to access to a wide variety of properties of the system, such
as forces or dipoles, that wouldn’t be reachable by other means. Moreover, the amount

of data that can be used as a reference greatly exceeds that of most other methods.

2.3.1 The Matching Process

The Matching process begins with the ab initio simulations. The positions, forces and

other properties resulting from quantum calculations are stored so they can be used
as reference in the fitting process. Then, a classical potential is fed with the different

particles positions and is used to compute the corresponding properties one intents to
match such as the forces, the torques or the polarizations. This first attempt needs some

initial parameters for the classical potential that are chosen after an educated guess. The
results obtained through the classical simulation are compared with the ab initio ones

by means of a certain error function to asses a measure of how different the classical
and ab initio simulations are. Then, the classical potential parameters are mapped and

wisely modified in order to minimize the difference between the classical and the ab

initio results. This process is iterated and stopped when the value of the error reaches a
satisfactory level. Figure 2.2 shows the flowchart of the Matching algorithm. The error

function, χ, used for the evaluation of the difference between ab initio and classical
properties can be as complex as needed but, experience has shown that simplicity gives

the best results. The objective error function used in this work is

χ2 =
L
∑

l=1

ω (FDFT) ·
NA
∑

i=1

3
∑

j=1

(FDFT
ij − FMD

ij )2 (2.26)

where l runs through all the L considered configurations, i goes over all the NA particles

taken into account and j stands for the three components X, Y and Z of the forces and
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Fig. 2.2 Flowchart of the Force Matching algorithm.
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ω (FDFT) is a weight of the form

ω (FDFT) =
1

(

F 2
x + F 2

y + F 2
z

)α , (2.27)

that depends on the ab initio forces and damps the contribution of the high forces
produced by unusually close atoms. The parameter α calibrates the relevance of this

weight and it is manually adjusted.

2.3.2 Testing Results

Once the Force Matching process has ended and the parameters have been obtained it’s

necessary to test the quality of the resultant potentials. In order to do so different checks
can be done.

Forces The first obvious comparison to be made is that of how similar the forces
obtained with the DFT calculations and those from classical MD simulations are. A

visual analysis can be done by means of a scatter plot of the DFT forces against the
MD ones (figure 2.3). The resultant cloud of points must be compared to the ideal

alignment over the y = x line. The closer it is the cloud to the bisecting line the better
the reproduced forces will be. This can be quantified performing a lest-squares fitting

to a linear function y = bx and comparing the value of the slope to the ideal b = 1.

Radial Distribution Functions Structural properties of the system can also be com-

pared. The Radial Distribution Function (RDF), or g(r), gives a measure of how density
varies around a particle due to the presence of it. This information is shown as a probabil-

ity of finding a particle at a set distance from the reference one relative to that expected
of finding one in a random distribution of the same density. Nearby the reference particle

there is a depletion zone where the probability of finding another particle is zero due
to the Pauli exclusion. Each one of the peaks of the function shows the presence of a

solvation shell. As the distance increases, the influence of the particle diminishes and
the RDF fades to g(r) = 1.

The RDF between two species of the system α and β can be computed by discretizing
the volume into a series spherical shells of thickness ∆r centered around the particles of

the species α and counting the number of particles of the species β inside the shells

gαβ(r) =
1

Nconfs

∑

confs

1

Nα

∑

α

V

Nβ

∆nβ(r)

4πr2∆r
, (2.28)
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Fig. 2.3 Scatter plot of forces obtained with DFT calculations and Classical Molecular
Dynamics for lithium with the SPC/E water model.

averaged over the Nα particles and the Nconfs configurations. In equation 2.28, V stands

for the volume of the simulated system, Nβ is the total number of particles of the β

kind and ∆nβ(r) is the number of particles of the β species inside a spherical shell of

thickness ∆r and radius r centered at the atom α.
The RDF obtained with fitted potentials can be compared to those obtained from

DFT simulations (figure 2.4). A first visual analysis can give a good impression of the
quality of the fitted potential but again, an objective numerical test is needed. The

difference between the two functions can trivially be calculated and compared between
interaction models as the root mean squared difference of the functions

RMSD [g(r)] =

√

∫ rmax

r=0

[gDFT(r)− gMD(r)]2 dr, (2.29)

Other quantities can be extracted and checked from the RDF. The size and popu-
lation of the coordination shells around the molecules can be obtained integrating the

RDF between two consecutive minimums. Comparing the RDF of the different compo-
nents of the molecules (figure 2.5) the orientation of these molecules around the central
atom can also be deduced. These properties can be compared to X-ray and neutron

diffraction experiments.
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Fig. 2.4 In orange, the difference between the Radial Distribution Functions of the
reference DFT simulations (blue) and the fitted classical potential simulation (green) for
a lithium ion in SPCE/E water.
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Self-Diffusion Coefficient The diffusion of the particles can also be studied comput-

ing the particle mean squared displacement 〈r2〉 (t) and velocity autocorrelation function
Cvv(t) as

∆r(t) = 〈[~r(t)− ~r(0)]2〉, (2.30)

Cvv(t) =
〈~v(t) · ~v(0)〉
〈v2(0)〉 . (2.31)

the diffusion coefficient is obtained by calculating the slope of the ∆r(t) and the integral

of Cvv(t) as

Dmsd =
1

6
lim
t→∞

d

dt
∆r(t), (2.32)

Dvacf =
kBT

m

∫

∞

0

Cvv(t)dt. (2.33)

Residence Time of First Shell Particles on the first shell can escape from there and

then be substituted by outer molecules. The rate of this exchange process is character-
istic of each kind of atom or molecule. The mean residence time of the particles in the

first shell could be evaluated from

n(t) =

〈

1

N1st

N1st
∑

i=1

θi(t)θi(0)

〉

, (2.34)

where the sum runs over the N1st solvation molecules present in the first shell at t = 0,
and θi is unity if the ith molecule is in the first shell and it is zero otherwise. Given the
high lability of the first hydration shell, n(t) is evaluated by allowing first shell molecules

to leave the first shell for a maximum period of time t∗. As in previous works [45], in
this thesis a t∗ = ∞ has been used. The resulting function can be fitted with a double

exponential function ñ(t) = A exp(−k1t) + (1 − A) exp(−k2t). The integral of this
function yields the characteristic residence time:

τ1st =

∫

∞

0

n(t)dt, (2.35)

where the integral is evaluated numerically up to t = 5 ps using n(t) and analytically up
to t = ∞ using ñ(t).
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Rotation of molecules in the first shell The study of reorientational motions has

been performed by means of the time correlation function COH
2 (t) defined as follows:

COH
2 (t) = 〈P2 (~uOH(t) · ~uOH(0))〉 (2.36)

where ~uOH is the unitary vector along the O–H bond of water molecules, and P2 is the
second Legendre polynomial, i.e. P2(cos θ) =

1
2
(3 cos2 θ − 1). This correlation function

shows a backscattering-like minimum, known as the free rotor frequency, and then decays
exponentially. The long time decay can be fitted with a single exponential function

C̃OH
2 (t) = A exp(−kt). In order to interpret the COH

2 (t) function, it is convenient to
calculate its time integral, yielding the so-called reorientational correlation time

τOH
2 =

∫

∞

0

COH
2 (t)dt, (2.37)

which basically indicates the mean time employed by a water molecule to rotate around
the O–H direction. The above integral was calculated numerically up to t = 5 ps using

COH
2 (t) and then analytically up to t = ∞ using C̃OH

2 (t).

Hydration shell rotation Analogously to the previous one, the solvation shell ro-

tation around the ion can be characterized by computing the time correlation function
COCl

2 (t) where in Eq. 2.36 the unitary vector along O–H bond is substituted by the uni-

tary vector joining the chloride ion to oxygen atoms ~uOCl. The rotational time of the
solvation shell τOCl

2 was evaluated as in eq. 2.37.
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Chapter 3

Force Fields and Water Models

Classical Molecular Dynamics attempts to simplify the huge complexity of the electronic
structure of the atoms and thus, that of the interaction between them. This simplifi-

cation must balance the needs to keep a reasonable computational cost and maintain
a good level of accuracy. The potential energy of the simulated system, Utot, can be

decomposed as a sum of intermolecular, Uinter, and intramolecular, Uintra, terms [1]

Utot = Uinter + Uintra, (3.1a)

Uinter =
∑

LJ

4ǫij

[

(

σij

rij

)12

−
(

σij

rij

)6
]

+
∑

elec

qiqj
rij

, (3.1b)

Uintra =
∑

bonds

1

2
kr(r − r0)

2 +
∑

angles

1

2
kθ(θ − θ0)

2. (3.1c)

Equation 3.1b describes the interaction between different molecules. rij is the distance
between two interacting particles and qi and qj are the charges of those particles. The

first term of 3.1b accounts for the short range forces due to the fluctuations in electronic
structure of the atoms and it takes the form the 12-6 Lennard Jones potential [2]. The

second term describes the usual Couloumb interaction between electrical charges. The
value of these charges is set as the parameters of the Force Field (FF). The Lennard-

Jones potential is an attractive potential composed by a very step potential wall that
acconts for the Pauli repulsion among electrons and an attractive term that models the

Van der Waals interactions. σij and ǫij are the Lennard-Jones potential parameters
that determine the strength and range of the interaction. The LJ potential is usually
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implemented in computer simulations through the alternative expression

VLJ =
A

r12
− C

r6
(3.2)

where the parameters A and C translate as

A = 4ǫσ12, (3.3a)

B = 4ǫσ6. (3.3b)

When the interaction takes place between atoms of different species the parameters from

both particles must be combined following one of a large variety of merging rules. For
the LJ potential the simple Lorentz-Berthelot rule

σij =
σii + σjj

2
, (3.4a)

ǫij =
√
ǫiiǫjj, (3.4b)

is widely used.
Interactions like the Lennard Jones potential are short ranged, i.e. they decay faster

than the volume grows when the inter particle distance increases. This means that a
cut-off can be set so only those particles within a certain distance from each other will

interact. This cut-off avoids an infinite calculation of the energy over all the particles
from the infinite replicated simulation cells. Of course leaving out the contribution

of those particles outside the cut-off will introduce a certain amount of error into the
simulation but it will be manageable as long as the cut-off is set to a high enough value.

Usually a minimum image convention is applied so each particle interacts only once
with the rest of the particles of the system. For each particle, only the closer version is

selected whether it is the original one or one of its periodic replicas.
While the Lennard Jones potential decays as r−6 and can be neglected, this is not

the case for the electrostatic interaction which decays as r−1. Fortunately, the infinite
summation can still be avoided. The Ewald method [3] utilizes the periodic structure of
the replicated simulation cell to move the calculation of the long-range summation from

the real space to a Fourier space. The original long-range interaction is divided into two
contributions,

Uel = U real
el + U recip

el , (3.5)

a short range one that can be computed in the real space and a long-range one that
can be calculated over the reciprocal space through a Fourier transform. This method
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increases the convergence speed of the energy calculation so it can be used to a high level

of accuracy. This speed and precision makes the Ewald summation the usual method of
choice to tackle the calculation of long-range interactions.

Equation 3.1c describes the potential energy between the inner parts that conforms
a molecule. The interactions between same molecule atoms are usually decomposed as a

stretching movement around an equilibrium point r0 and as a bending movement around
an equilibrium angle θ0. These forces are commonly described with harmonic functions

defined by the strengths of the harmonic potentials kr and kθ and their respective equi-
librium points.

Astonishingly simple interaction models like the Lennard-Jones potential are capable

of achieving remarkable good results while keeping low computational costs. To repro-
duce the behaviour of specific molecules different models can be used. This models can

incorporate different approximations such as the use of rigid or flexible molecules, limit
the number of interaction points of the molecule or introduce the polarization of the

molecule.
Several water models have been used in the search of the best agreement with the

CPMD results [4]. These models include the widely used SPC and SPC/E models, the
polarizable model RPOL and a variation of the SPC model.

3.1 Semi-epirical Force Fields

3.1.1 SPC and SPC/E models

In the case of the water molecules the SPC (Simple Point Charge) and SPC/E models

are an option widely used in computational chemistry [5]. The SPC water model is a
rigid model composed of three electrostatic interaction points, one at each one of the

atoms of the molecule, and a Lennard-Jones potential at the oxygen site. The separation
between the oxygen and each of the hydrogen atoms is fixed at r(OH) = 1Å, and the
overture of the molecule is set at 109.47◦.

The SPC/E water model is a slight variation of the SPC model. It adds a correction
that accounts for an effective average constant polarization of the water molecule of

2.351 D. Since the position and charge of the interacting sites of the water molecule are
constant the resulting dipole is also constant and generates an effective increase in the

total energy of 1.25 kcal/mol.
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3.2 Polarizable Point Dipole Models

Both previous Force Fields rely on set of fixed charges in order to reproduce the elec-

trostatic interaction between atoms, thus dismissing any explicit description of the elec-
tronic polarization. These fixed charges can be adjusted in order to attempt to minimize

the effects that arise from the polarization absence. While this approximation is usually
enough for a wide set of systems it is fundamentally wrong [6, 7] and sometimes an

explicit treatment of the polarization must be implemented [8–10]. The implicit account
of polarization in the SPC/E water model can’t take into account the dynamic effects of

the dipoles distribution. This takes special relevance when highly polarizability species
are involved. Many efforts have been done in order to introduce polarization explicitly

into different fields such as liquid-air interfaces [10, 11], liquid water [12, 13], water-salt
solutions [8, 9, 12, 14–17], among others [18–20]. These efforts can be classified into one
of three classes: polarizable point dipole models (PPDM), charge fluctuating models

and classical Drude oscillator models [21–29]. In this work, the polarizable point dipole
induction model will be used when an explicit use of polarization is needed.

Working inside the PPDM framework, while point charges are usually kept constant,
new sites with induced three-dimensional point dipoles are added. These point dipoles

respond and adjust to the changes in the electric field as the simulation advances. These
dipoles will contribute to the total energy of the system as

upol
i = −~µi · ~Eq

i − ~µi · ~Eµ
i +

1

2
~µi · α̂−1

i · ~µi, (3.6)

where ~µi and α̂i are the induced dipole moment and the polarizability tensor for the

dipole site i. The first two terms accounts for the interaction between the dipole and
the point charges and the dipole and the other dipoles. The last term is the polarization
term and gives a sense of the energy needed for the formation of the dipole. If the

polarizability can be considered isotropic, the non-diagonal elements of the tensor are
zero and the diagonal ones are equal to each other; thus, α̂i can be treated as an scalar

quantity.

3.2.1 RPOL

Due to the highly polar character of the water molecule it pays off to increase the level

of detail of the electronic structure and account for the polarization of the molecule
at expense of a higher computational effort. The RPOL water model introduces an

explicit dipole moment into the SPC/E model adding polarizable sites at the oxygen
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and hydrogen locations with a polarizability value of αO = 0.528Å3 and αH = 0.170Å3

respectively. The partial electrostatic charges of these sits are also altered as qO = −0.730

C and qH = +0.365 C.

3.3 Force Matching Force Fields

Following the same Force Matching scheme of these work, a set of variations of the
original SPC model with re-adjusted parameters have been recently obtained [30]. These

potentials use different damping functions to correct the attraction term of the Lennard-
Jones potential. These damping functions are explained with more detail later in section
3.3.1. For each ion-water interaction potential fitted, the corresponding one of these

potentials has been used to model the solvating water. In this work these potentials will
be referenced as SPC-FM.

3.3.1 Damping

Electrostatic damping

The use of electrostatic damping functions has revealed itself as a powerful tool since it’s
introduction by Thole in 1981 [31]. In an attempt to tackle the polarization catastrophe

Thole discarded the point charge approximation at short ranges and diluted the charge
distribution through the use of a damping function. This damping function is only
relevant at short distance so at long range the point charge behavior is conserved. The

damping of the static charges is introduced in the Couloumb interaction energy function
between two charges as

uqq
ij = qiqj

∫ ∫

ρNi (~ri)ρ
N
j (~rj)

|~ri − ~rj|
d~rid~rj , (3.7)

where qi and qj are the value of the damped charges, ~ri and ~rj their positions and ρNi (~ri)

and ρNj (~rj) are normalized distributions.

Dispersion Damping

Many damping functions are available such as linear, exponential and gaussian func-

tions. Because of previous positive results, two functions, the Tang-Toennies dispersion
damping and a Fermi like function, have been used in combination with the different

interaction models.
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Tang-Toennies Damping The first screening function used in the present work is

the Tang-Toennies dispersion damping function [32] which takes the form

fTT(r) = 1− exp(−dTTr)

6
∑

k=0

(dTTr)
k

k!
, (3.8)

where dTT is the parameter that determines the length of the short range interaction.

Figure 3.1 contains an example of the Tang-Toennies damping profile.

Fermi Damping The second damping function used is a Fermi like function [33] as

fFE(r) =
1

1 + exp
[

−dFE

(

r
RFE

− 1
)] , (3.9)

where RFE gives a sense of the size of the atoms, and dFE is an adjustable parameter.

Figure 3.1 contains an example of the Fermi damping profile.
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SPC/E RPOL
SPC-FM SPC-FM SPC-FM

No damping Tang-Toennies Fermi

rOH [Å] 1.0 1.0 0.995 0.995 0.995
ˆHOH angle [deg] 109.47 109.47 105.6 105.6 105.6

A · 10−3 [kcalÅ
12
/mol] 629.4 726.9 377.743 533.722 478.881

C [kcalÅ
6
/mol] 625.5 682.1 −1319.455 287.224 493.883

qO [C] −0.8476 −0.730 −0.884 −0.881 −0.878
qH [C] +0.4238 +0.365 0.442 0.4405 0.439

αO [Å
3
] - 0.528 - - -

αH [Å
3
] - 0.170 - - -

d [Å
−1
] - - - 0.762 33.1

RFE [Å] - - - - 2.75

Table 3.1 Parameters for the SPC/E, RPOL and SPC-FM water models.
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Chapter 4

Ion Water Carr-Parrinelo Simulations

4.1 Computational details

The aim of this thesis is to characterize the interaction between a certain set of ions
(F−, Cl−, Br−, I−, Li+, Na+, K+, Mg2+, Ca2+) and water through the Force Matching

algorithm. In order to do so, a set of Car-Parrinello Molecular Dynamics [1] (CPMD)
where performed with the package CPMD [2] to be used as reference for the matching

process. The BLYP density functional [3, 4] was used for the electronic structure cal-
culations. The cutoff for the wavefunction was set to 80 Ry, the time step was set to 4

a.u. and the fictitious mass for the orbital was chosen to be 400 a.m.u. In the present
study we have used dispersion–corrected atom–centered pseudopotentials (DCACPs) [5]
in the Troullier–Martins [6] format for oxygen and hydrogen. Production runs of 15

ps in the microcanonical ensemble followed by an NVT equilibration run of 3 ps. The
initial configuration was taken from classical molecular dynamics simulations. For some

of the ions (Ca2+, Cl−, K+, Li+, Mg2+ and Na+) ionic and molecular dipole moments
where computed using the Wannier center [7, 8] analysis as explained in Refs. [9, 10].

The temperature of the simulations was set to T = 330K and the size of the simulation
box was fixed to achieve a density of ρ = 1 g/cm3.

Following the procedures previously explained in section 2.3.2, several structural and
dynamical properties have been calculated from the data obtained from these CPMD

simulations in order to be used as a test reference for the matching process. In order
to analyse the effects due to the presence of the ion, when possible, the study of these
properties has taken into account the differences that arise from the water molecules

belonging to the first solvation shell, the second one or the bulk.
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4.2 Structural properties

4.2.1 Radial Distribution Function

Particles inside a liquid tend to self arrange between them forming bonds that causes

the molecules to adopt a determinate distance from one to another and forming certain
angles between them. When a different kind of particle is introduced among liquid
water it alters the original organization among the molecules. Due to the polar nature

of the water molecule, showing the oxygen atoms an excess of negative charge and the
hydrogen atoms a lack of one, when an ion is solvated among water molecules, a fairly

strong couloumbic interaction appears between the water molecules and the charged
atoms. These forces determine in great measure how the solvation structure of water

molecules around the central ion is formed. The Radial Distribution Function (RDF)
is a measure of how two kinds of particles (A and B) are arranged around each others.

The density of B particles at a given distance of the A particle is averaged and rated
against the average density of B particles for the whole system.

Usually, a RDF presents a depletion zone for the lowest values of r where no particles
are present. This zone accounts for the Pauli repulsion among particles that prevents

them from collapsing on each other. Other particles take advantage of this void and get
located at the end of it, what translates into a well pronounced first peak. As each of
these opportunist particles has its own exclusion zone, a more or less defined depletion

zone follows this first peak. A succession of peaks and valleys keep alternating getting
attenuated until it fades away as the function tends to g(r) → 1 which is the average

probability of finding a particle in a random position of the liquid. Each one of these
peaks between their limiting valleys can be considered as, and are in fact called, shells.

When the particles that are accounted for are from a solvent, the more precise term
solvation shell is usually used. As the solvent in this works is constituted by water, the

term hydration shell is indistinctly used with the other two. Figures 4.1 and 4.2 show
the computed RDFs (g(r)) for each one of the anions and the cations respectively. Ion-

oxygen and ion-hydrogen RDFs are plotted in blue and orange lines respectively. The
corresponding Coordination Functions (N(r)) are also represented with dashed lines.
The asymmetric charge distribution of the water molecules causes that their orientation

varies whether if the central ion has a positive or negative net charge. This behaviour
causes that the first peak of the plot corresponds to the oxygen distribution in the case

of the anions and to the hydrogen distribution in the case of the cations.
As should be expected the distance at which the first hydration shell is situated grows

with the size of the central ion and decreases with the value of its net charge. Table



4.2 Structural properties 45

4.1 gathers the positions of the first peaks and valleys for both the ion-oxygen and ion-

hydrogen RDFs. Ions of smaller size tend to have a more defined shell structure while
bigger ions usually have a rather unstructured and diffuse limit between shells. Most

ions have a significant presence of water molecules between the first two water layers.
The calcium ion presents a deep minimum and only the lithium and the magnesium ions

show a complete oxygen depletion range between the first and the second shells. The lack
of shell definition gets enhanced by the limited statistics of the simulations and grows

to the point where the distinction between the first and the second shell may disappear.
This fuzziness between shells take the most relevance in the case of the potassium ion
and especially for the iodide ion. The impossibility to determine a clear limit between

each one of the shells and the bulk affects to all the analysis aimed to determine the
the influence of the ion into the water medium. Higher charges also contribute strongly

to the presence of sharper peaks and deeper valleys. Divalent ions tend to show higher
structured water shells than monovalent ions of comparable size. Tables 4.2 and 4.3

also contain reference data of diverse nature (MD simulations, CPMD simulations and
experimental results) for the positions and values of the first two peaks and valleys of

the ion-oxygen RDFs. These tables are quite sparse due to the wide scope of the study,
making hard to find works that comprehend all of the nine studied ions. From the

agreement among the different references it can be seen that the position of the oxygen
peaks has been consensually determined within a couple of tenths of an Angstrom for

all the ions. This consensus fades slightly in regard to the position of the valleys. This
may be a consequence of the already mentioned blurred nature of the limits between
different hydration shells. The maximum value of the different RDF first peaks show

huge differences depending on the nature of the source consulted. MD results tend to
present significantly higher values than CPMD simulations. Unfortunately, the spread

of results within each method is significant. Due to the fact that experimental data
regarding this question is hard to come by, these discrepancies are difficult to solve. On

the other side, the few available RDF values for the second peak and both minima is
quite consistent. Again, the lack of references prevents from considering this question

as settled, especially in the absence of experimental results.

4.2.2 Coordination numbers

Figures 4.3 and 4.4 show the population distribution of the first and second anionic and

cationic coordination shells respectively. The limit between the first and the second shells
and the bulk have been defined through the position of the local minima of the RDF
computed for the water molecules centres of mass. This criterion has been used through
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Fig. 4.1 Ion-oxygen and ion-hydrogen RDFs and coordination numbers for the anions.
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Fig. 4.2 Ion-oxygen and ion-hydrogen RDFs and coordination numbers for the cations.
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all this work to compare the properties between the water molecules belonging to the

different hydration shells and the bulk. The effects of the previous mentioned blurring
of the boundaries between the first and the second shell also affects to the population

distributions of the hydration shells. Smaller ions show narrower distributions and lower
coordination numbers. Again, also higher charged atoms present narrower distributions

than monovalent ions. Table 4.4 contains average coordination numbers of the first,
< N1st

c >, and second, < N2nd
c >, hydration shells. As it was previously warned, the

coordination numbers of both the potassium and iodide ions differ greatly from those
found in the literature. The coordination number of the second hydration shell found for
the potassium ion, NK+

c = 39.3, is considerably higher that those of the other ions and

falls far from the more consistent value found in the literature of NK+

c = 19.4 [11]. As
explained before this is probably caused by the wide shell considered due to the difficulty

to assess it’s limits.
Tongraar [12, 13] concluded that MD simulations tend to give higher coordination

numbers due to the neglected many body interactions. It can be seen in table 4.4 how
this trend seems to fit quite nice for the cations, where both the DFT and classical

results are above the experimental ones. Note how those form Yu et al. [14], classical
MD simulations that include a Drude polarizable force field, fall between the CPMD

and the non-polarizable MD values. Soper’s [15] experiments of neutron diffraction with
hydrogen isotope substitution on anion solutions showed how the coordination number

didn’t increase with the size of the ion but kept a stable value around Nc = 7 despite
the size increase of the hydration shell. This steadiness in the coordination number
doesn’t appear neither in this work nor in the other CPMD or classical MD references.

Soper explains this result with the overlapping between the first two hydration shells. A
discrepancy between the number of oxygen and hydrogen atoms present in the first layer

leads to believe that not all the water molecules present in the first hydration shell bound
directly to the central atom. A collection by Varma [16] of different neutron diffraction

experiments doesn’t support the sustained coordination number for small cations. On
the other hand, through a series of theoretical ab initio studies, Varma agrees that

only an exact number of four water molecules are directly linked to the cation while an
increasing number of additional molecules occupy positions at distances that overlaps

with first hydration shell as the size of the ion grows.
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Fig. 4.3 Frequency distribution of the hydration number of the first and second hydration
shells for the anions.
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Ion < N1st
c > < N2nd

c >
rmax
O (r) rmin

O (r) rmax
H (r) rmin

H (r)
[Å] [Å] [Å] [Å]

Fluoride 5.0 19.9 2.66 3.40 1.68 2.47
Chlorine 6.4 15.3 3.19 3.90 2.23 3.00
Bromide 7.0 21.3 3.33 4.00 2.38 3.11
Iodide 10.6 20.1 3.59 4.60 2.62 3.23

Lithium 4.0 13.2 1.95 2.79 2.55 3.25
Sodium 5.3 16.0 2.40 3.25 3.02 3.88

Potassium 6.7 39.3 2.77 3.70 3.28 3.14
Magnesium 6.0 15.7 2.12 2.65 2.74 3.45

Calcium 6.7 16.5 2.39 3.20 3.03 3.65
Table 4.1 Coordination number of the first and second hydration shells, position of the
ion-oxygen and the ion-hydrogen RDF maxima and minima for the different ions.
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Ion
rmax
O1 (Å) gmax

O1 (r)
MD CPMD Exp MD CPMD

This work ref. [11] ref. [14] ref. [17] ref. [18–20] ref. [15] ref. [21] This work ref. [11] ref. [14] ref. [17]

Fluoride 2.66 2.6 2.72 2.66 2.54 3.94 7.92 4.77
Chlorine 3.19 3.2 3.16 3.2 3.14 2.72 4.05 3.15
Bromide 3.34 3.3 3.28 3.32 2.69 3.46 2.7
Iodide 3.59 3.6 3.50 3.55 3.63 2.19 2.68 2.28

Lithium 1.94 1.95 2.02 2.0 1.96 9.17 14 12.5 8.3
Sodium 2.40 2.45 2.38 2.4 2.4 4.86 7.21 7.42 5.8
Potassium 2.79 2.8 2.74 2.8 2.65 3.35 4.57 4.8 2.5
Magnesium 2.11 2.06 14.12 19
Calcium 2.40 2.45 2.28 9.31 14.45 16.9

Ion
rmin
O1 (Å

3
) gmin

O1 (r)
MD CPMD Exp MD CPMD

This work ref. [11] ref. [14] ref. [17] ref. [18–20] ref. [15] This work ref. [11] ref. [14] ref. [17]

Fluoride 3.34 3.2 3.34 3.27 0.25 0.17 0.37
Chlorine 3.96 3.8 3.78 3.76 3.77 0.49 0.49 0.72
Bromide 3.96 3.85 3.96 3.9 0.76 0.52 0.75
Iodide 4.50 4.3 4.16 4.15 4.1* 0.87 0.72 0.9

Lithium 2.87 2.65 2.56 2.8 0.02 0.02 0.0 0.0
Sodium 3.23 3.25 3.24 3.2 0.33 0.16 0.2 0.2
Potassium 3.72 3.65 3.56 3.7 3.45 0.49 0.47 0.45 0.7
Magnesium 2.67-3.29 2.72 0.00 0.0
Calcium 3.12 3.39 2.76 0.04 0.01 0.0

Table 4.2 Positions and values of the first maximum and minimum of the ion-oxygen RDF obtained from different literature
sources.
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Ion
rmax
O2 (Å) gmax

O2 (r)
MD CPMD Exp MD CPMD

This work ref. [11] ref. [17] ref. [15] This work ref. [11] ref. [17]

Fluoride 4.67 4.45 4.49 1.59 1.45
Chlorine 5.02 5 4.99 1.21 1.28
Bromide 5.16 5.05 5.1 1.20 1.23
Iodide 5.24 5.05 1.11 1.25

Lithium 4.04 4.10 4.1 1.73 1.69 1.6
Sodium 4.55 4.5 4.5 1.36 1.42 1.5
Potassium 4.81 4.75 4.8 4.85 1.22 1.15 1.2
Magnesium 4.25 4.46 2.33
Calcium 4.53 1.87 1.96

Ion
rmin
O2 (Å) gmin

O2 (r)
MD CPMD Exp MD CPMD

This work ref. [11] ref. [17] ref. [15] This work ref. [11] ref. [17]

Fluoride 5.58 5.5 5.54 0.86 0.9
Chlorine 6.14 6.05 6.19 0.88 0.79
Bromide 6.07 6.15 6.2 0.84 0.89
Iodide 6.29 6.65 5.9 0.90 0.88

Lithium 4.96 5.25 5.1 0.84 0.85 0.75
Sodium 5.51 5.40 5.5 0.80 0.89 0.8
Potassium 5.87 5.8 6 0.88 0.84
Magnesium 5.15 0.77 0.9
Calcium 5.38 5.43 0.75 0.79

Table 4.3 Positions and values of the second maximum and minimum of the ion-oxygen RDF obtained from different literature
sources.
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Ion
< N1st

c > < N2nd
c >

MD CPMD Exp MD
This work ref. [11] ref. [14] ref. [17] ref. [15] ref. [22] ref. [21] ref. [16] This work ref. [11]

Fluoride 5.0 6.3 5.5 6.9 19.9 19.4
Chlorine 6.4 7.2 6.5 7.1 15.3
Bromide 7.0 7.5 6.8 6.7 21.3 26.5
Iodide 10.6 7.9 7.1 6.7* 20.1 29.5

Lithium 4.0 4.1 4.0 4.0 4 4 13.2 17.4
Sodium 5.3 5.8 5.6 5.13 4.9 5 16.0 18.3
Potassium 6.7 7.1 6.9 6.55 6.4 5.3 6 39.3 19.4
Magnesium 6.0 6.0 15.7
Calcium 6.7 7.9 6.0 6.8 16.5 17.6

Table 4.4 Coordination numbers of the first and second hydration shells obtained from different literature sources.
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M+
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~rOH2

~rOH1

θ1θ2

~rHH

(a) Definition of the θ1 and θ2 angles.

θ

~rIO
M+

~rOH

(b) Non coplanarity contribution to
θ1 and θ2.

Fig. 4.5 Orientation of a water molecule in the first hydration shell of a cation. The
oxygen atom has a higher electronegativity, so it shows a slightly negative charge; thus,
it will be attracted by the cation and it will get closer to it than the positive hydrogen
atoms. Both hydrogen atoms get oriented symmetrically away from the ion so the angles
formed by the cation-oxygen vector and the oxygen-hydrogen vectors of both hydrogen
atoms will be similar (subfigure 4.5a). The plane that contains the water molecule is
tilted with respect to the the ion-oxygen vector (subfigure 4.5b).

4.2.3 Orientation

Cations

Due to the polar nature of the water molecule, those present in the first hydration shell
take radically different orientations with respect to the central ion whether the net charge

of it is negative or positive. The negative excess charge of the water molecule is located
on the oxygen side of the molecule. In the presence of a positive cation, the oxygen atom

is attracted to the cation while the hydrogen atoms tend to shy away from it. The water
molecule ends adopting a trigonal pyramidal like formation where the plane formed by

the water molecule is not aligned with the cation-oxygen vector but tilted in some degree.
This structure can be seen in figure 4.5a. This figure also explains the definition of the
angles θ1 and θ2 between the cation-oxygen and both oxygen-hydrogen vectors, angles

that are useful in order to study the orientation of the water molecules.
Figure 4.6 contains the θ1 and θ2 angles distribution (as defined in reference [15])

for each one of the cations. The different contributions from the first and the second
hydration layer, and the bulk have been considerated separately. It can be seen how

the θ1 and θ2 angles of the water molecules from the first hydration shell are arranged
around a single peak centered close to θ ≃ 60°. The fact that only a single peak is present
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Fig. 4.6 Density of oxygen-hydrogen bonds orientation respect the ion-oxygen vector for
the water molecules of the second hydration shell.
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indicates that the two hydrogen atoms are positioned symmetrically with respect to the

cation-oxygen vector. If the water molecules where coplanar to the central vector ~rIO

the average value of the θ angle would be around the semiangle formed by the hydrogen-

oxygen bonds of the water molecule θ ≃ 104/2 = 52°. The inclination of the water
molecule plane adds a contribution to the total angle that shifts the peak to higher

values of angle θ. In figure 4.6 it can be observed how the cation growth goes along with
a slight increase on the shifting. A more intense consequence of the ion radius increment

is the widening of the θ distribution peak. Both effects can be explained in terms of
the weakening of the electric field around the ion as it grows in size. It can be seen how
the divalent cations, in spite of having a comparable size to their immediate periodic

table neighbors, have less shifted and more pronounced peaks than them. Further away
from the first water layer, the effects of the cation fade away, leaving a mostly plain

distribution with a mild bump where the peak used to be. For the water molecules in
the bulk a small peak appears around θ ≃ 140° which is probably caused by finite size

effects.
Figure 4.7 contains a representation of a typical configuration of the lithium ion

and its first hydration layer formed by four water molecules. It can be seen how the
water molecules adopt the previously explained trigonal pyramidal orientation with the

oxygen atoms facing the cation. Also it can be appreciated how the water molecules get
arranged around the ion in a tetrahedral geometry.

Anions

Although the negative excess charge in the water molecule is concentrated at one lo-
cation, the positive one is distributed between the two hydrogen atoms. Due to this

asymmetrical distribution of the positive excess charge in the water molecules, the orien-
tation that they will adopt in the presence of a negative net charged ion will not just be
a specular image of the one in the presence of a positive ion. When a cation is present

the oxygen atom is pulled away from it while the hydrogen atoms move closer. While
in the case of the cations the distance between the ion and both the hydrogen atoms

tends to be the same, with the anions, the position of the hydrogen atoms loses that
symmetry. The attraction of one of the hydrogen atoms dominates over the other one

and forces the second one to adopt a position further away. Figure 4.8 is an schematic of
how a water molecule gets oriented near a negative ion. Again, the angle formed by the

central vector between the ion and the oxygen and the oxygen-hydrogen vectors is useful
to study the orientation of the water molecules. Figure 4.9 shows the different θ angle

distributions of the first and second hydration shells and the bulk for each of the anions.
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Fig. 4.7 The lithium ion (yellow) surrounded by its first hydration shell. Oxygen atoms
are represented in red and hydrogen atoms in cyan.

It can be seen how, unlike with the cations, the distribution of the first layers shows two
differentiated peaks, one around the perpendicular plane at θ1 ≃ 70° and one close to

anti-parallel alignment near the θ2 ≃ 180° angle. This angle distribution translates into
a water molecule orientation where a hydrogen atom is facing the anion close to the IO

line which corresponds to the peak situated around the θ2 ≃ 180° angle. The symmetry
around the ion-oxygen axis over which the angle is defined along with the constrained

water molecule geometry allows two possible positions for the second hydrogen atom,
one beyond the θ = 90° angle and one before it. The surprise arises from the fact that
the second hydrogen atom is not situated between the first one and the oxygen atom

but further away giving place to the second peak in the distribution around the θ1 ≃ 70°
angle. Again, the plane formed by water molecule is not aligned to the IO vector. This

inclination adds a contribution to the total θ angle, even though it is smaller than that
from the anions.

Figure 4.10 contains a representation of a typical configuration of the chloride ion
and its first hydration layer formed by six water molecules. It can be seen how the water

molecules get oriented with one of the hydrogen atoms facing the ion and the other one
facing outwards.
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Fig. 4.8 Orientation of a water molecule in the first hydration shell of an anion. The
hydrogen atoms have a lower electro-negativity, so it shows a slightly positive charge;
thus, they will both be attracted by the cation. As the oxygen atom shows a negative
charge the anion will repeal it and it will move away from the anion. This movement
will force one of the hydrogen atoms to also move away form the central ion. This
arrangement of the atoms will translate into two widely different angles between the
cation-oxygen vector and the oxygen-hydrogen vectors of each hydrogen atoms.
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Fig. 4.9 Density of oxygen-hydrogen bonds orientation respect the ion-oxygen vector for
the water molecules of the first hydration shell.
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Fig. 4.10 The chloride ion (green) sourrounded by its first hydration shell. Oxygen atoms
are represented in red and hydrogen atoms in cyan.
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4.3 Dynamical properties

4.3.1 Residence time

The nature of the structures formed around the ions is usually very dynamical; water

molecules may, for example, continuously enter and leave the hydration shells. The
rate at which this happens varies greatly from one ion to another and can alter in
grand manner the propagation of the surrounding water molecules, the ion itself and

other properties of the solution. As explained in section 2.3.2, residence functions, n(t),
have been computed for the molecules in the first and second hydration shells of each

ion. In figures 4.11 and 4.12 we can see the residence functions for the anions and the
cations respectively. There are no substantial layout differences between the residence

functions of anions and cations. The first obvious conclusion comes from the fact that
water molecules in the second hydration shell are more weakly bound to it and have

a higher chance to leave it than those in the first layer. Again, also the size and net
charge of the central ion affects how tied the water molecules are to the ion. With

closer water molecules to the ion and higher net charges, the interaction between them
becomes stronger which translates in higher levels of residence. This effect is specially

relevant for the lithium ion, the calcium ion and the magnesium ion. As an example
of how stable the hydration shell can be, for the magnesium ion, not a single water
molecule leaved or entered the first hydration shell for the whole simulation run. The

decay of the residence time function can be fitted to a double exponential function so it
can be integrated up to infinity in order to obtain the characteristic residence time τ1st.

Table 4.5 shows the computed characteristic residence time for the water molecules in
the first hydration shell for each one of the simulated ions and some reference values for

comparison. Due to the absence of any exchange of water molecules between the first
and second hydration shells of the magnesium ion, its characteristic residence time can’t

be calculated so it has been omitted.
Exploring and comparing the values for τ1st in table 4.5 it can be seen that there is

quite a disagreement among the different sources. Moreover, the lack of consistency in
the variations among values from different sources, forces to question the reliability of
these numbers. In the case of this work, this inconsistency can probably be attributed

to the poor statistical sample size. Several studies [20, 25–27] blame the high sensitivity
of the residence time to variations in the ion concentration as another possible source of

discrepancy.
Despite these variances some general trends can be concluded from this numbers.

It seems clear, especially from the MD results of Joung et al. in 2009 [28] and the
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Fig. 4.11 Residence time correlation functions for the anions.
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Fig. 4.12 Residence time correlation functions for the cations.
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τ1st [ps]
CPMD MD Exp

This work ref. [23] ref. [11] ref. [24]

Fluoride 11.6 17.6 25.5
Chloride 7.5 8.3 17.5 15
Bromide 5.5 7.3 13.6 10
Iodide 5.6 6.0 14.9 5

Lithium 43.1 29.0 50.6 39
Sodium 5.6 19.6 22.8 27
Potassium 8.1 7.2 15.1 15
Magnesium - 90
Calcium 110.0 699 60

Table 4.5 Residence times for each of the ions compared to those obtained from different
literature sources.

experimental ones of Baker in 2008 [24] that, as with previous properties, the intensity

of the electric field nearby the ions plays a fundamental role in the persistence of the
water molecules in the first hydration shell. The smaller and more charged the central

ion is, the higher it is the stability of the water layer which will raise to higher values
of the characteristic residence time. Despite this is a reasonable explanation Kropman

and Bakker proposed in 2001 [25] that the reluctance of a water molecule to leave the
hydration shell comes more from the energy cost of breaking the water shell structure

than from the ion-water interaction itself. The bulk should be able to make up for this
energy variation more easily than the ion environment; thus, the residence time near the
ion would be higher than far from it.

At any rate the dynamical nature of the hydration shells can be related to the
level of structure found when studying the RDFs. Ions with more dynamical layers

have also less structured water shells and more diffuse limits between them. A lower
characteristic residence times means that there is a rather constant exchange of water

molecules among shells. This flow of molecules involves the, at least, temporary presence
of water molecules between shells thus smoothing the curves between the RDFs peaks.

For example, the RDFs from the lithium, magnesium and calcium ions display a highly
pronounced valley between the first two shells, indicating that water molecules do not

have a great chance be located at those positions and consequently the exchange of
molecules between shells is inhibited.
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4.3.2 Mean Squared Displacement

The Mean Square Displacement (MSD) is a measure of how far the particles move

through liquid due to their Brownian movement. From the MSD measurements, the
self-diffusion coefficient, D, can be easily calculated [29]. Table 4.6 contains the self-

diffusion coefficient of the water molecules in the first and the second hydration shells.
As a measure for comparison the self-diffusion coefficient of the water molecules in an
analogous pure water simulation is DH2O = 1.91× 10−9m2 s−1. The usual behaviour

when comparing the MDS from the different hydration layers is that those molecules
situated in the shells tend to move slower than those present in the bulk. Unfortunately,

probably due to the short run time of the simulations, this trend can’t be appreciated.
The MSD of the ions can also be calculated. Figures 4.15 and 4.16 show the MSD

functions for the anions and the cations respectively. Its clear in these figures that due to
the fact of being just one particle for each simulation, the statistics for these calculations

is very poor and any conclusion extracted from them should be taken carefully. Even
so, some qualitative behaviours can be noticed. For example, it seems clear that those

ions with more stable hydration shells like the lithium ion, the magnesium ion and the
calcium ion, also have lower self-diffusion coefficients. This correlation can be easily
explained considering the ion and its first hydration shell as a whole effectively heavier

entity that moves through the liquid [23]. Those ions with less difficulty to leave water
molecules behind can move through them with ease while those stuck to their solvation

shells need to drag them across. A comparison between the mobilities of ions and
neutralized versions of themselves by Konesan et al. [11] supports this explanation. The

self-diffusion coefficients, DIon, for each of the ions are gathered next to some reference
values in table 4.7. As expected, the computed values of DIon are hard to reconcile

with the literature values. But, at least, it can be seen that the correlation between
the stability of the hydration shell of the ion and its ability to move through the water

its more than a coincidental trend. Comparison between experimental and simulated
diffusion should be taken carefully as most experimental data in the literature is obtained
from conductivity measurements of salts [30] that need further assumptions instead of

from individual ionic species. Yu et al. [14] states that a comparison with neutral salts
simulation would be a more suited method.

4.3.3 Velocity Autocorrelation Functions

The velocity of the ions can also be autocorrelated to obtain the Velocity Autocorrelation
Function Cvv (VACF). Usually, this function can also be used to calculate the self-
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[Å

2
]

Bromide

1st shell

2
nd

shell

Bulk

0 1 2 3 4 5

t [ps]

0

5

10

〈

r2
〉

(t
)
[Å
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Fig. 4.13 Mean Square Displacement of the water molecules of the solvation shells of the
anions.
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Fig. 4.14 Mean Square Displacement of the water molecules of the solvation shells of the
cations.
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Fig. 4.15 Mean Square Displacement for the anions.
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Fig. 4.16 Mean Square Displacement for the cations.
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D1st D2nd τHH
1st τ IO1st

[10−9m2 s−1] [10−9m2 s−1] [ps] [ps]
Fluoride 1.30 1.69 5.4 5.9
Chloride 1.79 1.78 6.1 6.2
Bromide 1.40 1.40 4.2 6.8
Iodide 2.36 2.17 1.2 3.6
Lithium 1.26 1.66 2.2 3.4
Sodium 0.65 1.86 2.1 2.6
Potassium 1.39 1.38 2.8 3.3
Magnesium 0.41 0.80 3.8 49.9
Calcium 0.75 1.59 1.8 14.3

Table 4.6 Diffusion coefficients of the water molecules in the first and second hydration
shells and reorientational times of the HH and the IO vectors of the first hydration shell
and of the different anions and cations.

DIon [10−9m2 s−1]
CPMD MD Exp

This work ref. [14] ref. [23] ref. [11] ref. [30]

Fluoride 1.42 1.33 1.09 1.04 1.48
Chloride 1.08 1.82 1.66 1.77 2.03
Bromide 0.57 1.85 1.78 1.85 2.08
Iodide 2.23 2.02 1.81 1.60 2.05

Lithium 0.60 1.3 1.3 1.22 1.03
Sodium 3.79 1.58 1.34 1.28 1.33
Potassium 1.99 2.2 1.89 1.83 1.98
Magnesium 0.31 0.82 0.71
Calcium 0.46 0.96 0.53 0.79

Table 4.7 Ion diffusion coefficients compared to those obtained from different literature
sources.
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diffusion coefficients of the ions but the lack of statistics prevents the function to steadily

go to zero and doesn’t allow to achieve a reliable value. Figures 4.17 and 4.18 contain
the VACFs for the anions and the cations respectively. Ionic VACFs start with a fast

decline to which an oscillatory decay follows. For a given charge, the life span of this
initial drop increases when increasing the ion size.

From the VACF of the particles and by means of the Fourier Transform it can
be obtained the power spectrum associated with the different bonds. Although the

lack of statistics does not allow a deep analysis, there are still some effects that can
be appreciated. Figures 4.19 and 4.20 show a partial spectrum of the movement of
the hydrogen and oxygen atoms in the first hydration layer of the chlorine, fluoride,

magnesium and calcium ions and, as a comparison, those from a pure water simulation.
It can be observed how the two peaks around the ω ≃ 3300 cm−1 corresponding

to the symmetric and the asymmetric stretching of the covalent HO bond that are
indistinguishable in the case of the pure water splits in two separate ones about ∆ω ≃
100 cm−1 apart due to the strong hydrogen bond between the water molecule and the
anion.

4.3.4 Reorientation

Another important property in the characterization of the solvation shell dynamics is
the reorientational movement of the water molecules that forms it. As also explained

in section 2.3.2, this movement is studied by means of different time autocorrelation
functions. There are two different movements of the water molecule to be studied: the

rotation of the water molecule around itself and the rotation around the central ion.
The first one is calculated upon the unitary vectors that join the two hydrogen atoms
of the water molecules, ûHH (see figures 4.5 and 4.8). Figures 4.21 and 4.22 show the

autocorrelation function of the second Legendre polynomial of these angles, CHH
2 , for

the first and the second hydration shells for anions and cations respectively. It can be

observed that, as expected, in most of the cases the structure of the second hydration
shell is of a more spurious nature than that of the first shell or with no appreciable

difference between them. This trend gets smaller as the size of the ion increases and it
even gets inverted for the biggest anions as the bromide ion and specially the iodide ion.

This result can be explained by the large amount of water molecules present in the second
hydration shell due to the diffuse nature of it. The initial short-time decay is a result

of librational motion that ends in a minimum known as the free rotor frequency. After
that, there is the long-time decay that arises from the structural changes. This long-
time decay can be fitted to a single exponential function that can be used to complete
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Fig. 4.17 Velocity Autocorrelation Functions for the anions.
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the numeric integration of the autocorrelation function and obtain the reorientational

correlation time τHH
2 . Table 4.6 contains the different values of the hydrogen-hydrogen

reorientational correlation time of the first shell for each one of the ions.

By autocorrelating the angle formed by the unitary vector along the ion-oxygen
atoms, ûIO, the movement of the hydration shell as a whole around the ion can also

be studied. The corresponding autocorrelation functions are collected for the anions
in figure 4.23 and for the cations in figure 4.24. Like with the ûHH reorientational

movement, the reorientation correlation times of these functions, τ IO2 , can be obtained
by fitting them to an exponential function and integrating both the numerical and the
analytical domains. The different values of the characteristic ion-oxygen reorientational

time for each ion can be found in table 4.6. Once again, it can be seen how smaller
ions and higher charges maintain the orientation correlation for longer times. It can

be appreciated how, in this case, the first hydration shell molecules lose their angular
position around the central ion faster than those in the second shell. This should not

surprise as being the second shell water molecules significantly further away than those in
the first one, they need to travel longer distances in order to alter their angular position

in the same amount.
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Fig. 4.21 Reorientational Correlation Function of the hydrogen-hydrogen vector for the
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Fig. 4.23 Reorientational Correlation Function of the ion-oxygen vector for the anions.
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Chapter 5

How Polarization Damping Affects Ion

Solvation Dynamics

5.1 Introduction

It is widely accepted that the inclusion of polarization effects in force field Molecular
Dynamics (MD) simulations is of high importance for studying both homogeneous and

inhomogeneous systems [1–6]. The contribution of many body terms to the total interac-
tion potential (neglected in non-polarizable empirical potentials) is known to vary with
the systems, and it is not straightforward to assess it a priori [7]. It is certain, though,

that a proper description of polarizable interactions represents the next milestone in
force field development. In fact, even though dipolar interactions decay faster than

Coulomb ones, they are responsible of interesting and non-negligible physical chemical
properties; as an example, the anion surface propensity in water/air interfaces could be

explained only by using polarizable force fields [8–11]. The same applies to solvation
of highly charged cations: for lanthanides in water it has been found that EXAFS and

XANES spectra could be reproduced only by adding polarizability [12]. Besides these
applications, strictly related to ions in water, the study of many different systems might

be faced with polarizable force fields, e.g. molten salts [13, 14], ionic liquids [15] and
biosystems [16].

The most widespread methods to deal with polarization in MD simulations are the
Drude oscillator model (or charge on spring), the fluctuating charge model and the
Polarizable Point Dipoles method [5, 17, 18]. The latter has been applied in this work;

it should be stressed, though, that the conclusions of this study are of general validity
and that they could be easily ported to any of the above mentioned methods. The main



86 How Polarization Damping Affects Ion Solvation Dynamics

focus of this research is to ascertain which features a polarizable force field should have

in order to accurately describe the intermolecular potential. These aspects are important
for developing the next generation of force fields, that might be used to study, inter alia,

heterogeneous systems in presence of high electric fields.
Recently, many authors [19–24] have pointed out that one of the largest limitations

of standard molecular-mechanics polarizable force fields lies in the fact that the transfer-
ability of gas phase derived potentials to condensed phase is hindered by the absence of

polarization exchange-coupling in classical models (since it is due to short range electron
cloud repulsion, it is also known as Pauli effect [25]). In 1981 Thole [26] published a
seminal paper on the use of damping functions for hindering the so-called intramolecular

polarization catastrophe, i.e. the divergence of dipole moments causing the dynamics to
breakdown. Although his results could be extended also to intermolecular interactions,

only recently this approach has been used in Molecular Dynamics simulations [27, 28].
This perspective guided the pursue of a method to develop polarizable models which

could faithfully reproduce the electrostatic properties of simple systems such as ion-
molecule (either water or carbon tetrachloride) dimers [17, 21–23]. The method was

then extended to bulk systems [28], where the impact of damping short range electro-
static interactions on static properties was assessed. A model system, namely a chloride

ion in water, was studied by comparing force field and Car-Parrinello Molecular Dynam-
ics. It was found that, while the structure (radial distribution function) is already well

reproduced by using a low value for the polarizability (αCl = 3.2 Å3) without damping,
electrostatic properties are not. In particular, it was proved that, with such systems,
the ion dipole moment is overestimated (broad dipole moment distribution, shifted to

high values), and that the ion is characterized by a high polarization anisotropy. Finally,
it was showed that all these quantities are well reproduced if gas phase polarizability is

used (αCl = 5.48 Å3), together with damping functions. Recently, it has been pointed
out that including short range damping allows to reproduce thermodynamical proper-

ties of halide ions at interfaces [10]. It must be noticed that many authors suggest
the use of low polarizabilities for halide in water, thus introducing implicitly the inter-

action with the electron density of surrounding molecules. With their approach, the
polarizability at condensed phase would be smaller than that at gas phase. One weak

point of this approach is that the polarization at intermediate distances is lower than
expected, as highlighted by high level quantum chemical calculations on a simple ion-
water dimer [22]. On the other hand, this work’s approach is based on the assumption

that the ionic polarizability is the same as that at gas phase, and that, using suitable
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damping functions, it accounts for the dynamical response of the anion to the electron

density of the environment
In this work the impact of using short range damping functions on the dynamical

properties of the systems is investigated. This is of particular interest mainly for people
studying ion solvation dynamics. Indeed, these features are the focus of many experi-

mental and theoretical studies such as in references [8, 9, 29–33], to cite just the most
outstanding ones. In particular the properties which are mostly observed/simulated are

related to the ion (diffusion coefficients), and to its environment (rotational relaxation,
exchange times and mechanism, etc). Since in the bulk, ionic and molecular polariza-
tion influences solvation shell dynamics [21, 32–35], this work focuses on ion diffusion,

characteristic exchange times of first shell water molecules and rotational dynamics.

5.2 Computational Details

5.2.1 Electrostatic Damping

The total electrostatic energy of a system of charges and dipoles can be partitioned
into different contributions arising from charge-charge, charge-dipole and dipole-dipole

interactions plus the dipole polarization term:

Uel = Uqq + Uqµ + Uµµ + Upol
dip =

=
∑

i

∑

j>i

(

qiT̂ijqj + µα
i T̂

α
ijqj − qiT̂

α
ijµ

α
j − µα

i T̂
αβ
ij µβ

j

)

(5.1)

+
1

2

Nµ
∑

i=1

~µi · α̂−1
i · ~µi, (5.2)

where α̂i is the ith atom polarizability tensor; in the following discussion it will be

considered to be isotropic, thus substituting the tensor with a scalar. In the above
equation it has been introduced the electrostatic interaction tensors T̂ij , T̂ α

ij and T̂ αβ
ij , that

are useful for calculating, energies, forces and electric fields. Their functional form [28,
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36] is given by:

T̂ij = [s0(r)]
1

r
(5.3)

T̂ α
ij = ∇αT̂ij = − [s1(r)]

rα
r3

(5.4)

T̂ αβ
ij = ∇αT̂

β
ij = [s2(r)]

3rαrβ
r5

− [s1(r)]
δαβ
r3

(5.5)

T̂ αβγ
ij = ∇αT̂

βγ
ij = − [s3(r)]

15

r7
rαrβrγ + (5.6)

[s2(r)]
3

r5
(rαδβγ + rβδαγ + rγδαβ) , (5.7)

where rα, rβ and rγ are the cartesian components of the vector ~r = ~ri − ~rj defining the
distance (which norm is r = |~r|) between particles i and j, and the Kronecker delta

function δαβ returns 1 if α = β and 0 otherwise. The appropriate screening functions
sn(r) describe the kind of interacting charges’ distributions. In traditional point charge

schemes the charge distribution is a delta function centered in ~ri (sn(r) = 1); some
applications deal with smeared charges and the screening functions are not unit, but

rather a nonlinear function of the distance. It can be easily shown that, knowing s0(r),
higher order screening functions are recursively obtained applying

sk(r) = sk−1(r)−
r

2k − 1

∂

∂r
sk−1(r). (5.8)

The use of screening function is well established both for the Ewald summation method

(accounting for the periodic boundary conditions) and for electrostatic damping schemes.
The latter arise naturally if one considers that the charges or dipoles are not points, but
rather distributed according to same a priori assumed distribution. This is indeed a

realistic situation when molecules come “close enough”. In the case of halide ions it has
been shown that “close enough” means ca. 4 Å [22, 23]. In this work it has been studied

both, the exponential and the Gaussian charge distributions, which have been shown
to be the most promising; furthermore, they are easy to implement and they imply a

negligible computational overhead (see Ref. [28] for further details).
It should be stressed that, although the Polarizable Point Dipole scheme allows for

more flexibility, the method could be easily extended to other schemes accounting for
polarizability. In fact, the overall effect of damping functions is to screen the electric

field for short range interactions. Therefore, given that both in Drude oscillators and
in fluctuating charges methods there are no dipoles, but only charges, it suffices to

consider the damping of the tensors accounting for charge-charge interactions. Recently,
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Model Charge Distribution α̂ [Å
3
]

A3.2-none none 3.25
A3.2-gau Gaussian 3.25
A4.0-gau Gaussian 4.00
A5.5-gau Gaussian 5.48
A3.2-exp exponential 3.25
A4.0-exp exponential 4.00
A5.5-exp exponential 5.48

Table 5.1 List of names and main features of the studied models (see Ref. [28] for further
details).

the method has been implemented in CHARMM force field [37, 38], together with Drude

oscillators.

5.2.2 Classical MD

Classical MD simulations were performed with an in-house program. The system is

composed of 96 water molecules and one chloride anion. The size of system was chosen in
order to compare with Car-Parrinello Molecular Dynamics simulations; in fact, although

the Ewald summation technique allows to deal with charged systems, according to our
calculations, static and dynamical properties are slightly affected by the size of the

simulation box.
The Polarizable Point Dipole method has been used for accounting for polarization.

For water it has been implemented the RPOL model [39]: the charges associated to each

atom reproduce the water dipole moment at gas phase. On top of that, site polarizabil-
ities are associated to each atom, that allow to obtain a dipole moment distribution at

condensed phase peaked at ca. 2.6 D. The force fields parameters are divided into seven
models, differing among them for the value of chloride polarizability and for the type

of the assumed charge distribution; the main features of these models are resumed in
table 5.1. The entire set of parameters for the force fields used are given in tables I and

II of Ref. [28].
In order to accelerate the computational time the ASPC scheme [40] has been imple-

mented. After having equilibrated the system at 298 K for 500 ps, we have run six NVE
1 ns simulations, starting from different initial configurations.
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Model
Dmsd Dvacf T [K]

[10−9m2 s−1] [10−9m2 s−1]

A3.2-none 0.67 (0.09) 0.72 (0.12) 299.1 (2.4)
A3.2-exp 0.78 (0.17) 0.86 (0.15) 297.0 (5.3)
A3.2-gau 0.83 (0.12) 0.74 (0.11) 307.0 (5.1)
A4.0-exp 1.11 (0.12) 1.10 (0.12) 305.4 (2.5)
A4.0-gau 0.87 (0.14) 0.93 (0.10) 298.6 (2.7)
A5.5-exp 1.12 (0.10) 1.22 (0.09) 295.2 (3.9)
A5.5-gau 0.78 (0.17) 0.85 (0.16) 291.5 (4.9)
CPMD 1.07 − 300.0

Table 5.2 Diffusion coefficients for the chloride ion obtained from the mean square
displacement (Dmsd) and from the velocity autocorrelation function (Dvacf). Values
for classical MD are averaged over six NVE simulations (mean standard deviations in
parenthesis). The average temperatures are also reported.

5.2.3 Car-Parrinello MD

The results of the CPMD simulations for the chloride ion, explained in Chapters 2 and 4,

have been used to compare ion diffusion, water molecules residence times, reorientational
motions of water molecules and the hydration shell as a whole.

Comparing the above dynamical properties to experimental data would require the
description of zero point energy contributions with path integral techniques [41, 42].
Nevertheless, since the focus of the present contribution is on the capabilities of classical

force field to reproduce dynamical properties of density functional based simulations,
neither our classical nor Car-Parrinello MD simulations account for nuclear quantum

effects.

5.3 Results and Discussion

The diffusion of a solute is connected to its interaction with the solvent, particularly with

the first shell molecules. For ions in water, it has been shown that there exist a tight
coupling between equilibrium and non-equilibrium effects of hydration shell exchange

and ion diffusion [43]. Furthermore, in case of halide anions, a proper modeling of the
interaction potential is of high importance for reproducing the hydrogen bonds, as the
first hydration shell seems to be critically dependent on them. In figure 5.1 the mean

square displacement (MSD) of the ion from CP and classical MD simulations are shown.
For sake of clarity, the results are shown in three panels, each containing the MSD of
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potential models with a fixed value of anion polarizability (the same approach is used

also for the following figures). It can be noticed that the MSD obtained in CPMD
simulations is not as straight as the one computed in classical simulations. This is due

to the shortness of CPMD trajectories which do not allow to gather enough statistics for
the MSD. A similar effect was found for the velocity autocorrelation functions (not shown

here). Nevertheless, a general trend could be appreciated in the graphs: for low values
of the anion polarizability the diffusion is slower than in the case of high polarizability.

In table 5.2 the values for the diffusion coefficients are shown. It can be noticed that the
difference between exponential and Gaussian damping functions correlates well with the
difference in temperatures. Nonetheless, the potential with exponential damping seems

to perform slightly better than the ones with Gaussian damping.
The lower ion mobility can be explained by considering that the interaction of ion

and water dipole moments is badly described when a low polarizability value is taken
as reference. In the case of undamped potentials, the induced dipole moment on the

ion is much higher than in ab initio calculations. Therefore, high dipolar interactions
render the system more viscous. In the case of damped potentials, the dipole moment

is lower than the ab initio one at all distances. Hence the Coulomb interaction prevails
upon the dipolar one, causing the hydrogen bond to be stronger and to slower the system

dynamics. This is confirmed by the inspection of hydration shell exchange and rotational
dynamics in figures 5.2, 5.3 and 5.4, and in table 5.3. The residence time correlation

function of first shell molecules decays much faster for high polarizability rather than for
low polarizability. In the case of the exponential damping with high anion polarizability,
the correlations function overlaps almost completely with CPMD results. A similar trend

is observed in the rotational times of first shell molecules around the O-H bond. This
measure is intimately connected to the hydrogen bond dynamics of first shell molecules

with the anion. It can be seen that the correlation functions (figure 5.3) resemble the
CPMD results better for high values of the polarizability.

As mentioned in the introduction, in a previous article it was shown that a higher
polarization anisotropy of the first solvation shell is associated with a low anion polar-

izability. This has a direct consequence on the collective motion of first shell molecules.
The rotational correlation function of the Cl-O bond (figure 5.4) conveys a picture of

how fast the whole solvation shell rotates around the ion. Again, only at high values of
the anion polarizability, we recover the dynamical behavior of ab initio simulations.

From the above results it is learned that the ion solvation dynamics is well reproduced

by a system with high anion polarizability. Using a low polarizability seems to dampen
the dynamics and to render it slower, at least for the motions studied here. Moreover,
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Model τ1st [ps] τOH
2 [ps] τClO

2 [ps]

A3.2-none 14.0 (1.3) 6.2 (0.5) 11.3 (0.9)
A3.2-exp 13.2 (2.0) 4.4 (0.9) 9.5 (1.7)
A3.2-gau 11.6 (0.7) 4.1 (0.5) 8.6 (0.9)
A4.0-exp 9.9 (1.3) 3.0 (0.3) 6.8 (0.9)
A4.0-gau 11.8 (1.4) 4.3 (0.5) 8.8 (1.2)
A5.5-exp 9.1 (0.5) 2.8 (0.2) 6.4 (0.4)
A5.5-gau 11.9 (1.8) 4.6 (0.7) 9.4 (1.5)
CPMD 7.5 3.0 6.0

Table 5.3 Residence time, and O-H and O-Cl reorientational correlation times of the
first shell molecules. Values for classical MD are averaged over six NVE simulations
(mean standard deviations in parenthesis).

it seems that the exponential damping performs slightly better than the Gaussian one.
Nonetheless, it needs to be remarked that the damping parameters were not optimized

for condensed phase simulations. Thus, it is not correct to conclude that, always, the
exponential damping performs better than the Gaussian one; in fact, it is only in the case
of our parameter set. Finally, it can be seen that the results obtained for polarizability

values equal to 4 Å3 and 5.48 Å3 do not differ very much, the main difference lying in
the decay of the exchange correlation function. From this result it would be tempting to

use the anion polarizability equal to 4 Å3; it must be highlighted, though, that statical
properties are not as well reproduced for A4.0-gau and A4.0-exp model potentials (see

Ref. [28]). Therefore, since it is highly important to reproduce faithfully both static
and dynamical properties, we suggest the use of A5.5-gau and A5.5-exp force fields, or

similar (optimized) ones with the value of the anion polarizability equal to 5.48 Å3.
In the above discussion it has never been mentioned the role played by water polar-

izability. The water model is certainly important when considering the solvation shell
dynamics. Although a better force field for water is needed, it should be observed that
the anion shows higher fluctuations in the dipole moment (from almost 0 to 2 Debye),

which are relevant in driving the system dynamics.

5.4 Conclusions and Perspectives

The use of damping functions for the simulation of polarizable systems has been intro-

duced in 1981 [26]. The main reason to include intra-molecular damping has been the
need to hinder the polarization catastrophe for simulations with the Polarizable Point
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Dipoles method. Though, until a few years ago, electrostatic damping was not used

to treat also inter-molecular interactions; probably this delay was due to the fact that
the electric fields in most of the studied systems were not high enough to cause any

appreciable divergence of the dipoles. In 2005, by studying a simple ion-water dimer, it
was found that the damping of inter-molecular electrostatic interactions was needed to

reproduce short range effects of interacting electron densities [21]. In the case of highly
polarizable ions, such as halides, it was remarked that, to reproduce both long and short

range polarization, the damping functions should be used on top of force field where the
halide had its gas phase polarizability [22].

Recently it was shown that the latter conclusion holds also for the case of chloride

in bulk water; ab initio results on the static properties of this system were nicely re-
produced using the same polarizability and damping functions optimized for gas phase

calculations [28].
In this work, it has been shown that the same force field allows to reproduce better

also dynamical properties of the ion and of its solvation shell. It seems that, in absence
of damping functions, the dynamics of chloride and of first shell molecules is slower.

Therefore, the introduction of damping functions is highly important when studying
dynamical properties. Both, exponential and Gaussian charge distributions yield good

results, the former performing slightly better that the latter. It must be stressed that the
force field was not parameterized using the above properties as target in any optimization

procedure. Thus, it seems that the results have a broad range of validity and that the
force field parameters used are portable from gas to condensed phase.

The calculation of damping functions implies a negligible computational overhead

and it can be easily ported also to other methods to include polarizability. In fact, it
suffices to use the appropriate screening functions in the electrostatic interaction tensors

(Eqs. 5.1). The application to shell models at gas and condensed phase could be found
in Refs. [21, 37, 38].

Finally, a subtle issue arising from the above conclusions needs to be addressed. On
the one hand, it has been shown that using gas phase polarizability with the appropriate

damping functions allows to reproduce many static and dynamical properties compared
to ab initio results. On the other hand, the use of gas phase polarizability at condensed

phase could seem nonsense; in fact it is usually assumed that, in the bulk, the polariz-
ability is lower than at gas phase. Whether the polarizability is an intrinsic property or
not is still to be answered but, merely from the operative point of view, considering it an

intrinsic property allows for a better description of structural and dynamical properties.
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Chapter 6

Ion Water Force Matching

6.1 Introduction

The main objective of this work is to lay insight on how the Force Matching algorithm
can be used to obtain interaction potentials using as the point of reference ab initio simu-

lations, which are getting more accessible every day, instead of hard to get experimental
values.

As it was explained in section 2.3 the force field parameters are fit to minimize
a differential functional between the classic and ab initio forces. In this work, the

minimization process has been carried by a quadratic polynomial interpolation line-
search with the line-search vectors found by means of the Broyden-Fletcher-Goldfatb-
Shanno (BFGS) formula [1]. The gradient of the objective function has been numerically

evaluated using central differences. A critical factor in the computational cost of the
matching process is the number of parameters of the classical potential to be fitted.

Each new parameter increases greatly both, the length of the fitted process and the
number of evaluations needed in order to find the minimization path, taking the process

between a few hours and a couple of days of 8 CPUs usage. Figures 6.1 and 6.2 show
how the fitted parameters travel across the phase space from the initial guess to the final

minimized ones for a two and a three parameter fits respectively. When only the LJ
parameters are fitted the surface that holds χ value is quite simple and takes a shape

close to an elliptic paraboloid, making the journey from the inital parameters to the
optimized ones quite straightforward. When more parameters are introduced the shape
of the phase space becomes far from trivial allowing for the parameters to tour it greatly

before reaching the minimum. In this work, after a study of convergence, a value of
L = 300 configurations spanned through the total 30000 has been chosen. The use of a
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higher number of configurations doesn’t improve the quality of the obtained parameters

and notably increases the computational cost of the process.
A huge range of ions, water models, temperatures, charges, polarizations, and damp-

ing functions have been tested. This makes it hard, if not impossible, to come up with a
comprehensive and clarifying simultaneous comparison between all of them. To simplify

this, the results have been gathered among different topics to reduce the dimensionality
of the comparison to manageable levels.

A wide variety of different water models have been tested in the Force Matching
process such as, the SPC, SPC/E or RPOL models, but for the sake of consistency, a
family of Force Matching variations (one for each dispersion damping) of the original

SPC model [2] has predominantly been used. In this work, these models will be called
SPC-FM. Also three different damping functions applied to the dispersion term of the

Lennard-Jones potential between the ions and the water molecules have been combined
with each one of these water models. These damping functions are the unit function,

which means that no effective damping is applied, the Tang-Toennies damping and a
Fermi like damping function. Each one of these combinations has also been tested with

and without a Polarizable Point Dipole Model that has added polarization to the ion.
Although it would be possible to use all the SPC-FM water models in conjunction with

any damping function they have been kept paired within the same damping function.

6.2 Force matching with the SPC/E water model

The first model tested for the Force Matching algorithm has been the renowned SPC/E.
Table 6.1 contains the obtained fitted parameters and the quality metrics obtained for

the SPC/E water model at a temperature of T = 300K when used with the three
damping solutions previously explained. It has to be kept in mind that the temperature

used does not match that of the reference simulations. This temperature was used to
match that of the original parametrization of the SPC/E model and it will lead to a

slightly unfair comparative.
We can see how the SPC/E model performs fairly well for all ions without the use of a

dampening function. In fact, when a dampening function is used it results in consistently
worse results.

When going over the fitted Lennard-Jones parameters obtained it can be seen that
they range widely. It draws special attention the recurrent appearance of negative values
for the C parameter. This behavior is due to the fact that this parameter accounts for all

the interactions that form the dispersion forces but also some of the corrections needed
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Ion
A C

RMSDF RMSDO RMSDH bscatt
[kcalÅ

12
/mol] [kcalÅ

6
/mol]

F− 251201.61 −2126.4 20.97 0.29 0.55 1.19
Cl− 2281999.96 −2188.78 15.75 0.04 0.04 1.18
Br− 4312367.7 −1294.14 17.3 0.08 0.06 1.22
I− 9947477.19 939.8 15.58 0.11 0.11 1.15

Li+ 1128.87 −459.62 15.23 0.26 0.27 1.04
Na+ 34287.93 −897.11 9.6 0.09 0.08 1.04
K+ 188209.05 −1476.81 9.13 0.14 0.14 1.02

Mg2+ 2289.12 −1249.7 45.23 0.31 0.46 0.79
Ca2+ 41179.2 −2154.41 21.67 0.29 0.37 0.99

Table 6.1 For each ion: the value of the fitted LJ fitted parameters and the quality
metrics RMSDF, RMSDO, RMSDH and bscatt for simulations with the SPC/E water
model at T = 300K.

to accommodate a too simplistic reality to a way more complex reality. For example, if
the electrostatic attraction between the ion and the water molecule is overestimated in

comparison to that of the CPMD one, the Force Matching algorithm will have to over-
rely on this component in order to compensate, turning its contribution into a repulsive

one. Although some techniques have been tried, this negative values have been proven
extremely resilient and hard to eliminate.
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0

1

2

3

4

5

g H
(r
)

A = 251202
B = −2126
D = NA
RMSDH = 0.55

CPMD

FM-ND

−150 −100 −50 0 50 100 150

CPMD

−150

−100

−50

0

50

100

150

F
M

ND
W = 0.0
A = 251202
B = −2126
RMSDF = 20.97
bscatt = 1.19

0

10

20

30

40

50

N
c
(r
)

0

20

40

60

80

100

N
c
(r
)

Fig. 6.3 For the fluoride ion: comparison between the ion-oxygen (left) and ion-hydrogen
(center) RDFs and the forces (right) for the SPC/E water model at temperature T =
300K against the CPMD reference.
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Fig. 6.4 For the chloride ion: comparison between the ion-oxygen (left) and ion-hydrogen
(center) RDFs and the forces (right) for the SPC/E water model at temperature T =
300K against the CPMD reference.
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Fig. 6.5 For the bromide ion: comparison between the ion-oxygen (left) and ion-hydrogen
(center) RDFs and the forces (right) for the SPC/E water model at temperature T =
300K against the CPMD reference.
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Fig. 6.6 For the iodide ion: comparison between the ion-oxygen (left) and ion-hydrogen
(center) RDFs and the forces (right) for the SPC/E water model at temperature T =
300K against the CPMD reference.
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Fig. 6.7 For the lithium ion: comparison between the ion-oxygen (left) and ion-hydrogen
(center) RDFs and the forces (right) for the SPC/E water model at temperature T =
300K against the CPMD reference.
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Fig. 6.8 For the sodium ion: comparison between the ion-oxygen (left) and ion-hydrogen
(center) RDFs and the forces (right) for the SPC/E water model at temperature T =
300K against the CPMD reference.
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Fig. 6.9 For the potassium ion: comparison between the ion-oxygen (left) and ion-
hydrogen (center) RDFs and the forces (right) for the SPC/E water model at temperature
T = 300K against the CPMD reference.
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Fig. 6.10 For the magnesium ion: comparison between the ion-oxygen (left) and ion-
hydrogen (center) RDFs and the forces (right) for the SPC/E water model at temperature
T = 300K against the CPMD reference.
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Fig. 6.11 For the calcium ion: comparison between the ion-oxygen (left) and ion-hydrogen
(center) RDFs and the forces (right) for the SPC/E water model at temperature T =
300K against the CPMD reference.
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Ion
A C α

RMSDF RMSDO RMSDH bscatt
[kcalÅ

12
/mol] [kcalÅ

6
/mol] [Å]

Cl− 2403610.73 −1123.28 1.0 12.67 0.23 0.33 1.11
Br− 4190748.28 −632.99 1.0 14.01 0.25 0.26 1.13

Table 6.2 For the chloride and bromide ions: the value of the fitted LJ fitted parameters
and the quality metrics RMSDF, RMSDO, RMSDH and bscatt for simulations with the
RPOL water model at T = 300K.

6.3 Force matching with the RPOL water model

As it has just been explained, one of the reasons why negative values of the C parameter

are obtained is due to simplifications, for example those related to the polarizability of
the atoms. In an attempt to reduce these effects, the RPOL water model was tested

under the same conditions that the SPC/E model and adding a polarizable site to the
ion with a fitted polarizability.

The introduction of the polarization certainly allows a better description of the forces
involved. It can be seen how the bscatt values in table 6.2 are closer to the unit and lower
values of the RMSDF quality parameter, which represents a perfect match between

classical and ab initio forces, than those in the SPC/E table 6.1. Moreover, in some
instances the introduction of the polarization allows to reduce the negativity of the

C values but it does not manage to fully dispose of them. However, it introduces
instabilities in the Force Matching process that lead to extreme fitted polarizability

values next to either α = 0 or α = 1 and even to prevent the convergence of the fit. This
limitation next to the huge increase in fitting time that supposes the addition of a new

fitting parameter calls for alternative methods to tackle this problem.

6.4 Force matching with the SPC-FM water models

As explained in Chapter 3, water models that were developed in our group by means of

the FM algorithm have also been used. These family of models, referenced in this work
as SPC-FM, were derived using pure water at a temperature of T = 330K, i.e. the same
as in the CPMD reference simulations. For this reason, the quality of the ion-water

FM potentials has been assessed with classical MD simulations at same temperature
of T = 330K. For the sake of completeness, as the SPC/E and RPOL models where
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Fig. 6.12 Comparison between the ion-oxygen (left) and ion-hydrogen (center) radial
distribution functions and the forces (right) with the RPOL water model at temperature
T = 300K against the CPMD reference for the bromide ion.
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Fig. 6.13 Comparison between the ion-oxygen (left) and ion-hydrogen (center) radial
distribution functions and the forces (right) with the RPOL water model at temperature
T = 300K against the CPMD reference for the chloride ion.



112 Ion Water Force Matching

tested at a temperature of T = 300K, we repeated the procedure for the SPC-FM water

models a T = 300K. These results can be found in Appendix A.

6.4.1 Influence of the force weight

It has been stated in section 6.2 that one contribution to the negativity of the C values

comes from the over-estimation of the electrostatic forces. It seems then reasonable to
try to avoid this limiting the contribution of these forces, more precisely those of higher

intensity. This can be achieved by including a weight factor to each force contribution
during the Force Matching process as it is explained in section 2.3.

Table 6.3 gathers the comparative results of simulations with the SPC-FM model at
a temperature of T = 330K without damping for weights values of W = 0 and W = 1.
Although higher values of the weight W have been tested they do not outperform those

shown here. As obvious result of this weight, the indicators of forces similarity worsen.
Like with the RPOL water model the values of C tend to get less negative, although with

exceptions. On the one hand, for the bromide and iodine ions the resulting potentials
obtain better results with the weighted forces than with the unweighted ones. On the

other hand, for the rest of the ions the values get worse as the weight increases. This
inconsistent behavior is maintained when different damping functions are used.

6.4.2 Influence of the charge scaling

Ions are, like water, mostly modeled through a LJ potential and a point charge both
located at the same site. Usually, the value of the point charge is set to that of the

individual ion in gas-like state. The parameters of the LJ potentials are then established
so it reproduces certain thermodynamic properties when it is used jointly with a given

water model like the ones described before.
Like with the water model this description provides a great combination of simplicity

and accuracy but it still has deficiencies. One of these deficiencies arises from the neglect

of the ion polarizability.
While this polarizability can be introduced into the model by different means such

as point dipoles, variable charges or Drude oscilators, these explicit methods increase
the computational cost of the simulations. Recent works from Leontyev and Stuche-

brukhov [3–8] indicate that a more realistic description can also be achieved by adding
a phenomenological electric continuum effect to the ion interaction model.

Leontyev and Stuchebrukhov argue that the lack of polarization and the consequen-
tial incomplete electronic contribution to the dielectric constant can explain, in some
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Ion Weigth
A C

RMSDF RMSDO RMSDH bscatt
[kcalÅ

12
/mol] [kcalÅ

6
/mol]

F− 0.0 193 215.98 −2851.51 20.57 0.27 0.46 1.16
1.0 244 452.35 −2676.86 21.01 0.44 0.71 1.26

Cl− 0.0 2 208 317.68 −2437.44 16.04 0.24 0.34 1.18
1.0 3 101 860.56 −931.61 17.38 0.30 0.36 1.38

Br− 0.0 5 185 935.65 923.90 20.30 0.73 0.77 1.32
1.0 5 756 408.64 −854.07 23.27 0.14 0.14 1.63

I− 0.0 11 352 578.28 3203.42 16.67 0.70 0.66 1.18
1.0 13 604 996.19 2789.58 19.05 0.32 0.30 1.49

Li+ 0.0 1965.53 −430.64 17.99 0.49 0.43 1.06
1.0 6346.27 −240.49 21.57 0.79 0.41 1.36

Na+ 0.0 38 553.42 −867.62 9.99 0.11 0.06 1.06
1.0 54 059.44 −749.79 10.96 0.11 0.08 1.19

K+ 0.0 178 595.53 −1759.62 8.18 0.07 0.08 1.06
1.0 233 600.46 −1578.10 8.58 0.06 0.09 1.15

Mg2+ 0.0 19 588.38 −820.91 35.51 0.94 1.62 1.10
1.0 48 372.35 185.60 39.12 9.11 0.80 1.33

Ca2+ 0.0 47 683.14 −2158.37 20.81 0.48 0.43 1.04
1.0 13 559.38 −2632.13 21.73 0.28 0.52 0.93

Table 6.3 For each ion and force weights W = 0 and W = 1: the value of the fitted
LJ fitted parameters and the quality metrics RMSDF, RMSDO, RMSDH and bscatt for
simulations with the SPC-FM water models without damping at T = 330K.
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T [K] Damping Tsim [K] ǫsim ǫ0 ǫ
−1/2
el

300 ND 292.56 113.09 80.30 1.19
300 FE 295.04 109.33 79.40 1.17
300 TT 291.40 103.64 80.73 1.13
330 ND 341.98 89.72 64.15 1.18
330 FE 343.37 90.26 63.74 1.19
330 TT 323.80 92.19 69.67 1.15

Table 6.4 Simulated ǫsim and experimental ǫ0 dielectric constants and resulting scaling
factors ǫ

−1/2
el for the SPC-FM water models at different temperatures.

measure, why non-polarizable water model simulations yield lower values for the dielec-
tric like SPC/E, ǫ0 = 71, and TIP4P, ǫ0 = 52 compared to that of the experimental one,

ǫ0 = 78.4.
This electronic continuum contribution can be included simply by scaling the charges

of the ions according to
qeff = q/

√
ǫel (6.1)

in which ǫel is the electronic part of the relative permittivity and is generally related
to the experimental high-frequency dielectric constant. This method, called Molecular
Dynamics in the Electronic Continuum (MDEC), has already been successfully used for

different electrolyte solutions [9–13].
Kann and Skinner [11] proposed to apply this method to different water models by

using ǫel = ǫ0/ǫsim, where ǫ0 is the experimental value and ǫsim the one for the water
model, to determine the scaling factor. They argued that as the electrostatic energy

between two charges q separated by distance r inside a medium of dielectric constant ǫ0 is
q2/ǫ0r while for a model without explicit polarization contribution it would be q2eff/ǫsimr.

This, jointly with equation 6.1, leads to ǫsimǫel = ǫ0; thus, making ǫel = ǫ0/ǫsim.
To set the value of the charge scaling for the SPC-FM water models, a series of

classical MD simulations of pure water were performed in order to compute the simula-
tion dielectric constant ǫsim for each case. Experimental values obtained from reference
[14] and interpolated according to the polynomial approximation in expression 5 of the

same work where used to evaluate the reference dielectric constant of water ǫ0. Table
6.4 contains the results for each environment where the ǫsim where taken averaging the

dielectric constant along the corresponding simulation (figures 6.14 and 6.15). For the
sake of simplicity, a unique compromised scale has been chosen for each damping as

ǫ
−1/2
el,ND = 1.19, ǫ−1/2

el,TT = 1.15 and ǫ
−1/2
el,FE = 1.19.
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Fig. 6.14 Convergence of the simulated dielectric constant for the SPC-FM models at
temperature T = 300K.
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Fig. 6.15 Convergence of the simulated dielectric constant for the SPC-FM models at
temperature T = 330K.
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Ion Damping ǫ
−1/2
el

A C d RFE RMSDF RMSDO RMSDH bscatt
[kcalÅ

12
/mol] [kcalÅ

6
/mol] [Å

−1
] [Å]

F− ND 1.0 193 215.98 −2851.51 - - 20.57 0.27 0.46 1.16
TT 1.0 491 199.16 562.19 0.16 - 24.46 1.98 3.42 1.32
FE 1.0 490 048.93 1168.04 9.49 1.65 24.34 1.36 2.24 1.31

Cl− ND 1.0 2 208 317.68 −2437.44 - - 16.04 0.24 0.34 1.18
TT 1.0 2 208 711.53 −2417.27 15.07 - 15.96 0.06 0.05 1.18
FE 1.0 2 972 815.78 620.75 32.45 2.05 16.57 0.27 0.28 1.23

Br− ND 1.0 5 185 935.65 923.90 - - 20.30 0.73 0.77 1.32
TT 1.0 5 177 860.47 927.67 11.33 - 20.20 0.34 0.31 1.32
FE 1.0 5 276 826.79 19 853.55 5.11 2.10 19.90 1.03 0.87 1.32

I− ND 1.0 11 352 578.28 3203.42 - - 16.67 0.70 0.66 1.18
TT 1.0 11 338 691.60 3204.27 11.80 - 16.59 0.30 0.28 1.18
FE 1.0 9 170 486.13 −49 911.40 11.86 2.22 15.84 0.17 0.18 1.14

Li+ ND 1.0 1965.53 −430.64 - - 17.99 0.49 0.43 1.06
TT 1.0 2170.95 −424.99 8.38 - 17.91 0.14 0.32 1.06
FE 1.0 8256.31 −4690.75 49.68 2.63 21.81 4.29 0.22 1.21

Na+ ND 1.0 38 553.42 −867.62 - - 9.99 0.11 0.06 1.06
TT 1.0 83 492.88 4 103 318.16 0.38 - 12.39 1.59 0.10 1.14
FE 1.0 83 679.44 12 360.18 20.45 2.77 12.27 1.30 0.13 1.14

K+ ND 1.0 178 595.53 −1759.62 - - 8.18 0.07 0.08 1.06
TT 1.0 409 693.23 11 011 932.56 0.32 - 10.03 0.20 0.02 1.14
FE 1.0 170 232.04 −2239.50 −2.22 3.02 8.07 0.61 0.16 1.06

Mg2+ ND 1.0 19 588.38 −820.91 - - 35.51 0.94 1.62 1.10
TT 1.0 37 841.27 383 612.97 0.87 - 35.85 48.89 1.32 1.16
FE 1.0 38 052.10 27 161.64 31.14 2.42 35.59 25.17 0.34 1.14

Ca2+ ND 1.0 47 683.14 −2158.37 - - 20.81 0.48 0.43 1.04
TT 1.0 155 479.55 11 372 950.41 0.40 - 26.43 17.59 0.82 1.16
FE 1.0 155 972.42 12 010.55 34.02 2.78 26.35 14.39 0.62 1.15

Table 6.5 For each ion and damping dispersion: the charge scaling factor ǫ
−1/2
el = 1

(without scaling), the resulting fitted LJ parameters and damping parameters (when they
apply) and the quality metrics RMSDF, RMSDO, RMSDH and bscatt for simulations
with the SPC-FM water models at T = 330K.

Tables 6.5 and 6.6 show the fitted parameters and quality results for each combination
of ion and damping simulation with SPC-FM water model, at temperature T = 330K

without and with scaled ion charges respectively. It can be seen how the charge scaling
is way more stable and less expensive process than the introduction of the polarization

which accomplishes in some instances to reduce the negative values, but at a cost of
increasing considerably the discrepancies between the reference CPMD and the classical

simulations for both the forces and radial distribution functions. Figures for the charge
scaled fitted potentials at a temperature T = 330K can be found in Appendix B.
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Ion Damping ǫ
−1/2
el

A C d RFE RMSDF RMSDO RMSDH bscatt
[kcalÅ

12
/mol] [kcalÅ

6
/mol] [Å

−1
] [Å]

F− ND 1.18 158 877.31 −3768.46 - - 25.71 0.47 0.77 1.27
TT 1.15 542 571.38 641.12 0.17 - 29.99 3.68 6.58 1.45
FE 1.18 551 444.41 3359.55 9.57 1.65 30.97 3.05 5.55 1.47

Cl− ND 1.18 2 187 424.25 −3507.19 - - 20.34 0.44 0.67 1.29
TT 1.15 2 224 332.40 −3286.92 4.94 - 19.51 0.10 0.11 1.27
FE 1.18 3 290 682.91 −486.39 402.74 2.05 21.23 0.85 0.98 1.36

Br− ND 1.18 5 614 107.76 723.61 - - 25.87 1.25 1.40 1.47
TT 1.15 5 533 450.15 761.31 11.43 - 24.80 0.58 0.63 1.44
FE 1.18 5 828 958.01 21 983.20 5.11 2.10 25.41 1.24 1.32 1.47

I− ND 1.18 12 089 393.17 3158.54 - - 20.85 1.35 1.34 1.28
TT 1.15 11 950 616.83 3167.00 12.00 - 20.05 0.63 0.63 1.26
FE 1.18 9 878 133.74 −59 845.46 12.23 2.22 19.70 0.52 0.54 1.23

Li+ ND 1.18 672.56 −580.11 - - 22.12 0.43 0.53 1.14
TT 1.15 1153.48 −548.14 8.37 - 21.30 0.57 0.52 1.13
FE 1.18 9152.50 −5796.91 50.46 2.63 27.70 13.94 0.66 1.34

Na+ ND 1.18 30 732.29 −1177.12 - - 12.78 0.35 0.15 1.14
TT 1.15 90 627.28 218 149.10 0.62 - 15.54 3.65 0.28 1.24
FE 1.18 92 006.86 16 536.55 19.35 2.77 16.06 3.63 0.26 1.25

K+ ND 1.18 144 064.92 −2357.28 - - 10.55 0.18 0.15 1.17
TT 1.15 447 561.49 202 088.14 0.53 - 12.60 0.74 0.06 1.24
FE 1.18 132 860.58 −2998.19 −2.23 3.02 10.40 0.35 0.21 1.16

Mg2+ ND 1.18 14 365.54 −1204.82 - - 43.49 1.46 1.50 1.18
TT 1.15 40 698.73 555 117.34 0.83 - 43.24 78.18 2.92 1.25
FE 1.18 41 546.14 35 229.68 29.95 2.42 44.22 62.94 1.17 1.25

Ca2+ ND 1.18 28 417.41 −2873.55 - - 25.70 0.86 1.12 1.12
TT 1.15 169 522.66 232 757.30 0.57 - 32.60 16.60 0.98 1.25
FE 1.18 172 669.82 16 850.58 28.03 2.78 33.57 24.92 1.23 1.27

Table 6.6 For each ion and damping dispersion: the charge scaling factor, the resulting
fitted LJ parameters and damping parameters (when they apply) and the quality metrics
RMSDF, RMSDO, RMSDH and bscatt for simulations with the SPC-FM water models
at T = 330K.
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6.4.3 Influence of the dispersion damping

Finally, the performance of the two different dampening functions can be compared

against the undamped results. The Tang-Toennies and Fermi functions have been used as
explained in section 3.3.1. When using the Fermi damping the value of the r0 parameter

in equation 3.9 has been set to the sum of the equilibrium van Deer Waals radii of the
involved atoms [15] obtained from Table 9. of reference [16].

Figures from 6.16 through 6.24 contain a comparison of each damping solution for

each ion. For the sake of consistency, as both, the original SCP-FM potentials and
the reference CPMD simulations, where realized at a temperature of 330K, the same

temperature was used for the test simulations. Comparing with the previous table 6.5
it can be seen how the performance of the damping functions is not consistent across

ions. For example, for the fluoride, sodium, potassium, magnesium and calcium ions, the
undamped results are better than any of the obtained with both damping functions. This

is especially notable for the divalent cations where the usage of the damping functions
lead to huge differences in the ion-oxygen radial functions while obtaining reasonable

results for the ion-hydrogen one. Figures 6.23 and 6.24 evince how these huge differences
come from the combined effect of a slight deviation in the position of the first peak and
a large overestimation of its height. When using squared differences between functions

with large slopes, small shifts in the position generate massive aggregated differences.
On the other hand, for the chloride, bromide and lithium ions the Tang-Toennies

damping performs significantly better than the absence of damping. It can be seen
in figure 6.17 how the radial distribution functions of the classical and the ab initio

simulations fit almost perfectly for both the first and second peaks, especially in the
case of the ion-oxygen, while the undamped results overestimate significantly the height

of both first peaks.
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Fig. 6.16 Comparison between the ion-oxygen (left) and ion-hydrogen (center) radial
distribution functions and the forces (right) for the undamped (top), Tang-Toennies
(middle) and Fermi (bottom) dampings of the SPC-FM water model at temperature
T = 330K with unscaled charges and weight W = 0 against the CPMD reference for
the fluoride ion.
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Fig. 6.17 Comparison between the ion-oxygen (left) and ion-hydrogen (center) radial
distribution functions and the forces (right) for the undamped (top), Tang-Toennies
(middle) and Fermi (bottom) dampings of the SPC-FM water model at temperature
T = 330K with unscaled charges and weight W = 0 against the CPMD reference for
the chloride ion.
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Fig. 6.18 Comparison between the ion-oxygen (left) and ion-hydrogen (center) radial
distribution functions and the forces (right) for the undamped (top), Tang-Toennies
(middle) and Fermi (bottom) dampings of the SPC-FM water model at temperature
T = 330K with unscaled charges and weight W = 0 against the CPMD reference for
the bromide ion.
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Fig. 6.19 Comparison between the ion-oxygen (left) and ion-hydrogen (center) radial
distribution functions and the forces (right) for the undamped (top), Tang-Toennies
(middle) and Fermi (bottom) dampings of the SPC-FM water model at temperature
T = 330K with unscaled charges and weight W = 0 against the CPMD reference for
the iodide ion.
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Fig. 6.20 Comparison between the ion-oxygen (left) and ion-hydrogen (center) radial
distribution functions and the forces (right) for the undamped (top), Tang-Toennies
(middle) and Fermi (bottom) dampings of the SPC-FM water model at temperature
T = 330K with unscaled charges and weight W = 0 against the CPMD reference for
the lithium ion.
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Fig. 6.21 Comparison between the ion-oxygen (left) and ion-hydrogen (center) radial
distribution functions and the forces (right) for the undamped (top), Tang-Toennies
(middle) and Fermi (bottom) dampings of the SPC-FM water model at temperature
T = 330K with unscaled charges and weight W = 0 against the CPMD reference for
the sodium ion.
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Fig. 6.22 Comparison between the ion-oxygen (left) and ion-hydrogen (center) radial
distribution functions and the forces (right) for the undamped (top), Tang-Toennies
(middle) and Fermi (bottom) dampings of the SPC-FM water model at temperature
T = 330K with unscaled charges and weight W = 0 against the CPMD reference for
the potassium ion.
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Fig. 6.23 Comparison between the ion-oxygen (left) and ion-hydrogen (center) radial
distribution functions and the forces (right) for the undamped (top), Tang-Toennies
(middle) and Fermi (bottom) dampings of the SPC-FM water model at temperature
T = 330K with unscaled charges and weight W = 0 against the CPMD reference for
the magnesium ion.



6.4 Force matching with the SPC-FM water models 127

0

2

4

6

8

10

g O
(r)

A=47683
B= −2158
D=NA
RMSDO=0.48

CPMD
FM-ND

0

1

2

3

4

g H
(r)

A=47683
B= −2158
D=NA
RMSDH=0.43

CPMD
FM-ND

−150 −100 −50 0 50 100 150
CPMD

−150

−100

−50

0

50

100

150

FM

ND
W=0.0
A=47683
B= −2158
RMSDF=20.81
ascatt=1.04

0.0

2.5

5.0

7.5

10.0

12.5

15.0

g O
(r)

A=155480
B=11372950
D=0.40
RMSDO=17.59

CPMD
FM-TT

0

1

2

3

4

5

g H
(r)

A=155480
B=11372950
D=0.40
RMSDH=0.82

CPMD
FM-TT

−150 −100 −50 0 50 100 150
CPMD

−150

−100

−50

0

50

100

150

FM

TT
W=0.0
A=155480
B=11372950
RMSDF=26.43
ascatt=1.16

0 2 4 6
r [ ]

0

2

4

6

8

10

12

14

16

g O
(r)

A=155972
B=12011
D=34.02
RMSDO=14.39

CPMD
FM-FE

0 2 4 6
r [Å]

0

1

2

3

4

5

g H
(r)

A=155972
B=12011
D=34.02
RMSDH=0.62

CPMD
FM-FE

−150 −100 −50 0 50 100 150
CPMD

−150

−100

−50

0

50

100

150

FM

FE
W=0.0
A=155972
B=12011
RMSDF=26.35
ascatt=1.15

0

10

20

30

40

50

N
c(r
)

0

20

40

60

80

100

N
c(r
)

0

10

20

30

40

50

N
c(r
)

0

20

40

60

80

100

N
c(r
)

0

10

20

30

40

50

N
c(r
)

0

20

40

60

80

100

N
c(r
)

Fig. 6.24 Comparison between the ion-oxygen (left) and ion-hydrogen (center) radial
distribution functions and the forces (right) for the undamped (top), Tang-Toennies
(middle) and Fermi (bottom) dampings of the SPC-FM water model at temperature
T = 330K with unscaled charges and weight W = 0 against the CPMD reference for
the calcium ion.
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Chapter 7

Summary and Conclusions

7.1 On ion water Carr-Parrinelo simulations

• The aim of this thesis is to characterize the interaction between a certain set of

ions (F−, Cl−, Br−, I−, Li+, Na+, K+, Mg2+, Ca2+) and water through the Force
Matching algorithm. In order to do so, a set of ion-water Car-Parrinello Molecular

Dynamics (CPMD) simulations where performed to be used as a reference for the
matching process.

• A wide range of properties from these ab initio simulations like the ion-water Radial
Distribution Functions (RDF), the coordination numbers, the residence time, the

ion self-diffusion coefficient have been computed and then compared to those of
experimental sources.

• The degree of agreement between the experimental values and the simulated ones
provides a high enough level of confidence to allow their use as reference in the
Force Matching process.

7.2 On polarization damping and Ion solvation dynam-

ics

• In previous works it was shown the value of using a screening function when com-

puting the short range electrostatic interaction between molecules, both the short
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and long range polarizations of highly polarizable ions and the chlorine ion in bulk

water. In this work this relevance has been extended to the dynamical properties
of the ion and of its solvation shell. This relevance comes from the fact that water

molecules in the first hydration shell of the chlorine atom behave faster (closer
to the ab initio reference) with dampened electrostatic interactions than without

them.

• While both, the exponential and Gaussian distributions, perform well, they sup-

pose practically no extra computational cost and they have been ported to different
polarizability methods such as shell models at gas and condensed phase.

• These results show that the use of appropriate damping functions in conjunction
with gas phase polarizability leads to a good statics and dynamics results compar-
ing to those of CPMD reference. This conclusion can not be translated into the

assumption that the polarizability is constant between phases but just that it is
convenient from an operational point of view to use it as such.

7.3 On the Force Matching algorithm

• The Force Matching algorithm has been applied to parametrize the water-ion
Lennard-Jones electrostatic potentials for a wide selection of anions and cations in

conjunction with a widespread of water models: SPC/E, RPOL and SPC-FM.

• The optimization process has been led by the minimization of the RMSD between

the potential forces and those of reference obtained from CPMD simulations. Once
the potentials where obtained, their quality was assessed in terms of the RMSD
of the Radial Distribution Functions and the slopes of the force-force correlations

between the classical and the ab initio results.

• The first obvious conclusion that can be drawn from the results obtained in this

work referring the Force Matching process is that there is no one-fits-all approach
when it comes to choosing a combination of water model, dispersion damping,

polarization and Force Matching parameters to model the interaction between
ions and water.

• When going over the results it can be easily seen that they display a wide range of
values for the fitted parameters. It might be especially uncomfortable the presence

of negative values of the C parameter of the Lennard-Jones potential. Different
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attempts of preventing this parameter to go negative like the use of polarization,

force weights or charge scaling, have been unsuccessfully tried.

• On the influence of the polarization Polarization has been introduced by

means of the RPOL water model and using a Polarizable Point Dipole site at the
center of the ion with a fitted polarizability value. While the polarizations helps

getting a better reproduction of the forces it does introduce big instabilities in
the matching process that have prevented from obtaining results for most of the

ions. Also, as an extra parameter needs to be fitted, the computational cost of the
matching process gets increased greatly.

• On the influence of the force weight Adding a weight proportional to the force
intensity during the force matching process is computationally cheap and should
prevent the overestimation of forces leading to better performing LJ potentials.

While this was true for some of the ions such as bromide and iodine, it does not
provide a universal improvement. In this thesis only integer values of the weight

where tested; it might be interesting in future works to explore the effects of using
real values.

• On the influence of the charge scaling A relatively recent method to account
in some degree for polarization effects within classical MD simulations consists on

adding an electric continuum effect to the ion. This method has been found to be
way more stable and less computationally demanding than explicitly introducing

a polarization description.

Different scaling factors where computed for each SPC-FM and dispersion damping
pair.

While the introduction of the charge scaling has a moderate positive effect on the
negative values of the C parameter of the fitted Lennard-Jones potentials, the

resulting Radial Distribution Functions consistently move away from the reference
ones.

It is worth to keep in mind that in this work only structural properties have been

used to measure the quality of the potential. Due to the previous success of this
method for reproducing dynamic properties of water around ions, it might be

worthwhile in the future to compute those properties for the fitted potentials and
include them in the comparison.
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• On the influence of the dispersion damping Two different dispersion damping

functions, the Tang-Toennies and the Fermi damping functions, have been tested
and compared to the absence of damping.

Once again, none of the three performs better than the other across all the nine

tested ions. On the one hand, unitary damping function works best in the case of
the fluoride, sodium, potassium, magnesium and calcium ions. On the other hand,

the Tang-Toennies function generated better potentials for the chloride, bromide
and lithium ions. Only for the iodine ion the Fermi dispersion damping performed

better than the other two functions. It is notable how in the case of both divalent
ions, both dampening functions obtain a reasonable success reproducing the ion-
hydrogen Radial Distribution function while completely missing the ion-oxygen

one.

• Although it is unknown how to predict when a certain combination of dampening

function, force weight, charge scale, etc., will obtain better results than the others,
the Force Matching process remains as powerful as a tool to obtain reliable Lennard-

Jones potentials, especially for systems where the access to experimental data to
fit the potentials is hard to obtain.



Appendix A

Force matching for the SPC-FM water

models at T=300 K
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Ion Damping ǫ
−1/2
el

A C d RFE RMSDF RMSDO RMSDH bscatt
[kcalÅ

12
/mol] [kcalÅ

6
/mol] [Å

−1
] [Å]

F− ND 1.0 193 215.98 −2851.51 - - 20.57 0.40 0.67 1.16
TT 1.0 491 198.72 559.61 0.16 - 24.46 2.09 3.67 1.32
FE 1.0 490 048.93 1168.04 9.49 1.65 24.34 1.39 2.32 1.31

Cl− ND 1.0 2 208 317.57 −2437.44 - - 16.04 0.33 0.46 1.18
TT 1.0 2 231 623.92 −2404.18 4.97 - 15.96 0.17 0.10 1.18
FE 1.0 2 972 815.77 620.76 32.45 2.05 16.57 0.21 0.21 1.23

Br− ND 1.0 5 185 935.93 923.90 - - 20.30 0.86 0.93 1.32
TT 1.0 5 177 860.47 927.67 11.33 - 20.20 0.50 0.45 1.32
FE 1.0 5 276 826.79 19 853.55 5.11 2.10 19.90 0.84 0.86 1.32

I− ND 1.0 11 352 578.28 3203.42 - - 16.67 0.80 0.79 1.18
TT 1.0 11 338 691.60 3204.27 11.80 - 16.59 0.41 0.37 1.18
FE 1.0 9 170 486.29 −49 911.41 11.86 2.22 15.84 0.20 0.21 1.14

Li+ ND 1.0 1965.53 −430.64 - - 17.99 0.60 0.55 1.06
TT 1.0 2170.95 −424.99 8.38 - 17.91 0.17 0.40 1.06
FE 1.0 8256.31 −4690.75 49.68 2.63 21.81 4.34 0.31 1.21

Na+ ND 1.0 38 553.42 −867.62 - - 9.99 0.13 0.08 1.06
TT 1.0 83 674.10 244 465.74 0.59 - 12.40 1.79 0.15 1.14
FE 1.0 83 679.44 12 360.18 20.45 2.77 12.27 1.25 0.17 1.14

K+ ND 1.0 178 595.53 −1759.62 - - 8.18 0.06 0.09 1.06
TT 1.0 410 485.21 216 089.51 0.53 - 10.05 0.23 0.03 1.14
FE 1.0 170 232.04 −2239.50 −2.22 3.02 8.07 0.67 0.20 1.06

Mg2+ ND 1.0 19 588.38 −820.91 - - 35.51 1.44 2.01 1.10
TT 1.0 37 956.24 245 217.01 0.94 - 35.87 54.23 1.69 1.16
FE 1.0 38 052.10 27 161.64 31.14 2.42 35.59 26.64 0.35 1.14

Ca2+ ND 1.0 47 683.14 −2158.37 - - 20.81 0.86 0.50 1.04
TT 1.0 155 690.98 223 173.48 0.59 - 26.58 17.96 0.85 1.16
FE 1.0 155 972.42 12 010.55 34.02 2.78 26.35 14.32 0.88 1.15

Table A.1 For each ion and damping dispersion: the charge scaling factor, the resulting
fitted LJ parameters and damping parameters (when they apply) and the quality metrics
RMSDF, RMSDO, RMSDH and bscatt for simulations with the SPC-FM water models
at T = 300K.
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Fig. A.1 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with unscaled charges
and weight W = 0 against the CPMD reference for the fluoride ion.
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Fig. A.2 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with unscaled charges
and weight W = 0 against the CPMD reference for the chloride ion.
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Fig. A.3 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with unscaled charges
and weight W = 0 against the CPMD reference for the bromide ion.
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Fig. A.4 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with unscaled charges
and weight W = 0 against the CPMD reference for the iodide ion.
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Fig. A.5 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with unscaled charges
and weight W = 0 against the CPMD reference for the lithium ion.
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Fig. A.6 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with unscaled charges
and weight W = 0 against the CPMD reference for the sodium ion.
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Fig. A.7 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with unscaled charges
and weight W = 0 against the CPMD reference for the potassium ion.
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Fig. A.8 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with unscaled charges
and weight W = 0 against the CPMD reference for the magnesium ion.
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Fig. A.9 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with unscaled charges
and weight W = 0 against the CPMD reference for the calcium ion.
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Ion Damping ǫ
−1/2
el

A C d RFE RMSDF RMSDO RMSDH bscatt
[kcalÅ

12
/mol] [kcalÅ

6
/mol] [Å

−1
] [Å]

F− ND 1.18 158 877.31 −3768.46 - - 25.71 0.60 1.03 1.27
TT 1.15 542 571.38 641.12 0.17 - 29.99 4.34 7.70 1.45
FE 1.18 551 444.41 3359.55 9.57 1.65 30.97 3.54 5.82 1.47

Cl− ND 1.18 2 187 424.15 −3507.19 - - 20.34 0.54 0.80 1.29
TT 1.15 2 224 332.40 −3286.92 4.94 - 19.51 0.24 0.22 1.27
FE 1.18 3 290 682.91 −486.39 402.74 2.05 21.23 0.74 0.88 1.36

Br− ND 1.18 5 614 103.15 723.60 - - 25.87 1.49 1.69 1.47
TT 1.15 5 533 450.15 761.31 11.43 - 24.80 0.72 0.77 1.44
FE 1.18 5 828 958.01 21 983.20 5.11 2.10 25.41 1.68 1.80 1.47

I− ND 1.18 12 089 394.15 3158.54 - - 20.85 1.58 1.60 1.28
TT 1.15 11 950 616.83 3167.00 12.00 - 20.05 0.85 0.82 1.26
FE 1.18 9 878 133.74 −59 845.46 12.23 2.22 19.70 0.52 0.55 1.23

Li+ ND 1.18 672.55 −580.11 - - 22.12 0.59 0.63 1.14
TT 1.15 1153.48 −548.14 8.37 - 21.30 0.71 0.59 1.13
FE 1.18 9152.50 −5796.91 50.46 2.63 27.70 14.37 0.83 1.34

Na+ ND 1.18 30 732.29 −1177.12 - - 12.78 0.49 0.23 1.14
TT 1.15 89 907.03 109 098 410.42 0.26 - 15.50 3.81 0.33 1.23
FE 1.18 92 006.86 16 536.55 19.35 2.77 16.06 5.39 0.49 1.25

K+ ND 1.18 144 064.92 −2357.28 - - 10.55 0.23 0.18 1.17
TT 1.15 446 700.00 10 306 495.25 0.33 - 12.58 0.88 0.13 1.24
FE 1.18 446 503.23 −26 277.73 11.39 3.02 13.01 0.50 0.12 1.25

Mg2+ ND 1.18 14 365.54 −1204.82 - - 43.49 1.84 1.68 1.18
TT 1.15 40 698.73 555 117.34 0.83 - 43.24 81.91 3.01 1.25
FE 1.18 41 546.14 35 229.68 29.95 2.42 44.22 65.59 1.17 1.25

Ca2+ ND 1.18 28 417.53 −2873.55 - - 25.70 0.65 1.12 1.12
TT 1.15 169 272.82 11 870 622.37 0.40 - 32.45 20.77 1.52 1.26
FE 1.18 172 669.86 16 850.58 28.03 2.78 33.57 22.80 1.24 1.27

Table A.2 For each ion and damping dispersion: the charge scaling factor, the resulting
fitted LJ parameters and damping parameters (when they apply) and the quality metrics
RMSDF, RMSDO, RMSDH and bscatt for simulations with the SPC-FM water models
at T = 300K.
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0

2

4

6

8

10

g
H
(r
)

A = 551444

B = 3360

D = 9.57

RMSDH = 5.82

CPMD

FM-FE

−150 −100 −50 0 50 100 150

CPMD

−150

−100

−50

0

50

100

150

F
M

FE

W = 0.0

A = 551444

B = 3360

RMSDF = 30.97

ascatt = 1.47

0

10

20

30

40

50

N
c
(r
)

0

20

40

60

80

100

N
c
(r
)

0

10

20

30

40

50

N
c
(r
)

0

20

40

60

80

100

N
c
(r
)

0

10

20

30

40

50

N
c
(r
)

0

20

40

60

80

100

N
c
(r
)

Fig. A.10 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with scaled charges
and weight W = 0 against the CPMD reference for the fluoride ion.
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Fig. A.11 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with scaled charges
and weight W = 0 against the CPMD reference for the chloride ion.
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Fig. A.12 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with scaled charges
and weight W = 0 against the CPMD reference for the bromide ion.
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Fig. A.13 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with scaled charges
and weight W = 0 against the CPMD reference for the iodide ion.
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Fig. A.14 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with scaled charges
and weight W = 0 against the CPMD reference for the lithium ion.
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Fig. A.15 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with scaled charges
and weight W = 0 against the CPMD reference for the sodium ion.
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Fig. A.16 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with scaled charges
and weight W = 0 against the CPMD reference for the potassium ion.
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Fig. A.17 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with scaled charges
and weight W = 0 against the CPMD reference for the magnesium ion.
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Fig. A.18 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 300K with scaled charges
and weight W = 0 against the CPMD reference for the calcium ion.
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Fig. B.1 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 330K with scaled charges
and weight W = 0 against the CPMD reference for the fluoride ion.
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Fig. B.2 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 330K with scaled charges
and weight W = 0 against the CPMD reference for the chloride ion.
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Fig. B.3 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 330K with scaled charges
and weight W = 0 against the CPMD reference for the bromide ion.
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Fig. B.4 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 330K with scaled charges
and weight W = 0 against the CPMD reference for the iodide ion.
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Fig. B.5 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 330K with scaled charges
and weight W = 0 against the CPMD reference for the lithium ion.
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0

1

2

3

4

5

6

7

g
O
(r
)

A = 92007

B = 16537

D = 19.35

RMSDO = 3.63

CPMD

FM-FE

0 2 4 6

r [Å]
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Fig. B.6 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 330K with scaled charges
and weight W = 0 against the CPMD reference for the sodium ion.
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Fig. B.7 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 330K with scaled charges
and weight W = 0 against the CPMD reference for the potassium ion.
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Fig. B.8 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 330K with scaled charges
and weight W = 0 against the CPMD reference for the magnesium ion.
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0

1

2

3

4

5

6

g
H
(r
)

A = 172670

B = 16851

D = 28.03

RMSDH = 1.23

CPMD

FM-FE

−150 −100 −50 0 50 100 150

CPMD

−150

−100

−50

0

50

100

150

F
M

FE

W = 0.0

A = 172670

B = 16851

RMSDF = 33.57

ascatt = 1.27

0

10

20

30

40

50

N
c
(r
)

0

20

40

60

80

100

N
c
(r
)

0

10

20

30

40

50

N
c
(r
)

0

20

40

60

80

100

N
c
(r
)

0

10

20

30

40

50

N
c
(r
)

0

20

40

60

80

100

N
c
(r
)

Fig. B.9 Comparison between the ion-oxygen (left) and ion-hydrogen (center) RDFs and
the forces (right) for the undamped (top), Tang-Toennies (middle) and Fermi (bottom)
dampings of the SPC-FM water models at temperature T = 330K with scaled charges
and weight W = 0 against the CPMD reference for the calcium ion.
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