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Abstract 

 
According to Dr. Paul Anastas quote: 
 
 “We are all in the same boat, and we only have one boat.” 

Minnesota Green Chemistry Forum, 2013 

 
In this thesis, we emphasize this thought. For a long time, we have believed that 
everything is profitable, that resources are unlimited, and there are no consequences. 
However, reality is often disappointing. The use of non-renewable resources, the 
excessive waste production, and forfeiting the task of recycling has led us to walk over 
a fragile thread that, once broken, may never restore itself. Metaphors aside, we are 
talking about our planet, the Earth, and its unique characteristic of harboring life, 
including ourselves. Our world has its equilibrium; when the wind erodes a mountain, a 
beach appears, or when a fire devastates an area, eventually, new life rises from the 
ashes. However, humans have been distorting this balance for decades now. Our 
evolving way of living has increased the number of resources every person consumes, 
as either food, shelter, or energy; we overworked everything until exhaustion. We even 
have the Earth Overshoot Day, which has the “honor” of remembering the day we have 
consumed all the planet’s resources created over a year. Right now, this day is located 
on July 29, meaning that to supply every human being, we need the resources of 1.75 
Earths at the standard recovery rate of the natural resources. However, this is just one 
problem lurking in the back of our minds like a bad omen: our planet is dying. 
Scientists worldwide have already said actively and passively that we have in front of us 
one of the most significant problems we have ever faced: climate change. For many 
people, it just means that it will be a bit hotter in summer and a bit warmer in winter, 
but this is far from reality. Every living thing in this world has acclimated to its 
environment, like polar bears with their transparent fur to retain the most heat or 
elephants with their large ears to release it. However, this occurred through the 
evolution of several thousand years, and every being was able to adapt to it or die trying. 
Now, we are changing the climate at an alarming rate. The global surface temperature 
rose from +0.2 ºC approximately from 1970 until 2000, then +0.6 ºC until 2015, and close 
to +0.8 ºC in 2020. This temperature rise means that, in 100 years, we could see an 
increase in the global surface temperature between +2 ºC and +6 ºC. It is unsustainable, 
and we should try to revert it, or, if we are too late, to slow it down as much as possible. 
For that to happen, there are many possible ways to help. In this thesis, we research 
catalysts to use water as a source of energy and recycle gases like CO2 and N2O, but we 
also look towards non-catalytic ways of generating energy through solar cell production. 
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Starting from the catalysis of water to produce hydrogen, we look at the best catalyst 
involved in water oxidation catalysis (WOC) that we could find: Ru(bda)(pic)2. This 
catalyst performs as well as photosystem II (PSII), involved in the photosynthesis of a 
leaf, and the trick to its efficiency is the equatorial ligand bda. It includes carboxylates 
fixed around the Ru atom, leaving an opening angle large enough for a water molecule 
to react, converting an octahedral Ru into a reactive hepta-coordinated Ru. While this 
catalyst was experimentally tested, the full mechanism was still missing. Thus, we 
wanted to fill in this gap to understand it better. There were discrepancies among 
several researchers on how the mechanism works, making us want to study all the 
possibilities available. Knowing why and how it works makes it possible to introduce 
modifications and upgrade the catalyst into a better one. We demonstrate this 
catalysis’s entire mechanism, analyze the different proposals of other research papers, 
and study the system’s pH influence. We found that the mechanism varies slightly 
according to the pH since there are deprotonations involved, but it occurs only on 
intermediates with short life spans, and the overall reaction looks utterly unaffected by 
these changes. Following this work, we performed a second project modifying this 
catalyst; more precisely, we changed the carboxylate groups in the bda ligands for 
phosphonate groups, forming the new ligand bpaH2. Previous studies had shown that 
the bda outperforms the bpaH2 and its different protonation states, but the reason was 
still unknown. 
Furthermore, the bpaH2 required Ceric Ammonium Nitrate (CAN) at pH=1 because 
otherwise, no reaction could occur. All these pieces were missing; thus, we developed 
the full mechanism of bpaH2 at pH=1 and pH=8. Thanks to that, we could observe the 
different protonation states of the bpaH2 in each pH and revealed the potentials needed 
to deprotonate water into an oxo ligand. Nevertheless, we also found out that the 
catalysis could not proceed through either known mechanisms, a dimerization that 
releases O2 (I2M), or a nucleophilic attack of water that deprotonates a water molecule 
again before removing the oxygen (WNA). The reason behind this is that in the case of 
the I2M, experimental results from other authors had shown that it is a first-order 
reaction according to the catalyst, meaning that the rate-determining step (r.d.s.) could 
not be a dimer between catalyst, but while the other choice, i.e. WNA, should have been 
confirmed, we found out it was not possible. As we looked into the second water 
deprotonation, the hydrogens’ pKa was too high for our given pH; therefore, the 
hydroperoxy ligand (-OOH2) could not deprotonate. Since neither WNA nor I2M could 
proceed, it left us with the last choice by elimination, i.e. an I2M between the catalyst 
and the CAN oxidant (Ru-CAN). The problem here lies in CAN, as the structure in the 
solvent phase is unknown. While we tried to find a suitable geometry, we decided that 
since we did not have a solid ground on this structure, we would stop this research as it 
could shift the study’s target towards the definition of this CAN structure. 
The next projects present a dehydrogenative reaction with a new manganese catalyst 
that enabled it to become acceptorless since this type of reaction usually requires a 
sacrificial molecule, or acceptor, to accept the free hydrogens. By eliminating this 
acceptor, we thoroughly dispose of the waste. Thus, we found it as an excellent example 
of avoiding waste, and since it was still a new research, it lacked the full mechanism. 
Even more, this catalyst is one of the most researched types of catalyst nowadays, i.e. a 
PNP pincer catalyst which, as its name implies, has two phosphorous atoms and one 
nitrogen atom bound to the metal center, as a single ligand. The original theorized 
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mechanism pales in comparison to the complete mechanism we discovered. Not only 
were we able to locate the r.d.s. of the process, but we also found out the relationship 
between two experimental isomers that were able to convert one into the other if left 
alone long enough at room temperature or by heating the mixture for 30 min. 
Furthermore, we found that the initial mechanism had an ionic mixture as a possible 
intermediate, but actually, it is a bond between the Mn center and the substrate's CN 
ligand. Next, we wanted to delve further into the PNP pincer catalysis, as it shows 
promising and diversified reactivity; thus, we looked into a second catalyst. This time, 
we chose a similar catalyst, with an identical reaction temperature, but instead of 
forming imines like the previous one, it produced aldimines. We were expecting a similar 
mechanism; even though after several tries, we found out that the catalyst’s only job 
was to transform the reactant alcohol into an aldehyde, which in turn united with the 
amine to form the aldimines. This last step happens without the catalyst’s help, being 
this the r.d.s. of the reaction.  
Continuing with green chemistry, we wanted to study processes related to recycling the 
waste already generated, such as N2O and CO2. We decided to follow up with a PNP 
pincer catalyst for the first gas, just like the previous projects, since the N2O converting 
reaction was tested experimentally with a very similar catalyst that we studied 
previously. We have determined the full mechanism of this reaction, including a suitable 
catalyst poisoning, which appears if the environment is dry, revealing that water is a 
great help as an assistant molecule. A volumetric study of the phosphonate ligands 
(isopropyl, phenyl, and tert-butyl) hinted into which one is optimal for this catalysis and, 
only through the help of a bond analysis we were able to determine that isopropyl is the 
best of the three. Additionally, after testing three different PNP pincer ligand catalysts, 
we propose to combine the three for future research based on the various researched 
mechanisms’ properties.  
The last project is about waste recycling and it involves CO2, the gas most responsible 
for climate change. To recycle the atmospheric CO2, we looked into the cyclization of 
epoxides to obtain a cyclic carbonate. The experimental conditions are already 
promising since they require 100 ºC but 1 atm of CO2, meaning that we could reach 
optimal temperatures if tuned properly while not needing tremendous pressure. In this 
study, we tested the possibility of removing the commonly used halides as epoxide 
openers, since they create CO2 when produced, into N-labile ligands such as DMAP or 
pyridine. Even more, two possible mechanistic pathways were tested and determined 
that only one of them is viable. The results show that some ligands precipitate when in 
contact with CO2, while in other cases, the r.d.s. are too high in energy. Thankfully, there 
were two ligands, namely [4] and DMAP, which could perform the reaction and give 
hope to this research path, where [4] was found to be the best option for halide 
substitution.  
Finally, yet importantly, we wanted to test a different perspective in green chemistry, 
such as solar cells’ production. Solar cells differ significantly in types, so we focused on 
a fullerene-based cell, which uses the fullerenes as a surface where the photosensitive 
dyes transfer the electrons through the surface, but we went deeper than that. Instead 
of using fullerenes, we tested fullerenes inside other fullerenes, also known as carbon 
nano-onions (CNOs). As solar cells rely on electron movement, we wanted to see if it 
would be possible to affect them by doping or trapping ions into de nano-onions, as they 
could emit an electronic field. For that to happen, the CNOs should be perfect Faraday 
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cages. If we trap an ion inside, the outer fullerene should have the same charge as the 
ion, creating the field we wanted. Unfortunately, our study shows partial charge 
shielding, which means that these endohedral fullerenes are not perfect Faraday cages 
for the proposed role. 
Overall, we tested several mechanisms and properties towards green chemistry, and we 
demonstrate that it is possible to improve their related industrial processes to save our 
planet. 
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Resum 

 
Segons la cita del Dr. Paul Anastas: 
 
"Tots estem en el mateix vaixell i només tenim un vaixell". 

Fòrum de Química Verda de Minnesota, 2013 
 
En aquesta tesi, emfatitzem en aquest pensament. Durant molt de temps hem cregut 
que tot és rendible, que els recursos són il·limitats i que això no té conseqüències. No 
obstant això, la realitat és decebedora. L’ús de recursos no renovables, la producció 
excessiva de residus i la renúncia a la tasca de reciclar-los, ens ha portat a caminar sobre 
un fil molt fi que, un cop trencat, pot ser que mai es recuperi. Deixant de banda les 
metàfores, estem parlant del nostre planeta, la Terra, i la seva característica única 
d’albergar vida, incloent-nos a nosaltres mateixos. El nostre planeta té el seu propi 
equilibri, quan el vent erosiona una muntanya, apareix una platja, o quan un incendi 
devasta una àrea, sorgeix nova vida de les cendres. No obstant això, els humans han 
estat tractant de distorsionar aquest equilibri durant dècades. La nostra forma de vida 
en evolució ha augmentat la quantitat de recursos que consumeix cada persona, ja sigui 
com a aliment, refugi o energia; tot s’ha treballat en excés fins a l’esgotament. Fins i tot 
tenim ara el que es coneix com el Dia de la Sobrecàrrega de la Terra, que té "l’honor" de 
recordar el dia en què s’han consumit tots els recursos que el planeta crea al llarg d’un 
any. Ara mateix, aquest dia se situa en el 29 de juliol, la qual cosa significa que per a 
abastir a cada ésser humà, necessitem els recursos de 1.75 Terres, al ritme normal de 
recuperació dels recursos naturals. No obstant això, aquest és només un dels problemes 
que amenacen en el fons de les nostres ments com un mal presagi: el nostre planeta es 
mor. 
Científics de tot el món ja han dit activa i passivament que tenim davant nostre un dels 
majors problemes que hem enfrontat: el canvi climàtic. Per a moltes persones, només 
vol dir que farà una mica més de calor a l’estiu i una mica més de calor a l’hivern, res no 
s’allunya més de la realitat. Tots els éssers vius d’aquest món s’han aclimatat al seu 
entorn, com els óssos polars amb el seu pelatge transparent per retenir la major part de 
la calor o els elefants amb les seves grans orelles per alliberar-lo. No obstant això, això 
s’ha fet al llarg de l’evolució de diversos milers d’anys, i cada ésser va poder adaptar-se 
o morir en l’intent. Ara estem canviant el clima a un ritme alarmant. La temperatura 
global de la superfície ha anat augmentant de +0.2 ºC aproximadament des de 1970 fins 
al voltant de l’any 2000, +0.6 ºC fins al 2015, i ara en el 2020 estem a prop de +0.8 ºC. 
Això vol dir que en 100 anys, podríem veure una temperatura superficial superior entre 
+2 ºC i +6 ºC. Això és clarament insostenible i hauríem d’intentar revertir-ho, o si ja no 
hi ha marxa enrere, frenar-ho tant com sigui possible. Per fer-ho, hi ha moltes formes 
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possibles d’ajudar. En aquesta tesi, investiguem catalitzadors per utilitzar l’aigua com a 
font d’energia i per reciclar gasos com el CO2 i el N2O, però també busquem formes no 
catalítiques de generar energia a través de la producció de cèl·lules solars. 
Partint de la catàlisi de l’aigua per produir hidrogen, observem el millor catalitzador 
involucrat en la catàlisi d’oxidació de l’aigua que vam poder trobar: Ru(bda)(pic)2. 
Aquest catalitzador funciona tan bé com el fotosistema II involucrat en la fotosíntesi 
d’una fulla, i el secret per a la seva eficiència és el lligand equatorial bda. Inclou 
carboxilats que es fixen al voltant de l’àtom de Ru, deixant un angle d’obertura prou 
gran com perquè reaccioni una molècula d’aigua, convertint un Ru octaèdric en un Ru 
hepta-coordinat, molt més reactiu. Si bé aquest catalitzador es va provar 
experimentalment, encara faltava el mecanisme complet, de manera que volíem omplir 
aquests buits per comprendre-ho millor. Més encara, existien discrepàncies entre varis 
investigadors sobre com funciona el mecanisme, el que ens va fer voler estudiar totes 
les possibilitats disponibles. Al saber per què i com funciona, és possible introduir 
modificacions i actualitzar el catalitzador a un de millor. Vam demostrar el mecanisme 
complet d’aquesta catàlisi, analitzant les diferents propostes d’altres treballs 
d’investigació, i estudiem la influència del pH sobre el sistema. Vam descobrir que el 
mecanisme varia lleugerament d’acord amb el pH, ja que hi ha desprotonacions 
involucrades, però passa només a intermedis amb períodes de vida curts i la reacció 
general sembla no veure’s afectada per aquests canvis. Arran d’aquest treball, vam 
realitzar un segon projecte modificant aquest catalitzador; més precisament, vam 
canviar els grups carboxilat en els lligands bda per grups fosfonat, formant el nou lligand 
bpaH2. Estudis anteriors havien demostrat que el bda supera el bpaH2 i els seus diferents 
estats de protonació, però la raó encara es desconeix. A més, el bpaH2 requeria nitrat 
d’amoni cèric (CAN) a pH = 1 perquè en cas contrari no podria passar cap reacció. Moltes 
d’aquestes peces faltaven, de manera que hem desenvolupat el mecanisme complet de 
bpaH2 a pH = 1 i pH = 8. Gràcies a això, vam poder observar els diferents estats de 
protonació de l’bpaH2 que ocorrien en cada pH, i vam revelar els potencials necessaris 
per desprotonar l’aigua en un lligant oxo. No obstant això, També vam descobrir que la 
catàlisi no podia procedir a través de cap dels dos mecanismes coneguts, una 
dimerització que allibera O2 (I2M) o un atac nucleofílic de l’aigua que havia de 
desprotonar una molècula d’aigua novament abans d’alliberar l’oxigen (WNA ). La raó 
darrere d’això és que en el cas de l’I2M, els resultats experimentals d’altres autors 
havien demostrat que es tracta d’una reacció de primer ordre segons el catalitzador, el 
que significa que el pas limitant de la reacció (r.d.s.) no podria ser un dímer entre 
catalitzadors, però mentre que la altra opció, WNA, hauria d’haver estat confirmada, 
vam descobrir que no era possible. Quan analitzem la segona desprotonació d’aigua, el 
pKa dels hidrògens era massa alt donat el nostre pH, per tant, el lligant de hidroperòxid 
(-OOH2) no podia desprotonar. Això ens va deixar una última opció per eliminació, un 
I2M entre el catalitzador i l’oxidant CAN (Ru-CAN). El problema aquí rau en el CAN, ja 
que es desconeix l’estructura en fase solvent. Mentre intentàvem trobar una estructura 
adequada, a la fi vam decidir que, com que no teníem una base sòlida sobre aquesta 
estructura, aturaríem aquesta investigació ja que podria canviar l’objectiu de l’estudi 
cap a la definició d’aquesta estructura CAN. 
Els següents projectes d’aquest treball, presenten una reacció deshidrogenant amb un 
nou catalitzador de manganès que li va permetre funcionar sense un acceptor, ja que 
aquest tipus de reacció sol requerir una molècula de sacrifici, o acceptor, per acceptar 
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els hidrògens alliberats. Al eliminar aquest acceptor, els subproductes no desitjats 
s’eliminen per complet, de manera que el trobem com un gran exemple per evitar el 
malbaratament de material, i com encara era una investigació nova, no tenia el 
mecanisme complet. És més, aquest catalitzador és un dels tipus de catalitzador més 
investigats en l’actualitat, un catalitzador tipus pinça PNP, que com el seu nom ho indica, 
té dos àtoms de fòsfor i un àtom de nitrogen unit al metall com un sol lligand. El 
mecanisme teoritzat original empal·lideix en comparació amb el mecanisme complet 
que vam descobrir. No només vam poder localitzar el pas limitant del procés, també 
vam descobrir la relació entre dos isòmers experimentals que es podien convertir un en 
l’altre si es deixaven sols el temps suficient a temperatura ambient o escalfant la mescla 
durant 30 minuts.  
A més, hem trobat que el mecanisme inicial tenia una barreja iònica com a possible 
intermedi però, en realitat, és un enllaç entre el centre de Mn i el lligand CN de el 
substrat. A continuació, volíem aprofundir més en la catàlisi de pinça PNP, ja que mostra 
una reactivitat diversa i prometedora, de manera que busquem un segon catalitzador. 
Aquest cop vam triar un catalitzador similar, amb idèntica temperatura, però en lloc de 
formar imines com l’anterior, va produir aldimines. Encara que esperàvem un 
mecanisme similar després de diversos intents, vam descobrir que l’únic treball del 
catalitzador era transformar l’alcohol inicial en un aldehid, que al seu torn s’unia amb 
l’amina per formar les aldimines. Aquest últim pas es va realitzar sense l’ajuda del 
catalitzador i és el pas limitant de la reacció. 
Continuant amb la química verda, volíem estudiar processos relacionats amb el 
reciclatge dels residus ja generats, com el N2O i el CO2. Per al primer gas, vam decidir 
seguir amb un catalitzador de pinça PNP, a l’igual que els projectes anteriors, ja que la 
reacció de conversió de N2O es va provar experimentalment amb un catalitzador molt 
similar a què estudiem anteriorment. Hem pogut determinar el mecanisme complet 
d’aquesta reacció, inclòs un enverinament per catalitzador que apareix si l’ambient està 
completament sec, el que significa que l’aigua és de gran ajuda com a molècula assistent. 
Un estudi volumètric dels lligands de fosfonat (isopropil, fenil i tert-butil) va insinuar 
quin és l’òptim per a aquesta catàlisi, tot i que només amb l’ajuda d’una anàlisi dels 
enllaços vam poder determinar que l’isopropil és el millor dels tres. A més, després de 
provar 3 catalitzadors de lligand de pinça PNP diferents, proposem aquí una combinació 
dels tres per a futures investigacions, basats en les diferents propietats dels mecanismes 
investigats.  
L’últim projecte sobre reciclatge de residus involucra el CO2, el gas més responsable del 
canvi climàtic. Per reciclar el CO2 atmosfèric, analitzem la ciclació d’epòxids per obtenir 
un carbonat cíclic. Les condicions experimentals ja són prometedores, ja que 
requereixen 100 ºC, però 1 atm de CO2, el que vol dir que si s’optimitza correctament, 
podríem arribar a temperatures òptimes sense necessitat d’una gran pressió. En aquest 
estudi, vam provar la possibilitat d’eliminar els halurs d’ús comú com obridors de 
l’epòxid, ja que creen CO2 al produir-los, a lligands N-làbils com DMAP o piridina. És més, 
es van provar dues possibles vies mecanístiques i es va determinar que només una 
d’elles és viable. Els resultats mostren que per a alguns lligands, quan entren en contacte 
amb el CO2, precipiten, mentre que en altres casos, el pas limitant requereix massa 
energia. Afortunadament, hi havia dos lligands, [4] i DMAP, que van poder realitzar la 
reacció i donar esperances a aquest camí d’investigació amb [4] com la millor opció per 
substituir els halurs. 
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Per últim, però no menys important, volíem provar un punt de vista diferent en química 
verda, com la producció de cel·les solars. Les cel·les solars difereixen molt en tipus, pel 
que ens enfoquem en una cel·la basada en ful·lerens, que fa servir els ful·lerens com una 
superfície on els tints fotosensibles transfereixen els electrons a través de la superfície, 
però vam anar més enllà d’això. En lloc d’utilitzar ful·lerens, vam provar els ful·lerens 
dins d’altres ful·lerens, també coneguts com nano cebes de carboni. Com les cel·les 
solars depenen del moviment dels electrons, volíem saber si seria possible afectar la 
transferència, dopant o atrapant ions en nano cebes, ja que podrien emetre un camp 
electrònic. Perquè això succeeixi, les nano cebes de carboni haurien de ser gàbies de 
Faraday perfectes. Si atrapem un ió a l’interior, el ful·lerè exterior hauria de tenir la 
mateixa càrrega que l’ió, creant el camp que volíem. Desafortunadament, el nostre 
estudi mostra que hi ha un blindatge de càrrega parcial, el que significa que aquests 
ful·lerens endoèdrics no són gàbies de Faraday perfectes per al paper proposat. 
En resum, hem provat diferents mecanismes i propietats dirigides cap a la química 
verda, i demostrem que és possible millorar els processos industrials involucrats per 
salvar el nostre planeta. 
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Resumen 

 
Según la cita del Dr. Paul Anastas: 
 
"Todos estamos en el mismo barco y solo tenemos un barco". 

Foro de Química Verde de Minnesota, 2013 
 
En esta tesis, enfatizamos en este pensamiento. Durante mucho tiempo hemos creído 
que todo es rentable, que los recursos son ilimitados y que eso no tiene consecuencias. 
Sin embargo, la realidad es decepcionante. El uso de recursos no renovables, la 
producción excesiva de residuos y la renuncia a la tarea de reciclarlos, nos ha llevado a 
caminar sobre un hilo muy fino que, una vez roto, puede que nunca se recupere. 
Dejando de lado las metáforas, estamos hablando de nuestro planeta, la Tierra, y su 
característica única de albergar vida, incluyéndonos a nosotros mismos. Nuestro planeta 
tiene su propio equilibrio, cuando el viento erosiona una montaña, aparece una playa, 
o cuando un incendio devasta un área, surge nueva vida de las cenizas. Sin embargo, los 
humanos han estado distorsionando este equilibrio durante décadas. Nuestra forma de 
vida en evolución ha aumentado la cantidad de recursos que consume cada persona, ya 
sea como alimento, refugio o energía; todo se ha trabajado en exceso hasta el 
agotamiento. Incluso tenemos ahora lo que se conoce como el Día de la Sobrecarga de 
la Tierra, que tiene el “honor” de recordar el día en el que se han consumido todos los 
recursos que el planeta crea a lo largo de un año. Ahora mismo, este día se ubica en el 
29 de julio. Esto significa que, para abastecer a cada ser humano, necesitamos los 
recursos de 1.75 Tierras, al ritmo normal de recuperación de los recursos naturales. Sin 
embargo, este es solo uno de los problemas que acechan en el fondo de nuestras mentes 
como un mal presagio: nuestro planeta se muere. 
Científicos de todo el mundo ya han dicho activa y pasivamente que tenemos frente a 
nosotros uno de los mayores problemas que hemos enfrentado: el cambio climático. 
Para muchas personas, solo significa que hará un poco más de calor en verano y un poco 
más de calor en invierno, nada más lejos de la realidad. Todos los seres vivos de este 
mundo se han aclimatado a su entorno, como los osos polares con su pelaje 
transparente para retener la mayor parte del calor o los elefantes con sus grandes orejas 
para liberarlo. Sin embargo, esto se ha hecho a lo largo de la evolución de varios miles 
de años, y cada ser pudo adaptarse o morir en el intento. Ahora estamos cambiando el 
clima a un ritmo alarmante. La temperatura global de la superficie ha ido aumentando, 
+0.2ºC aproximadamente desde 1970 hasta alrededor del año 2000, +0.6ºC en 2015 y 
ahora +0.8ºC en 2020. Esto significa que, en 100 años, podríamos ver una temperatura 
superficial superior, entre +2ºC y +6ºC. Esto es claramente insostenible y deberíamos 
intentar revertirlo, o si ya no hay vuelta atrás, frenarlo tanto como sea posible. Para 
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hacerlo, hay muchas formas posibles de ayudar. En esta tesis, investigamos 
catalizadores para utilizar el agua como fuente de energía y para reciclar gases como el 
CO2 y el N2O, pero también buscamos formas no catalíticas de generar energía a través 
de la producción de células solares. 
Partiendo de la catálisis del agua para producir hidrógeno, observamos el mejor 
catalizador involucrado en la catálisis de oxidación del agua que pudimos encontrar: 
Ru(bda)(pic)2. Este catalizador funciona tan bien como el fotosistema II involucrado en 
la fotosíntesis de una hoja, y el truco para su eficiencia es el ligando ecuatorial bda. 
Incluye carboxilatos que se fijan alrededor del átomo de Ru, dejando un ángulo de 
apertura lo suficientemente grande como para que reaccione una molécula de agua, 
convirtiendo un Ru octaédrico en un Ru hepta-coordinado, mucho más reactivo. Si bien 
este catalizador se probó experimentalmente, aún faltaba el mecanismo completo, por 
lo que queríamos llenar esos vacíos para comprenderlo mejor. Más aún, existían 
discrepancias entre diversos investigadores sobre cómo funciona el mecanismo, lo que 
nos hizo querer estudiar todas las posibilidades disponibles. Al saber por qué y cómo 
funciona, es posible introducir modificaciones y actualizar el catalizador a uno mejor. 
Demostramos el mecanismo completo de esta catálisis, analizando las diferentes 
propuestas de otros trabajos de investigación, y estudiamos la influencia del pH sobre 
el sistema. Descubrimos que el mecanismo varía ligeramente de acuerdo con el pH, ya 
que hay desprotonaciones involucradas, pero ocurre solo en intermedios con períodos 
de vida cortos y la reacción general parece no verse afectada por estos cambios. A raíz 
de este trabajo, realizamos un segundo proyecto modificando este catalizador; más 
precisamente, cambiamos los grupos carboxilato en los ligandos bda por grupos 
fosfonato, formando el nuevo ligando bpaH2. Estudios anteriores habían demostrado 
que el bda supera al bpaH2 y sus diferentes estados de protonación, pero la razón aún 
se desconoce. Además, el bpaH2 requería nitrato de amonio cérico (CAN) a pH = 1 
porque de lo contrario no podría ocurrir ninguna reacción. Muchas de estas piezas 
faltaban, por lo que desarrollamos el mecanismo completo de bpaH2 a pH = 1 y pH = 8. 
Gracias a ello, pudimos observar los diferentes estados de protonación del bpaH2 que 
ocurrían en cada pH, y revelaron los potenciales necesarios para desprotonar el agua en 
un ligando oxo. Sin embargo, También descubrimos que la catálisis no podía proceder a 
través de ninguno de los dos mecanismos conocidos, una dimerización que libera O2 
(I2M) o un ataque nucleofílico del agua que debía desprotonar una molécula de agua 
nuevamente antes de liberar el oxígeno (WNA). La razón detrás de esto es que en el caso 
del I2M, los resultados experimentales de otros autores habían demostrado que se trata 
de una reacción de primer orden según el catalizador, lo que significa que el paso 
limitante de la reacción (r.d.s.) no podría ser un dímero entre catalizador, pero mientras 
que la otra opción, WNA debería haber sido confirmada, descubrimos que no era 
posible. Cuando analizamos la segunda desprotonación de agua, el pKa de los hidrógenos 
era demasiado alto dado nuestro pH, por lo tanto, el ligando de hidroperóxido (-OOH2) 
no podía desprotonar. Esto nos dejó una última opción por eliminación, un I2M entre el 
catalizador y el oxidante CAN (Ru-CAN). El problema aquí radica en el CAN, ya que se 
desconoce la estructura en fase solvente. Mientras intentábamos encontrar una 
estructura adecuada, al final decidimos que, dado que no teníamos una base sólida 
sobre esta estructura, detendríamos esta investigación, ya que podría cambiar el 
objetivo del estudio hacia la definición de esta estructura CAN. 
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Los siguientes proyectos de este trabajo presentan una reacción deshidrogenante con 
un nuevo catalizador de manganeso que le permitió funcionar sin un aceptor, ya que 
este tipo de reacción suele requerir una molécula de sacrificio, o aceptor, para aceptar 
los hidrógenos liberados. Al eliminar este aceptor, los subproductos no deseados se 
eliminan por completo, por lo que lo encontramos como un gran ejemplo para evitar el 
desperdicio de material, y como aún era una investigación nueva, carecía del mecanismo 
completo. Es más, este catalizador es uno de los tipos de catalizador más investigados 
en la actualidad, un catalizador tipo pinza PNP, que como su nombre lo indica, tiene dos 
átomos de fósforo y un átomo de nitrógeno unido al metal como un solo ligando. El 
mecanismo teorizado original palidece en comparación con el mecanismo completo que 
descubrimos. No solo pudimos localizar el r.d.s. del proceso, también descubrimos la 
relación entre dos isómeros experimentales que podían convertir uno en el otro si se 
dejaban solos el tiempo suficiente a temperatura ambiente o calentando la mezcla 
durante 30 minutos.  
Además, vimos que el mecanismo inicial tenía una mezcla iónica como posible 
intermedio, pero en realidad es un enlace entre el centro de Mn y el ligando CN del 
sustrato. A continuación, queríamos profundizar más en la catálisis de pinza PNP, ya que 
muestra una reactividad diversa y prometedora, por lo que buscamos un segundo 
catalizador. Esta vez elegimos un catalizador similar, con idéntica temperatura, pero en 
lugar de formar iminas como el anterior, produjo aldiminas. Aunque esperábamos un 
mecanismo similar después de varios intentos, descubrimos que el único trabajo del 
catalizador era transformar el alcohol inicial en un aldehído, que a su vez se unía con la 
amina para formar las aldiminas. Este último paso se realizó sin la ayuda del catalizador 
y es el paso limitante de la reacción. 
Continuando con la química verde, queríamos estudiar procesos relacionados con el 
reciclaje de los residuos ya generados, como el N2O y el CO2. Para el primer gas, 
decidimos seguir con un catalizador de pinza PNP, al igual que los proyectos anteriores, 
ya que la reacción de conversión de N2O se probó experimentalmente con un catalizador 
muy similar al que estudiamos anteriormente. Hemos podido determinar el mecanismo 
completo de esta reacción, incluido un envenenamiento por catalizador que aparece si 
el ambiente está completamente seco, lo que significa que el agua es de gran ayuda 
como molécula asistente. Un estudio volumétrico de los ligandos de fosfonato 
(isopropilo, fenilo y terbutilo) insinuó cuál es el óptimo para esta catálisis, aunque solo 
con la ayuda de un análisis de los enlaces pudimos determinar que el isopropilo es el 
mejor de los tres. Además, después de probar tres catalizadores de ligando de pinza PNP 
diferentes, proponemos aquí una combinación de los tres para futuras investigaciones, 
basados en las diferentes propiedades de los mecanismos investigados.  
El último proyecto sobre reciclaje de residuos involucra al CO2, el gas más responsable 
del cambio climático. Para reciclar el CO2 atmosférico, analizamos la ciclación de 
epóxidos para obtener un carbonato cíclico. Las condiciones experimentales ya son 
prometedoras, ya que requieren 100 ºC, pero 1 atm de CO2. Esto significa que, si se 
optimiza correctamente, podríamos alcanzar temperaturas óptimas sin necesidad de 
una gran presión. En este estudio, probamos la posibilidad de eliminar los haluros de 
uso común como abridores del epóxido, ya que crean CO2 al producirlos, en ligandos N-
lábiles como DMAP o piridina. Es más, se probaron dos posibles mecanismos y se 
determinó que solo uno de ellos es viable. Los resultados muestran que, para algunos 
ligandos, cuando entran en contacto con el CO2, precipitan, mientras que, en otros 
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casos, el paso limitante requiere demasiada energía. Afortunadamente, había dos 
ligandos, [4] y DMAP, que pudieron realizar la reacción y dar esperanzas a este camino 
de investigación, siendo [4] la mejor opción para la substitución de haluros. 
Por último, pero no menos importante, queríamos probar un punto de vista diferente 
en química verde, como la producción de células solares. Las células solares difieren 
mucho en tipos, por lo que nos enfocamos en una célula basada en fullereno, que usa 
los fullerenos como una superficie donde los tintes fotosensibles transfieren los 
electrones a través de la superficie, pero fuimos más allá de eso. En lugar de usar 
fullerenos, probamos los fullerenos dentro de otros fullerenos, también conocidos como 
nanocebollas de carbono. Como las células solares dependen del movimiento de los 
electrones, queríamos saber si sería posible afectarlas dopando o atrapando iones en 
nanocebollas, ya que podrían emitir un campo electrónico. Para que eso suceda, las 
nanocebollas de carbono deberían ser jaulas de Faraday perfectas. Si atrapamos un ion 
en el interior, el fullereno exterior debería tener la misma carga que el ion, creando el 
campo que queríamos. Desafortunadamente, nuestro estudio muestra que hay un 
blindaje de carga parcial, lo que significa que estos fullerenos endoédricos no son jaulas 
de Faraday perfectas para el rol propuesto. 
En resumen, hemos probado diferentes mecanismos y propiedades dirigidos a la 
química verde, demostrando que es posible mejorar los procesos industriales 
estudiados, para salvar nuestro planeta. 
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Chapter 1. Introduction 
1.  

1.1. Environmental crisis 
 

The Earth is about 4.5 billion years old, and the oldest known fossil is about 3.8 billion 
years old. This gives a rough estimate of when life began. Our ancestors have 
proliferated for only 6 million years, and our species, the Homo Erectus, evolved around 
2 million years ago. Throughout our existence, civilization began 6000 years ago, 
followed by the industrialization of humankind which started in the 18th century, barely 
260 years ago. Despite having existed on our planet for such a short time, we have been 
able to modify the entire ecosystem for ourselves in this short period of 220 years. 
Currently, we have many global problems that have arisen due to our negligence, and 
the only way to solve them before it is too late is to try to combine all humanity’s efforts. 
 

1.1.1. Global pollution 
 

We need industrial processes such as food factories, vehicle production, IT businesses, 
and many more. They require the use of all our needs, such as clean air, water, and soil, 
every day. We pollute the air due to the tons of CO2, N2O, and other harmful gases that 
we release, resulting from all our motorized vehicles and production plants’ exhaust 
pipes without any environmental concern (Figure 1a).2 Our soil is absorbing all the waste 
material generated by the industry, such as red mud; an iron-containing mud formed by 
the extraction of the aluminum in bauxite, which currently has no useful utility, creates 
vast wastelands, and leaks its iron contents into the soil, leaving it sterile (Figure 1b).3 
We also contaminate our water due to accidental spillages like the Kuwaiti Oil Fires,4 
which leaked 136 million tons of crude oil into the Persian Gulf Sea in the year 2000. 
Moreover, the enormous amounts of plastics dumped into the ocean are enough to 
create the Great Pacific garbage patch.5 It is an island made entirely of plastic waste that 
has a size of around 1.6 million square kilometers, 2.6 times the whole length of the 

Figure 1. a) Air pollution in Shanghai, China. b) Red mud lake in Mandeville, Louisiana. c) Part of the Pacific 
Ocean garbage patch. 
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Iberian Peninsula (Figure 1c). These problems arose to cater to the people’s needs, but 
there are more than 7 billion humans on Earth, and the number is growing, which 
projects a dangerous future. 
 

1.1.2. Climate change 
 

With such an impact on our planet, it is evident that all the mentioned issues entwine, 
developing into global problems that affect everyone simultaneously, not only to the 
nearest group of each polluting site. Together, we have developed the most remarkable 
and notorious problem that gains the most recognition: climate change. 
To explain what climate change is, we have first to define the climate: a set of weather 
patterns related to a specific location that will remain the same for extended periods 
(thousands of years). The atmosphere obtains most of its energy from the Sun and a 
small part from the Earth’s core. The energy balance is simple; if the energy taken from 
the Sun and the Earth is greater than the heat going out to the outer space, we obtain a 
Global Warming effect (Figure 2), while if it is the opposite, a Global Cooling effect. 
Overall, we define climate change as the change in weather patterns (climate) of a 
specified region, in this case, the whole planet itself, depending on the biosphere’s 
energy input and output. 
 

 
Figure 2. Global warming effect. The addition of significant amounts of CO2 to the 
atmosphere increases the radiation bouncing back to Earth, heating it more than 
it should. 

 

According to these data, while climate change occurs since the beginning, as individuals, 
we barely should be able to see it or not see it at all, as the climate has been stable for 
periods longer than our lifespan. However, we must take into account humankind’s 
work. The reason for the Earth to be able to harbor life is because first, it orbits in the 
habitable zone of our solar system, and second, it was able to create an atmosphere, 
which is a gas distribution of the different elements that are part of the air (H2, O2, 
CO2…). The planet retains these components thanks to its gravity, and one of the 
essential works they do is insulate the Sun’s radiation.  
As stated above, the vast majority of the planet’s energy comes from the Sun in the form 
of radiation. Without an atmosphere, all the radiation would hit the ground, a tiny part 
would get absorbed, and then the rest would bounce off to outer space. This 
phenomenon would not be enough to heat the planet, and it would become an icy rock. 
Thanks to the atmosphere, we do not receive all the radiation on the Earth’s surface, 
such as most UV radiation that is dangerous for life, as it can damage cells. Furthermore, 
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the atmosphere acts as a radiation mirror that bounces it off to the surface, so that it 
heats the surface again instead of losing the energy at once. Humankind industrialization 
can alter the amounts and composition of the atmosphere to extraordinary limits. Fossil 
fuel burning and other industrial processes have increased the ratio of carbon dioxide 
(CO2), nitrous oxide(N2O), sulfur oxide (SO2), and other gases such as 
chlorofluorocarbons (CFCs) considerably.6 These changes in composition create 
different problems, some of which we explain in the following sections. 
 

1.1.2.1. CO2 and Global Warming 
 

The gas with more significant amounts spilled towards the atmosphere is CO2. Any 
burning process like using fossil fuels or breathing produces it (Figure 3).7 CO2 is a very 
inert gas that is not directly harmful to life, though the daily anthropogenic contribution 
is astronomical.7-8 One of these gas’s particularities is that it is an excellent infrared 
reflector, or in other terms, it is a heat mirror.9 Instead of letting the radiation leave the 
planet, only a fraction does, and the rest comes back to the Earth to reheat it again. With 
more significant quantities of CO2, more radiation is sent to reheat the planet. This 
process name is the Greenhouse effect.10 As a reference, according to the National 
Oceanic and Atmospheric Administration, NOAA, if we did not have any greenhouse 
effect gases, the temperature of our planet would average -18 ºC, while thanks to them, 
we can be comfortable at 20 ºC in our daily lives.11 
Abuse of our production and consumption methods has led us to higher temperatures 
that steadily increase each year. In 
September 2019, the average surface 
temperature was 0.95 ºC above the 
whole 20th century (Figure 4). Almost 1 
ºC may not appear to be much, but 
should we put it into perspective, in the 
past 150 years, we have been heating the 
oceans about a thousand times the 
worldwide annual energy consumption, 
or 1.5 Hiroshima nuclear bombs per 
second.12-13 The temperature will keep 
rising between 1.4 to 5.6 ºC in the current 
century.14 
Besides going further to less optimal temperatures for sustainable life, we observe 
problems that depend on Global Warming. We see anomalies nowadays and natural 
disasters, such as hurricane Dorian, category 5, which struck the Bahamas in September 
2019,15 or the melting of the ice caps, which if they disappeared entirely, the water level 
would rise approximately 70 meters.16 In that case, we also have to consider that the 
amount of freshwater introduced to the ocean could change our oceans’ sea currents, 
altering the whole planet’s weather drastically.18-19  
With everything said, the actual worldwide topic lies in abandoning fossil fuel burning 
and CO2 recycling or storage to avoid the worst possible outcome. 

Figure 3. Annual global emission of CO2 in million tons 
throughout 200 years.  
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Figure 4. Annual temperature in Celsius recorded by NASA, NOAA, the Berkeley Earth research group, the 
Met Office Hadley Centre (UK), and the Cowtan and Way analysis from 1880 to 2019.17 
 

1.1.2.2. N2O, SO2, and the acid rain 
 

CO2 is undoubtedly one of the most notorious gases we produce every day, responsible 
for over 60% of the Greenhouse effect, but others to consider like N2O and SO2, when 
combined with water, create acid rain. 
N2O has a steady-state lifetime of 120 years, which means that it has been accumulating 
in the air over the past decades.18 The Environmental Protection Agency of the United 
States (EPA) recorded in 2010 that out of the 29.5 tons emitted of N2O to the 
atmosphere, 36% is humankind’s responsibility.19 Due to the proportionally low amount 
emitted of N2O compared to the amount of CO2, we could consider it as a minor 
problem. Nevertheless, N2O has three hundred times the efficiency of CO2 at reflecting 
the infrared radiation.20 This means that the only reason CO2 is the primary problem for 
the Greenhouse effect is the massive amounts produced. Several developments and 
research helped control the CFCs;24 thus, N2O is one of the principal causes of the ozone 
layer hole (see section 1.2.2).  
We can find another critical gas, sulfur dioxide, at atmospherical concentrations of 1 
ppm and a life span of days to weeks. Nonetheless, concentrated emission can occur, 
mainly due to volcanic activity that releases around 20 million tons of SO2.21 Luckily, in 
an industrial process such as coal burning, where we find high amounts of sulfur, we 
have already found solutions to avoid the creation of this gas. The Claus process22 can 
produce sulfur as a byproduct, while the Stretford process can remove it from the fuel 
before burning. Furthermore, we have retained most of the SO2 formed in power plants 
that burn sulfur-containing coal thanks to calcium oxide (CaO) filters.23 When both react, 
we obtain calcium sulfite (CaSO3) to recover, after oxidation, calcium sulfate (CaSO4).  
Acid rain is the combination of both gases in the atmosphere with water droplets. Sulfur 
dioxide converts to sulfuric acid, while N2O (and any other nitrogen oxide) converts into 
nitric or nitrous acid.24 This rain can be highly acidic, like in the Poás Volcano in Costa 
Rica or the Kilauea in Hawaii (pH = 2), and affect its surroundings.25-26 Such acidic 
conditions are killing most, if not all, fish species and microbiological life that live in lakes 
or rivers affected by the rain. While animals can be irritated or even burnt from the rain’s 
exposure, they are struck indirectly due to the soil pH. The plants feeding on the soil 
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nutrients can die due to nutrients leaching and the mobilization of toxic ions such as 
aluminum to the surface,27-28 and the acid's prolonged exposition.  
With everything we said, while the sulfur dioxide is controlled and monitored, the 
impact of the N2O we emit may not be evident, but the potential risks are there. 
Therefore, it is in our primary interest to find ways for the use of this gas. 
 

1.1.2.3. CFCs and the ozone layer 
 

As for the last gases, the CFCs, we know 
them for their usefulness in creating 
bubbles in rigid plastics, grease or glue 
cleaners, or as vaporizers for pesticides, 
spray paint, and many more.29 However, 
once these gases release into the 
atmosphere, they perform a photometric 
reaction, which gives a chloride radical. 
This radical has an excellent affinity for 
Ozone (O3), and to make things worse, it 
undergoes a catalytic reaction, which 
means that a single chlorine radical can 
break up to 100.000 O3 molecules. Ozone 
is the best UV radiation absorber 
enveloping the Earth, giving us protection, and, for this reason, we denominate it as the 
Ozone layer. Without it, we would surely perish. Thankfully, we have stopped most of 
these CFCs’ usage that created a hole in the Ozone layer and began the required 
environmental repairs.30-31 
 

1.1.3. Energy dependence 
 

The environmental impact discussed in the previous section involves many different 
variables, such as factory production. Nevertheless, one of the most outstanding issues, 
the excessive CO2 production, is society's energy needs. With innovation and 
technology, we require more energy to power up our vehicles, phones, and computers 
and create an increasing energy demand. Energy production in a power plant needs 
either fossil fuels or renewable resources to work. 
Fossil fuels are a source of non-renewable energy generated over millions of years of 
organic matter buried in the ground where we can distinguish mainly three different 
sources: natural gas, crude oil, and coal. All the sources contain carbon atoms in varying 
amounts, which, if burnt, generate CO2. They are a good source of money, as we need 
only to collect, refine, and burn to produce tremendous amounts of energy. Even if they 
are non-renewable, there are massive deposits globally; however, we have steadily 
depleted them during our industrialization process that began 260 years ago.  
The scientific community estimated that in 2042 we would run out of crude oil, in 2044 
of natural gas, and in 2112 of coal.32 We may have underestimated these values, as there 
are factors such as the industrialization of developing countries or the increase in 
population that could quickly reduce the amount we have left (Figure 6).33-35  

Figure 5. Satellite observations of the Ozone layer by 
the NASA until 2013. 
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This means that at best, we currently have between 20 and 25 years before we will be 
not able to drive diesel or gas cars, as there will not be any fuel left. Even earlier, the 
price it would reach near their depletion would become astronomical, so it is clear that 
the less wealthy already have less time than the rest. Looking optimistically, if we end 
up burning every non-renewable source of our planet, and we are still able to live in it, 
at least we will no longer have the power to harm/affect our atmosphere as much as 
now. 
The best choice right now is to use renewable energy sources. These sources should be 
clean, unlimited, and rich in energy. We are developing the technology to do it 
efficiently; thus, they are more expensive and less profitable than fossil fuels. Still, we 
have different choices to look for, like harnessing water’s kinetic energy in hydroelectric 
plants. This power plant is built in large rivers or dams, holding vast amounts of water 
that passes through a set of turbines, creating electricity when released. 
Nevertheless, it has a crucial flaw: water needs to go through the turbine; therefore, this 
is not a reliable energy income as one can expect dry seasons; thus, there might not be 
enough water to power up the plant. Another choice is wind turbines that can harvest 
the wind’s kinetic energy, as their name implies. Once again, these have the same 
problem as the hydroelectric power plants: it might not have enough wind to fill our 
energy quota. Furthermore, they have other issues like wind direction. As they are huge 
fans, only the wind that is parallel to the blades will move them. They also contribute to 
the so-called visual pollution, as the size and amount of wind turbines needed to make 
enough energy usually transform the landscape, leaving a fearful sight for Don Quixote 
(Figure 7). 
 

 
Figure 7. Photo of a group of wind turbines that represent visual pollution. 

Figure 6. Global fossil fuel consumption between 1800 and 2016. 
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These two previous sources are not reliable enough (yet) to use them as our primary 
energy source because they are neither constant nor energy-rich. Nevertheless, there is 
a prosperous and reliable source: nuclear power. In nuclear power plants, we use the 
heat produced in nuclear fission (Figure 8) to heat water, convert it into steam, and 
make it go through a turbine. Technically, it is clean energy because we do not produce 
CO2; however, nuclear fission requires radioactive materials. To perform nuclear fission, 
we have a set of neutron-enriched uranium put together on the reactor. We profit from 
their radioactivity to release free neutrons that will hit nearby enriched atoms, splitting 
them into two. By doing so, we get an incredible amount of energy from this exothermic 
reaction that gets converted into kinetic energy for the 
particles involved and thermic energy that will heat water 
to convert it to steam. While this is a highly energetic 
process, the result is that we consume this radioactive 
material until radioactive isotopes which we can no longer 
use for energy production appear. Those radioactive 
isotopes are what we call nuclear waste. Once again, 
there is a catch: it will continue to be radioactive for up to 
tens of thousands of years. Thus, we cannot only store it. 
To decrease the radiation’s impact, we seal the waste in 
huge lead barrels and then bury them deep in the ground, 
creating nuclear cemeteries. Of course, that is not 
flawless. Over the years, the radioactive material will start 
emitting into the soil and permeate its surroundings. 
Additionally, the safety risks involved include long-lasting 
radiation that will damage the affected zone such as 
Fukushima36 or Chernobyl,37 and points towards the fear 
of the population and possible future damages to the 
ecosystem. 
The ideal solution would be to have something as energetic as a nuclear reaction without 
dealing with all the waste and risks involved. Luckily, we have been using it since the 
very beginning: an everlasting self-sustainable nuclear reactor, which is so far away that 
the problems described are non-existent: the Sun. It fulfills its role as an unlimited 
source, as we want to use the radiation emitted by its reactions, and should the Sun ever 
deplete; we would no longer need the energy. It is clean and highly energetic, ideal for 
our needs. The main issue now is how to harvest its energy for our consumption.  
There are two possible approaches; one is direct: convert the radiation we receive 
directly into electricity. A clear example is solar cells, which scientists develop using 
different materials like fullerenes.38-40 The other is indirect: create clean fuels using this 
radiation, like hydrogen production from the water oxidation reaction for its posterior 
consumption. 
 
 
 
 
 
 

Figure 8. Nuclear fission of 235U 
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1.2. Catalysts 
 

Before going into further details and 
considering that we want to be more 
efficient, we need to connect the solar 
radiation with a specific reaction. If we use 
water oxidation as an example, it happens 
slowly. If it occurred naturally at the 
required speed, water would be a very 
scarce resource. It is not the case, though, 
so we need something that speeds it up. 
This “something” should be selective to 
our target reaction; it should be able to do 
it as many times as possible before decomposing, it should be as environmentally 
friendly as possible, and most importantly, it should be able to decrease the energy 
demands of our target reaction and perform it at our desired speed. This desired 
molecule is known as a catalyst. 
Tailoring catalysts to specific needs is an art. In our case, we want to take advantage of 
solar radiation. Thus, we need to connect them with photons, yet, it is unnecessary to 
entangle catalyst efficiency with them; photons can become an electron source in our 
media, and those electrons will later get involved in the catalyst mechanism. For 
instance, in a chlorophyll pigment’s chloroplast stroma, located on a leaf, we can 
observe Photosystems I and II (see section 1.2.1.1). These systems can capture a photon 
and use it to excite an electron to a higher energy level, which is transferred to an 
electron-acceptor molecule, pheophytin. Once we have promoted the electron, a chain 
of reactions occurs towards the chloroplast’s light-dependent reactions. These chain 
reactions are nature’s answer to light conversion into chemical energy. Therefore, the 
aim is to reproduce its effects with a human-made light acceptor that can release excited 
electrons. Therefore, it is possible to focus on catalyst design and optimization while 
thinking about light to obtain the required electrons. 
 

1.2.1. Hydrogen production 
 

From an indirect approach of sunlight conversion into a useful chemical, choosing what 
to produce is mandatory. It must be highly energetic and easy to produce, and when it 
burns to produce energy, it must not generate CO2 in the process. This ideal implies 
discarding all carbon-based fuels. A fine choice is molecular hydrogen (H2), in the sense 
that its combustion will only produce water ((1). 
 

 2 𝐻2
𝑔𝑎𝑠 + 𝑂2

𝑔𝑎𝑠 → 2 𝐻2𝑂
𝑔𝑎𝑠 (1) 

 

Compared to hydrocarbon fuels, 1 Kg of hydrogen produces the same amount of energy 
as 2.8 Kg of gasoline.41 This appears to be ideal, as with less fuel, we obtain the same 
energy, and the combustion products are non-toxic; however, that is far from reality. It 
is imperative to understand this statement to know the properties of hydrogen.42 First, 
hydrogen is a gas, which means that it fills the entire container available and, to increase 
the amount stored, it must be pressurized. The hydrogen density under ambient 

Figure 9. Effect of a catalyst in the PES of a reaction. 
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temperature and pressure is 0.00009 Kg/L; thus, storing 1 Kg of hydrogen needs a 
container of over 10 thousand liters, which is not practical. If the hydrogen is pressurized 
to 700atm, its density becomes 0.038 Kg/L, so that we could use a 26 L tank for 1 Kg. 
Another option is to liquefy it by cooling it to temperatures lower than 20 K, obtaining 
thus a density of 0.07 Kg/L, where a 14 L tank would suffice.43-44 Overall, we obtain the 
same amount of energy from a 14 L liquefied H2 tank at 20 K than a 3.8 L tank of gasoline 
at room temperature. Besides, there are further problems with hydrogen, such as the 
liquid's boil-off, which increases the tank’s pressure and loses 1% of its contents per 
day,45 or the high risk of explosion, as it is extremely flammable.46 One of the most 
remarkable hydrogen accidents in history is the Hindenburg disaster, New Jersey 1937, 
where the German zeppelin LZ 129 Hindenburg ignited, causing 36 victims. If hydrogen 
must become a reliable energy source, developing better-storing conditions is a must-
have for safer fuel storage in our vehicles. Many materials ranging from carbon 
nanotubes,47 glass arrays,48 and activated carbons49 have been tested for their storage, 
but they suffer from either low absorption (requiring more material for storage) or too 
high absorption (not possible to recover the H2). 
Nevertheless, there is still one option; to produce hydrogen in situ according to our 
needs. With this approach, storage would not be a problem if the source of hydrogen 
was safe. Fortunately, water is a source of hydrogen. It is often safer to store water in a 
deposit than compressed or liquefied hydrogen; furthermore, if we use water as a 
source, we obtain water due to H2 combustion; it is the definition of a renewable source 
of energy. There are two main pathways to obtain hydrogen from water: water splitting 
and water oxidation.  
 

1.2.1.1. Water-splitting 
  

We define the water-splitting reaction as water breaking down into both hydrogen and 
oxygen: 
 

 2 𝐻2𝑂 → 2 𝐻2 + 𝑂2 (2) 

 

This reaction is also present in the photosynthesis at PSII (Figure 10).50 On the light-
dependent phase, a photon is absorbed into the PSII, which excites an electron, starting 
an electron chain reaction that will convert CO2 into sugars and oxygen gas. Water 
dissociates into oxygen gas and protons to recover the excited electron in the PSII. This 
reaction loads the inner part of the membrane with protons and creates a gradient. The 
ATP synthase uses such a gradient and releases the protons to the outside. Once at the 
outer part of the membrane, the protons react at the ferredoxin- NADP reductase (FNR), 
where they convert NADP into NADPH.  
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They also return to the plastoquinone to reduce it into plastoquinol, thus restarting the 
whole process. 
Photosynthesis is a refined multi-step process that we would like to reproduce, more 
precisely, the water dissociation through light. Nevertheless, scaling it for commercial 
use has its flaws. There are several ways to produce water splitting such as electrolysis, 
radiolysis, and thermal decomposition.51-53 
Water electrolysis occurs once we apply an electric current of at least 1.23 V into the 
water through two electrodes. This energy can separate water into H2 and O2 gas, and it 
is pH-independent. However, the energy needed to produce the H2 gas is more valuable 
than the one produced by burning the hydrogen obtained, and since the efficiency of 
the reaction is not 100%, it needs even more. The right approach would be attaching 
solar panels that produce electricity, which we want to store as chemical power, but 
still, neither the electrolysis nor the solar cells are very efficient, which translates into a 
net energy loss. A production plant for hydrogen storage could be the right choice if we 
needed the gas for synthesis, nonetheless.  
Radiolysis benefits from nuclear radiation, more precisely from alpha radiation (He+2 
nuclei emitted from a larger radioactive material). When using alpha radiation to split 
water, it converts into different radicals and ions (Eq. 3).54 
 

 𝐻2𝑂       𝛼    ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ 𝑒𝑎𝑞
− , 𝐻𝑂 ·, 𝐻 ·, 𝐻𝑂2 ·, 𝐻3𝑂

+, 𝑂𝐻−, 𝐻2𝑂2, 𝐻2 (3) 

 

As seen above, water radiolysis gives both ions, radicals, and hydrogen. Even if the 
possible combinations could lead towards water or ozone, it is possible to recover and 
reuse them until the desired hydrogen production increases. Since it bases on alpha 
radiation, it could be a possible solution for nuclear waste (section 1.1.3), producing 
hydrogen while containing the waste, with all risks considered. Even if this can be an 
efficient choice for producing and storing hydrogen, as an in situ production, it is not the 
best.  
Thermal decomposition of water involves high temperatures to dissociate it into a 
combination of hydrogen and oxygen gas and H, O, and OH radicals. There is a solar-
thermal hydrogen producer in Almeria, Spain that concentrates sun rays using mirrors 

Figure 10. Representation of the photosynthesis mechanism in a thylakoid membrane.1 
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to reach 1000K that combines gas diffusion gradients optimizations to produce ~1 Kg of 
H2 per hour, which is roughly 33.3 Kw/h.55 
Water splitting requires significant amounts of energy to occur. Nevertheless, there is 
still one possibility: to use catalysts, or even better, photocatalysts. These catalysts focus 
on the reduction and oxidation of water, hydrogen, and oxygen. The main goal is to 
mimic the PSII (Figure 10) efficiency and use light to promote the electron displacement 
through the media. We show the target reaction below: 
 

 2 𝐻2𝑂 → 𝑂2 + 4 𝐻+ + 4 𝑒− (4) 

 

This reaction is just the half-reaction of water splitting since we obtain protons and 
electrons separately, and it combines with the second half-reaction as follows: 
 

 4 𝐻+ + 4 𝑒− → 2𝐻2 (5) 

 

Therefore, we aim to split water through two redox processes, oxidation of water and 
proton reduction. Eq. 4 shows what water oxidation is, one of the main themes of this 
work. 
 

1.2.1.2. Water Oxidation Catalysis 
 

As stated in the previous section (Eq. 4 and Eq. 5), WOC separates the water-splitting 
reaction into its half-reactions that consist of the oxidation of water and the reduction 
of protons into hydrogen.56 
 

There is a step where two water molecules must combine to form the oxygen molecule. 
Depending on how they interact and the catalyst’s design, the reaction goes either 
through the Interaction of two Metal-oxide centers (I2M) or through a Water 
Nucleophilic Attack (WNA). 
 

1.2.1.2.1. I2M vs. WNA 
 

First, to have either I2M or WNA, the catalyst must 
interact with one water molecule and deprotonate it to 
generate the reaction center where the other water 
molecule attaches.  
According to the I2M mechanism, it needs two reactive 
centers, as the name implies. The typical procedure is 
that a water molecule attacks the catalyst’s metal 
center, and then it releases both protons and electrons 
from the water into the media. This procedure is 
repeated twice in order to have the two necessary M=O 
units that will react later. The design of the catalysts 
that rely on this mechanism can either be 
monometallic,57 which means that the I2M mechanism 
is intermolecular, or bimetallic;58 thus, the mechanism 
is intramolecular (Figure 11). 
On the other hand, there is the WNA mechanism. As its name implies, it occurs when 
one water molecule reacts nucleophilically due to oxygen polarization. This means that 

Figure 11. Intermolecular vs. 
Intramolecular I2M. 
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an electrophilic counterpart must be present, and since we want an O-O bond, another 
water molecule must become that electrophilic reagent. As water interacts with the 
metal center, it releases protons and electrons, which means that it transitions from a 
neutral H2O to a hydroxyl (-OH) and then towards an oxide (=O). To do so, the metal 
center oxidizes to high oxidation states (OS) (for Ru, it reaches a +5 OS).  
This electron deficiency in the metal tightens all the surrounding bonds’ electrons and 

translates into electrophilic oxygen, perfect 
for the WNA. Once the water attacks the 
metal oxide center, the deprotonation 
continues, creating hydroperoxide (-OOH) 
and finally peroxide (-OO) bonds, which in 
the end releases oxygen (Figure 12). 

Of course, having either I2M or WNA does not preclude the other. Some catalysts can 
perform both mechanisms simultaneously since both rely on the same M=O bond 
(Figure 13). There are many ways to distinguish between mechanisms and to know 
which one rules water oxidation. Monometallic catalysts can attach them to a surface 
and try to perform the reaction. If there are no results, or the reaction barely occurs, but 
it works when the catalyst is free in the media, it would show a clear preference towards 
I2M. Distinguishing between mechanisms is more difficult for bimetallic catalysts or if 
both I2M and WNA occur in a given catalyst. Overall, research should tailor the catalysts 
according to their efficiency and pathways. 

 
Figure 13. The general mechanism for a catalyst that can perform both I2M and WNA. 

 

1.2.1.2.2. Reproducing the PSII activity 
 

As previously mentioned, nature is the first reference to reproduce. In this case, the 
water oxidation of the PSII is the target mechanism. Between 1982 and 1985, Meyer and 
coworkers59-60 reported the first catalyst to perform WOC, known as “the blue dimer,” 
due to its color (Figure 14). 

Figure 12. WNA and subsequent deprotonation. 
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This catalyst was the starting line for the 
development of further water oxidation 
catalysts with different metal centers such as 
Ru,61 Mn,62-63 or Ir.57, 64 Unfortunately, the 
TurnOver Numbers (TON) and TurnOver 
Frequencies (TOF) of those catalysts was not 
enough. The blue dimer had a TON of 13 and 
a TOF of 0.004s-1, which means that it was 
slow and had a short life. Until 2005, the 
catalysts were bimetallic,65-66, but Thummel 
and Zong67 were able to report a 
monometallic catalyst. In 2009, carboxylate 
ligands were introduced to the Ru catalysts68 increasing ten-fold the TONs obtained until 
that moment, while also increasing the TOFs to 41 s-1. 69 In 2012, Sun and coworkers 
reported a colossal leap in WOC, a Ru catalyst with a TON of 8360, and a TOF of 303 s-1 

(Figure 15).70 This is indeed comparable to the PSII, with a TOF between 100-400 s-1. 
So, why is this new catalyst so good? Which is the reason for this efficiency leap? The 
revolutionary step was to use Bipyridine-6,6’-dicarboxylate, or bda in short, as a ligand. 
This bda ligand binds to the Ru metal center through 
the two carboxylates’ oxygens and the pyridine’s 
nitrogen, forming a tetradentate chelate. This ligand’s 
most crucial characteristic is that the angle O-Ru-O 
formed is wider than in a standard octahedral 
compound (123º vs. 90º respectively). This larger 
angle allows a water molecule to interact with the 
metal center, creating a 7-coordinated Ru. This 
geometry creates a very reactive metal oxide center, 
which develops into the fast catalysis stated above. 
While this is indeed a great discovery, this catalyst’s 
mechanism had yet to be fully comprehended. Thus, 
this thesis's first objective is to determine the 
mechanism of the best catalyst for WOC known to 
date.  
Still, there is a good ground for improving the catalyst, and there are already several 
articles that try to do so.71-73 Since the most remarkable feature is the 7-coordinated Ru 
center, some researchers have focused on swapping the axial ligands.74 Their research 
shows that including more π-π interactions increases the dimers’ stability formed 
through the I2M mechanism and improve the TON of the catalyst. Other reports have 
changed the carboxylates to phosphonates,75 which are quite similar and include a 
fascinating property to the catalyst; i.e. the pH dependence. This dependence is 
available thanks to the phosphonate ligands’ protonation, which translates into 
different catalytic activities according to the pH. In 2016, Concepcion et al.76 and 
Grotjahn et al.77 reported a phosphonated catalyst (B), Ru(2,2’-bipyridine-6,6’-
diphosphonate)(picoline)2, and compared it with the carboxylated one (A) (Figure 16). 
Other researchers have also studied this catalyst.78-79 
 

Figure 14. Structure representation of the blue 
dimer for WOC. 

Figure 15. 3D view of the Ru(bda)(pic)2 
catalyst. Colored atoms: C grey, H 
white, N blue, O red, Ru yellow. 
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Figure 16. WOC catalysts A (with dicarboxylate ligand) and B (with diphosphonate ligand) 

 

The computational analysis determined that B had lower barriers in the known r.d.s., 
either the dimerization of the I2M or the second water attacking through WNA, which 
should translate into faster reactions, but the experimental results pointed otherwise; 
the phosphonated catalyst had worse activity than the carboxylated one. Is this 
difference related to the pH dependence, or is it due to the mechanism’s oxidant? 
Understanding this difference is vital, as the r.d.s. may not be the same depending on 
the ligand yet; no reports include a full overview of the mechanism at different pH able 
to explain it. Since this thesis’s first objective was to develop the carboxylated catalyst 
(A) mechanism, it would be possible to replicate it with the phosphonated ligands and 
include all possible pathways, achieving a meaningful result. Therefore, this thesis’s 
second objective is to determine the full mechanism at different pH for the 
phosphonated catalyst (B), compare it with the mechanism of the carboxylated 
counterpart (A), and find an answer to the disparity of the experimental and 
computational results. 
 

1.2.1.3. Acceptorless dehydrogenative coupling 
 

Besides water oxidation, there are other possible pathways to create hydrogen-like 
refining industrial processes. With some changes, they may produce H2 for either storage 
or to help power the factory. An exciting reaction that may fulfill this role is the 
dehydrogenative cross-coupling (Figure 17). 80 
 

 
Figure 17. General cross-coupling reaction of arenes with alkenes. 

 

This reaction forms C-C bonds between reagents. The hydrogens attached to the 
involved carbon atoms must be removed through an H2 acceptor. This acceptor is usually 
an alkene that hydrogenates, ending up as a side-product or waste that must be isolated 
from the main product, causing efficiency drops due to the additional steps required. A 
significant improvement for this reaction was the Acceptorless Dehydrogenative 
Coupling (ADC),81-82 which can perform a dehydrogenative step without needing an 
acceptor. Thus, it produces hydrogen gas as a side-product, without any additional steps 
to separate it from the target product (Figure 18). 
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Figure 18. General ADC reaction of arenes with alkenes. 

 

While this is a good improvement towards green chemistry, the ADC catalysts usually 
contain heavy transition metals, such as Rh,83 Ir,84 or Pd,85 that are both expensive and 
scarce. In 2017, Milstein et al. reported86-87 an unprecedented efficient α olefination of 
nitriles through the ADC of nitriles and alcohols. They compared several tests with up-
to-date catalysts, and one of them stood out from the rest: an Mn-based catalyst, which 
they further researched for a hypothetical mechanism (Figure 19). 

The Mn center is an excellent 
upturn as it is the third most 
abundant metal resource on 
Earth. It lowers the catalyst’s 
production cost, and the 
impact for its extraction is 
lower than the scarce metals 
like Pd. The initial mechanism 
proposition appears in Figure 
19 but lacks analytical depth, 
as there is no kinetic data nor 
clear pathways that lead 
towards the product. 

Nevertheless, this is a great discovery: a catalyst that produces acrylonitriles while also 
generating hydrogen in the process. As a remark, acrylonitriles are widely used in 
different areas, mainly as precursors for the synthesis of pyrroles,88 benzonitriles,89 or 
medical treatments like malaria,90 produced in significant quantities. Therefore, aspiring 
towards production with less waste and more abundant metals like Mn is a necessity. 
Due to the need for eco/cost-friendly catalysts involving this reaction that produces 
hydrogen for its storage or in situ production, the third goal of this thesis is to find all 
the mechanistic data, both thermodynamic and kinetic, to serve as the baseline for 
further development with earth-abundant metals like Mn. 
This catalyst is included in a group of high performing catalysts, which share a 
particularity: its phosphorous-nitrogen-phosphorous 
(PNP) pincer ligand. PNP pincer ligands have been a 
hot topic for many years91-94 since they have multiple 
metal center activation or catalysis uses. It is possible 
to tune the PNP ligands as preferred, as we can 
functionalize the ligand’s backbone to obtain 
different reactivity. Following the work mentioned 
above with the Mn metal center PNP catalyst, and to 
look towards its diverse functionality, a second 
hydrogen-producing catalyst was considered (Figure 
20).95 

Figure 19. Proposed mechanism for the efficient production of 
acrylonitriles with a Mn based ADC catalyst. P stands for PiPr and 
Mn stands for Mn(CO)2 for clarity. 

Figure 20. PNP pincer catalyst with a 
Mn metal center able to perform ADC 
to produce aldimines. 
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Compared to the catalyst in Figure 19, the PNP pincer ligand is similar, and actually, they 
both produce H2 through an ADC, but their reactivity is different. The previous catalyst 
needed alcohols and nitriles to produce acrylonitriles, and this catalyst uses alcohols and 
amines to produce aldimines. Interestingly, they even share the temperature needed 
for their respective reactions, 135ºC, and they both are the first of their kind to be 
reported; an Mn catalyst for ADC synthesis of acrylonitriles (Figure 19) and in this case, 
an Mn catalyst for ADC synthesis of aldimines (Figure 20). Besides, aldimines also have 
a great interest in the industry, as they are precursors for dyes, pesticides, 
pharmaceuticals, and more.96 Overall, the similarity between catalysts, yet the different 
reactivity that can go towards environmentally benign production of different but 
essential compounds, is remarkable. Therefore, to see the similarities and differences 
between both mechanisms, this thesis’s fourth goal involves studying the aldimine 
catalyst (Figure 20) and its comparison with the acrylonitrile catalyst (Figure 19). 
 

1.2.2. Reusing atmospheric gases for waste 

management 
 

1.2.2.1. N2O recycling 
 

Section 1.2.1 has covered hydrogen production as a target fuel for its clean combustion 
and chemical energy storage. Nevertheless, there are more issues to tackle in green 
chemistry. As stated in section 1.1.2.2, N2O is a growing problem, mostly due to its 
steady-state life of 120 years, which indicates that even if its production relies on 
appearing as a byproduct in small quantities, over the last decades, it has become a 
problem. One of the known ways of getting rid of N2O is to hydrogenate it: 
 

 𝑁2𝑂 + 𝐻2 → 𝑁2 + 𝐻2𝑂 (6) 

 

It is a simple reaction where N2O is converted into water and nitrogen, environmentally 
neutral gases that serve different purposes like the synthesis of ammonia in the Haber 
Bosch process.97 Now, to make this reaction fast and viable, it is time to choose a 
catalyst. Fortunately, one type of catalyst is obtaining an impact in all-round catalysis 
due to their flexibility and selectivity, which coincidentally, have been discussed in this 
thesis already: PNP pincer ligand catalysts. While researching the H2 production in the 
previous section, a very similar catalyst to Figure 20 demonstrated high TON and 
efficiency towards N2O hydrogenation (Figure 21). 

Milstein’s group98 reported a set 
of catalysts with ligand variations 
that could perform such 
hydrogenation. Thanks to their 
extensive experimental work, 
they defined a hypothetical 
mechanism, but some parts were 
obscure; thus, they labeled them 
as a “complicated mixture.” 
Furthermore, in their 

Figure 21. Hydrogenation of N2O by the PNP-pincer Ru based 
catalyst  

 (P = P(iPr)2). Taken from Ref [91] 
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experimental tests, they compared different phosphorous ligands owing isopropyl, tert-
butyl, and phenyl substituents, and according to their data on the other catalysts, 
isopropyl was the best choice from those three, as the TON increased ten-fold. Despite 
not having apparent involvement with the metal center, it is evident that the ligands 
played an essential role in this catalysis, yet there was no explanation for this 
phenomenon. 
These issues, followed by the lack of kinetic data, enticed us to work towards a full 
mechanism development for this catalyst, not only with isopropyl ligands but also with 
the tert-butyl and phenyl ones. Therefore, this thesis’s fifth goal is to define a proper 
mechanism for another member of the family of PNP pincer ligands, not only to prove 
their wide range of applications but also to empower further catalytic research in N2O 
recycling and give further insight on phosphorous ligands. 
 

1.2.2.2. CO2 recycling 
 

It is almost mandatory to tackle one of the most problematic gases in green chemistry: 
CO2. Generally, CO2 is an inert gas that we produce massively due to organic material 
combustion like fossil fuels or other breathing processes. Thanks to the CO2, the planet 
can heat up by retaining the infrared rays within the atmosphere (see Figure 2 in section 
1.1.1 for more details), and it is also a carbon building block for plants, as they collect it 
in photosynthesis to grow. While CO2 is vital to life, we produce vaster amounts than 
what can be recycled by nature; thus, the quantity of CO2 in the atmosphere is increasing 
rapidly. As mentioned before, this accumulation causes the already Greenhouse effect, 
where the planet keeps heating up, and changes to the climate become apparent. 
Should that continue, we might reach a point of no return, where life may become 
unsustainable all over the globe. This point of no return is the main reason for CO2 
recycling to be one of the hottest topics in science, and among all the possibilities, 
epoxides are one of the most researched.99-102 Due to this fact, we will see one type of 
recycling with epoxides: using CO2 as a carbon source for cyclic carbonate synthesis. 

 
Figure 22. The general mechanism for CO2 cycloaddition to epoxides. The CO2 block is highlighted in red. 

There has been some development in CO2 recycling in environmental conditions,103-106 

since we want to reuse the CO2 in the atmosphere with metal/halogen-free procedures. 

The last two procedures are usually required because CO2 is so stable that it will remain 

unchanged unless we provide enough force. Therefore, the halogen helps to open the 

epoxide and provides a nucleophilic attack through the oxygen, while the metal helps to 

stabilize the negative charge; thus, CO2 remains within the carbonate. The problem with 

this procedure is that we need a nucleophilic leaving group that can open the epoxide, 

but the halogens can corrode the reactor where the reaction occurs,107-108 and their 
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production creates a huge carbon footprint.109 Therefore, we aim to find a suitable 

nucleophile that can substitute the halogen’s work. Based on several articles,110-114 we 

will use nitrogen-based nucleophiles, as it is possible to tune their nucleophilicity and 

fixation (Figure 23).  

The variety of nucleophiles aims to unveil their reactivity with propylene epoxide as the 

main building block for CO2 cyclization. This project combines computations and 

experiments, yet only the former is discussed in this thesis. 

This thesis’s sixth goal is to research several nitrogen-based nucleophiles for the CO2 

cycloaddition to epoxides to recycle CO2. 

1.3. Future of energy production 
 

The previous sections have focused on using catalysts to synthesize clean fuels like 
hydrogen and derived them onto the catalytic recycling of both N2O and CO2. According 
to the clean fuel production section, hydrogen is the fuel of the future. Even with its 
flaws, it can store ample amounts of energy, reused through combustion. However, let 
us talk about the elephant in the room: converting power into chemical storage and back 
to power is inefficient. It is well-known that all chemical reactions have different yields, 
either due to side-products forming or, in this case, energy loss. 
Let us assume that we obtain an efficient catalyst that can produce hydrogen like the 
ones previously explained. It obtains the electron transfers it needs through sunlight. 
Even if we get the best catalyst possible, there is a net energy loss in the process, either 
because of the required energy overpotential to perform redox reactions,115 due to side-
products, or conversion of part of the energy into heat, known as heat dissipation. 
Overall, chemical reactions involve energy loss. A reasonable point of view would be: 

Figure 23. Target nucleophiles for epoxide opening. 



47 
 

why bother designing complicated mechanisms and catalysis to create chemical 
compounds that we want to convert into energy if we could directly transform the 
sunlight into energy through other technology like solar cells? This reasoning usually 
leads to using batteries to store the energy to not lose as much energy as in the chemical 
process. To answer this, another question appears: How do we produce those batteries? 
As the technology level increases, the energy needs become not only more extensive 
but also constant. Almost all everyday tasks need batteries: mobile phones, laptops, TVs, 
cars, and of course, power reserves to distribute between the population. Newer 
technologies also tend to demand more energy; in 1946, the first cellphone had a 
battery life of 30 min116 yet in 2019, with more energy-demanding gadgets with internet, 
apps, videos, and so on, the battery lasts from a full day if used extensively, to several if 
it is not.  
Those batteries increase their capacity thanks to material engineering and a particular 
small alkali metal: lithium. It has a wide variety of applications, but the most known is 
that it is in cell batteries. Unfortunately, working with lithium is a challenging task; its 
extraction is too polluting as it can poison underground water supplies, permanently 
damage the soil and produce air pollution.117 Furthermore, even if all these problems 
were solved and included automation to avoid human damage, there is still a finite 
amount of lithium, between 20 and 40 million tons.118 Considering such a vast amount, 
it could last for another 365 years, but when it runs out, what is the plan? The last 250 
years of fossil fuel non-stop burning showed that it is not a good idea to exhaust 
resources until it is too late. Therefore, while it is crucial to develop other technologies 
that depend on lithium or other metals, it is vital to have a backup plan. Hydrogen 
production is available in power plants that do not use all their capacity, which means it 
can store energy automatically. When the demand is low, we could direct all the energy 
excess produced into hydrogen production; thus, less energy loss in the meantime. 
Hydrogen is just another type of “battery” like lithium ones, but renewable. 
The take-home message is that it is essential to look for as many energy production ways 
as possible. In this thesis, we research a promising direct solar energy conversion to 
electricity: solar cells.  
 

1.3.1. Solar cells 
 

Solar cells are an exciting technology for creating energy, based entirely on the materials 
and their disposition. To build a solar cell, we need different materials depending on 
their conductivity. There are three types of materials according to their conductivity: 
conductor, semiconductor, and insulator. They differ only in the energy gap between 
the highest occupied energy state of their valence electrons, which forms due to the 
combination of all the bonding orbitals of the material. The lowest unoccupied energy 
states result from the combination of all the anti-bonding orbitals (Figure 24). 
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Figure 24. Formation of positive and negatives bands through the interaction of the electron orbitals in a 
given material. 
 

The difference in conductivity depends on the bandgap size. If the negative and the 
positive bands overlap, it is a conductor, as the electrons are free to move from one 
band to the other. If the bandgap does not overlap, then it is either a semiconductor or 
an insulator. In this situation, it needs an external energy source to promote electrons 
from the Negative (N)-band towards the Positive (P)-band. The insulator or 
semiconductor property depends on the energy applied. If it can promote the electron, 
it becomes a semiconductor; whereas if the energy were not enough, it would be an 
insulator. A common insulator is cork produced from tree bark, but it is just an insulator 
for the voltage used at home since applying high enough voltages, like lightning, would 
allow the electrons to cross the band gap. 
Solar cells work with this feature but through two different layers of materials. One layer 
is rich in electrons, the N-layer, while the other layer is lacking, the P-layer. Combined, 
they have a bandgap small enough so that a photon can excite an electron; thus, they 
are semiconductors. Once they make contact, electrons from the N-band of the N-layer 
rush to fill the gaps in the P-band of the P-layer until equilibrium at the junction. The 
junction’s opposing charges create an electric field that acts as a diode, allowing only 
electron movement from the P-layer to the N-layer, making the electron flow stop. Now, 
sunlight comes into play in the form of photons. When a photon reaches an electron 
close to this electric field, it has enough energy for its excitation and creates a free 
electron and a hole. The electric field between layers will push this free electron towards 
the N-layer, and the hole will go towards the P-layer. Neither layer is no longer in 
equilibrium, so they will try to 
recombine both electron and hole, but 
now the N-layer cannot give this 
electron back to the P-layer due to the 
junction electric field. By providing a 
passage in the form of a cable through 
one layer to another, it is possible to 
benefit from the electron gradient and 
move electrons through the cable. This 
current, combined with the generated 
electric field’s voltage, gives useful 
electrical power (Figure 25). 
As solar cells depend on the gap between layers, they rely on their materials’ properties. 
There are three categories, starting from the first generation of solar cells,119 based in 
crystalline silicones like polycrystalline silicon. They are very expensive to produce since 
their production is based on growth controlled silicon crystals, yet they are the most 

Figure 25. Solar cell electron-hole movement. 
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sold worldwide as their research was the first.120 Second-generation solar cells121 are 
also called thin-layer solar cells due to their technology, which consists of micrometer-
thick layers of material that function as a complete solar cell. However, even if they are 
much cheaper than the first generation, their efficiencies pale in comparison. The latest 
technology in solar cells is the third generation,122 consisting mainly of organic materials 
such as dyes,123 polymers,124 and quantum dots.125 They are very cheap to mass-produce 
as the target is to print them like paper, while also having the best efficiency of all 
generations (up to 47.1%).126 Unfortunately, they are still in research and have not yet 
been commercially available. This thesis delves deeper into one type of third-generation 
solar cells: Dye-sensitized solar cells. 
 

1.3.2. Dye-sensitized solar cells 
 

As stated above, these third-generation cells are still under research. A particular type 
is the dye-sensitized solar cells, not because of their efficiency (12.0~12.5%), but due to 
their physical properties.127 They are flexible and semi-transparent, allowing for diverse 
applications, including printing them through conventional roll-printing techniques. 
These properties imply that their cost is minimum and mass production possible, 
meaning that they are perfect candidates to compete with fossil fuels due to their 
reduced price.  
They work similarly to silicon-based solar cells, yet they have a significant difference. 
While the silicon acts as both electron carrier and donor, these roles separate in the dye-
sensitized solar cell. The first layer includes a dye, a material that can absorb a photon 
and excite it to enable its transfer. This electron is not transferred through the same dye; 
instead, a charge separation process occurs between the dye and a semiconductor. A 
set of titanium oxide (TiO2) particles acts as both scaffold and semiconductor. Once the 
electron has moved unto the TiO2, it diffuses towards the desired circuit. When the 
electron returns, it comes back through a platinum electrode, and here occurs the most 
significant difference between silicon 
and dye-based solar cells; the 
platinum and the TiO2 are not in 
contact; in fact, they connect 
through an I-/I3

- electrolyte. The 
triiodide ion takes the electrons from 
the platinum cathode and reduces to 
iodide. This iodide oxidizes to the 
triiodide when in contact with the 
dye that was initially photoexcited, 
completing the circuit (Figure 26).  
Despite requiring expensive metals like platinum for the electrode or ruthenium for the 
dyes,128 the amount needed is minimal. Besides, since these cells do not need complex 
assembly or materials like silicon cells, they are one of the cheapest choices for the 
future. These cells have technical problems, though; the charge transfer between dye 
and scaffold is inferior; one of their low-efficiency reasons. Furthermore, the electrolyte 
is a liquid; thus, high and low temperatures may expand or freeze it, respectively, 
potentially damaging the cell or further reducing its efficiency. As a critical remark, the 
dyes are usually in the nanometer spectrum; thus, to absorb as many photons as 

Figure 26. Dye-sensitized solar cell general mechanism. 
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possible, their density through the surface has to be high. It needs scaffolds with large 
surface areas, being this the reason for the TiO2 nanoparticles. Different nanoparticles 
can vary the efficiency of the process, depending on their charge transfer capabilities. 
With this in mind, there is an up-and-coming field: carbon nanostructures and, in 
particular, fullerenes. 
 
 

1.3.2.1. Fullerenes and CNOs 
 

Fullerenes are an allotrope of carbon like graphite or 
diamond. The first discovered fullerene in 1985 was 
C60,129 which resembles a soccer ball (Figure 27). 
Fullerenes consist of twelve pentagons and a varying 
number of hexagons depending on the number of C 
atoms, which gives them a large surface area and 
different reactivity depending on the bonds. Their 
structure contains an extended π-conjugation that 
enables them to absorb visible light and photoexcite 
electrons. 
 
Following the last section, the need for better surfaces for dyes and better charge 
transfer between the surface and the electrode is apparent. Fullerenes could replace 
the TiO2 layer to increase the solar cell’s efficiency, but some requirements exist.  
First, the charge transfer needs to be better than with the TiO2 nanostructures. 
Fullerenes research demonstrated that they can transfer charges close to the range of 
TiO2, but they may not be enough yet.130-131 Nevertheless, their functionalization is rich, 
and many research papers focus on fullerene functionalization and the different bond 
reactivity.132-134 Even more, the addition of ions inside the fullerenes provides further 
depth into their reactivity, thus considering them as dyes and scaffolds simultaneously. 
Fullerenes have the current spotlight in dye-synthesized solar cell development for 
these reasons. While they are an exciting topic to research, there is an even more 
exciting structure tightly related: CNOs. 
A Carbon-Nano Onion (CNO) definition is a fullerene inside another fullerene, i.e., a C60 
inside a C240, also named C60@C240. CNO’s research on their electronic properties is 
promising, but the large atom count has made computational studies difficult. 
Nevertheless, they have proven a better charge transfer than fullerenes, but also than 
TiO2.135-137 Therefore, CNO’s seem to be an enhanced version of fullerenes in charge 
transfer, but their reactivity lacks computational research, mainly due to their size and 
control synthesis for lab results. Nevertheless, their bonds’ reactivity studies are still 
relevant and demanded precisely due to their charge transfer capabilities. Since 
fullerenes include many formal double bonds, an excellent approach to study their 
reactivity is the Diels-Alder reaction (Figure 28).138 

Figure 27. Structure of C60 fullerene. 
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This reaction is fundamental yet straightforward 
in organic chemistry. It consists of the formation 
of rings through a compound with two 
conjugated bonds (diene) and another molecule 
with a double bond. Due to fullerenes’ natural 
composition, rich in double bonds, it is possible 
to use them as dienophiles. As for the diene, 
cyclopentadiene is optimal since it can give 
depth to the study as the methylene can point 

towards one bond or another while not increasing the atom count much. 
Overall, this thesis’s last objective is to study the smallest CNO reactivity, C60@C240, using 
a Diels-Alder reaction, and compare it with its reactivity when including a Li+ cation in 
the inner fullerene, Li+@C60@C240 (Figure 29). The Li+ ion adds depth to the study as its 
presence helps to understand both the reactivity and the CNO shielding capabilities in 
charge transfer processes, such as a Faraday Cage.139 
 
 

 
Figure 29. Example of a transition state of a Diels-Alder reaction between Li+@C60@C240 CNO and 

cyclopentadienyl. Inner fullerene highlighted in green, and lithium cation shown in red. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

Figure 28. Diels-Alder reaction. 



52 
 

 

  



53 
 

 

 

 

Chapter 2. Methodology and Computational 

Chemistry Tools 
2.  

2.1. Quantum chemistry 
 

Whenever someone hears about quantum chemistry, the first thing that usually comes 
to mind is Schrödinger’s cat or the Heisenberg uncertainty principle. The first one is a 
narrative story about a cat inside a box containing a device with a radioactive particle 
with a 50% probability of disintegrating and a bottle of poisonous gas that will open if 
the particle disintegrates, killing the cat. Since this is only a matter of probability, it is 
mandatory to open the box to know what happened to the cat; thus, it is both dead and 
alive simultaneously until we observe it to determine its state. The second one refers to 
the concept of measuring the velocity and the position of a particle. For a simplified 
explanation, to measure any, we must interact with the particle, making it impossible to 
know both parameters at once precisely. To clarify, when we look at the particle’s 
position, we do not know its exact speed, while if we observe its speed, we cannot know 
its exact position. These two theories relate to particles’ quantum properties, but they 
are not the leading cause of quantum chemistry development. Nevertheless, they 
constitute an essential piece of knowledge developed thanks to what is known as 
quantum mechanics. The following sections will try to explain quantum chemistry's 
development in a simple, yet exciting way, for all the readers that may be new to this 
concept. 
 

2.1.1. A look into Quantum Mechanics 
 

Around the 17th and 18th centuries, scientists 
noticed some characteristic effects not easily 
explained using classical physics. A known 
example relates to light. In 1670, following 
Descartes140 work in 1637, Newton started its 
corpuscular theory of light.141 This theory 
focuses on light refraction, which is the bending 
of light crossing two media of different density 
(water and air, for example), and light reflection, 
which occurs when light bounces off a surface at 
the same angle (Figure 30).  

Figure 30. Difference between reflection and 
refraction of light. n1 and n2 refer to different 
media such as air and water. 
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Newton stated that light had to be composed of little particles or corpuscles, infinitely 
small particles with properties because only physical particles would move in straight 
lines. On the other hand, Hooke142 proposed in 1672 a pulse theory that stated that light 
propagates like waves in water, and in 1678 Huygens143 proposed the mathematical 
view, his wave theory of light waves (Figure 31). This theory defended that light is 

composed of waves and that each one was a 
wavefront, a source of spheric wavelets (or wave 
origins) that moved through a media called ether, 
which envelops all space. The combination of the 
new waves generates more wavefronts that, at the 
same time, produce more wavelets and so on. Both 
theories tried to describe light, and while Newton 
can describe reflection, Huygens can describe both 
reflection and refraction, but none can explain the 
diffraction and interference observed in light. In the 

early 19th century, Young144 proposed a set of reasons supporting the wave theory of 
light. He used a ripple tank, a device to generate waves in water, and demonstrated that 
with two wave origins, there were some places where both waves collided destructively, 
thus not showing any wave. After this experiment, he also developed what we know as 
the double-slit experiment. To understand it, let us think first about what would happen 
if a beam of light crossed a single slit. If the light consisted of particles, we would observe 
a pattern according to the shape of the slit it crossed. However, should we experiment, 
the conclusion is a spread-out form of the slit pattern, which is already a good indicator 
that light is a wave instead of a corpuscle.  
Now, returning to the double-slit 
experiment, if we shoot a single beam of 
light through two identical slits, we 
observe the same spread pattern, but now 
there are shadow bands along with the 
pattern. These are the result of destructive 
interference between both waves (Figure 
32). In 1818, Fresnel145 demonstrated that 
with his mathematical principle of 
interference, together with the Huygens wave theory of light and Young’s experimental 
support, they could demonstrate reflection, refraction, diffraction, and interference; 
thus, they made the Huygens-Fresnel principle. Altogether, this was the beginning of the 
acceptance of the wave theory of light.  
For the next century, new problems involving radiation arose, such as the black body 
radiation,146 which tried to explain, in very rough terms, the relationship between the 
increase of temperature in a black body (an object that absorbs all radiation, thus it can 
also emit all radiation as well) and the emitted radiation of this body due to the heat. 
Using classical physics, Rayleigh and Jeans147 defined experimental results related to the 
radiation (energy) that an ideal black body would emit, increasing when the frequency 
increases as well, but only up to 105 GHz. According to classical physics, higher 
frequencies implied energy emissions that could be infinite, which means that any given 
object could radiate infinite energy, thus leading everything to a temperature close to 
the absolute zero. This phenomenon is known as the Ultraviolet catastrophe. Luckily, 

Figure 31. Huygens’s wavelet and 
wavefront representation. 

Figure 32. Double slit experiment with the resulting 
interferences. 
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this is not the case, which indicates that classical physics cannot define this, so a new 
model was necessary. 
Planck’s approach148 to this problem resulted in another giant leap in quantum 
mechanics. In 1901 he proposed that there were individuals in the matter that vibrated 
at a given frequency with a given energy level. This definition means that if a black body 
absorbed an infrared light as an example, it would emit the same infrared light at 
another given time, but not a higher one because the energy is quantified. This new 
concept became the widely known Planck’s Law: 
 

 𝐸 = 𝑛 · ℎ · 𝑓 (7) 

 

Where E is energy emitted by a black body, n is the number of vibrating individuals at a 
given frequency f, and h is a constant able to transform frequency units into energy 
units, also known as Planck’s constant. 
Thanks to this proposal, quantum mechanics emerged and considered Max Planck as 
the quantum theory’s father. 

Going back to the black body problem, Planck described the radiation emission 
according to the heat of a black body compared to the classical view (Figure 33), but an 
intrinsic “problem” arose from this deduction. Light has a defined frequency determined 
by the speed of light and its wavelength: 
 

 𝑓 =
𝑐

𝜆
 (8) 

 

Therefore, a given wavelength will only have a specific frequency, and this frequency 
will emit light only when it has a given energy. For a 500 nm wavelength: 
 

 
𝑓 =

𝑐

𝜆
=  

3 ∗ 108

5 ∗ 10−7
= 0.6 ∗ 1015𝐻𝑧 (9) 

   

 𝐸 = 𝑛 ∗ 6.6 ∗ 10−34 ∗ 0.6 ∗ 1015 = 𝑛 ∗ 3.96 ∗ 10−19 𝐽 (10) 

Figure 33. Black body radiation according to classical physics (black line) and Planck's approach (colored 
lines). 
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Eq. 10 means that a 500 nm light wave can give an integer multiple of energy packets of 
3.96 · 10-19 J, but not in between, implying that energy is not continuous; therefore, if 
this is true, then light cannot be a wave, because the energy of waves is continuous. 
Continuing the time scale, in 1905, Einstein149 published his view on the photoelectric 
effect. When a light package hits a material, it will emit electrons. The classical view of 
this effect is that all materials could emit electrons when hit with a light beam 
independent of its frequency. If anyone wanted to increase the electron emission speed, 
increasing the intensity of the beam of light was enough to make it happen, and 
accordingly, a dim light could emit electrons, but since it was not intense enough, there 
would be a time lag Eqin order to build up the energy required. However, experimental 
results showed that the electron emission only occurred when reaching or surpassing 
certain frequency thresholds. Using Planck’s previous work that explained that light 
travels in packages of determined energy and frequency, Einstein demonstrated that 
light is not a single wave but a sum of discrete wave packets. He also stated the 
importance of momentum’s transfer during emission and absorption of radiation since 
the radiation that resulted in these processes always had a specific direction and 
velocity. With energy and momentum, light once again behaved as a particle, but also 
as a wave simultaneously. This finding is the first report for the quantum effect called 
wave-particle duality, and it attributes to the light packages, also known as photons. 
Einstein was awarded the Nobel Prize in 1921 for this discovery.150 
In 1924, de Broglie151 hypothesized that it was not only light that had this duality, but 
also all matter behaved as both a wave and a particle. Derived from rearranging the 
equations of Planck and Einstein: 
 

 𝐸 = ℎ · 𝑓                     Planck’s Law (11) 

   
                           𝑝 =

𝐸

𝑐
=

ℎ𝑓

𝜆𝑓
 =

ℎ

𝜆
              Einstein’s momentum (12) 

   
                               𝜆 =

ℎ

𝑝
 = 

ℎ

𝑚·𝑣
                  de Broglie equation (13) 

 

Eq. 13 implies that any particle with a mass m and a velocity v has an associated 
wavelength. Davisson, Germer, and Thomson152-153 confirmed their hypothesis three 
years later, where they found the diffraction of an electron, a feature only found in 
waves. 
In 1927, Schrödinger’s154 equation paved the way for modern quantum mechanics. All 
scientists struggled to define both a particle and a wave correctly, yet not 
simultaneously. De Broglie described the electron as a particle with wave-like properties 
but only considered electrons in a plane, not as a tridimensional particle. Schrödinger’s 
approach was to consider the electron in a potential well caused by the atom’s protons. 
We show the time-independent formula that he devised and reproduced the Bohr 
model’s energy levels in Eq. 14. 
 

 
 

(14) 

 

The Ψ refers to the wavefunction, which describes the probable position, momentum, 
time and spin of all particles that define our system (quantum-state), and Ĥ refers to the 
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Hamiltonian operator, which correspond to the sum of all the kinetic and potential 
energies for all the particles in the quantum system. Overall, Schrödinger’s time-
independent equation describes a given stationary quantum state. 
In an atomic system, we consider both the electrons and the nuclei for a given quantum 
state. Max Born and Robert Oppenheimer155 proposed that it was better to treat the 
nuclei’s and electrons' movement separately due to the difference in both particles' 
mass. Namely, the electrons orbit the nuclei much faster than the nuclei move. Next, 
due to this movement's imparity, one can approximate the nuclei to be stationary 
concerning the system's electrons. By doing so, we neglect the nuclei's kinetic 
contribution, and the potential energy of the nuclei becomes constant. Effort-wise, for 
each particle in a given system, there are three variables (x, y, z coordinates), and the 
complexity of the equation dictates that, at best, the necessary power to solve the 
equation increases to the square of the number of coordinates in a given system. 
Therefore, with this approximation, the resolution effort is significantly reduced. 
In 1927 Heisenberg156-157 introduced the uncertainty principle already explained in the 
previous section, and from 1930 onwards, more specialized subjects developed such as 
quantum chemistry, quantum electronics, quantum optics, and more. While it seems 
that thanks to the Schrödinger equation, we can define any given system, which is true, 
it is also apparent that the required calculations increase exponentially both in size and 
difficulty, even with the Born-Oppenheimer approximation. A hydrogen atom needs the 
potential and kinetic energy between proton and electron, which is simple enough. The 
next more straightforward system would be a helium atom with two protons and two 
electrons. In this case, it needs proton-proton interaction, electron-electron interaction, 
two proton-electron interactions (one for each different electron), and the kinetic 
energy of each particle, and this is just a simplified approach to show that the more 
particles involved, the greater the complexity. Nevertheless, the most crucial issue with 
the Schrödinger equation is that it cannot precisely explain systems with more than one 
electron due to the Coulomb electron-electron repulsion dielectronic term. This 
repulsion means that interacting with one electron will affect the other as well. 
 

2.1.1.1. The Hartree-Fock method 
 

In 1928, Hartree158-160 published a way to approximate Schrödinger’s equation for multi-
electronic systems, the self-consistent method. In a system with two or more electrons, 
we use a multi-electronic wavefunction to solve the Schrödinger equation, where one 
wavefunction defines each electron's position, momentum, and spin while depending 
on each one of the others (repulsion between electrons). Defining one of the electrons' 
position affects the whole system, needing to redefine the rest of them, but now the 
new positions of the other electrons disturb the initial one; thus, the mathematical 
effort increases rapidly. Hartree’s solution was to consider each electron individually: 
for each electron, one spin-orbital, and one wavefunction. The variational principle161 
dictates that the optimal spin-orbitals are those that minimize the energy of the system. 
Still, the field seen by one electron depends on the other electrons; thus, we must 
provide an initial guess of the spin-orbitals. This initial guess serves to solve the 
Schrödinger equation, which will give new spin-orbitals (each electron is affected by the 
average repulsion of the other ones) and gives the system's energy. With these new 
spin-orbitals, the process is repeated iteratively until the energy calculated changes by 
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a predefined amount (hence an approximation) of the previous cycle. When this 
happens, it implies that the last energy found for the system is equal or approximate to 
the previous iteration, so the system is now said to be self-consistent. Overall, it converts 
a multi-electronic wavefunction into the product of single-electron wavefunctions as 
follows: 
 

 ψ(r1, r2, ⋯ , r𝑖) ≈ φ1(r1)φ2(r2)⋯φ𝑖(r𝑖) (15) 

 

Then it minimizes the energy of the system, also known as the energy of the ground 
state: 
 

 𝐸0 = ⟨𝜓0|Ĥ|𝜓0⟩ (16) 

 

All this explanation summarizes as follows: with an initial spin-orbital, we can obtain the 
system's optimal spin-orbitals, and their associated optimal energy, also known as the 
ground-state energy.  
Although it seems a good approximation, there is a fatal flaw in its design: the Pauli 
Exclusion Principle is disobeyed.162 This principle dictates that two or more identical 
fermions (particles with half-integer spin), in our case electrons, cannot be located in 
the same quantum state simultaneously. More precisely, if two electrons coexisted 
within the same orbital, the spin must be different from each other. This statement also 
implies that the exchange of two electrons must be antisymmetric to exchanging space 
and spin. Slater163 and Fock164 demonstrated that Hartree’s method did not fulfill it in 
1930. Later on, in 1935, Hartree reformulated the mathematical method to correct it 
using Fock’s work. Thus the Hartree-Fock method165 was born, and the mathematical 
tool that Slater developed, also known as Slater determinants, complied with the 
antisymmetry principle. As this method relies on iteration, and the cycles grow 
exponentially according to the number of electrons present in our quantum system, the 
work required to solve the Schrödinger’s equation for medium-sized atoms was large. It 
was not until 1950 that computers reached a resource threshold beyond what 
handwriting could reach.166 This was the turning point in quantum mechanics to delve 
deeper into the computing world. 
   

2.1.1.2. Basis sets and atomic orbitals 
  

Reading the previous section, we can have a general grasp on how to treat 
wavefunctions in a quantum state, but the information regarding the atomic orbitals is 
still lacking. Right now, with these atomic orbitals put into the Hartree-Fock functional, 
it should be possible to obtain a reasonable solution for the Schrödinger’s equation; 
therefore, let us see what they are. 
First, atomic orbitals are a mathematical function that can define the electron and its 
wave properties in an atom. These orbitals enable calculating the probability of an 
electron being located in a specific spatial region. In other words, the orbitals describe 
“electron clouds” that surround the atom and indicate the most likely position of an 
electron. These electron clouds are defined using four quantum numbers: the principal 
quantum number (n), the azimuthal quantum number (l), and the magnetic quantum 
number (ml), thus defining the spatial orbital, and if we include the fourth quantum 
number, the spin quantum number (s), then we have the complete spin-orbital (a 
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combination of spatial orbital and spin). In general terms, these numbers are sets of 
numerical values that give acceptable solutions to Schrödinger’s equation for the 
hydrogen atom (single electron wavefunction). 
The principal quantum number (n) defines the energy of 
an electron. It can go from 1 to any integer number. The 
higher the quantum number, the less attached to the 
nucleus of the atom. This definition fulfills the quantization 
of energy, as every electron defined will have a specific 
energy level. This number appears first in the Bohr atomic 
model, which described an atom like a small solar system, 
where the nucleus would be the sun and the electrons the 
surrounding planets, but instead of gravity pulling 
everything together, that would be the role of electrostatic 
forces (Figure 34). This number derived from the values of 
orbital angular momentum, L, in the Bohr model. This 
equation, however, was originated from a 2D atomic 
model, but the Schrödinger wave equation describes the energy using this quantum 
number in a 3D model:  
 
 

 𝐿 = 𝑛 · ћ = 𝑛 ·  
ℎ

2𝜋
           Bohr’s orbital angular momentum (17) 

   

           𝐸𝑛 =
𝐸1

𝑛2                      Schrödinger’s bound state energies (18) 

   

 Where n is the principal quantum number. Overall, the 
principal quantum number allows for the quantization of 
energy, but it fails to define complex systems where the 
energy levels are degenerate. The azimuthal quantum 
number (l) defines the electron’s angular momentum in a 
given quantum state. To simplify, it gives the shape of the 
orbitals. The quantum number l correlates with the quantum 
number n as follows: 

 

An integer defines n, so it defines l as well. As each azimuthal 
quantum number has a given shape, the first four are named 

as s (l = 0) for sharp, p (l = 1) for principal, d (l = 2) for diffuse and f (l = 3) for fundamental. 
The following ones continue the alphabetical order except for the letter j, avoided as 
not to get confused with the letter i (s, p, d, f, g, h, i, k, …).  
While the principal quantum number defines the energy level, the azimuthal quantum 
number defines the subshells inside the energy level. Still, there is missing information, 
such as the number of orbitals in a tridimensional space. The magnetic quantum number 
(ml) appears to tackle this issue. It originates from breaking down the wavefunction 
expressed in spherical coordinates (as it is a tridimensional space) into a product of the 
radii, the polar angle (angle between Z-axis and Y-axis), and the azimuthal angle (angle 
between X-axis and Y-axis): 
 

 𝑙 = 0 → 𝑛 − 1 (19) 

Figure 34. Bohr atom model 
showing the different n levels. 
Radii according to n2. 

Figure 35. Atomic orbital 
wavefunctions of the H 
atom. X-axis shows l, Y-axis 
shows n quantum numbers. 
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(20) 

 

By solving the differential equation, one can 
find that values greater than the azimuthal 
quantum number do not allow a solution 
for the polar angle, and in the end, the 
magnetic number can be any integer 
between –l and l, with the zero included. 
This magnetic number determines how 
many orbitals are in a subshell, so let us 
suppose a subshell of l = 1 (p subshell). The subshell includes three orbitals with 
magnetic quantum number -1, 0, and 1. These are also known as the orbitals px, py, and 
pz (Figure 36).167 
Finally, the spin quantum number (s) appears to define that the electrons are spinning 
while also fulfilling Pauli’s exclusion principle. The Stern-Gerlach experiment168-169 
proved the existence of electron spin in 1920, even before it was formulated. The 
experiment consisted of evaporating silver atoms in a vacuum, and using thin slits, a 
magnetic beam with a homogeneous magnetic field guided the atoms, colliding with a 
metallic plate. Classical physics determines that the atoms should have formed a thin 
line in the beam's shape; instead, two lines were formed. This occurred since silver has 
an unpaired electron in its valence shell; thus, we determine the spin. Since it is either 
positive or negative, the electron behaves like a small magnet, going towards the 
magnetic beam if negative while going away if positive. In 1928, the Dirac equation170 
was able to predict all four quantum numbers naturally, not only the spin quantum 
number. Pauli’s exclusion principle states that two fermions (electrons) cannot share 
the same quantum numbers in the same quantum state. Since the spin quantum 
number can be either +1/2 or -1/2, if n, l, and ml are the same, only two electrons can 
occupy the same spatial orbital, each with a different spin quantum number. Now that 
the atomic orbitals are defined, it is possible to describe a given quantum state. It is 
possible to use all orbitals, to describe our quantum state. Nevertheless, this is very 
costly, even in computational terms, and for some systems with many atoms it can be 
hard to accomplish. This is where basis sets come into play. 
A basis set is a set of functions that will define each of our atomic orbitals of our 
quantum state. They transform the differential equations into algebraic equations for 
an efficient computational implementation. As an example, a carbon atom has six 
electrons spread in the orbitals 1s2s2px2py2pz. The bare minimum amount of basis sets 
needed to define the carbon atom are two s basis sets and one p basis set (STO basis 
set, for instance). Typically, this gives poor results, but it is the cheapest reasonable 
calculation. For the same carbon atom, it is also possible to use more functions to define 
it, emphasizing the valence electrons and giving them more flexibility since they are 
responsible for the bonding. A basis set where the valence electrons have the flexibility 
to go a level beyond their valence level (increase the n quantum number by 1), also 
called valence double-zeta basis set, increases the accuracy of the calculation. This basis 
set would use one s orbital set for the inner orbital (n=1), one s and one p orbital sets 
for the valence orbital (n = 2) and one s, one p sets, and one d orbital set if it also includes 
polarizable functions for the next available energy level (n = 3). By doing so, the five 

Figure 36. Orbitals of subshell p. 
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orbital sets (double-zeta valence polarized) represent better the valence electrons than 
with three orbital sets (minimal). 
 

2.1.1.3. Density Functional Theory (DFT) 
 
With all the information collected so far, we can calculate a given quantum state's 
wavefunction if there is enough computational power. However, the computing power 
is limited, and the difficulty of solving the wavefunction increases rapidly with the 
number of electrons. As stated previously, the wavefunction depends on 3N variables 
(x, y, and z for each electron) + 1N variable (spin of each electron) for a total of 4N 
variables where N is the number of electrons. A water molecule has 10 electrons, which 
means that it needs 40 variables, yet it is a very simple molecule. Therefore, it was 
imperative to find a better way to compute the wavefunction to reduce the number of 
coordinates, so scientists decided to use the electron density.171  
This electron density is the probability density of finding 
an electron in a region of space. In mathematical terms, 
the electron density [ρ(r)] is a function of the spatial 
coordinates (r). By making this approximation, we assume 
that it is impossible to know the precise location of an 
electron; instead, we tackle the problem by attributing 
them to the regions of space they will most likely occupy. 
The 4N variables convert into only three variables by 
treating the electrons as indistinguishable, independently of the number of electrons. In 
a one-electron system, the electron density is proportional to the square of its 
wavefunction.156 Electron density is a measurable trait, as X-ray diffraction can detect it 
(Figure 37).  
In a density plot, the maxima represent the nuclei's position, as it is where we locate the 
electrons, and the valleys between maxima are the bonds of the molecule. However, to 
be useful to solve Schrödinger’s equation, this density must represent the system's 
energy. Pierre Hohenberg and Walter Kohn172 demonstrated that the electron density 
correlates to the system's energy through a reduction to the absurd method. In a given 
system with electrons and nuclei, we can consider the Hamiltonian operator as follows: 
 

 𝐻 = 𝑇𝑒𝑙𝑒𝑐 + 𝑇𝑛𝑢𝑐 + 𝑉𝑒𝑛 + 𝑉𝑛𝑛 + 𝑉𝑒𝑒 (21) 

 

Using the Born Oppenheimer approximation, we neglect the kinetic energy of the nuclei 
(𝑇𝑛𝑢𝑐), and the potential energy between nuclei (𝑉𝑛𝑛) is constant. Meaning that we 
describe the system by the number of electrons and the nuclei's potential, which also 
means that they also give the wavefunction and electron density. The first Hohenberg-
Kohn theorem assumes that two external potentials (𝑉𝑒𝑥1 and 𝑉𝑒𝑥2) that can originate 
from nuclei have the same electron density. Since the potentials are different, the 
Hamiltonians should be different and thus, their corresponding wavefunctions as well, 
unless the difference between 𝑉𝑒𝑥1 and 𝑉𝑒𝑥2 is a constant. If one applies this to the 
ground-state energy associated with each wavefunction: 
 

 𝐸1 = ⟨𝜓1|Ĥ1|𝜓1⟩ and 𝐸2 = ⟨𝜓2|Ĥ2|𝜓2⟩ (22) 

 

Since the difference resides in the nuclei potential: 

Figure 37. Observable electron 
density of aniline. 
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 𝐸1 = ⟨𝜓1|Ĥ1|𝜓1⟩ <  ⟨𝜓2|Ĥ1|𝜓2⟩ =  ⟨𝜓2|Ĥ2 + 𝑉𝑒𝑥1 − 𝑉𝑒𝑥2|𝜓2⟩ (23) 

   

 
𝐸1 < 𝐸2 + ∫[𝑣1(𝑟) −𝑣2(𝑟)]𝜌(𝑟)𝑑𝑟 (24) 

 

Swapping the indexes 1 and 2: 
 

 
𝐸2 < 𝐸1 + ∫[𝑣2(𝑟) − 𝑣1(𝑟)]𝜌(𝑟)𝑑𝑟 (25) 

 

Finally, adding Eq. 24 to Eq. 25, we obtain: 
 

 𝐸1 + 𝐸2 < 𝐸1 + 𝐸2 (26) 

 

This equation shows that the assumption that both potentials were not equal is wrong, 
which determines that the potential V(r) is unique to the functional of ρ(r). Since the 
potential also fixes the Hamiltonian, then the electron density can determine all 
properties of the system: 
 

 𝜌(𝑟) → 𝑉𝑒𝑥𝑡(𝑟) → Ĥ (27) 

   

  𝜌0 → {𝑁, 𝑍𝐴, 𝑅𝐴} → Ĥ → 𝜓0 → 𝐸0 (28) 

 

This finding goes by the hand of the second theorem of Hohenberg-Kohn that states that 
the functional responsible for a given quantum state's ground state energy gives the 
lowest energy if and only if the density is the correct ground state density, which means 
that any density that is not the ground state density will give higher energy than the 
ground state. Hohenberg-Kohn developed their functional FHK, which can minimize any 
starting density until reaching the density of the ground state: 
 

 𝐹𝐻𝐾[𝜌] = Min
𝜓→𝜓𝜌0

⟨𝜓|𝑇̂ + 𝑉𝑒𝑒̂|𝜓⟩ (29) 

 

Nevertheless, the exact expression to correlate FHK and the electron density is unknown 
because the exact form of T[ρ] is unknown, deriving into errors that led to preferring 
one-electron wavefunctions due to their higher accuracy. It was until 1965 when Walter 
Kohn and Lu Jeu Sham173 suggested that we approach the system's kinetic energy (T[ρ]) 
through an alternate set of molecular orbitals from a reference system of non-
interacting electrons. By doing so, they demonstrated that it is possible to calculate the 
electron density as follows: 

 

𝜌(𝑟 ) = ∑|𝜒𝑖(𝑟 )|
2

𝑁

𝑖=1

 (30) 

 

Where 𝜒𝑖  are the Kohn-Sham spin-orbitals. Thanks to this expression, using an initial set 
of molecular orbitals, one can obtain an initial electron density guess. This density will 
enable the FHK solution, which, in turn, will give a new set of orbitals. There is an 
outstanding flaw in this process: by adding a set of non-interacting one-electron orbitals, 
the function now depends again on 3N variables, instead of 3. Still, since these orbitals 
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are not correlated, it is much easier to compute than the fully correlated HF method. 
Speaking of HF, this process also iterates until the energy converges. If one compares HF 
and DFT, there are apparent differences. In HF, the Hamiltonian is exact, but due to a 
Slater determinant's use as a multi-electron wavefunction, the solution is always 
approximate. On the other hand, in DFT, the Hamiltonian is approximate, but the final 
electron density can be exact. The general formula obtained through this process: 
 

 𝐸[𝜌] = 𝑇𝑠[𝜌] + 𝑉𝑛𝑒[𝜌] + 𝑉𝐶[𝜌] + 𝐸𝑥𝑐 (31) 

 

Where E is the total energy, Ts is the kinetic energy of the reference system, Vne is the 
nuclei-electron interaction, and Vc is the Coulombic repulsion between electrons. At this 
point, the exchange-correlation energy between electrons, plus the difference in kinetic 
energy between the set of non-interacting electrons and the real interacting ones, 
compiles into the Exc term, which is unknown. This new term is responsible for DFT flaws, 
like not describing intermolecular interactions such as van der Waals forces, charge 
transfer excitations, transition states, potential energy surfaces, and others. Overall, DFT 
methods exist in a wide variety just to try to describe this Exc term. According to the 
degree of parameters to consider in this Exc calculation, we can divide DFT functionals 
into LDA, GGA, Meta-GGA, Hybrids, and hybrid meta-GGA, increasing in accuracy 
according to Jacob’s Ladder174 (Figure 38). 
In summary, LDA means Local Density Approximation, a 
method that depends exclusively on the density.175 It runs 
well in systems where the electron density is constant, 
but it cannot describe weak interactions nor 
thermochemical predictions, and even more, they usually 
overestimate the bond strength. The next step 
corresponds to the Generalized Gradient Approximations 
or GGA.176 This approach takes the LDA and improves it 
by adding the density gradient into the functional. It 
corrects LDA's overbinding, has more real magnetic 
properties, and better energy barriers yet, Van der Waals 
forces are not present, and for some metals, GGA is worse 
than LDA. Following GGA comes meta-GGA functionals.177 
These functionals also include kinetic energy density. Some qualities improve compared 
to the GGA, but adding the kinetic energy, which depends on the Kohn-Sham orbitals, 
implies further calculations and longer computational times. Hybrid methods178 include 
the exact HF exchange, or at least, a part of it through a mixing parameter. This approach 
calculates the HF exchange and adds it to get closer to the system's exact energy; thus, 
the problem with these methods is that since we calculate HF, we have to deal with 4N 
variables, not like the 3N previous methods. Therefore, it is much more time-consuming. 
The ladder's final step would be the Full Configuration Interaction, or FCI,179, where we 
have the exact exchange and the exact correlation. It is the most time consuming and 
the most expensive one as it requires all possible electron configurations. Due to the 
depth of this method, it is often used for small molecules or atoms only. 
 
 
 
 

Figure 38. Jacob's ladder of 
chemical accuracy. 
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2.1.1.4. How to choose the optimal functional and basis set 
 

Considering the number of available functionals and basis sets, choosing which is best 
appropriate for our target work can be difficult. There are three main possibilities for 
choosing the right methodology based on each given project and the available 
bibliography.  
Let us assume three cases: one where there is no information available for our project 
(new research topic or experimental data without computational info); one that is 
similar to other computational works on the bibliography, and a last one where the 
project is new, but some target data (such as pKa) are relevant to the project. In the first 
case, without any computational background, the best choice is to do a benchmark. 
Benchmarking serves to study different functional/basis combination and compare a 
particular step with the available experimental data. Usually, it is better to choose the 
methodology that most closely resembles the experimental data; however, there are 
some specific cases where accuracy must be set aside for the project's sake. As a clear 
example of such a case, there is a project on a multi-layered fullerene (or CNO) 
consisting of over three hundred atoms in this thesis. For quantum mechanical 
calculations, this implies a high cost since, as stated previously, the power needed 
increases in an N3 fashion, leading to long-lasting calculations for each molecule. Thus, 
the benchmark served to verify experimental data and find the most time-efficient 
functional/basis set combination.  
If neither experimental nor computational data are available for our project, 
benchmarking does not help as there are no experiments to compare; thus, the 
methodology must be chosen based on the most similar molecules from other works. In 
the second case, where published papers focus on similar compounds as our target 
project, an optimal approach is to mimic their procedure, with their same molecules, to 
verify that we can reproduce their data. The methodology should be proven as it was 
published in a previous article, while also allowing the comparison between both papers, 
should that be a topic of interest.  
For the last option, a project without predecessors that targets measurements like 
electropotentials or pKa should aim to reproduce these measurements of already 
published computational works. As stated above, this ensures the validity of the 
procedure and helps to identify human errors. Once we reproduce the measurements, 
it is possible to import their methodology into the new project. When looking for 
methodology, it is advisable to search for the whole target process (equations, 
regressions, and everything useful) to help in the upcoming project. 
Once we choose the functional and the basis set, it is possible to include corrections to 
define our target system better. A clear example would be a reaction in the gas phase, 
in ethanol, or water. While it is the same reaction, the media changes experimentally, 
so it must change in the computational work, hence the corrections. 
 

2.2. Geometry optimization and transition states 
 

Before making any corrections, it is crucial to view what we should try to correct clearly. 
The most critical data in computational chemistry is energy. This energy relates to the 
stability of a given compound or the likeability of one reaction to occur or not. It can also 
show whether a reaction path is possible at any given condition. This energy will 
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determine the outcome of the analysis, and it must reflect the experimental behavior; 
thus, it is crucial to understand if it is correct or if it needs adjustments and why. The 
very first thing one must know is the Potential Energy Surface (PES) and its meaning. 
 

2.2.1. Potential Energy Surface (PES) 
 

The PES is the relationship between a molecule (or a set of molecules) geometry and its 
energy (Figure 39). This concept originates thanks to the Born-Oppenheimer 
approximation since it considers the nuclei as static, thus enabling the molecule to take 
a specific structure. 
As shown in the 3D PES view in Figure 39, 
we can see the relationship between 
different coordinates such as bond length, 
angles, or dihedral angles and relate them 
to the molecule's energy at those specific 
parameters. The PES can take any shape 
depending on the studied system; 
however, it shares some particularities. As 
visual training, imagine a surface with any 
shape, then put a marble in the spot where 
the initial guess structure would be located 
and let it go. The marble would slide across the surface, back and forth, until it rested at 
a minimum. This effect occurs as well with molecules, with the subtle difference that 
unless it is a system at the absolute zero (0K) where all the particles are stationary, it 
will never completely stop moving across the surface, but most of the time, it will take 
the shape of the minima. We can explain reactivity through the PES and the system 
moving through the surface.  

In Figure 40, a 2D PES involves the length of a bond and 
the system's energy. Considering the previous example, 
the molecule will never stay at the minima M, but it will 
go from A to B, passing through M steadily due to the 
bond's vibration. The more energy we give to the system, 
the higher point A and point B would locate. The lowest 
line drawn by A and B at any given condition is known as 
the zero-point energy or ZPE, and it represents the 
movement of the nuclei. In mathematical terms, there is 

a known expression to search for minima: Newton-Raphson’s method.180-182 Using the 
energy E(x) function, we can find the minimum through the Hessian matrix (Eq. 32). This 
method takes an initial guess of the energy function, which derives from the guess of 
the spin-orbitals we design, and then iterates until it converges into a minimum. This 
method is better than others (i.e., gradient descent183-184) since it uses the slope's 
tangent at each point to find the next variable until the slope is approximately zero. 
 

 𝑥 𝑛+1 = 𝑥 𝑛 − 𝐻𝑘
−1𝑔 𝑘 (32) 

 

Where 𝐻𝑘
−1 is the Hessian matrix and 𝑔 𝑘 is the gradient vector. 

Figure 39. Example of a PES comparing an angle, a 
length and the energy of each conformation. 

Figure 40. Representation of the 
ZPE of a system. 



66 
 

Let us assume now that there is a reaction between two molecules (Figure 41). Once 
again, the energy is useful for this task. In this case, however, a maximum can be 
observed that connects two minima. This maximum is known as a transition state (TS), 
though in 3D, it is a bit more complicated than that (Figure 42).  
 

 

TSs are points in the PES representing the lowest energy point in the path between two 
minima. They are the critical point for kinetic studies as they dictate the speed of the 
reaction. Assuming a PES that represents all possible geometries of a given system 
versus their energy, the TS is a maximum in the path from one minimum to another, yet 
it is a minimum through the rest of the coordinates. This particularity is known as a 
saddle point, and with it, one understands why the reaction goes through there, as it is 
the optimal path. 
TSs are impossible to track experimentally as they are so unstable that they will 
instantaneously go towards one of the minima. In this sense, quantum mechanics is a 
valuable tool for locating the TS of any reaction and obtaining its information. 
Nevertheless, it is not an easy task due to its nature. In a ground-state calculation, we 
try to find a minimum in all directions; thus, it should be relatively simple to obtain it 
with a good starting point. Nevertheless, to locate a TS, we must start from a geometry 
close to the TS.  
 

2.2.1.1. Gibbs energy 
 

Between 1875 and 1878, Josiah Williard Gibbs185 reported what is known as the basis of 
thermodynamics: enthalpy, defined as the heat of a reaction at constant pressure, and 
free enthalpy, which informs us if the reaction can occur spontaneously at constant 
temperature and pressure. The latter is known as the Gibbs free energy in its honor. 
 

 𝐺(𝑃, 𝑇) =  𝐻 − 𝑇𝑆 (33) 

 

Eq. 33 is the general representation of the Gibbs energy. Looking deeper into the 
formula, the enthalpy represents the following: 
 

 𝐻 = 𝑈 + 𝑍𝑃𝐸 + 𝐶𝑣𝑇 + 𝑃 · 𝑉 (34) 

   

This enthalpy comprises the internal electronic energy (U), the nuclei energy at 0 K (ZPE), 
the change of the internal energy when going from 0 K to T K (Cv), and the product P·V 
at any given conditions by the law of the ideal gases (PV = nRT). The Gibbs energy 

Figure 41. TS between two minima in a given 
system. Figure 42. 3D view of a saddle point. This is 

where a TS is located. 
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assumes that the system is at constant pressure, temperature, and isolated without heat 
transfer between mass, only with the environment.  
To calculate Cv, we must rely on mechanical statistics to partition the energy according 
to their function (vibrations, rotations, etc.). For a more specific understanding: 
 

 

𝐶𝑣 = 𝑘𝐵𝑁 [2𝑇 · (
𝜕 ln(𝑞)

𝜕 𝑇
)

𝑉,𝑁

+ 𝑇2 · (
𝜕2 ln(𝑞)

𝜕 𝑇2
)

𝑉,𝑁

] (35) 

   

where “q” is the product of all the partition functions: 
 

 𝑞 = 𝑞𝑛𝑞𝑒𝑞𝑣𝑞𝑟𝑞𝑡 (36) 

   

Such functions (nuclei, electronic, vibrational, rotational, and translational) allow an 
accurate representation of the system's energy; thus, it is possible to use the Gibbs 
energy as a measure of spontaneity. The entropy (S) of the Gibbs formula also relies on 
this energy partition. In a given reaction, we want to measure how the Gibbs energy 
evolves; thus, we represent it as: 
 

 𝛥𝐺 = 𝛥𝐻 − 𝑇𝛥𝑆 
 

(37) 

 
𝑆 = 𝑁𝑘𝐵 ln(𝑞) − 𝑘𝐵(𝑁 ln𝑁 − 𝑁) + 𝑁𝑘𝐵𝑇 (

𝜕 ln(𝑞)

𝜕 𝑇
)

𝑉,𝑁

 (38) 

 

Where Eq. 37 is the most used form. According to Gibbs, any reaction with a ΔG < 0 
implies that the reaction is spontaneous (exergonic reaction), a ΔG = 0 means that it is 
at equilibrium, and a ΔG > 0 means that the reaction will not occur without external 
interference (endergonic reaction). It is important to remark that while a reaction can 
be spontaneous, we may not observe it if it does not occur fast enough. Human 
combustion (oxidation) is spontaneous, but it is also so slow that we can live for another 
day. The aforementioned TSs determine the speed at which reactions occur. Due to 
these properties, the Gibbs energy is an optimal choice to study mechanistic pathways. 
Once the energy has been established as the main target to study, it is time to adjust it 
using the appropriate corrections. 
 

2.2.1.2. Energy corrections 
 

As stated in the previous section, the methodology chosen for each project is vital and 
determines the results we obtain. Nevertheless, those results may not reflect the 
experiments, thus the need to correct them. We have used the following corrections in 
one or more papers presented in this thesis. 
 

Thermal correction 
 

A straightforward adjustment is to specify the temperature at which the experiment 
occurs. This modification can heavily affect energy, as seen in Eq. 34, 37, and 38. 
Furthermore, the temperature is considered additional energy for the system, and it can 
significantly affect the population of the vibrational levels and the energy barriers of the 
TSs. 
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Pressure correction 
 

Usually, all calculations consider a standard pressure of 1 atm; however, there is an 
adjustment of P = 1354 atm in the water oxidation articles. At first glance, it shocks to 
see this number since the experiments do not occur at this pressure. Martin, Hay, and 
Pratt183 first used this correction because in gas calculations, at P = 1 atm, water has a 
very low density, far from the experimental one of ca. 1gr/cm3. If water is a solvent and 
a reactant, it has more freedom before complexation than after; thus, this adjustment 
tries to reflect water's behavior in such a circumstance. This correction affects the 
translation entropy of the system. In order to obtain this value of 1354 atm, the 
following procedure applies: 
 

 𝑃𝑉 = 𝑛𝑅𝑇 (39) 

   

 
𝑃 =

𝑛𝑅𝑇

𝑉
 (40) 

   
 

𝑑 =
𝑚

𝑉
           𝑚 = 𝑀𝑤 · 𝑛 (41) 

   
 

𝑑 =
𝑀𝑤 · 𝑛

𝑉
 (42) 

   
 

𝑛 =
𝑑 · 𝑉

𝑀𝑤
 (43) 

   
 

𝑃 =
𝑑 · 𝑅 · 𝑇

𝑀𝑤
 (44) 

 

Using the ideal gas formula and the seen adjustments, one can use the liquid's density, 
in this case, water, to reproduce the media. We can obtain the P = 1354 atm by using 
the density of water at 25 ºC (d = 0.997 g/cm3), the gas constant (R = 82.06 
𝑐𝑚3 · 𝑎𝑡𝑚

𝐾 · 𝑚𝑜𝑙⁄ ), the temperature (T = 298.15 K) and the molecular weight (Mw = 

18.015 g/mol). As a remark, when the solvent is not water, the pressure must vary 
according to the solvent (i.e., for methanol P = 605 atm) 
 

Dispersion correction 
 

There is a set of electron correlation effects that occur at long distances in molecules. 
These become relevant for larger molecules (i.e., protein). Kohn-Sham DFT does not 
include this kind of relationship between electrons, and it is currently one of the main 
targets to solve for DFT. These long-distance [induced dipole]-[induced dipole] 
interactions are the London Dispersion Forces,186 the weakest of the attractive van der 
Waals187 dispersion forces. In tiny molecules, they might not be significant enough to 
alter the geometry, but they are a force to reckon with as the size increases. Grimme188 
developed an equation that considers these forces: 
 

 
𝐸 = ∑ ∑ 𝑠𝑛

𝐶𝑛
𝐴𝐵

𝑟𝐴𝐵
𝑟 𝑓𝑑,𝑛(𝑟𝐴𝐵)

𝑛=6,8,10,…𝐴𝐵

 (45) 
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In simple terms, they consider the sum of all the atom pairs of the system through these 
dispersion coefficients Cn to account for them and the fdn damping functions to avoid 
double counting forces or short-distance correlation. This operation is known as DFT-D3 
dispersion correction. Even though this was tested throughout thousands of articles, 
deeming it as a robust dispersion correction, it appears that it overemphasizes the 
dispersion effect in some cases. In 2006, Becke and Johnson proposed189 a finite 
damping for their model, which bases on the Optimized Effective Potential (OEP) of 
Sharp and Horton,190 and Talman and Shadwick.191 They introduced some 
approximations to the model in order to simplify it for computational efficiency. Their 
procedure was so good that Grimme introduced it into its model. This damping 
significantly improves non-bonded distances and has better intramolecular dispersion 
overall when coupled with Grimme’s model, also known as the DFT-D3BJ dispersion 
correction.192 
 

Solvent correction 
 

Most geometry optimization calculations are done in the gas phase. However, it does 
not reflect the media of the reaction, which is usually in a solution. To handle this, there 
are two basic ways to represent the media: include as many solvent molecules as 
possible (explicit model), or emulate the environment that the solvent would create 
(implicit model). It is useful for the first one to make molecular mechanics calculations 
since it relies entirely on several approximations (i.e., nuclei are masses and bonds are 
springs) that do not need a lot of computing power for each atom; thus, we can compute 
a more considerable amount of them. On the other hand, quantum mechanics allow for 
more precision and give better overall energies, but due to its immense power 
consumption since it takes into account all the quantum properties, the more atoms, 
the longer the calculations. If we want to stick using quantum mechanics, a suitable 
correction is to emulate the solvent as a polarizable continuum and make a cavity where 
we locate the target molecule. This method is known as Self-Consistent Reaction Field 
(SCRF).193 There are two approaches to this topic: the Polarizable Continuum Model 
(PCM)194 and the Solvation Model Density (SMD).195 The first one relies on defining a 
cavity with the shape of the target molecule; then, it represents the solvent as a 
dielectric constant that interacts with the molecule. A simple interpretation: 
 

 𝛥𝐺𝑠𝑜𝑙𝑣 = 𝛥𝐺𝑐𝑎𝑣 + 𝛥𝐺𝑑𝑖𝑠𝑝 + 𝛥𝐺𝑒𝑙𝑒𝑐 + 𝛥𝐺ℎ−𝑏 (46) 

 

Where the first term accounts for the Gibbs energy required to make the cavity, the 
second one accounts for the van der Waals dispersion forces between the solvent and 
the solute, the third for the electrostatic component (polarization and charge 
distribution), and the fourth accounts for the hydrogen bonds that may or may not 
occur. The second approach, SMD, is based on the same principle, but it is parametrized 
to work optimally with the Minnesota functionals (M06, M06L, M06-2X, etc.).196-197 
 

Integration grid correction 

 

As previously stated, DFT has several approximations; thus, it is challenging to pinpoint 
inherent flaws to the calculations. One of them is that depending on the integration grid 
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used to calculate the Schrödinger equation; we can find differences of 5 kcal/mol or 
greater due to the molecule's orientation. The need for integration grids arises from the 
exchange-correlation functionals calculations, where analytical solutions are impossible; 
thus, we apply a numerical quadrature named integration grid. Of course, varying the 
energy depending on the orientation should not occur. In 2019, Bootsma and Wheeler198 
detected this flaw while testing the Gibbs energies of molecules with low-frequency 
modes, and thankfully, they found a solution. It is as simple as asking the computing 
program to increase the grid of calculation from the standard 75302 to denser 99590 
grid or even higher. We can avoid most of the energy fluctuations due to the low-
frequency vibrations, and the results become reliable. 
 

2.2.1.3. Relevant measurements 
 

In some cases, there are specific measurements of interest, such as electropotentials or 
pKa. Due to the computational methodology, these values require the utmost care to 
reflect the experiments. While the experiments should give similar results every time, 
the computational results can vary depending on the functional and basis set chosen 
and the different corrections that each author may use. Therefore, it is imperative to 
give proper reasoning behind the procedure and corrections that one uses on its work. 
We explain the pKa and electropotential calculations alongside Mayer Bond Orders 
(MBO) and Effective Oxidation States (EOS) in the following sections. 
 

2.2.1.3.1. Calculation of pKa 
 

In this thesis's projects, we use the pKa to determine a given molecule's protonation 
state. Once we have the pKa, we can compare it with the pH of the media. If the pH is 
higher than the pKa, then the molecule deprotonates, while if it is the opposite, pH < 
pKa, then the molecule remains protonated. In order to calculate the pKa, we begin with 
a general reaction: 
 

 𝐴𝑂𝐻 → 𝐴𝑂− + 𝐻+ (47) 

 

The Gibbs energy (∆𝐺) of this reaction in a solution can be used in the pKa calculation as 
follows: 
 

 ∆𝐺 = (𝐺𝐴𝑂− + 𝐺
𝐻+
𝑒𝑥𝑝.

) − 𝐺𝐴𝑂𝐻 (48) 

 

 ∆𝐺 =  −𝑅 · 𝑇 · ln(𝐾𝑎) 
 

(49) 

 
𝑝𝐾𝑎 = log (𝑒

∆𝐺
𝑅𝑇) (50) 

 

This set of equations is how we obtain our calculated pKa. To have a better 
approximation, we follow the same procedure as Concepcion et al.76 have calculated 
different pKa and compared them with known experimental values, as seen in their 
Supporting Information (SI). To adjust our results, we plot the calculated pKa vs. the 
experimental pKa and use the obtained linear regression to correct the computational 
results, giving more accurate data: 
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Table 1. Experimental, calculated, and corrected pKa values for different acids. 

Acid 
pKa 

Experimental Calculated Corrected 
CF3-COOH 0.23 3.05 0.17 
CHF2-COOH 1.34 5.34 1.08 
CH2F-COOH 2.60 9.06 2.56 
CH3-COOH 4.76 14.22 4.61 
H-PO(OH)2 1.30 6.43 1.52 
H3C-PO(OH)2 2.38 9.30 2.66 

 

It is important to remark that we must apply 
this correction for every change in the 
computational methodology. The same 
linear regression is not valid for 
combinations of different functionals and 
basis sets.  
While this is the standard approach towards 
pKa calculation, there are alternatives. 
According to one of our target compounds, 

an organometallic hydroxy acid compound, it is possible to use another pKa formula, 
such as the one developed by Durrant and Gilson.199 In their work, they report a set of 
organometallic hydroxy acid compounds that got their pKa measured. They found a 
linear regression that correlated 26 different compounds, which derived in Eq. 51. 
 

 𝑝𝐾𝑎 = 0.275 · 𝛥𝐸 − 4.20 (51) 

 

In this case, ΔE refers to the electronic energy in solution rather than the Gibbs energy. 
Thus, one must consider that the solvated proton's value for this equation is ΔEH+ = -
258.4 kcal/mol since they developed their formula with this value. There can be more 
types of pKa calculations, such as regressions with experimental data or other kinds of 
corrections but, which one should we use? The answer is simple: choose the one that 
resembles the most the experimental data, which is what we want to simulate and 
correlate. In different articles reported in this thesis, the pKa calculation we used 
changes between Eq. 51 and the correction of Figure 43 to reproduce a given 
experimental pKa better. 
 

2.2.1.3.2. Calculation of electropotentials 
 

There are two types of electropotentials in the articles of this thesis. The first one refers 
to the redox potentials, which determine whether a compound is oxidized or reduced, 
while the second one refers to the simultaneous transfer of protons and electrons, 
known as Proton Coupled Electron Transfers (PCET). For the redox potentials, the 
calculation is straightforward: 
 

 𝐴+ + 𝑒− → 𝐴 (52) 

 
 

ɛº𝑟𝑒𝑑 = −
∆𝐺𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛

𝑛𝐹
− 𝑆𝐻𝐸 

 

(53) 
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Figure 43. Correction between experimental and 
computational data. 
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Where the “n” refers to the number of electrons 
transferred, the “F” is the Faraday constant, and the SHE 
refers to the Standard Hydrogen Electrode (4.28 V).200 For 
the second type of potentials, the PCET is a bit more 
complicated. For the sake of understanding the procedure, 
let us use the example of Figure 44. As one can see, there 
are two options to transform RuIIOH2 to RuIIIOH; first, 
oxidation followed by deprotonation, and second, 
deprotonation followed by oxidation. The key point to 
understand why PCET is different from a normal redox 
process is the proton presence in the reaction.  
This proton will be included in the Gibbs energy of the 
reaction as follows: 
 
 𝑅𝑢𝐼𝐼𝐼(𝑂𝐻) + 𝐻+ + 𝑒− → 𝑅𝑢𝐼𝐼(𝑂𝐻2) (54) 

 
 ∆𝐺𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 = ∆𝐺𝑅𝑢𝐼𝐼(𝑂𝐻2) − ∆𝐺𝑅𝑢𝐼𝐼𝐼(𝑂𝐻) − ∆𝐺𝐻+ (55) 

 

In order to address the new proton term, which does not appear in a redox reaction, we 
consider the SHE reaction: 
 

 
𝐻+

𝑠𝑜𝑙𝑣 + 𝑒− → 
1

2
·  𝐻2𝑔𝑎𝑠

 (56) 

 

From which we can obtain the ∆𝐺𝑆𝐻𝐸: 
 

 
∆𝐺𝑆𝐻𝐸 = 

1

2
∆𝐺𝐻2

− ∆𝐺𝐻+ 

 

(57) 

 
−∆𝐺𝐻+ = −

1

2
∆𝐺𝐻2

+ ∆𝐺𝑆𝐻𝐸 

 

(58) 

This −∆𝐺𝐻+ term can be now substituted in Eq. 58 and use it in Eq. 53: 
 

 

ɛº𝑟𝑒𝑑 = −
∆𝐺𝑅𝑢𝐼𝐼(𝑂𝐻2) − ∆𝐺𝑅𝑢𝐼𝐼𝐼(𝑂𝐻) −

1
2∆𝐺𝐻2

+ ∆𝐺𝑆𝐻𝐸

𝑛𝐹
− 𝑆𝐻𝐸 

 

(59) 

 

ɛº𝑟𝑒𝑑 = − 
∆𝐺𝑅𝑢𝐼𝐼(𝑂𝐻2) − ∆𝐺𝑅𝑢𝐼𝐼𝐼(𝑂𝐻) −

1
2∆𝐺𝐻2

𝑛𝐹
+ 𝑆𝐻𝐸 − 𝑆𝐻𝐸 

(60) 

 

ɛº𝑟𝑒𝑑 = − 
∆𝐺𝑅𝑢𝐼𝐼(𝑂𝐻2) − ∆𝐺𝑅𝑢𝐼𝐼𝐼(𝑂𝐻) −

1
2∆𝐺𝐻2

𝑛𝐹
 

(61) 

 

Comparing this methodology with the ∆𝐺𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 that uses the experimental value of 
∆𝐺𝐻+ = −270.3 kcal/mol,201 we have tested both and obtained the same potentials; 
thus, both procedures are correct. Despite this, since this is a computational study, we 
have chosen to use Eq. 61 since it does not rely on experimental values. While this is just 
a simplification of the formula, we still have to tackle the fact that according to the 

Figure 44. PCET sample 
mechanism. Extracted from one 
of the articles in this thesis. 
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media's pH, which involves the protons (H+), the reaction could be more or less 
favorable. In order to consider this, we use the Nernst equation: 
 

 ɛ𝑟𝑒𝑑 = ɛº𝑟𝑒𝑑 + 0.059 · (𝑝𝐻 − 𝑝𝐾𝑎) (62) 

 

Following the example of Figure 44, we have to determine when to apply it. To do so, 
we followed Meyer and coworkers works202-203 that studied similar RuOH2 complexes 
experimentally. In their works, they present different redox reactions according to the 
media pH (Figure 45).  
 

 
Figure 45. E1/2 vs. pH diagrams for the RuIV/III and RuIII/II couples of cis-[RuII(bpy)2(py)(H2O)]2+. The Figure is 
taken from Meyer and Huynh.203 Dashed vertical lines show the pKa of RuIIIOH2

3+ (0.85) and RuIIOH2
2+ 

(10.6). 
 

Following their results, we applied the same principles to our mechanism in Figure 44 
as follows: 
 

 𝑅𝑢𝐼𝐼𝐼(𝑂𝐻2)
−1: 𝑝𝐾𝑎𝐼   &   𝑅𝑢𝐼𝐼(𝑂𝐻2)

−2: 𝑝𝐾𝑎
𝐼𝐼 (63) 

 

First of all, we define the target compounds; in this case, it is a RuIII/II redox reaction. 
Each one of them has a given pKa that we define as 𝑝𝐾𝑎𝐼and 𝑝𝐾𝑎𝐼𝐼. In all cases, 𝑝𝐾𝑎𝐼 < 
𝑝𝐾𝑎𝐼𝐼 moreover, we assume that the potential in the media is enough to perform all 
oxidations. If 𝑝𝐻 < 𝑝𝐾𝑎𝐼 we consider a 0H+/1e- pH-independent reaction: 
 

 𝑅𝑢𝐼𝐼𝐼(𝑂𝐻2)
−1 + 𝑒− → 𝑅𝑢𝐼𝐼(𝑂𝐻2)

−2 (64) 

 

Thus, no pH correction is applied. This is the step from 2 to 3. If 𝑝𝐾𝑎𝐼 < 𝑝𝐻 < 𝑝𝐾𝑎𝐼𝐼we 
consider a 1H+/1e- pH-dependent reaction: 
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 𝑅𝑢𝐼𝐼𝐼𝑂𝐻−2 + 𝑒− + 𝐻+ → 𝑅𝑢𝐼𝐼(𝑂𝐻2)
−2 (65) 

 

Here, we apply the Nernst equation. The pKa used in the equation is pKa
I. This is the step 

of 2 to 6. If 𝑝𝐾𝑎𝐼𝐼 < 𝑝𝐻 then we consider a 0H+/1e- pH-independent reaction: 
 

 𝑅𝑢𝐼𝐼𝐼𝑂𝐻−2 + 𝑒− → 𝑅𝑢𝐼𝐼𝑂𝐻−3 (66) 

 

Thus, no correction is applied. This is the step from 5 to 6. Doing this correction for the 
molecules shown in Figure 44 gives a PCET potential of 1.43 V at pH = 8 and a potential 
of 1.84 V at pH = 1.  
We can now define the solvated proton properly and apply the Nernst equation 

accordingly with all the above considerations. 
 

2.2.1.3.3. Mayer Bond Orders (MBO) 
 

Depending on the target system to study, the reactivity varies according to the atoms 
and their bonding. It is common to have weak intermolecular bonds, hydrogen bonds, 
or even allylic or agostic bonds. Each of them defines a different interaction in a 
mechanism; thus, it is crucial to identify them. To do so, one can use the MBO.204 By 
definition; the MBO uses two matrixes: the density matrix (P) and the overlap matrix (S):  
 

 

𝑃𝑠𝑡 = ∑ 𝑛𝑖𝑐𝑖𝑠𝑐𝑖𝑡

𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑

𝑖

 

 

(67) 

 
𝑆𝑠𝑡 = ∫𝜓𝑠

∗ · 𝜓𝑡 𝑑𝜏 (68) 

 
As Eq. 67 shows, we can obtain the density matrix using the occupation numbers (𝑛𝑖), 
and the coefficients of the two involved atoms (𝑐𝑟𝑠 and  𝑐𝑟𝑡), which refer to their 
respective atomic orbitals (s and t). The overlap matrix in Eq. 68 describes the overlap 
of the atomic orbitals basis sets through each atom's orbital wavefunction. Combining 
both, one can obtain the mathematical explanation of the MBO as follows: 
 

 

𝐵𝐴𝐵
𝑀𝑎𝑦𝑒𝑟

= ∑ ∑(𝑃𝑆)𝑠𝑡(𝑃𝑆)𝑡𝑠

𝑜𝑛 𝐵

𝑡

𝑜𝑛 𝐴

𝑠

 (69) 

 

Eq. 69 dictates that the MBO between two atoms A and B (𝐵𝐴𝐵
𝑀𝑎𝑦𝑒𝑟

) is the sum over the 

orbitals (s for atom A, t for atom B), for the product of the density and overlap matrices 
(PS). The most important thing about MBO is that it can reflect the bond’s strength; 
therefore, we can use it to determine each molecular bond's character in the target 
system. 
 

2.2.1.3.4. Effective Oxidation State (EOS) 
  

In some of the works presented in this thesis, we targeted catalysts known for their high 
OS, such as a RuV metal center. Indeed, this is not common for Ru, as for it to achieve 
such a highly oxidized state, it should have a very stabilizing environment. Knowing that, 
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some predicted compounds could be misplaced as RuV when, in fact, they could be a 
RuIV or a RuIII. To tackle this problem, we decided to use the EOS developed by Salvador 
et al.,205 which focuses exclusively on the OS's proper determination. EOS work 
originates from the lack of continuity throughout scientific reports, as the IUPAC 
definition appeared to be ambiguous. In 2015, a new IUPAC definition206 for the OS was 
defined as “the atom’s charge after ionic approximation of its heteronuclear bonds.” By 
definition, one should approach the OS through a Lewis structure that assigns bonds and 
then uses a fundamental chemical concept such as electronegativity to define the OS. 
Nevertheless, in the field of quantum chemistry, there was not a proper calculation 
method. Salvador’s group reported the EOS methodology to fill this gap. To begin with, 
they developed the method with effective atomic orbitals. These orbitals are distorted 
hybrid orbitals created from the molecule’s electron density function for each atom, 
which means that these effective atomic orbitals consider their environment by 

definition. Each of these orbitals has an occupation number (𝜆𝜇
𝐴,𝜎) that can either 

contain an electron, thus 𝜆𝜇
𝐴,𝜎 → 1 or not, thus 𝜆𝜇

𝐴,𝜎 → 0. Furthermore, the orbitals are 

divided between alfa and beta electrons for deeper analysis. Their method assigns 
values to the occupation number and tries to fill them with electrons, starting from the 

𝜆𝜇
𝐴,𝜎 → 1 and going towards the 𝜆𝜇

𝐴,𝜎 → 0. Once every electron is assigned, the last 

occupied (LO) orbital is compared to the first unoccupied (FU) orbital following the 
formula in Eq. 70: 
 

 𝑅𝜎 = 100 · min (1, 𝜆𝐿𝑂
𝜎 − 𝜆𝐹𝑈

𝜎 +
1

2
) where  𝜆𝐿𝑂

𝜎 ≥ 𝜆𝐹𝑈
𝜎  (70) 

   

Eq. 70 refers to the Reliability Index (RI), which, as its name implies, states how reliable 
the EOS assignation is. It compares the frontier orbitals according to their occupation 
number; the greater the difference, the higher the RI. Worst-case scenario, 𝜆𝐿𝑂

𝜎 = 𝜆𝐹𝑈
𝜎  

thus the RI = 50%. As a remark, it relies on the wavefunction, not on a Lewis structure, 
which means that it gives the most likely result for molecules with multiple Lewis 
structures. Additionally, it is possible to separate the molecules into fragments to study 
them individually, such as the metal center on one side and each of the different ligands 
on the other. 
 

Closing up the methodology chapter, we used the following programs for the 
elaboration of the articles in this thesis: for optimization, frequency, solvent 
calculations, as well as MBOs, Gaussian09,207 and Gaussian16;208 for the EOSs, APOST-
3D; for chemical visualization of the molecules, Chemcraft 1.8209 and GaussView;210 for 
Lewis structure and mechanism drawings, ChemDraw Ultra 12.0.211 
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Chapter 3. Objectives 
3.  

This brief chapter aims to enumerate the different objectives for this thesis. Even if 
Chapter 1 already states them, here they are reorganized with a summary. 
First, the thesis's primary goal is to work towards environmentally friendly chemistry, 
known as green chemistry. The reasoning behind this is improving both the quality of 
life and better managing and maintaining our planet. Since this is a broad topic, it needs 
more concrete objectives. Thus, three objectives become the main focus: hydrogen 
production as a clean energy source, atmospheric gas recycling, and clean energy 
production of solar cells. 
 

First, we already have defined that hydrogen is one of the most promising fuels to 
produce, as its combustion produces only steam while other fossil fuels produce CO2 
and other gases like nitrous and sulfurous oxide. Catalysis is also one of the required 
aspects of green chemistry as it needs trace amounts of materials to produce significant 
quantities of the desired products. Altogether, we have chosen to study some catalytic 
reactions that produce hydrogen catalytically, which we set as objectives.  
 

As mentioned in section 1.2.1.2¡Error! No se 
encuentra el origen de la referencia., WOC 
is a promising way to produce hydrogen gas 
in situ, using solar power as the driving 
force. The best catalyst for this procedure is 
the one shown in Figure 46. Knowing the 
whole mechanism for any procedure 
enables smart modifications to the catalyst 
to lower TS barriers. Thus, this project aims 
to learn about its mechanism for future updates. 
 

Since the first objective bases on the catalyst in Figure 46 for future updates, we wanted 
to test and compare it with a similar catalyst, but with meaningful modifications to 
change the reactivity. This change involves the equatorial carboxylates, which we 
replace with phosphonates. The change is meaningful, but experimental data can help 
corroborate the mechanism of both catalysts. Adding phosphonate ligands (bpa) instead 
of carboxylate ligands (bda), we add three new possibilities depending on the pH: 
[bpaH2]0, [bpaH]-1, and [bpa]-2. We include both catalysts to be compared (carboxylated 
and phosphonated) in Figure 47. 
 

Figure 46. 3D view of the Ru(bda)(pic)2 catalyst. 
Colored atoms: C grey, H white, N blue, O red, Ru 
yellow. 
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Figure 47. WOC catalysts A (with dicarboxylate ligand) and B (with diphosphonate ligand). 

 

Going towards greener chemistry, the procedures in our industry should be revised as 
we make discoveries. One of the most remarkable innovations for any industry in 
greener productions is to stop producing waste. Of course, several processes could 
improve, but we chose the ADC as it also falls within the main objective of hydrogen 
production. The acrylonitrile production serves as the precursor of many medical 
treatments, but its production generates side-products that do not have enough 
demand and become waste. One of these non-desired products is a hydrogen acceptor 
that, as its name suggests, accepts the hydrogen atoms generated in the procedure into 
its structure. The ADC mechanism still produces the acrylonitrile; however, it does not 
need the acceptor. 
We significantly reduce the products and the reagents, but now the hydrogen atoms are 
combined to create a hydrogen molecule. This acceptorless mechanism has just been 
discovered for a specific catalyst, and even though the experimental results are precise, 
the mechanism is still blurry. Therefore, one of the thesis projects will determine this 
mechanism according to the experimental results shown in Figure 48. 

 

 
Like objectives 1 and 2, we wanted to delve further into 
this acceptorless dehydrogenative mechanism with a 
second catalyst. Interestingly, the chosen catalyst falls 
into the same category as the previous one, known as 
PNP pincer catalysts due to their PNP bonds with the 
metal center. It shares similar experimental conditions 
with the previous catalyst yet, instead of acrylonitriles, it 
produces aldimines. Since it still produces hydrogen and 
shares the ADC procedure and structure with the 

Figure 48. Proposed mechanism for the efficient production of acrylonitriles with a Mn based ADC 
catalyst. P means PiPr and Mn means Mn(CO)2 for clarity. 

Figure 49. PNP pincer catalyst. Mn 
in pink, P in green, N in blue, C in 
grey and H in white. 
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previous ADC catalyst, but it has different reactivity, we decided to study the mechanism 
that involves the catalyst shown in Figure 49. 
 

While it is vital to have better-optimized catalysis toward environmentally friendly 
chemistry, it is also necessary to use the industry's undesired products that we already 
have as raw material to avoid waste. To address global pollution, one of the causes of 
climate change is N2O, which is not as present as CO2 but has a much more significant 
impact. The reason why CO2 is more relevant than N2O is the colossal difference in 
quantity between them. If we swap the amounts of CO2 and N2O, Global Warming could 
be considered the Global Boiling. Jokes aside, even if it does not have a significant impact 
right now, as it is not as present as CO2, we cannot afford to let it grow steadily either. 
Therefore, following the above leads, we aim to develop a mechanism to recycle this 
N2O based on an experimental catalyst related to the PNP pincer ligands, as mentioned 
above (Figure 50).  
 
 

 
 
 
 
The giant of Global Warming, CO2, is a growing problem that we must face head-on. 
While there are many ways of reusing it, they often require high temperatures and 
pressures or use reactants that produce high amounts of CO2 to obtain them. Therefore, 
we want to confront a relevant procedure: the cycloaddition of epoxides into cyclic 
carbonates. This process uses halides as a reactant and, consequently, requires 
producing CO2 to generate the halide used for CO2 recycling. Overall, we want to remove 
the initial CO2 production by changing the halides for a different nucleophile. To do so, 
we will study several N-based labile ligands that may replace halide's role. We display 
the target mechanism and ligands in Figure 51. 
 

 

Figure 51. Mechanism of the CO2 cycloaddition to epoxides for cyclic carbonate synthesis, and the N-
based nucleophiles to study. 

Figure 50. Hydrogenation of N2O by the PNP-pincer Ru based catalyst (P = P(iPr)2). 



80 
 

In the third main focus, we decided to deviate from the homogeneous catalysis towards 
another field of green chemistry. One of them is the solar cells, which collect light and 
transform it into energy for our consumption. Based on recent compounds used in solar 
cells, such as fullerenes, we decided on the thesis's ultimate objective. 
 

As explained in section 1.3, these dye-synthesized 
solar cells can be mass-produced for light collection. 
They use mainly a surface made of TiO2 with light-
collecting dyes attached to it. This layout means that 
the charge transfer between materials is difficult. A 
way of improving this is by using functionalized 
fullerenes that combine surface and dye into a single 
molecule. A reasonable take is to use nano-onions, 
encapsulated fullerenes within another fullerene since 
experimental data shows that they have improved 
charge transfer compared to single fullerenes.212-214  
Accordingly, we decided to study one of the possible 
properties that involve this encapsulation: Faraday 
cages. It is just a way of testing these nano-onions’ 
reactivity since, to include them in solar cells, we need to functionalize them. A simple 
known reaction for C60 is the Diels-Alder reaction, and it improves when encapsulating 
Li+ cations; thus, we will study the same reaction for these nano-onions. Additionally, 
Faraday cages are related to electronic properties; thus, it might be relevant for future 
development in charge-transfer studies, though we do not delve further into this topic. 
Overall, we decided to test several nano-onions' reactivity and compared them with the 
same nano-onions with a Li+ cation inside. Figure 52 shows one of these nano-onions 
studied in this thesis. 
 
  

Figure 52. Li+@C60@C240 CNO. Inner 
fullerene recolored in green for 
clarity. Li+ shown in red. 
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Chapter 4. Hydrogen production as a clean 

energy source 
4.1. The Influence of the pH on the reaction mechanism of water 

oxidation by a Ru(bda) catalyst 

 
 
 

 
 

Luque-Urrutia, J. A.; Solà, M.; Poater, A. The Influence of the pH on the 
Reaction Mechanism of Water Oxidation by a Ru(bda) catalyst. Catal. Today, 
2020, 358, 278-283. 
DOI: 10.1016/j.cattod.2019.12.005 

 
This thesis author has contributed to the DFT calculations, data analysis, writing, and 
revisions of the article. 

  
 
 
 

https://doi.org/10.1016/j.cattod.2019.12.005
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Reproduced with permission from:  
 

Luque-Urrutia, J. A.; Solà, M.; Poater, A. The Influence of the pH on the Reaction 
Mechanism of Water Oxidation by a Ru(bda) catalyst. Catal. Today, 2020, 358, 278-
283. 
 
https://doi.org/10.1016/j.cattod.2019.12.005  
 
 
 
Copyright © 2019 Elsevier B.V. All rights reserved. 
 
 
 
 
 
 
 
 
 
 
 

https://doi.org/10.1016/j.cattod.2019.12.005


85 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  



86 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



87 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  



88 
 

 
 
 
 
 
 
 
 
 



89 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



90 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



91 
 

 

 

 

4.2. Understanding the Performance of a 

Bisphosphonate Ru catalyst for Water Oxidation 

Catalysis 
 

 

 
 

Luque-Urrutia, J. A.; Kamdar, J. M.; Grotjahn, D. B.; Solà, M.; Poater, A. 
Understanding the Performance of a Bisphosphonate Ru catalyst for Water 
Oxidation Catalysis. Dalton Trans. 2020, 49, 14052-14060.  
DOI: 10.1039/D0DT02253E.  
 

This thesis author has contributed to the DFT calculations, data analysis, writing, and 
revisions of the article. 
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Reproduced with permission from:  
 

Luque-Urrutia, J. A.; Kamdar, J. M.; Grotjahn, D. B.; Solà, M.; Poater, A. 
Understanding the Performance of a Bisphosphonate Ru catalyst for Water Oxidation 
Catalysis. Dalton Trans. 2020, 49, 14052-14060.  
 
https://doi.org/10.1039/D0DT02253E 
 
 
Reproduced by permission of The Royal Society of Chemistry. 
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4.3. Mechanism of the Manganese-Pincer-Catalyzed 

Acceptorless Dehydrogenative Coupling of Nitriles 

and Alcohols 
 

 

 
 

Luque-Urrutia, J. A.; Solà, M.; Milstein, D.; Poater, A. Mechanism of the 
Manganese-Pincer-Catalyzed Acceptorless Dehydrogenative Coupling of 
Nitriles and Alcohols. J. Am. Chem. Soc. 2019, 141, 2398-2403.  
DOI: 10.1021/jacs.8b11308.  
 

This thesis author has contributed to the DFT calculations, writing, data analysis, and 
revisions of the article. 
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Reproduced with permission from:  
 

Luque-Urrutia, J. A.; Solà, M.; Milstein, D.; Poater, A. Mechanism of the 
Manganese-Pincer-Catalyzed Acceptorless Dehydrogenative Coupling of Nitriles and 
Alcohols. J. Am. Chem. Soc. 2019, 141, 2398-2403.  
 
https://doi.org/10.1021/jacs.8b11308 

 
 
Copyright © 2019, American Chemical Society. 
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4.4. Mechanism of Coupling of Alcohols and Amines To 

Generate Aldimines and H2 by a Pincer Manganese 

Catalyst 
 

 
 

Masdemont, J.; Luque-Urrutia, J. A.; Gimferrer, M.; Milstein, D.; Poater, 
A. Mechanism of Coupling of Alcohols and Amines To Generate Aldimines and 
H2 by a Pincer Manganese Catalyst. ACS Catal. 2019, 9, 1662-1669.  
DOI: 10.1021/acscatal.8b04175.  
 

This thesis author has contributed to the DFT calculations, data analysis, writing, and 
revisions of the article. 
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Reproduced with permission from:  
 

 Masdemont, J.; Luque-Urrutia, J. A.; Gimferrer, M.; Milstein, D.; Poater, A. 
Mechanism of Coupling of Alcohols and Amines To Generate Aldimines and H2 by a 
Pincer Manganese Catalyst. ACS Catal. 2019, 9, 1662-1669.  
 
 
https://doi.org/10.1021/acscatal.8b04175 
 
 
Copyright © 2019, American Chemical Society. 
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Chapter 5. Recycling of atmospheric gases 

5.  

5.1. The Fundamental Noninnocent Role of Water for the 

Hydrogenation of Nitrous Oxide by PNP Pincer Ru-

based Catalysts 

 
 

 
 

Luque-Urrutia, J. A.; Poater, A. The Fundamental Noninnocent Role of 
Water for the Hydrogenation of Nitrous Oxide by PNP Pincer Ru-based 
Catalysts. Inorg. Chem. 2017, 56, 14383-14387.  
DOI: 10.1021/acs.inorgchem.7b02630.  
 

This thesis author has contributed to the DFT calculations, data analysis, writing, and 
revisions of the article. 
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Reproduced with permission from:  
 

Luque-Urrutia, J. A.; Poater, A. The Fundamental Noninnocent Role of Water for 
the Hydrogenation of Nitrous Oxide by PNP Pincer Ru-based Catalysts. Inorg. Chem. 
2017, 56, 14383-14387.  
 
https://doi.org/10.1021/acs.inorgchem.7b02630 
 
Copyright © 2017, American Chemical Society. 
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5.2. Cycloaddition of CO2 to epoxides by highly 

nucleophilic 4-aminopyridines: establishing a 

relationship between carbon basicity and catalytic 

performance by experimental and DFT investigations 

 

 
 

Natongchai, W.; Luque-Urrutia, J. A.; Phungpanya, C.; Solà, M.; D’Elia, V.; 
Poater, A.; Zipse, H. Cycloaddition of CO2 to epoxides by highly nucleophilic 4-
aminopyridines: establishing a relationship between carbon basicity and 
catalytic performance by experimental and DFT investigations. Org. Chem. 
Front. 2021, Advance Article 
DOI: 10.1039/d0qo01327g. 

 
This thesis author has contributed to the DFT calculations, data analysis, writing, and 
revisions of the article. 
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Reproduced with permission from:  
 

Natongchai, W.; Luque-Urrutia, J. A.; Phungpanya, C.; Solà, M.; D’Elia, V.; Poater, 
A.; Zipse, H. Cycloaddition of CO2 to epoxides by highly nucleophilic 4-aminopyridines: 
establishing a relationship between carbon basicity and catalytic performance by 
experimental and DFT investigations. Org. Chem. Front. 2020, Advance Article. 
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Reproduced by permission of The Royal Society of Chemistry. 
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Chapter 6. Clean energy production through 

solar cells 

6.  

6.1. Do Carbon Nano-onions Behave as Nanoscopic 

Faraday Cages? A Comparison of the Reactivity of 

C60, C240, C60@C240, Li+@C60, Li+@C240, and 

Li+@C60@C240 
 

 
 

Luque-Urrutia, J. A.; Poater, A.; Solà, M. Do Carbon Nano-onions Behave 
as Nanoscopic Faraday Cages? A Comparison of the Reactivity of C60, C240, 
C60@C240, Li+@C60, Li+@C240, and Li+@C60@C240. Chem. Eur. J. 2020, 26, 804-808.  
DOI: 10.1002/chem.201904650.  
 

This thesis author has contributed to the DFT calculations, data analysis, writing, and 
revisions of the article. 
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Reproduced with permission from:  
 

Luque-Urrutia, J. A.; Poater, A.; Solà, M. Do Carbon Nano-onions Behave as 
Nanoscopic Faraday Cages? A Comparison of the Reactivity of C60, C240, C60@C240, 
Li+@C60, Li+@C240, and Li+@C60@C240. Chem. Eur. J. 2020, 26, 804-808.  
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Chapter 7. Results and discussion 
7.  

In this chapter, we will discuss the achievements of this thesis based on the research 
published papers shown in the previous chapters. We highly recommend reading them 
beforehand. 
 
As stated in the introduction, this thesis focuses on the idea of green chemistry. We have 
presented several works towards clean energy production, waste recycling, and 
industrial refining. These projects separate into three: hydrogen production as a clean 
energy source (Section 1.2.1), atmospheric gas recycling (Section 1.2.2), and clean 
energy production through solar cells (Section 1.3). Accordingly, we will analyze them in 
the category they are in, followed by a more global view. 
 

7.1. Highlights of hydrogen production for a clean energy 

source 
 
We divide the thesis projects within this category into WOC (Sections 4.1 and 4.2) and 
PNP ligand catalysis (Sections 4.3, 4.4). Despite the different topics, all of them produce 
hydrogen, and each article provides a deep understanding of their respective processes. 
 

7.1.1. Water Oxidation Catalysis: carboxylates, 

phosphonates, and pH 
 
This section is based on the manuscripts' contents by Luque-Urrutia et al. Catal. Today, 
2020, 358, 278-283, and Luque-Urrutia et al. Dalton Trans. 2020, 49, 14052-14060, 
which can be found in sections 4.1 and 4.2 of this thesis. 
 
The most renowned catalyst for WOC up to date is the Ru(bda) catalyst. The reason is 
believed to be the opening angle of this bda ligand, and more accurately, the angle 
between its carboxylates with the metal center O-Ru-O. Most of the studies reported215-

217 that the reaction mechanism goes through WNA or I2M, depending on the performed 
experiments. Nevertheless, we found out one that stood out from the rest because it 
did not follow the typical I2M or WNA; instead, it created a sort of intramolecular I2M 

based on two monomers bonding, generating the almost rhomboid bis--oxo structure 
E as represented in Figure 53. 
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Before the publication of Concepcion et al., all 
reported studies discussing I2M considered 
intermolecular I2M processes. For this reason, the 
proposal of a possible intramolecular I2M was 
particularly interesting. In this new case, the 
monomers would interact, forming a metal-oxo-
metal bond followed by a second bond like the first 
one, and then, the oxygen would be released. This 
statement already raised many eyebrows since the 
catalyst particularity is that the angle formed 
through the bda and the Ru center enabled a water 
molecule to bind, forming a very reactive hepta-

coordinated Ru, yet if they bind like Figure 53, one should reach an octa-coordinated Ru 
at least. It could mean that the bda could allow further bonding in particular cases, which 
could improve the performance of the catalyst, or at least, it could enable further 
research on this topic. There was still another reason to delve into this mechanism: the 
pH. This new proposal was made at pH = 8, which differs from other authors' usual 
neutral or acidic pHs. Given the Ru(bda) catalyst structure, where there are no acidic 
protons or weak bonds that could deprotonate, we wondered why the pH mattered. 
Those inquiries about the mechanism derived into the following results: 
Figure 54 shows the conclusions of a thorough 
structure scan that considered all possible pathways, 
step by step (oxidations and deprotonations) or 
concerted single-steps (PCETs). The data at pH = 1 
show the most common procedure reported in most 
papers that analyzed this catalyst; the catalyst (10+0) 
binds to water (10+0 → 13+0), oxidizes (13+0 → 24+1), 
makes a couple of PCETs (24+1 → 18+1 and 18+1 → 212+1), 
and reaches the RuV=O complex. From here onwards, 
we tried to locate the rhomboid structure E of Figure 
53, but we were not successful. All trials derived into 
an O-O bonding, which denotes a clear intermolecular 
I2M. 
As this is done at pH = 1 and the 
experiment at pH = 8, it is not a fair 
comparison; thus, we also studied the 
mechanism at pH = 8, as shown in 
Figure 55. Even at first glance, it is 
clear that changing the pH enables far more possibilities than at pH = 1. The key 
differences are compounds 7 and 11 that appear at pH = 8 instead of compound 8 at pH 
= 1. These molecules enable the suggested path of Figure 53, represented as either 
compound A or A’. The issue with these molecules is that, as expected, an octa-
coordinated metal center was not possible. Despite several trials, we found out that to 
reach such a dimer, one of the carboxylates bonded to the Ru had to break its bond and 
rotate 90 º so that the oxygen may bond. This opening has an affordable energy cost of 
17.0 kcal/mol. However, adding this opening with the dimerization, we can see the 
reasoning behind the high TSs energy of 32.7 kcal/mol for A and 26.7 kcal/mol for A’. 

Figure 53. Proposed water oxidation 
mechanism for [Ru(bda)(pic)2] at pH = 8.  

 

Figure 54. Mechanism for the Ru-bda catalyst at pH = 1; 
PCETs in green; Gibbs energy barriers in orange; reduction 
potentials in light blue; Gibbs reaction energies in grey. 
Energies are given in kcal/mol and oxidation potentials in 
V. Arrows in blue denote oxidation processes and in green 
proton-coupled electron transfers. 
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Despite this change in the pathway, we can still reach the RuV=O state and perform the 
common I2M pathway. If we compare the three possible pathways, it is clear that the 
already known I2M TS, with a barrier of 11.4 kcal/mol, is the most favored one. With 
everything said, the results are quite simple: the preferred pathway is the same at both 
acid and basic pH. Nevertheless, the intermediate species that go towards the reactive 
RuV monomer differ slightly, but the catalysis proceeds through the same r.d.s. 

 
Figure 55. The carboxylate catalyst mechanism at pH = 8; Gibbs energy barriers in orange; reduction 
potentials in light blue; pKa in purple; Gibbs reaction energies in grey. Energies are given in kcal/mol and 
reduction potentials in V. Main path represented with bold arrows. Arrows in blue denote oxidation 
processes, in purple proton transfers, in green proton-coupled electron transfers, and pink for dashed 
disproportion processes. 
 

After unraveling the Ru(bda) catalyst's whole mechanism, we noticed that the pH had a 
small and imperceptible impact since it affects non-stationary complexes; thus, we 
looked into similar catalysts with broader pH effects. Accordingly, we found a promising 
target for our inquiries: a Ru(bpa) catalyst, which is equivalent to the previous Ru(bda) 
but instead of having carboxylates as ligands, it has phosphonates. This new catalyst, 
Ru(bpa), where the “p” stands for phosphonates, not only is similar enough to the 
Ru(bda) catalyst, but since it has a hydroxyl ligand bound to the phosphonate, it is a pH-
responsive catalyst as it could deprotonate according to the pH. 
As stated in the article, there are already many studies regarding this catalyst, and the 
main conclusion is that the Ru(bpa) performs worse than the Ru(bda). The 
phosphonated catalyst has lower TOFs and needs higher potentials than the 
carboxylated one, and even more, it requires the presence of a specific oxidant: Cerium 
Ammonium Nitrate (CAN). To make things worse, CAN provides protons to the media. 
Thus, it works only under acidic conditions (near pH = 1), but in more basic media, it 
precipitates, disabling the possibility of working at pH = 8 like its predecessor. 
Nevertheless, we decided to check all possible paths and pHs to know the reasoning 
behind this reactivity disparity. The results of the analysis at pH = 8 appear in Figure 56. 
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Figure 56. Electrochemical reaction mechanism catalyzed by Ru(bpa) (= 10+0) at pH = 8. Favored pathways 
highlighted with thick arrows. Green = PCET, blue = oxidation, purple = deprotonation. Species are labeled 
XYq, where X indicates a spin state, and q is the total charge of species Y.  
 

First of all, we assume that the resting state of the catalyst (100) has both hydroxyl ligands 
protonated. When we drive the reaction towards basic pHs (higher than 5.3), it 
deprotonates, as shown in Figure 56. There are many possible outcomes of the 
mechanism, and we show all of them with the data we obtained. Following this logic, 
and considering the available potential in the media, we can choose one path or 
another. Starting from the deprotonated RuII, we chose water oxidation instead of water 
coordination due to two factors. First, Sun et al. stated69-70, 218 that it must oxidize before 
the water binds, and second, the O-Ru-O opening angle, the one that enables the hepta-
coordination, varies in width depending on the OS of the metal. Comparing the RuIII and 
the RuII compounds, the angle is wider for RuIII, meaning that it is easier for water to 
bind to the metal. Additionally, despite picturing a 3.1 kcal/mol step (102- → 132-), 
complex 132- is an adduct since we could not locate the complex with the water bonded. 
Furthermore, the RuIII angle is 5 º narrower than the equivalent at Ru(bda) while the RuII 
is almost 12 º, which could mean that the water cannot bind with such a narrow-angle.  
We could argue that according to the redox potential of RuIII to RuIV, it could also oxidize 
and then bond with the water molecule, as the energy difference is almost negligible 
(0.8 kcal/mol between RuIII and RuIV water bonding). According to our calculations alone, 
we cannot distinguish which is preferred; thus, we highlight both paths. A similar 
problem arises from compound 8; the pH is higher than the pKa, but they are almost 
equal. If we think on a pH = pKa situation, we cannot distinguish whether it will be a PCET 
or deprotonation since we could also have method related errors that may change the 
pKa slightly enough to set the balance off. Once again, we highlight both paths.  
This reasoning is only one half of the solution, as it is only based on computational 
results, and shows clear doubts about which path to take in each case; therefore, we 
require the experimental data to help us solve this riddle. Analysis of the 
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voltammograms provided by one of the authors included in the article's annexes in 
section 10.2 demonstrates the paths the mechanism follows. First, there is no peak at 
0.45 V. This indicates that the RuIII/RuIV oxidation does not occur. We believe it does not 
occur due to the molecule destabilization since it goes from a RuIII with a -1 charge that 
could help stabilize the OS to an even higher OS but with now an overall +0 charge, which 
does not help to stabilize it. The second important thing we found out through the 
experimental data is that the PCET prevails over the deprotonation simply because the 
experiments were done at pH = 7, while in the diagram, we considered a pH = 8 to 
compare the data of this catalyst with the Ru(bda) catalyst. If we consider pH = 7, the 
PCET predominates. It also coincides with the 2H+/2e- step that other authors reported. 
Before going further into whether the mechanism proceeds via I2M or WNA, let us 
discuss the mechanism at pH = 1 shown in Figure 57. 

 
Figure 57. General mechanism for Ru(bpa) at pH = 1. Green arrows for PCETs, blue for OSs, and purple for 
pKa. Species are labeled XYq, where X indicates the spin state, and q is the total charge of species Y.  
 

In this case, the pathway is a bit clearer since the previous oxidation from RuIII to RuIV is 
not possible as it has an electropotential of 1.91 V, and the CAN only provides an 
oxidative media from 1.6 V to 1.7 V. Despite this, the same issue at compound 8 occurs 
at pH = 1 and pH = 8, which is that pH = pKa. Following the previous statements and 
experimental data analysis, considering that there is a 2H+/2e- step, we believe that the 
same procedure happens again; thus, the PCET is preferred over the deprotonation plus 
oxidation. This explanation would be perfect except for one detail found in the 
experimental data: the 2H+/2e- voltammogram shows a peak at 1.40 V, far from the 1.03 
V shown here. For reference, in the mechanism at pH = 8, the computational PCET was 
at 0.99 V and the experimental peak at 1.25 V, a 0.26 V difference at pH = 8 and a 0.37 
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V at pH = 1. We know that the computational predictions are the ideal case, but the 
experiments require overpotentials to progress the product's reaction. 
Nevertheless, a difference of almost 0.4 V seems too much for an overpotential, and 
since the same method applies to both pHs, the difference between them should be 
minimal. The solution to this problem is within the deprotonation of the phosphonate 
ligands. Each compound can deprotonate and re-protonate according to the pKa and pH; 
thus, we checked which compounds should deprotonate at pH = 1. By doing so, we 
found the source of our problems: compounds 4, 8, and 12, the ones involved in the 
PCETs, vary their protonation states. With a pKa for the deprotonation of the bpa ligand 
of 0.2 for molecule 4, a pKa of 0.8 for molecule 8, and a pKa of 1.1 for molecule 12, it 
means that the PCETs do not occur while both phosphonated ligands are protonated; 
instead, they occur when only one of them is deprotonated, as shown in Figure 58. 
 

 
Figure 58. Monoprotonated phosphonate mechanism for Ru(bpa) at pH = 1. Species are labeled XYq, 
where X indicates the spin state, and q is the total charge of species Y.  
 

Going back to the potential problem explained before, we see that the highest potential 
of the PCETs is 1.26 V. Compared to the experimental 1.4 V, we observe a difference of 
0.14 V; thus, there is less absolute error concerning the experimental value. Not only 
the PCETs are closer in potential now, but they are also explained through deprotonation 
that, despite having acidic pH = 1, occurs due to their lower pKa (0.2). We must remark 
that despite this deprotonation, compound 12 has a pKa of 1.1, and thus it should re-
protonate to the biprotonated phosphonate, leaving this monoprotonated reaction 
hidden between biprotonated phosphonates. 
This should cover the H2 formation since the free protons would later combine with the 
electrons and form the gas, which is the focus of the thesis; however, since we were 
unfolding new parts of the WOC catalyst, we wanted to finish the cycle by regenerating 
the catalyst. As stated in the introduction, there are two known ways of creating the O2 
molecule: WNA and I2M. We display the results of the kinetic barriers in Figure 59. At 
pH = 8, we have the deprotonated bpa ligand. Experimentally, there was no catalytic 
activity, if any, and looking into the computational data, we see an I2M barrier of 19.7 
kcal/mol and a WNA barrier of 28.8 kcal/mol. Given the experimental conditions, the 
former energy barrier could be feasible; but it is still 7.3 kcal/mol higher than the Ru(bda) 
counterpart, explaining the catalyst's lower performance. Since the WNA is too high in 
energy (28.8 kcal/mol), this could explain the almost none (if any) catalytic activity at pH 
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= 8 through an I2M mechanism. Looking into the pH = 1 path, we observe an I2M barrier 
of 18.4 kcal/mol, which is lower than the one at pH = 8, and a WNA barrier of 14.3 
kcal/mol, way much lower than at pH = 8. This WNA supports the experimental 
information that this catalyst has first-order kinetics since only one monomer is 
involved, and the barrier is reasonable given the experimental conditions. Considering 
all the above, the WNA should be preferred at pH = 1, as many authors already 
suggested. 

The next steps are simple; now that we consider a WNA mechanism, we must 
deprotonate twice the water molecule and liberate the oxygen while having appropriate 
OSs for the metal center. Deprotonation seems the most reasonable since it will not 
change the OS (RuIII), but the charge will become -1, as shown in Figure 60 (2151+ → 2171-

). As one can see, the water pKa is too high given the pH = 1 of the media. Furthermore, 
the result would be a RuIII with an overall charge of -1, which is not within the mechanism 

Figure 60. Liberation of O2 through WNA for the bpaH2 catalyst at pH = 1. Gibbs reaction energy (kcal/mol) in grey, pKa for 
deprotonations in purple. 

Figure 59. I2M and WNA mechanisms pathways (with 1 or 2 assisting water molecules) for the deprotonated 
(bpa at pH = 8) and protonated (bpaH2 at pH = 1) phosphonate catalyst (axial ligands and non-interacting 
hydrogens removed for clarity). Gibbs energy barriers (kcal/mol) in orange. 
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in Figure 57 and adds the negative charge problem. The high pKa indicates that even if 
water binds to the RuV through a WNA, it could never deprotonate, staying stuck in that 
step and showing no catalytic activity. PCETs are not possible even though when the 
water binds to the oxygen, the OS of the RuV shifts to RuIII (2121+ → 2151+), which we 
tested using Salvador’s EOS program.205 These two PCETs would mean increasing the 
RuIII to RuV again but without a water molecule attached, creating a RuV complex (217’1+) 
not able to regenerate the catalyst (Figure 61). This phenomenon also happens 
experimentally: there is no catalytic activity under external voltage, except if we include 
CAN into the media.  
Let us review for a moment the data 
that we have. This WOC catalyst does 
not work without a sacrificial oxidant 
(CAN). With external potential alone, 
there is no catalytic activity. 
Computationally, we observe that WNA 
is possible, but the attached water will 
never deprotonate; thus, the catalyst's 
regeneration will not occur. Finally, experimental results show the first-order kinetics of 
the reaction. With everything said, there is only one possible explanation of this 
catalyst's reactivity: the CAN added into the media as oxidant plays a direct role as 
cocatalyst in this WOC. We demonstrated that neither WNA nor I2M occur; thus, there 
must be another pathway. 
Additionally, the reaction does not progress unless there is this specific oxidant; other 
common oxidants do not work either. If the oxidant formed an I2M with the Ru catalyst, 
it would still fulfill the first-order kinetics because we would still use one monomer of 
catalyst, and since the CAN is usually in excess, it would not hinder the I2M pathway. 
There is one thing left to try, the CAN-Ru pathway. 
There is, however, a problem with CAN: we do not know its structure in aqueous media. 
We know that CAN precipitates if the pH is not low enough and that it can provide 
between 1.6 V to 1.7 V of redox potential, but that is all. To try the Ru-CAN pathway, we 
attempted to develop a systematic CAN transformation shown in Figure 62. The starting 
point was [CeIV(NO3)6]2-. We analyzed all species resulting from the substitution of NO3

- 
by H2O until four substitutions are done, and we look at the reduction potentials of all 
species involved. 
 

Figure 61. PCET test showing the formation of a RuV-OO 
complex that could not regenerate the catalyst. 
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Figure 62. Cerium Ammonium Nitrate electropotential study (in blue, the reduction potentials; in black, 
the Gibbs energies of the successive substitution of NO3

- by H2O in the CAN structure). 
 

By developing the above mechanism, we expected to find a structure that we can reach 
at room temperature that is also able to provide the 1.6-1.7 V. Looking at Figure 62, the 
last structure we could reach is [5] since the next step would increase the energy by 23.7 
kcal/mol, without taking into account possible TSs; therefore, we could not reach it at 
room temperature. This compound [5] has a potential of 1.31 V, far from the 
experimental minimum of 1.6 V. Even taking into account that just like the computation 
vs. experiments, the computational results ranged from 0.2 V to 0.3 V lower potentials 
than the experimental results, indicating that this structure could reach the 1.6 V 
threshold, we could not verify that this structure is the one present in aqueous media. 
With this information and results, we thought it would be wise to stop delving into this 
topic, as a wrong reactant could lead to a bad result. Nevertheless, the Ru-Ce dimer's 
hypothesis was already present in some papers like that of Costas, Lloret-Fillol et al.,219 
and it makes sense as a possible outcome, but this lack of certainty to its structure is 
detrimental to the study. 
Overall, the final mechanism at both pHs appears in Figure 63. We managed to discover 
the different pathways according to the pH while also understanding why there is no 
I2M between two Ru monomers due to the high energy barriers, nor WNA due to the 
high pKa compared to the low pH, which would not allow further deprotonations. The 
final path we hypothesize is an I2M with a Ru monomer and a CAN molecule, and since 
the structure of CAN is unknown in aqueous media, we could not delve further into the 
final steps of the mechanism.  
Turning back towards green chemistry, not only we understand better a H2 generator 
catalyst, but we also found out that one of the components in the media, CAN, should 
be part of the catalysis, which indicates that lower quantities of CAN could be used for 
the same results, reducing the reagents considerably, and thus the waste produced in 
the process. 
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Figure 63. Proposed final mechanisms at both pH for bpaH2/bpaH and bpa catalysts. Green arrows for 
PCETs, and purple for pKa. Species are labeled XYq, where X indicates the spin state, and q is the total 
charge of species Y. Blue values represent redox potentials, grey values represent Gibbs reaction energies 
and purple values represent pKa. 
 
 

7.1.2. Acceptorless Dehydrogenative Coupling: 

industrial processes refining 
 
This section is based on the contents of the manuscripts by Luque-Urrutia et al. J. Am. 
Chem. Soc. 2019, 141, 2398-2403, Masdemont et al. ACS Catal. 2019, 9, 1662-1669, 
which can be found in sections 4.3 and 4.4 of this thesis. 
 

After revising the most recent catalysis in clean hydrogen production through WOC, we 
wanted to check other Green Chemistry options such as industrial processes and toxic 
gases they emit. We could have chosen any possible chemical reaction, but we wanted 
to continue in the H2 production for energy usage while also studying the latest catalysts 
available to be relevant to the field. We found the solution to our inquiries by looking 
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into PNP catalysts that are a hot topic in research, and they also have broad reactivity in 
different fields, including processes involved in H2 production. 
The first reaction that piqued our interest was the recent alcohol and nitrile coupling 
developments for acrylonitrile production. On the one hand, we had the target product: 
acrylonitriles, widely used in synthesis as precursors as necessary as malaria treatment 
drugs and others. On the other hand, the most exciting part is the recent development 
in catalysts for this process. Until recently, this reaction proceeded like Figure 64. 
 

 
Figure 64. Dehydrogenative coupling of arenes and alkenes with the aid of a hydrogen acceptor in a 
palladium-catalyzed reaction. 
 

The dehydrogenative coupling is a known reaction for “extracting” two hydrogen atoms 
from two molecules that we want to bond. Besides a heavy metal catalyst such as 
palladium, the main requirement with this reaction is the need for a hydrogen acceptor. 
A hydrogen acceptor is any given alkene that can hydrogenate to retain the hydrogen 
atoms from the reactants, but there is no particular interest to produce them, so they 
are considered waste or a by-product in the best scenario. Though needed, their 
presence is not optimal for waste management and, having more steps in a reaction 
leads to slower/higher energy consuming procedures. With everything said, a new 
manganese catalyst developed by Milstein et al.86, 98 showed good catalytic activity in 
this field (see Figure 65). 
  

 
Figure 65. Catalytic ADC reported by Milstein et al.87 with the catalyst structure. 

 

Their paper reports a mechanism that combines experimental results and hypotheses, 
leading to apparent holes in the pathway. After some research, we found the full 
mechanism for this catalyst, including the answers to their experimental questions. The 
full mechanism appears in Figure 66, which will be discussed in various sections since it 
could be challenging to fully understand the whole reaction mechanism at the 
beginning.  
 



168 
 

Figu
re

 6
6

. Fu
ll m

ech
an

ism
 o

f th
e m

an
gan

ese catalyzed
 A

D
C

 fo
r th

e syn
th

esis o
f acrylo

n
itriles startin

g fro
m

 alco
h

o
ls an

d
 n

itriles. A
ll 

valu
es sh

o
w

n
 are G

ib
b

s en
ergies in

 kcal/m
o

l. TS h
igh

ligh
ted

 in
 p

u
rp

le. 



 

169 
 

Let us start from the right side of the mechanism that involves producing an aldehyde 
from alcohol, shown in Figure 67. 
Comparing this mechanism to the one reported in the original experimental article87 is 
relatively easy. Everything is the same except for compound 2. The pathway, however, 
is very different for compounds 3 and 3’. Both are experimental intermediates: while 3 
is the kinetic intermediate (the one formed first), 3’ is the thermodynamic one (the most 
stable one). Now, the difficulties arose from the experimental data. This experiment was 
performed at 25 ºC and 3’ completely formed in 12h. 
On the other hand, 3’ appeared in just 30 min at 135 ºC. This particularity means that 
the energy barrier should be relatively low since the formation of the thermodynamic 
isomer needs 12 h at room temperature, yet the direct interconversion between 3 and 
3’ demonstrated a barrier of almost 70 kcal/mol. This barrier is outrageously high, given 
the experimental conditions, and it is the result of the hydrogen swap between the C 
and N atoms and the C-M bond formed. We could obtain the next water/alcohol assisted 
pathways with relatively low barriers, which meant that it would be even more 
challenging to compete with this isomerization. The experiments, however, were there 
to prove that such a pathway was more than possible. The solution we found was hiding 
in plain sight, not through 3 nor 3’, but within the next step, 4. 
 

Figure 67. First cycle of the ADC catalysis for aldehyde formation (energies in kcal/mol). 
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Figure 68. Isomerization assisted by explicit water or alcohol molecules (energies in kcal/mol). 
 

As 
Figure 68 shows, the key was to introduce the assistance of water. To find the 
intermediates 3 and 3’, no alcohol was needed experimentally; thus, we assumed that 
water could also play a role here. If we reach 4 with a water molecule, the barrier from 
3 is only 9.7 kcal/mol at 25 ºC. Since the next step would mean converting the alcohol 
into aldehyde, we cannot progress further with just a water molecule. According to this, 
we thought about using 4 as a bridge between 3 and 3’, and interestingly, that is indeed 
what occurs. Thanks to the use of this compound 4, we can obtain the thermodynamic 
isomer with a barrier as high as 28.1 kcal/mol, ideal for the experimental results. At 25 
ºC, the reaction would be possible but slow (12 h) since the barrier is a little too high 
given the temperature, and at 135 ºC, it would be quite fast, thus only needing 30 min 
to do so. 
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Figure 69. Second cycle for ADC catalysis showing acrylonitrile formation (energies in kcal/mol). 

 

Now, let us look into the second part of the mechanism, the acrylonitrile synthesis in 
Figure 69. Starting from 3, we denote a clear difference to the previously reported 
mechanism. In Milstein’s report, they stated a possible ionic combination without a clear 
structure (compound 5 in Figure 48, Chapter 3). We located this in compound 6 through 
a Mn-N(C) bond that joins both molecules. We also kept considering either water or 
alcohol assistance because due to the Knovenagel condensation in step 7-8, water will 
keep producing as the process continues. This condensation step is the r.d.s. of the 
whole mechanism, with a barrier of 28.1 kcal/mol. Overall, we found out that most 
steps, except the condensation, are assisted by either a water or an alcohol molecule, 
depending on which is present at the moment, but if we had to choose, it would prefer 
water as it has lower energy barriers in most steps, probably due to its smaller size. After 
obtaining the acrylonitrile, the catalyst regenerates in compound 3, reinforcing both 3 
and 3’ experimental findings since they are the connection between aldehyde formation 
and acrylonitrile production. 
 
The high temperature involved in the reaction is something we should try to reduce if 
we want to go towards greener chemistry since more temperature means we need to 
use more energy to maintain it. We could try to make small changes in the catalyst and 
test whether it improves or not; however, as stated in the introduction, these PNP pincer 
ligand catalysts have quite broad reactivity. Knowing this, we looked for a similar 
reaction that could give us other insights to deepen the research. Out of all the reaction 
mechanisms we looked at, alcohols and amines coupling to produce aldimines took our 
attention. This reaction looked similar to the acrylonitrile synthesis for several reasons. 
First, the reactants are alcohol and amines, compared to alcohols and nitriles in the 
acrylonitrile synthesis. The proximity in functional groups (alcohol + nitrogenized ligand) 
is different enough to explore another pathway but close enough to relate both. Second, 
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the experimental temperature is the same, 135 ºC, but the reaction time is very 
different, 60 h vs. 1 h. We wanted to see why the temperature could be the same, but 
the time was so different. The energy barrier must be higher, but perhaps we could find 
a clue on the PNP catalyst reactivity since the reactants were similar. When one 
compares the acrylonitrile with the aldimine synthesis, we find two important changes: 
1) the aldimine synthesis changes the phosphonated ligands: tert-butyls instead of 
isopropyls, and 2) the equatorial PNP ligand is bulkier in the acrylonitrile synthesis while 
it is smaller for the aldimine synthesis. Here, we would like to discuss the similarities and 
differences between the two mechanisms. We studied this new procedure with 
everything considered and obtained the following results shown in Figure 70. 
 

 
Figure 70. The full reaction mechanism for the ADC of benzyl alcohols with benzyl amines (in blue the 
steps assisted by water and in green by the alcohol; R1 = CH2-Ph; in black (minima) and in orange (TSs). 
Solvent Gibbs energies in kcal/mol and referred to catalyst 1, except for the metal-free reaction pathway 
included in the box that refers to aldehyde 5). 
 

Comparing this mechanism to the previous one, there is a clear difference: the catalyst 
does not intervene in all the steps. Here we can see condensation like earlier (TS 7-8 in 
Figure 70), but the catalyst does not assist here. Nevertheless, let us see the catalyst 
intervention first. The mechanism for aldehyde formation is almost the same. The first 
step (1 → 1’) gives the hydrogen from the alcohol ligand to the double bond located next 
to the phosphorous atom. Here the TS is lower than the acrylonitrile (15.2 kcal/mol vs. 
17.5 kcal/mol). While the phosphorous based ligands are bulkier and impede the alcohol 
binding, the hydrogen in the PNP structure's double bond restores its pyridine ring's 
aromaticity, lowering the energy. Considering that the aromaticity restoration should 
decrease the energy, but the overall step is 2.3 kcal/mol higher for the aldimine with the 
same computational methodology, it is clear to us that the phosphorous ligands 
bulkiness affects the reactivity of this catalyst negatively. 
In the next step, we also observed the aldehyde formation, where the aldimine catalyst 
has a barrier of 23.5 kcal/mol (water assisted), and the acrylonitrile one has a barrier of 
22.6 kcal/mol. Here the energy barrier difference is smaller, but only because a water 
molecule assists the mechanism that leads to the aldimine formation. If we compare 
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both in the same conditions, without an additional assistant molecule, the energy of the 
aldimine catalyst skyrockets to 33.4 kcal/mol. This factor is present in the rest of the 
hydrogen formation, as the energy barriers are always higher for the aldimine catalyst. 
From here onwards, the comparison between both mechanisms becomes a challenging 
task. The nitrile ligand involved in the acrylonitrile synthesis allowed it to bond to the 
manganese metal center, facilitating the hydroxyl deprotonation. In this catalyst for 
aldimine synthesis, the reactant is not a nitrile but an amine; thus, this bonding does not 
occur. Instead, once the aldehyde forms, the catalyst stops its function. Consequently, 
we can say that the sole job of the catalyst is to convert alcohols into aldehydes. 
Considering this, the reaction between aldehyde and amine becomes the r.d.s., with a 
barrier of 34.1 kcal/mol for the assisted condensation reaction (7 → 8). This energy 
barrier justifies the experimental conditions of 135 ºC and 60 h and makes sense 
compared to the 28.1 kcal/mol for the acrylonitrile catalyst since the latter occurred in 
1 h. 
Even though the comparison of both types of catalyzed reactions ends here, the 
aldimine one had some interesting experimental data that we wanted to study as well. 
In the experiments, using an aryl amine with a methoxy group (OMe), they obtained a 
99% yield yet, with the same aryl amine, but instead of a methoxy group, a fluoride 
ligand (F), the yield dropped to 55%. We invite the readers to check the article in section 
4.4 to see the study; however, since it does not relate to green chemistry catalysis, it will 
not be further discussed. 
 

7.2. Atmospheric gas recycling 
 

This section is based on the contents of the manuscripts by Luque-Urrutia et al. Inorg. 
Chem. 2017, 56, 14383-14387, and Natongchai et al. Org. Chem. Front. 2021, Advance 
Article, which can be found in sections 5.1 and 5.2 of this thesis. 
 
Making better green chemistry is producing less waste material and finding ways of 
reusing such waste. In many cases, this waste is related to the invisible atmospheric 
gases that we may overlook, but there are increasing rapidly every second. This section 
will focus on how to reuse two of these gases, N2O and CO2. Furthermore, section 7.2.1 
can also be included in the previous PNP catalysis block, as it also uses this type of 
catalyst, but since we could not include it within the H2 production section, we moved it 
into this one. 
 

7.2.1. Energy production through N2O recycling 
 
The last studied PNP pincer ligand catalyst involves the hydrogenation of N2O to convert 
it into inert nitrogen and water gas molecules. The original scheme, the source of the 
project, appears in Figure 71. 
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Figure 71. Hydrogenation of N2O by the PNP-pincer Ru-based catalyst 1 (P = P(iPr)2).  

 

The experiments are straightforward; it is possible to deactivate N2O catalytically in 48 
h, at 65 ºC in THF solvent. However, we believe that the optimization of the reaction 
mechanism is possible. To do so, we decided to study computationally all the steps 
involved in this process, and the results we obtained appear in Figure 72. 

 

While testing the mechanism, we noticed that there was a high TS located in step I-II. 
This step relates to the conversion of N2O into N2 and a hydroxo ligand attached to the 
catalyst. Without an assisting molecule, the energy barrier is 34.7 kcal/mol. This barrier 
is already high in energy, and we would need high temperatures to surpass it, yet, the 
temperature needed in this process (65 ºC) is half of the previous PNP catalysts 

Figure 72. Full mechanism for the hydrogenation of N2O. Isopropyl ligand represented. Tert-butyl and phenyl 
ligands energy shown as well (green and pink energies respectively). (Gibbs energies in kcal/mol, and referred 
to the catalyst 1). 



 

175 
 

explained in this work (135 ºC). The experimental temperature would not be enough to 
proceed through this TS; thus, we tried it with an assisting molecule such as THF. The 
reason for using THF is that it was used as a solvent in the experiments. To our surprise, 
instead of lowering the barrier, it increased up to 46.5 kcal/mol, so we decided to try 
with water. Now, water is produced in the catalysis, but it is also present in the media 
since the THF is not dehydrated. The barrier decreases to 28.0 kcal/mol using water, 
which is still a bit high, but it is now possible. Since it is within the limit, it explains why 
it needs 48 h to complete the reaction. 
According to the previous analysis in PNP pincer ligands, we knew that the phosphonate 
ligands bulkiness could directly affect the system's energy barriers. To analyze this issue, 
we decided to study the mechanism with the different P-R groups in the PNP pincer, 
namely, isopropyl (iPr), tert-butyl (tBu), and phenyl (Ph) ligands. Looking at the 
differences between them, the results are almost expected. On the r.d.s. of the system, 
step I-II assisted with water, the iPr has the lowest energy barrier of the three, but it is 
not the less bulky. For the other two, size analysis (Figure 73)220-222 demonstrated that 
tBu is bulkier than iPr, yet, the tBu’s energy barrier is smaller than the Ph’s barrier. We 
attribute this difference to the C-P bond's strength within the PNP ligand, located 
between the pyridine of the PNP ligand and the Ru metal. Searching for the MBOs of 
this specific bond, we found that the C-P MBO for the Ph ligand is 0.052 larger than the 
same bond for the iPr ligand. Once the carbon is later hydrogenated, the catalyst with 
the Ph ligand C-P MBO is again 0.013 larger than the iPr one. This phenomenon hints 
towards a stronger bond character owing to the Ph ligand, lowering the catalyst 
reactivity, and explains why even though the Ph is less bulky than the iPr, the r.d.s. is 
more energetically demanding. 
 

 
Figure 73. Percentage of the occupied volume of the ligands in respect to the metal center (%Vbur) and 
steric maps (XY plane) for the PNP pincer ligands, including iPr, Ph, and tBu substituents on the 
phosphorous atoms of catalyst 1 (Mn is placed in the center and the closest N atom is on the x-axis, while 
both hydrides are on the z-axis, curves are given in Å). 

As a final remark to close this PNP ligand catalysis section, let us mention that we found 
some similarities between them to use towards an efficient and greener production. 
First, the catalysts can generate aldehydes from alcohols. Second, all of them had 
hydrogen close to the metal center that can react to form or break H-H bonds, and third, 
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the highest energy barrier for the three studied processes is 28.1 kcal/mol. Therefore, 
one could combine the best aspects of each of them. If we take the catalyst from Figure 
70, we can see that it is almost the same as the catalyst in Figure 71. We could use this 
catalyst with alcoholic media to produce aldehyde and hydrogen. Once it transforms the 
alcohol into aldehyde, we could add nitriles to form acrylonitriles (same as Figure 66, 
but with the other catalyst) while at the same time, pump N2O from another industrial 
process and the H2 produced previously with the alcohol to convert N2O into the inert 
N2. We wanted to test this hypothesis with some tweaks to the catalyst, like using 
methyls (Me) instead of isopropyls since they are smaller ligands than iPr, see whether 
the energy barriers are within the expected values, and think how could this be done 
experimentally (Figure 74). Nevertheless, the time required exceeded the thesis scope; 
thus, we could not do it. 

 
Figure 74. A hypothesis of the PNP catalysis for greener chemistry. 

 

7.2.2. CO2 recycling as a building block for other 

carbon-based compounds 
 

We have investigated the cyclization of CO2 and propylene epoxide with the help of 

several different nucleophiles. In order to study this process, we looked at the 

mechanism proposal included in Figure 75. 

 
Figure 75. Mechanism of the epoxide cyclization. Path A depicted on the right side mechanism, and Path 

B is depicted on the left side. 
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There are two possible paths, A and B, that have the adduct between the nucleophile 

and the epoxide in common, but Path A goes through the epoxide opening by direct 

attack of the nucleophile, while Path B starts with the attack of the nucleophile to CO2. 

Let us review first Path A for the sake of clarity in Figure 76. 

Here we observe all the 

steps undergone in Path A 

with all the nucleophiles 

studied in this project. 

First, let us enumerate the 

r.d.s. for each nucleophile: 

TS-IA for DMAP (29.9 

kcal/mol), [4] (30.1 

kcal/mol) and DBU (39.9 

kcal/mol [29.3 – (-10.6) 

from Nu-epoxide]), TS-IIA 

for pyridine (45.2 

kcal/mol), and TS-IIIA for 

TBD (29.1 kcal/mol [3.7 – (-

25.4) from I2). As we can 

see, different limiting 

steps depend on the 

nucleophile, but we can 

determine a couple of 

things from these data. 

First, the pyridine has a TS 

energy so high that in our current experimental conditions (100 ºC, 1 atm), which are 

also the usual conditions used with this kind of nucleophiles, the barrier cannot be 

overcome. This means that pyridine cannot produce the cyclic carbonate, as reflected in 

the experiments, since the epoxide conversion is low, and the carbonate did not appear 

(see section 5.2 for more details). Looking into the rest of the nucleophiles, we could say 

that TBD should be the best out of them, that DBU also has a very high energy barrier as 

pyridine; thus, it should show similar results, and that DMAP and [4] are both viable and 

close in energy to produce the cyclic carbonate. 

We found that the CO2 binding (I1 to I2) is barrierless for all paths except for pyridine, 

which coincidentally is its r.d.s., and DMAP (9.3 kcal/mol). Overall, since the CO2 binding 

is not an issue, it proves that by tuning the epoxide opening, and in some cases, the 

closing, we can improve this reaction. We have also tested the trimolecular TS TS I+IIA 

which combines the epoxide opening with the CO2 binding. As expected, its energy is 

higher than TS-IA; thus, we can discard this step. 

Moving on, we must compare Path B to Path A and decide which path is better (Figure 

77). The first thing that we noticed is that in all cases, Path B is more energetically 

demanding than Path A, i.e., the r.d.s. of Path B is TS-IIB for pyridine (59.1 kcal/mol), 

Figure 76. Path A of CO2 cyclization 
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DMAP (41.3 kcal/mol), [4] 

(34.7 kcal/mol), TBD (61.2 

kcal/mol) and DBU (50.8 

kcal/mol). Since it is the first 

step of the mechanism, we 

can assume that Path B does 

not occur. However, there is 

a most crucial intermediate 

found in this Path B, the 

intermediate I3. It represents 

the union of the nucleophile 

with the CO2, and we can see 

that for TBD, it is very stable 

(-23.8 kcal/mol), even more 

than the adduct between the 

TBD and the propylene 

epoxide (-16.5 kcal/mol). 

Forming this intermediate is way more comfortable for TBD than proceeding through 

Path A, and this, in turn, has been observed experimentally. The experiments have 

shown that both TBD and DBU, when in contact with the CO2, precipitate. While we 

could not find the intermediate I3 for DBU computationally, since we could only find the 

adduct, we did locate it for TBD. The energy shows higher preference towards this 

intermediate than Path A; thus, we believe that TBD forms this intermediate and then 

precipitates. Furthermore, while we did not locate a DBU-CO2 intermediate, there have 

been reports of both DBU and TBD that found them experimentally,223 and 

computationally;224-225  thus, we believe it also occurs for DBU. Now, having looked at 

Paths A and B, let us revise the mechanism with the best nucleophiles for a long list of 

reasons: Path B is more energetically demanding than Path A; TBD and DBU precipitate 

in contact with CO2, and pyridine will not go through the cyclization since the CO2 

binding step barrier is too high in energy. 

 
Figure 78. The optimized mechanism for CO2 and epoxide cyclization. Values shown represent Gibbs 

energies in kcal/mol. In blue, with DMAP, and in red, with [4]. 

Figure 77. Path B of CO2 cyclization 



 

179 
 

Once filtered, the mechanism is now clear. Both DMAP and [4] share the r.d.s. with 

energy so similar that discerning which one of them is better than the other, falls within 

the expected methodological error; therefore, we can only rely on the experiments and 

the nucleophilicity of the nucleophiles (DMAP<<[4]) to understand which one is better: 

 
Figure 79. Experimental conditions for the epoxide cyclization. 

Table 2. Catalytic investigation of N-nucleophiles for the cycloaddition of CO2 to epoxides 5a and 5b under 
atmospheric CO2 pressure.a 

Nucleophile 
Conversion (%) Selectivity (%)b 

5a 5b 5a 5b 

DMAP 50 16 90 84 

[4] 93 99 95 95 
a Epoxide (16.6 mmol), nucleophile (0.332 mmol, 2 mol%) at 100 °C, 1 bar CO2 (balloon) for 24 h, 
solventless. b Refers to the selectivity for cyclic carbonates (6) versus 1,2-diols (7). 

From the experimental results, we see that DMAP has less conversion of epoxide than 

[4], and it is less selective as well, forming more diols in the process (derived from 

ambient moisture). Therefore, we can conclude that [4] is better than DMAP, and from 

all the data collected, it is possible to theorize that the more nucleophilic, the better (if 

it does not precipitate).  

Overall, we determined the mechanism in which these nucleophiles react, determined 

a possible nucleophilic poisoning (DBU-CO2 and TBD-CO2), located the r.d.s. and found 

the best of the studied nucleophiles. 
 

 

7.3. Highlights of clean energy production through solar 

cells 
 
In this category, we include one project. Solar cells are a broad topic of research, and 
while there are many possibilities, the size of this project, more precisely the CNOs, 
required most of our time to develop it. To be used in solar cells, CNOs must be 
functionalized. Therefore, in this section, we discuss a CNO reactivity (see section 6.1) 
for its functionalization and use as electron donor-acceptor dyes. 
 

7.3.1. Third-generation solar cells: are nano onions a 

future possibility? 
 

This section is based on the contents of the manuscripts by Luque-Urrutia et al. Chem. 
Eur. J. 2020, 26, 804-808, which can be found in section 6.1 of this thesis. 
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Aiming for greener chemistry through other means than catalytic reactions, we delved 
into the world of solar cells. We decided to study organic-based solar cells; in this case, 
CNO based solar cells. Considering the size of the CNOs, and the computational limits, 
we chose the smallest CNO possible, i.e., C60@C240 and its Li+ doped endohedral CNO. 
While the C60 is widely studied, the regioselectivity of C240 is unknown; thus, we include 
the first bond analysis for the C240 in Figure 80 and Figure 81. 

 

Figure 80. Schlegel diagram for a C240 fullerene with the five different bonds highlighted, [5,6]D in red, 
[6,6]B in grey, [6,6]C1 in green, [6,6]C2 in pink, and [6,6]C3 in blue. The 12 pentagons of the fullerene are 
also marked in red.  

 

Figure 81. Representation of the different bonds found in a C240 cage. 
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Once we located the different bonds, we test their reactivity with a simple Diels-Alder 
reaction between the fullerene and cyclopentadiene. To ensure that our results are 
consistent with the bibliography, we performed a benchmark with several combinations 
of functionals and basis sets and chose not only the closest in energy to the available 
experimental data,226-227 but the less time-consuming method out of the best ones. The 
reasoning behind this was the >300 atoms that the system would have; thus, a fast and 
accurate methodology is a must-have. Having settled the methodology and the study's 
object, we obtained in Table 3 the data on bond reactivity. 
 

Table 3. Reaction enthalpies (∆Hr, enthalpy difference between adduct and reactants) and enthalpies 
barriers (∆H‡, enthalpy difference between TS and reactant complex) in kcal/mol of the Diels-Alder 
reaction between fullerenes and Cp, with toluene as solvent. 
 

Fullerene Bond type ∆H‡ ∆Hr 

C60 [5-6]D 22.3 -1.9 
[6-6]A 5.4 -22.1 

Li+@C60 [5-6]D 17.3 -5.8 
[6-6]A -0.8 -25.9 

C240 [5-6]D 25.1 4.8 

[6-6]B 19.0 -2.0 
[6-6]C1 36.0 25.3 
[6-6]C2 34.0 18.4 
[6-6]C3 31.6 14.6 

Li+@C240 [5-6]D 21.1 (16.7)a 0.7 (2.2)a 

[6-6]B 17.9 (13.4)a -4.3 (-3.1)a 
[6-6]C1 33.8 (31.2)a 23.2 (24.2)a 
[6-6]C2 30.6 (28.0)a 18.2 (18.6)a 
[6-6]C3 27.2 (23.8)a 9.9 (13.9)a 

C60@C240 
  

[5-6]D 24.8 4.8 

[6-6]B 18.9 -1.1 
[6-6]C1 38.2 26.7 
[6-6]C2 33.9 20.6 
[6-6]C3 31.2 15.1 

Li+@C60@C240 [5-6]D 22.1 1.7 

[6-6]B 17.2 -3.8 
[6-6]C1 35.1 23.6 
[6-6]C2 33.9 16.1 
[6-6]C3 33.2 12.1 

 

a Enthalpies in parenthesis are from single-point calculations with the Li+ placed in the C240 cage center. 
Thermal corrections were taken from the PBEPBE-D3/3-21G(d) optimized systems. 
 

Before going further, we see that the rest of the bonds are higher in energy than [6-6]A/B, 
meaning that to functionalize them, we must functionalize first the [6-6]A/B bond. With 
this in mind, we summarize the above data in a shorter and more readable Table 4.  
 
Table 4. Summarized [6-6] bond energies (in kcal/mol) extracted from Table 3.  

Fullerene Bond type ∆H‡ ∆Hr 

C60 [6-6]A 5.4 -22.1 

Li+@C60 [6-6]A -0.8 -25.9 

C240 [6-6]B 19.0 -2.0 

Li+@C240 [6-6]B 17.9 -4.3 

C60@C240 [6-6]B 18.9 -1.1 

Li+@C60@C240 [6-6]B 17.2 -3.8 
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Let us start with the C60 and Li+/C60 results. First, the C60 reflects the aforementioned 
experimental data available.226-227 Second, the bond reactivity shows a clear preference 
towards the [6-6]A bond as expected. The inclusion of the Li+ cation made the reaction 
barrierless. To understand this result, we analyzed the LUMO of the fullerenes related 
to the Li+ cation shown in Table 5. 
 

Table 5. The energy of the LUMO for the different fullerenes studied in this work (in a.u.). 

Reactant LUMO 

C60 -0.114 
Li+@C60

a -0.179 
C240 -0.124 
Li+@C240 -0.158 

C60@C240 -0.124 

Li+@C60@C240
b -0.155 

 
a For Li+@C60, we report the energy of LUMO +1 (the LUMO is located on the Li cation). b For Li+@C60@C240, 
we provide the energy of the LUMO +5 (LUMO located in the Li cation and the LUMO +1, +2, +3, +4 orbitals 
located on the C60 cage). 
 

We see that the cation stabilizes the LUMO of the fullerene. Thus, the bond between 
cyclopentadiene and C60 is stronger and translates into better kinetics. This step 
becomes barrierless. Following the smallest fullerene, it is the C240 turn. From the bond 
information we gathered, we observe that the reaction enthalpies are higher than that 
of the C60. This is within expectations as the higher number of atoms implies a flatter 
surface than with the C60; thus, the required deformation to form the bonds should be 
higher in energy for the C240. Besides, the [6-6]B bond is the most reactive one, which is 
coincidentally the equivalent of the [6-6]A bond for the C60. Overall, the bond reactivity 
is located in the same bond in both fullerenes.  
Let us consider now the C60@C240 fullerene. The reactivity is approximately the same as 
the C240 since the principal bonds' energy reduces a maximum of 0.2 kcal/mol due to the 
C60, but this change is barely remarkable. 
With the cation-doped fullerenes, there is an apparent decrease in energy barriers once 
the Li+ is present. The C60 reduces 6.2 kcal/mol, the C240 1.1 kcal/mol, and the C60@C240 
1.7 kcal/mol. There is, however, a difference in the position of Li+ between Li+@C60 and 
Li+@C240. In the C60, the Li+ is centered, while in the C240, it is located near the reactive 
site. Due to the large size of the fullerene and the cation's small size, we believe that the 
cation approaches the fullerene wall to stabilize itself, but it does not occur in C60 since 
they are closer than in C240. Therefore, to compare the energies of C240 properly, we did 
a single point calculation with the Li+ in the fullerene's geometrical center, and the 
results are the ones shown in parenthesis in Table 3. This means that the energy 
decrease with the Li+ in the center of the C240 is 5.6 kcal/mol compared to the 1.1 
kcal/mol off-center. Without the Li+ movement, the C60 TS barriers decrease (6.2 
kcal/mol), and C240 (5.6 kcal/mol) are more related. This Li+ movement does not occur in 
the larger Li+@C60@C240 since it is encapsulated within the C60, and the C60 cannot 
displace itself due to the lack of space. 
We used these results to determine if the Li+@C60@C240 is a Faraday cage or not. 
Considering the Li+ at the center, we can see that the energy barrier for the Li+@C60@C240 
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is 17.2 kcal/mol, while for the Li+@C240 (centered) is 13.4 kcal/mol. This means that the 
addition of the C60 partially shields the cation's effect. If it shielded it completely, as in 
an ideal Faraday cage (Figure 82), the energy should have been closer to the 17.9 
kcal/mol of the Li+@C240. 
 

 
Figure 82. Effect of a charge inside a Faraday cage. The charge (cation) polarizes the cage (fullerene) and 
can polarize the outside in the same intensity while being unaffected by external fields. 
 

Overall, the CNOs are not perfect Faraday cages, but it is apparent that there is some 
shielding. Since it is not perfect, we still can dope fullerenes to facilitate CNO 
functionalization in solar cells, but the charge inside it will have a lesser influence than 
if it had perfect shielding. This fact would mean that larger cations could be involved in 
the process to compensate for this effect. Still, there is room for research in this field 
since we have only researched this shielding with a small cation, thus larger cations and 
anions could lead to different outcomes to consider in CNO based solar cell production. 
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Chapter 8. Conclusions 
8.  

We collect the main conclusions for this thesis in this chapter and display them according 
to the objectives (Chapter 3). 
 

8.1. Hydrogen production as a clean energy source 
 

8.1.1. Water Oxidation Catalysis 
 

First: 
We have been able to determine the full mechanism for the Ru(2,2’-bipyridine-

6,6’-dicarboxylate)(4-picoline)2 WOC catalyst at acid (1) and basic (8) pH. We revealed 
that at different pH, the intermediates of the mechanism are not the same. The lower 
pH enables some species' deprotonation, but the final monomer previous to the r.d.s. is 
the same at both pH. We ruled out the previous mechanistic proposal via rhomboidal 
intermediate since the energy barriers were much higher than the most known path. 

 

Second: 
 We found the mechanism of the Ru(2,2’-bipyridine-6,6’-diphosphonate)(4-
picoline)2 WOC catalyst, which is the phosphonated analogous of the previous catalyst.  
There are three possible biphosphonate conformations according to the pH: 
biprotonated, monoprotonated, and deprotonated. At pH = 1, the two PCET of the 
mechanism occurs through the monoprotonated state, but the rest of the species 
involved are biprotonated. At pH = 8, the deprotonated state predominates over the 
mechanism. The pH is critical in r.d.s. determination since the media's oxidant, Cerium 
Ammonium Nitrate (CAN), only works under acidic conditions. In the absence of CAN, at 
pH = 8, the r.d.s. goes through an I2M path. The high energy barrier combined with the 
catalyst's dimerization correlates with the poor to inexistent experimental catalytic 
activity. In the presence of CAN in excess, the mechanism does not undergo WNA 
despite its low energy barrier since the water would not be able to deprotonate 
afterward. We hypothesize an I2M between CAN-catalyst that could explain the need of 
CAN to increase the catalytic activity and fulfilling all experimental evidence. Since CAN 
could be part of the catalysis, lower amounts could reduce the reaction's chemical 
waste. 
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8.1.2. Acceptorless Dehydrogenative Coupling 
 

Third: 
 We demonstrated the full mechanism for the first PNP-pincer ADC Mn catalyst 
found by Milstein and coworkers. We divide the mechanism into aldehyde and 
acrylonitrile formation, but both mechanisms entwine through the thermodynamic 
resting state. We found that the experimental equilibrium between thermodynamic and 
kinetic isomers is not direct; it proceeds with an assisting molecule, either water or 
alcohol, through an intermediate. All steps where a proton transfer is needed, an 
assisting molecule, preferably water, lowers the energy barriers except for the r.d.s. The 
r.d.s. consists of a Knoevenagel condensation that releases a water molecule to form 
the final product. We discard Milstein’s hypothesis for the nitrile addition to the catalyst 
through an ionic intermediate. Instead, nitrile addition creates a covalent bond between 
the N from the nitrile and the Mn of the catalyst. The catalyst framework operates both 
as an alcohol deprotonator and as a template for the Knoevenagel condensation. 
 

Fourth: 
 We determined the full process of aldimine synthesis with a second PNP-pincer 
ADC Mn catalyst, published by Milstein and coworkers. We only need the aldehyde 
synthesis catalyst since the aldimines form from the aldehyde and the amine in the 
media; thus, they do not require assistance. The catalytic r.d.s. lies within the H2 
formation. The catalyst needs an assisting molecule for the proton transfers, being water 
the one that lowers the most the energy barriers. Some catalytic species in equilibrium 
may reduce the quantity of catalyst present since they reach dead ends, and the TS are 
lower than the catalytic r.d.s. 
 

8.2. Atmospheric gas recycling 
 

Fifth: 
 We developed the whole mechanism of an N2O PNP-pincer Ru catalyst that 
transforms it into N2 and H2O. To lower the TS, we need assisting molecules like water 
in the initial steps. Since it is one of the main products, it could also lead to lower 
catalytic rates as time progresses. The Ru-P bonds opening in the absence of water leads 
to a poisoned catalyst, a highly stable Ru-O-P structure, which cannot progress any 
further since the energy barriers are too high. According to ligand bulkiness between 
iPr, tBu, and Ph, the Ph should be the best to improve catalytic activity; however, Ph 
induces conjugation with the pyridine, increasing the energy barriers and, consequently, 
iPr becomes the most favored ligand.  
 
Sixth: 
 We studied the mechanism for epoxide cyclization using different nucleophiles 
to search for a substitute for the halides. The mechanism starts by opening the epoxide 
assisted by the nucleophile agent, followed by the CO2 binding, and then closes the cycle 
into the cyclic carbonate. Out of all the nucleophile candidates, DMAP and [4] were the 
most efficient according to our calculations. The CO2 binding step is not the r.d.s. of the 
mechanism, with very low or non-existent energy barriers. The experiments showed 
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that [4] is better than DMAP, but this difference could not be found on the calculations 
as differences in energy barriers are within the method’s error. This research has shown 
the possible substitution of halides into N-labile nucleophiles. 
 

8.3. Clean energy production through solar cells 
  

Seventh: 

 We studied the reactivity of C60, C240, and C60@C240 fullerenes and their Li+ doped 

counterparts through a Diels-Alder reaction. The most reactive bond in all cases is the 

[6,6] closest to the [5,6] bond. Encapsulation of Li+ shows an energy decrease of the 

LUMO orbital of the outer fullerene that results in lower barriers for all attacks. When 

placed inside the C60@C240, this energy decrease is lower, meaning that the C60 shields 

the Li+ charge partially. This means that the CNO is not a perfect Faraday cage. We must 

take this effect into account for the development of fullerene-based solar cells. 
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9.  

Chapter 10. Annex 
10.  

Here we report the SI for all the articles present. For the sake of clarity, we have 

removed the computational geometries, and we encourage the reader to check the 

online articles for them. 

 

10.1. Section 4.1 SI 
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Further computational details 

Reduction potentials. Equations and explanation 

Starting from the reduction potential formula explained in the article: 

 
ɛº𝑟𝑒𝑑 = −

∆𝐺𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛

−𝑛𝐹
− 𝑆𝐻𝐸 (S1) 

We can specify our ∆𝐺 according to a PCET reaction: 

 𝑅𝑢𝐼𝐼𝐼𝑂𝐻 + 𝐻+ + 𝑒− →  𝑅𝑢𝐼𝐼𝑂𝐻2 (S2) 

Therefore, we obtain the following ∆𝐺: 

 ∆𝐺𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 = ∆𝐺𝑅𝑢𝐼𝐼𝑂𝐻2
− ∆𝐺𝑅𝑢𝐼𝐼𝐼𝑂𝐻 − ∆𝐺𝐻+ 

 
(S3) 

In order to address the new proton term concerning a redox reaction where does not 

appear, we can observe the SHE reaction: 

 
𝐻+

𝑠𝑜𝑙𝑣 + 𝑒− → 
1

2
·  𝐻2𝑔𝑎𝑠

 (S4) 

Which we can obtain the ∆𝐺𝑆𝐻𝐸: 

 
∆𝐺𝑆𝐻𝐸 = 

1

2
∆𝐺𝐻2

− ∆𝐺𝐻+ 

 

(S5) 

Where we can obtain the ∆𝐺𝐻+ which we can translate into our ∆𝐺𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛: 

 

ɛº𝑟𝑒𝑑 = −
∆𝐺𝑅𝑢𝐼𝐼𝑂𝐻2

− ∆𝐺𝑅𝑢𝐼𝐼𝐼𝑂𝐻 −
1
2
∆𝐺𝐻2

+ ∆𝐺𝑆𝐻𝐸

−𝑛𝐹
− 𝑆𝐻𝐸 

(S6) 

 

 

ɛº𝑟𝑒𝑑 = − 
∆𝐺𝑅𝑢𝐼𝐼𝑂𝐻2

− ∆𝐺𝑅𝑢𝐼𝐼𝐼𝑂𝐻 −
1
2∆𝐺𝐻2

−𝑛𝐹
+ 𝑆𝐻𝐸 − 𝑆𝐻𝐸 

 

(S7) 

Thus, we obtain the proposed reaction for the reduction potential for PCETs reactions. 

 

ɛº𝑟𝑒𝑑 = − 
∆𝐺𝑅𝑢𝐼𝐼𝑂𝐻2

− ∆𝐺𝑅𝑢𝐼𝐼𝐼𝑂𝐻 −
1
2∆𝐺𝐻2

−𝑛𝐹
 

 

(S8) 

In order to compare it with the more used methodology of using the ∆𝐺𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 with an 

experimental ∆𝐺𝐻+ = 262.4
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙
; we performed both and obtained the same potentials 

in both cases, using any of them. However, due to not requiring experimental values and 
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addressing the potentials from a computational perspective, we used the methodology 

explained above. 

Finally, in order to predict the involvement of protons in the redox potentials, we use 

the Nernst equation correction: 

 ɛ𝑟𝑒𝑑 = ɛº𝑟𝑒𝑑 + 0.059 · (𝑝𝐻 − 𝑝𝐾𝑎) (S9) 

 

Given the following pKa: 

 

 𝑅𝑢𝑂𝐻2
3+: 𝑝𝐾𝑎𝐼   &   𝑅𝑢𝑂𝐻2

2+: 𝑝𝐾𝑎𝐼𝐼 (S10) 

 

If 𝑝𝐻 < 𝑝𝐾𝑎𝐼 we consider a 0H+/1e- pH independent reaction: 

 𝑅𝑢𝐼𝐼𝐼𝑂𝐻2
3+ + 𝑒− → 𝑅𝑢𝐼𝐼𝑂𝐻2

2+
 (S11) 

 

Thus, no correction is applied. 

If 𝑝𝐾𝑎𝐼 < 𝑝𝐻 < 𝑝𝐾𝑎𝐼𝐼we consider a 1H+/1e- pH dependent reaction: 

 𝑅𝑢𝐼𝐼𝐼𝑂𝐻2+ + 𝑒− + 𝐻+ → 𝑅𝑢𝐼𝐼𝑂𝐻2
2+

 (S12) 

 

Thus, we use the Nernst equation. 

If 𝑝𝐾𝑎𝐼𝐼 < 𝑝𝐻 then we consider a 0H+/1e- pH independent reaction: 

 𝑅𝑢𝐼𝐼𝐼𝑂𝐻2+ + 𝑒− → 𝑅𝑢𝐼𝐼𝑂𝐻+ (S13) 

 

Thus, no correction is applied. 

 
10.2. Section 4.2 SI 

 
Supporting information for 

Understanding the Performance of a Bisphosphonate Ru 
catalyst for Water Oxidation Catalysis  

Jesús A. Luque-Urrutia,‡ Jayneil M. Kamdar,§ Douglas B. Grotjahn,§,* Miquel Solà,‡,* 
and Albert Poater‡,* 

 

‡Institut de Química Computacional i Catàlisi and Departament de Química, Universitat 
de Girona, C/ Maria Aurèlia Capmany 69, 17003 Girona, Catalonia, Spain.  

§Department of Chemistry and Biochemistry, San Diego State University, 5500 
Campanile Drive, San Diego, CA, US 92182-1030. 
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pKa calculation. Equations and explanation. 

We begin with a general reaction: 

 𝐴𝑂𝐻 → 𝐴𝑂− + 𝐻+ (S14) 

Which will give us a ∆𝐺. This term can be used in the pKa calculation as follows: 

 ∆𝐺 =  −𝑅 · 𝑇 · ln(𝐾𝑎) (S15) 

 
𝑝𝐾𝑎 = log (𝑒

∆𝐺
𝑅𝑇) (S16) 

This procedure is how we obtain our calculated pKa. In order to have a better 

approximation, we follow the same procedure as Concepcion et al. have presented in 

their SI by calculating different pKa and comparing them with known experimental 

values in order to adjust our results: 

Table S1. Experimental, DFT, and corrected pKa values for different acids. 

Acid 
pKa 

Experimental Calculated Corrected 

CF3-COOH 0.23 3.1 0.17 

CHF2-COOH 1.34 5.3 1.08 

CH2F-COOH 2.60 9.1 2.56 

CH3-COOH 4.76 14.2 4.61 

H-PO(OH)2 1.30 6.4 1.52 

H3C-PO(OH)2 2.38 9.3 2.66 

 

 

 

 

 

 

Using the formula obtained in the linear regression, we can adjust our DFT pKa to be 

closer to the experimental ones. 

Reduction potentials. Equations and explanation 

Starting from the reduction potential formula explained in the article: 

 
ɛº𝑟𝑒𝑑 = −

∆𝐺𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛

−𝑛𝐹
− 𝑆𝐻𝐸 (S17) 

 

Figure S1. Plot of the DFT (x-axis) and experimental (y-axis) pKa of the different acids. 
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We can specify our ∆𝐺 according to a PCET reaction: 

 𝑅𝑢𝐼𝐼𝐼𝑂𝐻 + 𝐻+ + 𝑒− →  𝑅𝑢𝐼𝐼𝑂𝐻2 (S18) 

 

Therefore, we obtain the following ∆𝐺: 

 ∆𝐺𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 = ∆𝐺𝑅𝑢𝐼𝐼𝑂𝐻2
− ∆𝐺𝑅𝑢𝐼𝐼𝐼𝑂𝐻 − ∆𝐺𝐻+  (S19) 

 

In order to address the new proton term concerning a redox reaction where does not 

appear, we can observe the SHE reaction: 

 
𝐻+

𝑠𝑜𝑙𝑣 + 𝑒− → 
1

2
·  𝐻2𝑔𝑎𝑠

 (S20) 

Which we can obtain the ∆𝐺𝑆𝐻𝐸: 

 
∆𝐺𝑆𝐻𝐸 = 

1

2
∆𝐺𝐻2

− ∆𝐺𝐻+  (S21) 

Where we can obtain the ∆𝐺𝐻+ which we can translate into our ∆𝐺𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛: 

 

ɛº𝑟𝑒𝑑 = −
∆𝐺𝑅𝑢𝐼𝐼𝑂𝐻2

− ∆𝐺𝑅𝑢𝐼𝐼𝐼𝑂𝐻 −
1
2∆𝐺𝐻2

+ ∆𝐺𝑆𝐻𝐸

−𝑛𝐹
− 𝑆𝐻𝐸 

(S22) 

 

 

ɛº𝑟𝑒𝑑 = − 
∆𝐺𝑅𝑢𝐼𝐼𝑂𝐻2

− ∆𝐺𝑅𝑢𝐼𝐼𝐼𝑂𝐻 −
1
2
∆𝐺𝐻2

−𝑛𝐹
+ 𝑆𝐻𝐸 − 𝑆𝐻𝐸 

(S23) 

 

Thus, we obtain the proposed reaction for the reduction potential for PCETs reactions. 

 

ɛº𝑟𝑒𝑑 = − 
∆𝐺𝑅𝑢𝐼𝐼𝑂𝐻2

− ∆𝐺𝑅𝑢𝐼𝐼𝐼𝑂𝐻 −
1
2∆𝐺𝐻2

−𝑛𝐹
 

(S24) 

 

In order to compare it with the more used methodology of using the ∆𝐺𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 with an 

experimental ∆𝐺𝐻+ = 270.3
𝑘𝑐𝑎𝑙

𝑚𝑜𝑙
; we performed both and obtained the same potentials 

in both cases, using any of them. However, due to not requiring experimental values and 

addressing the potentials from a computational perspective, we used the methodology 

explained above. 

Finally, in order to predict the involvement of protons in the redox potentials, we use 

the Nernst equation correction: 

 ɛ𝑟𝑒𝑑 = ɛº𝑟𝑒𝑑 + 0.059 · (𝑝𝐻 − 𝑝𝐾𝑎) (S25) 

Given the following pKa: 

 𝑅𝑢𝑂𝐻2
3+: 𝑝𝐾𝑎𝐼   &   𝑅𝑢𝑂𝐻2

2+: 𝑝𝐾𝑎𝐼𝐼 (S26) 
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If 𝑝𝐻 < 𝑝𝐾𝑎𝐼 we consider a 0H+/1e- pH independent reaction: 

 𝑅𝑢𝐼𝐼𝐼𝑂𝐻2
3+ + 𝑒− → 𝑅𝑢𝐼𝐼𝑂𝐻2

2+
 (S27) 

 

Thus, no correction is applied. 

If 𝑝𝐾𝑎𝐼 < 𝑝𝐻 < 𝑝𝐾𝑎𝐼𝐼we consider a 1H+/1e- pH dependent reaction: 

 𝑅𝑢𝐼𝐼𝐼𝑂𝐻2+ + 𝑒− + 𝐻+ → 𝑅𝑢𝐼𝐼𝑂𝐻2
2+

 (S28) 

 

Thus, we use the Nernst equation. 

If 𝑝𝐾𝑎𝐼𝐼 < 𝑝𝐻 then we consider a 0H+/1e- pH independent reaction: 

 𝑅𝑢𝐼𝐼𝐼𝑂𝐻2+ + 𝑒− → 𝑅𝑢𝐼𝐼𝑂𝐻+ (S29) 

 

Thus, no correction is applied. 

Full figures at pH=8 and pH=1. 

 

Figure S2. The bisphosphonate Ru catalyst B's mechanism according to the two phosphonate ligands' 
protonation at pH = 8. Species 10-2 is B deprotonated twice at pH 8; the superscripts left and right signify 
spin multiplicity (here, singlet) and overall charge, respectively. For reaction arrows, red = less favorable, 
blue = oxidation, green = PCET, and purple = deprotonation. For numbered species, green indicates 
deprotonated diphosphonate ligand, whereas red indicates doubly deprotonated ligand. Numbers near 
arrows in blue indicate the reduction potential in V; purple numbers indicate pKa, and grey numbers 
(minima) indicate Gibbs free energy in kcal/mol. 
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Figure S3. The mechanism for the bisphosphonate Ru catalyst B with retention of ligand protons at pH 1. 
For reaction arrows, red = less favorable, blue = oxidation, green = PCET, and purple = deprotonation. For 
numbered species, green indicates deprotonated diphosphonate ligand, whereas red indicates doubly 
deprotonated ligand. Numbers near arrows indicate the reduction potential in V; purple numbers indicate 
pKa, and grey numbers (minima) indicate Gibbs free energy in kcal/mol. 

 

 

Figure S4. The mechanism for the bisphosphonate Ru catalyst B with retention of ligand protons at pH 1. 
For reaction arrows, red = less favorable, blue = oxidation, green = PCET, and purple = deprotonation. For 
numbered species, green indicates deprotonated diphosphonate ligand, whereas red indicates doubly 
deprotonated ligand. Numbers near arrows indicate the reduction potential in V; purple numbers indicate 
pKa, and grey numbers (minima) indicate Gibbs free energy in kcal/mol. 
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Table S2. pKa for the conversion of the two phosphonates in the catalyst: biprotonated, monoprotonated, 
and deprotonated. 

Biprotonated to 
Monoprotonated 

pKa 
Monoprotonated to 

Deprotonated 
pKa 

Bi-0 to Mono-0 5.3 Mono-0 to Dep-0 4.7 

Bi-1 to Mono-1 3.3 Mono-1 to Dep-1 2.3 

Bi-2 to Mono-2 -2.9 Mono-2 to Dep-2 -1.2 

Bi-3 to Mono-3 4.3 Mono-3 to Dep-3 5.8 

Bi-4 to Mono-4 0.2 Mono-4 to Dep-4 4.0 

Bi-5 to Mono-5 -1.8 Mono-5 to Dep-5 -1.0 

Bi-6 to Mono-6 -0.1 Mono-6 to Dep-6 13.9 

Bi-7 to Mono-7 0.9 Mono-7 to Dep-7 8.8 

Bi-8 to Mono-8 0.8 Mono-8 to Dep-8 2.8 

Bi-9 to Mono-9 -2.9 Mono-9 to Dep-9 -2.5 

Bi-10 to Mono-10 6.7 Mono-10 to Dep-10 6.7 

Bi-11 to Mono-11 8.3 Mono-11 to Dep-11 2.0 

Bi-12 to Mono-12 1.1 Mono-12 to Dep-12 2.2 

 

 

Figure S5. pKa for each molecule going from Biprotonated to Monoprotonated and Deprotonated 
phosphonates. 
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Table S3. Multiplicity and Spin density for all the relevant structures. 

 0 1 2 3 4 5 6 7 

 M S2 M S2 M S2 M S2 M S2 M S2 M S2 M S2 

Bip. R.S 0 D 0.76 R.S 0 R.S 0 D 0.76 R.S 0 R.S 0 D 0.76 

Monop. R.S 0 D 0.76 R.S 0 R.S 0 D 0.76 R.S 0 R.S 0 D 0.76 

Dep. R.S 0 D 0.76 R.S 0 R.S 0 D 0.76 R.S 0 R.S 0 D 0.76 

 8 9 10 11 12 Adduct TS I2M TS WNA 

 M S2 M S2 M S2 M S2 M S2 M S2 M S2 M S2 

Bip. R.S 0 D 0.76 D 0.76 T 2 D 0.76 U.S 1.04 R.S 0 D 0.76 

Monop. R.S 0 Q 3.77 D 0.76 R.S 0 Q 3.76 - - - - - - 

Dep. R.S 0 D 0.76 D 0.76 T 2 Q 3.76 U.S 1.02 R.S 0 D 0.76 

 

Experimental voltammetries 

The following are taken from Grotjahn et al. ChemCatChem 2016, 8, 3045-3049: 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

Figure S7. Cyclic voltammetry of Ru(bpa) at 
pH=7 (blue). 

Figure S6. Cyclic voltammetry of Ru(bpa) at 
pH=1 (Blue). 

Figure S8. Differential pulse voltammetry 
comparing 2 (blue) and 3 (red). [Note: 2 is the bpa 
catalyst subject of our computational studies] 
Top: pH 7 (0.1 M potassium phosphate buffer). 
Bottom: pH 1 (0.1 M CF3SO3H). Dashed lines 
highlight relative peak heights. Catalyst 
concentration: 0.5 mM. 
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The following is taken from Xie et al. Angew. Chem. Int. Ed. 2016, 55, 8067: 

 

Figure S9. Pourbaix diagrams and square wave voltammograms for [RuII(bpaH2)(pic)2] (A,C); 
[RuII(bpaH2)(isq)2] (B,D). 

 

CERIUM AMMONIUM NITRATE STUDY 

Currently, there is no known structure for Cerium Ammonium Nitrate in an aqueous 

solution. We did try to develop a robust guess of CAN by trying to emulate a redox 

reaction of 1.6~1.7V in order to evaluate possible dimerizations between the Ru catalyst 

and the Ce in CAN, as there are other articles like Costas and Lloret-Fillol1 that propose 

such coordination. Nevertheless, after several trials and exchanges between other 

researchers in the field, we concluded that we do not hold solid ground in our CAN 

structure hypothesis to use it for the mechanism. Rather than proposing a theoretical 

mechanism with Ru-Ce that might or might not be correct, we decided not to include it 

in the report. Here we show a sample of the tests done for CAN, and they will be included 

in the SI as well. Calculations for CAN have been performed with 6-31++G** to include 

diffuse functions and NO3
- leaves through the following formula: 

(𝐶𝑒(𝑁𝑂3)6)
−2 + 3 · 𝐻2𝑂 → 𝐶𝑒(𝑁𝑂3)5

−
+ (𝑁𝑂3 · 3𝐻2𝑂)− 

 

 
1 Design of Iron Coordination Complexes as Highly Active Homogenous Water Oxidation Catalysts by 
Deuteration of Oxidation-Sensitive Sites J. Am. Chem. Soc. 2019, 141, 1, 323-333 
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Figure S10. Cerium Ammonium Nitrate electropotential study. 

In blue are the reduction potentials and in black the Gibbs free energies. 
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10.3. Section 4.4 SI 

 
Supporting Information  

for  

Mechanism of Coupling of Alcohols and Amines to 

Generate Aldimines and H2 by a Pincer Manganese 

Catalyst.  

Judit Masdemont,‡ Jesús A. Luque-Urrutia,‡ Martí Gimferrer,‡ David Milstein,§ 
and Albert Poater‡,*  
‡Institut de Química Computacional i Catàlisi and Departament de Química, Universitat de 

Girona, Campus Montilivi, 17003 Girona, Catalonia, Spain 

§Department of Organic Chemistry, The Weizmann Institute of Science, Rehovot, 76100, Israel  
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 Table S4. Benchmark study of all the computed species included in Figure 2 and Scheme 2 (Gibbs free 

energies in the solvent, in kcal/mol), using the optimized geometries at the BP86-D3BJ/SVP~sdd level.  

Geometry   

Optimization  
BP86D3BJ/SVP  
  

BP86- 
D3BJ/SVP  

BP86- 
D3BJ/SVP  

BP86- 
D3BJ/SVP  

BP86- 
D3BJ/SVP  

BP86- 
D3BJ/SVP  

BP86- 
D3BJ/SVP  

Single point Energy 

Calculation in 

Solvent (SMD)  

M06  
/cc-pVTZ  

M06  
/6- 
31++G(d,p)  
  

B3LYP-D3 

/cc-pVTZ  
PBE0-D3 

/cc-pVTZ  
M062X-D3 

/cc-pVTZ  
M062X /cc-

pVTZ  
M06-D3 /cc-

pVTZ  

1  0.0  0.0  0.0  0.0  0.0  0.0  0.0  
1-1'  15.2  14.4  12.7  12.6  10.2  12.3  10.7  
1'  1.0  0.1  4.2  4.2  -2.1  -0.1  -3.1  
1'-2  33.4  33.1  32.6  33.1  30.9  33.1  28.8  
1'-2+H2O  30.2  30.8  27.2  28.5  26.4  29.2  24.2  
1,-2+2H2O  23.5  25.1  19.4  21.7  18.6  22.0  16.2  
1'-2+ALCOHOL  30.9  30.9  27.2  29.4  25.2  29.6  21.4  
1'-2+2ALCOHOL  29.6  29.8  21.9  26.2  21.6  28.7  14.8  
1-2  31.9  31.1  29.3  28.7  29.2  31.5  27.2  
2  -1.2  -2.4  3.5  3.2  11.2  11.3  -1.2  
2-3  30.7  31.1  30.4  32.1  36.9  37.2  30.1  
3  10.8  11.5  15.6  14.8  18.5  18.6  10.8  
3-1  21.6  22.4  20.1  25.7  25.2  25.4  21.2  
1-4  18.9  19.2  17.4  18.2  16.4  18.3  14.7  
4  12.3  12.3  14.0  12.7  7.2  9.0  8.8  
4-4'  19.1  19.0  20.7  18.6  14.4  16.1  15.5  
4'  9.9  8.0  9.8  4.5  1.6  3.6  5.7  
5  8.1  8.7  6.4  12.1  11.5  11.4  8.3  

                     
5+6-7  39.5  39.3  39.1  33.4  35.2  36.0  38.0  
5+6-7+H2O  24.7  25.9  22.0  15.8  17.8  18.8  22.6  
5+6-7+2H2O  21.6  23.1  16.0  9.7  12.7  14.0  18.9  
5+6-7+ALCOHOL  32.7  33.7  28.8  23.4  24.1  26.1  28.1  
5+6-7+2ALCOHOL  21.6  23.9  15.3  10.4  12.6  16.7  14.5  
7  6.8  4.6  8.3  2.3  1.4  2.2  5.4  
7-8  54.2  50.9  52.2  49.8  52.8  53.7  52.8  
7-8+2H2O  34.1  31.1  24.5  23.8  27.3  28.7  31.1  
7-8+2ALCOHOL  39.5  28.2  29.1  28.8  30.6  34.4  30.2  
7-8+3ALCOHOL  43.6  44.7  28.6  29.5  31.8  38.0  29.9  
8  3.0  3.3  3.0  1.6  0.3  0.9  2.4  
With the p-F amine:                     
6F  0.0  0.0  0.0  0.0  0.0  0.0  0.0  
5+6-7F+H2O  25.2  26.5  22.6  16.4  18.4  19.2  23.1  
5+6-7+2H2OF  22.5   24.1  16.9  10.7  13.7  14.8  19.7  
5+6-7F+alcohol  32.6  33.8  28.8  23.4  24.1  25.9  28.1  
5+6-7+2ALCOHOLF  24.5  24.6  15.9  11.0  13.2  17.1  15.2  
7F  6.7  4.6  8.3  2.3  1.4  1.9  5.3  
7-8F+H2O  34.5  31.4  24.9  24.2  27.8  28.9  31.4  
7-8F+ALCOHOL  38.8  27.3  28.7  28.9  30.7  34.4  29.3  
8F  3.0  3.4  2.8  1.6  0.4  0.7  2.5  
With the p-OMe 
amine:              

  

6OMe  0.0  0.0  0.0  0.0  0.0  0.0  0.0  
5+6-7OMe+H2O  24.4  26.0  21.7  15.4  17.4  18.2  22.2  
5+6-7+2H2OOMe  20.5  22.5  15.0  8.7  11.7  12.8  17.9  
5+6-7OMe+alcohol  31.8  33.3  27.9  22.5  23.3  25.1  27.3  
5+6-7+2ALCOHOL- 
OMe  22.4  22.9  13.8  9.0  11.1  15.1  

13.1  

7OMe  6.4  4.3  7.9  2.0  1.0  1.6  5.0  
7-8OMe+H2O  33.9  30.8  24.3  23.6  27.1  28.3  30.9  
7-8OMe+ALCOHOL  39.1  27.2  29.1  29.4  31.0  34.9  29.3  
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8OMe  2.7  3.5  2.5  1.3  0.1  0.4  2.2  
Table S5. Benchmark study of all the computed species included in Figure 2 and Scheme 2 (Gibbs free 

energies in the solvent, in kcal/mol).  
Geometry 
Optimization  

BP86-D3BJ/SVP  
  

B3LYP-D3/SVP  PBE0-D3/SVP  
  

PBE0-D3/6-31G(d,p)  
  

Single point Energy 
Calculation in 

Solvent (SMD)  

M06/cc-pVTZ  M06/cc-pVTZ  M06/cc-pVTZ  M06/cc-pVTZ  
  

1  0.0  0.0  0.0  0.0  
1-1'  15.2  14.9  14.8  13.6  
1'  1.0  1.1  1.1  -0.6  
1'-2  33.4  33.2  34.7  32.9  
1'-2+H2O  30.2  29.0  29.0  27.9  
1,-2+2H2O  23.5  23.2  24.4  22.8  
1'-2+ALCOHOL  30.9  30.4  30.4  30.8  
1'-2+2ALCOHOL  29.6  30.0  30.1  29.0  
1-2  31.9  29.8  30.8  29.0  
2  -1.2  -0.9  -1.0  -2.7  
2-3  30.7  28.8  30.1  28.3  
3  10.8  11.3  10.9  10.5  
3-1  21.6  20.8  20.8  19.1  
1-4  18.9  19.9  20.2  19.2  
4  12.3  11.8  13.0  12.0  
4-4'  19.1  18.7  19.6  18.0  
4'  9.9  11.1  9.5  7.8  
5  8.1  7.1  6.4  6.1  

          
5+6-7  39.5  41.7  41.8  41.6  
5+6-7+H2O  24.7  26.8  27.2  27.1  
5+6-7+2H2O  21.6  23.4  24.0  24.4  
5+6-7+ALCOHOL  32.7  28.4  31.6  28.7  
5+6-7+2ALCOHOL  21.6  27.3  25.2  25.3  
7  6.8  6.3  6.3  6.4  
7-8  54.2  52.8  53.6  53.7  
7-8+2H2O  34.1  31.0  31.1  31.2  
7-8+2ALCOHOL  39.5  30.2  24.7  25.4  
7-8+3ALCOHOL  43.6  39.4  -  36.9  
8  3.0  2.7  2.8  1.3  
With the p-F amine:          
6F  0.0  0.0  0.0  0.0  
5+6-7F+H2O  25.2  26.8  27.0  27.1  
5+6-7+2H2OF  22.5  25.1  24.4  24.6  
5+6-7F+alcohol  32.6  28.5  32.0  28.0  
5+6-7+2ALCOHOLF  24.5  27.2  25.5  25.6  
7F  6.7  6.1  6.1  6.2  
7-8F+H2O  34.5  31.1  30.9  31.0  
7-8F+ALCOHOL  38.8  25.8  24.2  23.7  
8F  3.0  2.5  2.4  2.6  
With the p-OMe 
amine:  

        

6OMe  0.0  0.0  0.0  0.0  
5+6-7OMe+H2O  24.4  26.7  26.9  27.1  
5+6-7+2H2OOMe  20.5  24.3  23.7  24.1  
5+6-7OMe+alcohol  31.8  28.5  28.2  28.3  
5+6-
7+2ALCOHOLOMe  

22.4  26.7  24.9  26.0  

7OMe  6.4  6.0  5.9  6.2  
7-8OMe+H2O  33.9  30.4  30.1  30.7  
7-8OMe+ALCOHOL  39.1  26.3  25.9  25.2  
8OMe  2.7  3.2  2.9  2.7  

  

    



 

218  
 

 

Figure S11. Full reaction mechanism at the level M06-D3/cc-pVTZ~sdd//BP86-D3BJ/SVP~sdd for the ADC 

of benzyl alcohols with benzyl amines (in blue the steps assisted by water and in green by the alcohol; in 

black (minima) and in orange (TSs) Gibbs free energies in the solvent in kcal/mol and referred to catalyst 

1, whereas to the aldehyde 5 in the metal-free reaction pathway included in the box).  
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10.4. Section 5.1 SI 

 
The Fundamental Noninnocent Role of Water for the 
Hydrogenation of Nitrous Oxide by PNP Pincer Ru-
based Catalysts.  

Jesús A. Luque-Urrutia‡ and Albert Poater‡,*  

‡Institut de Química Computacional i Catàlisi and Departament de Química, Universitat de Girona, 

Campus Montilivi, 17003 Girona, Catalonia, Spain  

  

Computational Details  

All the DFT static calculations were performed with the Gaussian09 set of programs, 
using the BP86 functional of Becke and Perdew, together with the Grimme D3BJ 
correction term to the electronic energy. The molecular systems' electronic 
configuration was described with the triple-ζ basis set of Weigend and Ahlrichs for 
main-group atoms (TZVP keyword in Gaussian), whereas for ruthenium, the SDD basis 
set was employed. The small-core described ruthenium; quasi-relativistic 
Stuttgart/Dresden effective core potential, with an associated valence basis set 
(standard SDD keywords in gaussian09). The geometry optimizations were performed 
without symmetry constraints, and analytical frequency calculations performed the 
characterization of the located stationary points. These frequencies were used to 
calculate unscaled zero-point energies (ZPEs), and thermal corrections and entropy 
effects at 298 K. Energies were obtained by single-point calculations on the optimized 
geometries with the M06 functional and the aug-cc-PVTZ basis set. Solvent effects 
were included with the PCM using THF as a solvent. The reported free energies in this 
work include energies obtained at the M06/aug-cc-PVTZ~sdd level of theory corrected 
with zero-point energies, thermal corrections, and entropy effects evaluated at 298 K, 
achieved at the M06/TZVP~sdd level. The buried volume calculations were performed 
with the SambVca package developed by Cavallo et al. The radius of the sphere around 
the origin placed two Å below the metal center was set to 3.5 Å, while for the atoms, 
we adopted the Bondi radii scaled by 1.17, and a mesh of 0.1 Å was used to scan the 
sphere for buried voxels. The steric maps were evaluated with a development version 
of the SambVca package.  
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10.5.  Section 5.2 SI 
 

 

Electronic Supplementary Information for 

Cycloaddition of CO2 to epoxides by highly nucleophilic 4-aminopyridines: 
establishing a relationship between carbon basicity and catalytic 
performance by experimental and DFT investigations  

Wuttichai Natongchai,a Jesús Antonio Luque-Urrutia,b Chalida Phungpanya,a Miquel 
Solà,b Valerio D’ Elia,a* Albert Poater,b* Hendrik Zipsec 

a Department of Materials Science and Engineering, School of Molecular Science and Engineering, 

Vidyasirimedhi Institute of Science and Technology (VISTEC), 555 Moo 1, 21210, Payupnai, WangChan, 

Rayong, Thailand. E-mail: valerio.delia@vistec.ac.th 

b Institut de Química Computacional i Catàlisi and Department de Química, Universitat de Girona, c/ Mª 

Aurèlia Capmany 69, 17003 Girona, Catalonia, Spain. E-mail: albert.poater@udg.edu 

c Department Chemie, Ludwig-Maximilians-Universität München, Butenandtstraße 5–13, Haus F, 81377 

München, Germany. 
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S1. General Information 

Experimental details 

All chemicals and solvents were obtained commercially and used as received without 

further purification. All air and water sensitive manipulations were carried out under a 

nitrogen atmosphere using standard Schlenk techniques. Merrifield resin was purchased 

from Sigma-Aldrich (Mesh: 100-200, loading: 1.0 to 1.6 mmol/g Cl-, cross-linked with 1% 

DVB). NMR spectra were measured on an automated “Bruker” 600 MHz for 1H (150 MHz 

for 13C). Chemical shifts are reported in ppm (δ, relative to TMS) using CHCl3 residual 

peak (δ = 7.26 ppm for 1H and 77.16 ppm for 13C) in CDCl3 as an internal standard or 2.05 

ppm for 1H and 29.84 ppm for 13C of acetone-d6 ((CD3)2CO) or 4.79 ppm for 1H of D2O. 

Mass spectrometry data were collected by using Bruker data analysis Esquire-LC mass 

spectrometer (APCI mode). FT-IR spectra were recorded on a Frontier FT-IR, Universal-

ATR, PerkinElmer (ATR mode). Thermogravimetric analysis was measured on a Rigaku 

model TG-DTA 8122 with smart loader, 30-800 ℃, 10 ℃/min under N2 atmosphere. 

Elemental analysis was measured on CHNS analyzer, Leco model TruSpec Micro and in 

situ IR was performed on a METTLER TOLEDO, ReactIRTM 15. 

  

Computational methods 

Epoxide affinity calculations: Geometry optimizations have been performed using the 

BP86 hybrid functional228-229 complemented by the D3 dispersion correction.230-231 The 

TZVP all-electron basis set232 has been used for all elements. Thermal corrections to 

enthalpies at 373.15 K have been calculated at the same level using the rigid 

rotor/harmonic oscillator model. This level of theory will in the following be designated 

"BP86-D3/TZVP". 

Single point energies have subsequently been calculated with the hybrid M06 

functional233 combined with the TZVP basis set,232 the ultrafine integration grid, and the 

PCM continuum solvation model234 for propylene oxide (PO) as the reaction medium. 

Estimated values for this latter solvent are eps=13.9 and rsolv=4.26. Enthalpies and free 

energies at this level of theory are calculated using thermal corrections from the 

previous gas-phase geometry optimizations. This level of theory will in the following be 

designated "PCM(PO)/M06/TZVP(SP)". 

Finally, geometry optimizations have been repeated at the PCM(PO)/M06/TZVP level of 

theory, again using the ultrafine integration grid. Enthalpies and free energies at 373.15 

K are obtained through combination with thermal corrections calculated at this same 

level. This level of theory will in the following be designated "PCM(PO)/M06/TZVP". 
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All calculations have been performed with Gaussian 09, rev. D.01.235 

Mechanistic pathways calculations: DFT static calculations were performed with the 

Gausian09 set of programs,235 using the BP86 functional of Becke and Perdew,229, 236-237 

including corrections due to dispersion through the Grimme’s method (GD3 keyword in 

Gaussian).230, 238 The electronic configuration of the molecular systems was described 

with the triple-ζ basis set with the polarization of Ahlrichs for main-group atoms (TZVP 

keyword in Gaussian).239 The geometry optimizations were performed without 

symmetry constraints, and analytical frequency calculations confirmed the character of 

the located stationary points. These frequencies were used to calculate unscaled zero-

point energies (ZPEs) as well. Single-point calculations energies obtained on the 

optimized geometries with the B3LYP-D3 functional228, 240-241 and the triple-ζ basis set 

TZVP and by estimating solvent effects with the PCM as implemented in Gaussian09 for 

the epoxide.242-243 The reported free Gibbs free energies in this work include electronic 

energies obtained at the B3LYP-D3/TZVP//BP86-D3/TZ2P level of theory corrected with 

zero-point energies, thermal corrections and entropy effects computed with the BP86-

D3/TZVP level (see SI for further details).  

 

S2. Computational data 

 

Figure S12. Reaction barriers (kcal/mol) for the ring-opening of epoxide 5a by several nucleophiles. 
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Figure S13. Reaction barriers (kcal/mol) for the cycloaddition of CO2 to propylene oxide catalyzed by 

pyridine according to two different pathways. 
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Figure S14. According to two different pathways, reaction barriers (kcal/mol) for the cycloaddition of 

CO2 to propylene oxide are catalyzed by DMAP. 
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Figure S15. Reaction barriers (kcal/mol) for the cycloaddition of CO2 to propylene oxide catalyzed by 

nucleophile 4 according to two different pathways. 
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Figure S16. Reaction barriers (kcal/mol) for the cycloaddition of CO2 to propylene oxide catalyzed by 

TBD according to two different pathways. 
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Figure S17. Structure comparison between PBEPBE/3-21G(d) and PBEPBE/6-311G(d,p) with the root-

mean-square deviation of atomic positions (RMSD).  
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Figure S18. Electrostatic potential surface for Li+@C240 optimized (top left) and non-optimized with the 

Li+ at the center (top right) and Li+@C60@C240 (bottom).  

  

Figure S19. Non-covalent interactions in the Li+@C60@C240.  

  

  

Table S6. Benchmarking for the fullerene calculations.  

 

 Benchmarking  ΔHⱡ  ΔHR  

B3LYP-D/6-31G* [1]  2.3  -23.3  

BLYP/6-31G**//BLYP-D/3-21G*  3.5  -19.3  

B3LYP/6-31G**//B3LYP-D/3-21G*  4.1  -25.8  

BP86/6-31G**//BP86-D/3-21G*  1.9  -28.6  

M06/6-31G**//M06/3-21G*  5.4  -22.1  
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M06-2X/6-31G**//M06-2X/3-21G*  5.1  -30.1  

M06/6-31G**//M06-D3/3-21G*  5.4  -29.9  

PBEPBE/6-31G**//PBEPBE-D/3-21G*  2.4  -27.1  

MN15/6-31G**//MN15/3-21G*  5.0  -28.8  

O3LYP/6-31G**//O3LYP/3-21G*  5.9  -9.4  

wB97XD/6-31G**//wB97XD/3-21G*  5.8  -34.1  

TPSSh/6-31G**//TPSSh/3-21G*  

Experimental [2]  

3.9  -17.9  

6.9  -19.8  

[1] S. Osuna, M. Swart and M. Solà J. Phys. Chem. A 2011, 115, 3491-3496.  

[2] [a] L. M. Giovane, J. W. Barco, T. Yadav, A. L. Lafleur, J. A. Marr, J. B. Howard, V. M. Rotello, 

J. Phys. Chem. 1993, 97, 8560-8561; [b] L. S. K. Pang, M. A. Wilson, J. Phys. Chem. 1993, 97, 

6761-6763.  
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