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Synopsis

European building stock is characterised by low energy efficiency and high
structural vulnerability with respect to earthquakes, especially in seismic prone
areas like Italy. In fact, the vast majority of buildings has been designed before the
introduction of modern energy and seismic codes. Faced with the need for energy
and structural retrofit, an integrated approach becomes a suitable choice, with
benefits in terms of reduced construction time and costs.

The present work proposes a framework for the holistic renovation of existing
buildings, improving their structural and energy performance with low
environmental impact. A “holistic renovation” approach aims to concurrently tackle
all building’s deficiencies, increasing the structural design service life, and
achieving higher levels of safety, sustainability and ultimately resilience.

The aforementioned holistic approach is applied to a real case study: a multi-
storey reinforced concrete building located in Pescara (Central Italy) retrofitted with
an Engineered Double Skin Fagade. The proposed retrofit is chosen based on the
great variety of possible configurations it may assume and its applicability on the
building’s envelope. Applying this retrofit provides the building with a so-called
“filter zone” which guarantees better comfort conditions in the indoor spaces, as
well as higher seismic performances. In addition, occupants’ relocation is
prevented and therefore, any potential downtime.

In order to assess the effects of the Engineered Double Skin Facade on the
case study, multisectoral simulations are performed, including energy,
computational fluid dynamics, life cycle assessment and structural analyses.
Obtained results are used to discuss the multiple benefits of the proposed retrofit
from the structural and the energy efficiency point of view.



Resumen

El parque de edificios europeo se caracteriza por poseer una baja eficiencia
energética y una alta vulnerabilidad frente a los terremotos, especialmente en
areas de elevada actividad sismica como ltalia. La gran mayoria de edificios
existentes se disefnaron antes de la aparicion de los modernos cédigos sismicos y
energéticos. Debido a la necesidad de la modernizacion energética y estructural
del parque de edificios existentes, un enfoque integral se convierte en una solucion
adecuada, presentando multiples beneficios en términos de reduccion del tiempo
de construccion y costes.

La presente tesis propone una metodologia para la rehabilitacion integral del
parque de edificios existentes, consiguiendo mejorar su rendimiento estructural y
energético con un bajo impacto ambiental. El enfoque integral planteado tiene
como objetivo abordar de forma simultanea todas las deficiencias que presentan
los edificios, aumentando de esta manera su vida util desde el punto de vista
estructural y logrando aumentar los niveles de seguridad, sostenibilidad y
resiliencia.

La metodologia de rehabilitacion integral mencionada anteriormente es
aplicada al estudio de un caso real, correspondiente a un edificio construido en
hormigén armado situado en Pescara (centro de Italia), sobre el cual se ha
realizado el montaje y aplicacion de una Double Skin Facade de caracter ingenieril
con el objetivo de modificar su comportamiento estructural y energético. La
implementacion de esta modificacion dota al edificio de una zona que mejora el
confort térmico del interior y su comportamiento frente a sismos. Ademas, la
modernizacion y mejora de los edificios existentes evita la necesidad de reubicar a
sus ocupantes y, por lo tanto, la inactividad de la estructura.

Los efectos de la implementacion de una Double Skin Fagade de caracter
ingenieril sobre el caso de estudio son evaluados previamente, realizandose
simulaciones multisectoriales que incluyen diversos enfoques: energia, dinamica
de fluidos computacional, ciclo de vida y andlisis estructurales. Los resultados
obtenidos a través de las simulaciones realizadas son empleados para discutir los
multiples beneficios que presenta su implementacion y, por lo tanto, la
modernizacion propuesta, siempre desde el punto de vista estructural y de
eficiencia energética.



Sommario

Il patrimonio europeo esistente si caratterizza per avere scarsa efficienza
energetica ed elevata vulnerabilita strutturale, elemento particolarmente
evidenziato nelle zone a rischio sismico come ['ltalia. Un alto numero di edifici,
infatti, & stato progettato ed edificato prima del’emanazione di normative
energetiche e sismiche. Un approccio integrato, capace di far fronte alla necessita
di riqualificazione energetica e strutturale degli edifici esistenti, diventa dunque la
scelta auspicabile in grado di garantire molteplici benefici, come ad esempio la
riduzione dei tempi e costi di costruzione.

La presente tesi propone una metodologia per la riqualificazione olistica degli
edifici esistenti, atta al migliorarne le prestazioni strutturali ed energetiche,
garantendo al contempo un basso impatto ambientale. L’applicazione di un
approccio olistico permette di far fronte a tutte le carenze dell'edificio,
incrementandone la vita utile e assicurando il raggiungimento di piu elevati livelli di
sicurezza, sostenibilita e resilienza.

Il suddetto approccio & applicato ad un caso studio reale: un edificio
multipiano in cemento armato situato in Pescara (centro ltalia), riqualificato
mediante l'inserimento di una Double Skin Facade ingegnerizzata. Si & scelto un
tale intervento di riqualificazione per la varieta delle configurazioni possibili che pud
assumere e data la sua localizzazione, esterna elle superfici perimetrali dell’edificio.
L’applicazione di una tale soluzione permette la creazione di una zonafiltro, capace
di garantire migliori condizioni di comfort all'interno degli ambienti occupati €, al
contempo, elevate prestazioni sismiche. In aggiunta, intervenendo esternamente,
viene evitato o spostamento degli abitanti e I'eventuale cessazione d'uso
dell’edificio.

Al fine di valutare gli effetti migliorativi raggiungibili con l'inserimento della
Double Skin Facade al caso studio, si ricorre ad analisi multisettoriali, includenti
simulazioni energetiche, di fluidodinamica computazionale, strutturali e del ciclo di
vita. | risultati ottenuti sono utilizzati per commentare i molteplici benefici inerenti al
comportamento strutturale e all’efficienza energetica della soluzione proposta.
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Introduction

Introduction

In recent years, the need of making the built environment more resilient, i.e.
more resistant and adaptable, has become increasingly evident. In Europe, this
aspect concerns the vast majority of existing buildings, which present several
deficiencies from the structural and the energy-efficiency point of view. In
particular, the structural inadequacy has been highlighted by recent seismic
events, which caused a high loss of lives. Moreover, several buildings are beyond
their design service life, as they date back to the 1960s, and were designed using
techniques and materials that are now considered obsolete.

Nowadays, it is possible to retrofit existing buildings using advanced and
high-efficient technologies. However, most of the time, the retrofit addresses either
the structural or the energy-efficiency deficiency, without a comprehensive
approach. To overcome this limitation, a new holistic renovation approach has
been recently introduced. This approach aims to concurrently tackle all building’s
deficiencies, extending the design service life while pursuing safety, sustainability,
and resilience.

Following the aforementioned holistic approach, the aim of this dissertation
is to propose and evaluate a building’s retrofit through an Engineered Double Skin
Facade (DSF). This retrofit is designed to increase both structural and energy
performance. Expected benefits of the holistic approach are reduced construction
time and costs as well as reduced use of raw materials and energy, thus lowering
the environmental impact. In addition, being the DSF installed along the building’s
exterior, it is not necessary to relocate occupants, and the continuity of operations
is guaranteed.

The DSF was already investigated, along other structural and energy-
efficiency retrofit solutions, by Scholars of the University of Bergamo (Italy) and the
University of Brescia (Italy) in previous Doctoral dissertations. Main innovative
aspects of the current work are the highly detailed energy assessments and the
Computational Fluid Dynamics (CFD) analyses, the latter of which was never
considered before.

Chapter 1 describes in detail the holistic approach used for retrofitting
existing buildings. Then, the characteristics of the European built environment are

1



Introduction

discussed. More specifically, the environmental impact of buildings and the
Construction Industry sector, in general, is highlighted, in terms of energy
consumption and CO, emission. In addition, few examples of combined structural
and energy retrofit are presented.

Chapter 2 describes the origin, evolution and developments of the DSF
systems, classifying them according to the configurations currently available. Then,
innovative solutions aimed to increase the energy efficiency of the aforementioned
DSF systems are discussed. Moreover, the concept of Engineered DSF is
presented, providing examples of how the retrofit solution may be used to improve
also the buildings’ structural safety.

Chapter 3 describes the case study, an existing reinforced concrete (RC)
building in Pescara, Central Italy, along with the multisectoral simulations used to
assess its performance before and after the introduction of the DSF system.

Chapter 4 describes the energy modelling of the case study. Energy
consumptions and comfort conditions are assessed before and after the
introduction of the DSF system. More specifically, several configurations of DSF
are tested (Box-Window, Corridor, Shaft-Box and Multi-Storey DSF). Then, the
impact of climate change on the chosen outputs is investigated in order to define
long-term optimal solutions. Additional details on the energy modelling may be
found in Appendix A and B.

Chapter 5 describes the CFD simulations performed on the case study. At
first, a simplified model (i.e. a rectangular prism) is adopted to assess the accuracy
of the simulations. Then, additional elements such as the pitched roof and
balconies are introduced in order to evaluate possible variations on the predicted
air fluxes. As for the energy modelling of Chapter 4, also in this case, several
configurations of DSF are used (Corridor, Shaft-Box and Multi-Storey DSF). Each
typology is tested for different incoming wind directions to define the most efficient
solution. Moreover, different shapes of adopted DSF configurations are analysed
to improve the fluid dynamic behaviour of the retrofitted building. Additional details
on the simulations may be found in Appendix E.

Chapter 6 describes the structural analyses performed on the case study.
The vulnerability and seismic performance are investigated before and after the
introduction of the Engineered DSF system, through linear and nonlinear static and

2



Introduction

dynamic analyses. Obtained results are used to discuss the effectiveness of the
Engineered DSF system on improving structural performance.

Chapter 7 describes the Life Cycle Analyses (LCA) performed on the case
study for the different configurations of DSF also used in Chapter 4 and 5 (Box-
Window, Corridor, Shaft-Box and Multi-Storey DSF). For each configuration, the
Embodied and Equivalent Carbon is assessed as well as their impact on climate
change.

Chapter 8 draws the main conclusions of the current work and discuss
possible future developments.

Appendix A and B provide additional details on the climatic files used as input
for the dynamic energy simulations. Indeed, these files may significantly affect the
accuracy of simulations and therefore have to be carefully selected. For this
reason, a previously validated methodology on a case study located in Asuncion
(Paraguay) for comparing and defining eventually missing climatic parameters is
presented in Appendix A. Moreover, Appendix B includes all settings for the DSF
modelling, which are established on the base of simplified simulations. These
analyses focused on various aspects which may lead to increase the effectiveness
of the DSF, such as its correct orientation or the most suitable shading system.

Appendix C shows architectural and structural details of the RC building
chosen as case study.

Appendix D reports, in detail, the output, expressed in building heating and
cooling consumption, obtained from the dynamic energy simulations performed in
Chapter 4.

Appendix E lists the CFD analysis settings adopted as well as previously
conducted studies used to validate the model presented in Chapter 5.

Appendix F shows the couples of accelerograms selected for the nonlinear
analyses performed in Chapter 6.

This dissertation was carried out under a Co-tutoring Agreement among the
“G. d’Annunzio” University of Chieti-Pescara (Italy) and the Universitat Politécnica
de Catalunya (Spain) within a Double Degree Industrial PhD Programme. The
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proposed framework is meant to allow the combination and contamination of
research skills from Academia with the user-oriented and business skills of Industry.
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1. The Holistic Approach in Building
Restoration

1.1. Introduction

In the last decades, the economy centred on general reduction of energy
consumption and CO, emissions has dictated important changes in every sector
and especially in the world of construction. Buildings are, in fact, one of the key
consumers of energy in Europe, and a generally rising trend in energy use has been
recorded in the last twenty years [1]. According to the European Environment
Agency (EEA), in 2017 the transport sector accounted for 31% of total final energy
consumption in the EU Member States, followed by the households (27%), industry
(25%) and services (15%) sectors [2], as depicted in Figure 1.1.

The energy use in households is mainly related to space and water heating,
which together are responsible for 80% of the total building energy consumption
[3] (see Figure 1.2). The high percentage is mostly due to the use of less-efficient
heating equipment, traditionally present in existing buildings, that are mainly fossil
fuel-based, and poorly insulated envelopes, unable to avoid heat losses through
the outer surfaces.
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Figure 1.1. The final energy use by fuel and sector for the EU Member States [2].
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Building Energy Consumption by End Use
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Figure 1.2. Breakdown of the energy consumption by end-use for EU households.

The significant impact of this sector related to the energy consumption is also
estimated for the greenhouse gas emissions of which buildings and construction
together account for the 36% of global final energy use and 39% of energy-related
CO; emissions when upstream power generation is included [4]. Considering the
so high potential for cost-effective energy savings, the building sector has become
a priority area for the European Commission that has promoted various actions for
reducing the building requirement and promoting their renovation. The prominent
examples of this effort are the Directive 2002/91/EC [5] and the Directive
2010/31/EU [6], commonly known as the EPBD (from its full name Energy
Performance of Buildings Directive) and its recasting. The first is mainly centred on
the definition of a standardised methodology more oriented to new buildings. The
second, instead, aims to deal with existing building not only when they are
subjected to a major renovation, but also in case of replacement and retrofitting of
few elements or technical systems [1]. After the EBPDs, the EU Member States
have shown a growing interest in the building energy improvement and, as main
results, a specific article centred on building renovation was introduced in the new
Energy Efficiency Directive 2012/27/EU [7].

The great attention to the existing building stock is due to the consciousness
that the European heritage has been mainly erected before the 1960s when the
sustainable problem was in a preliminary phase, and energy building regulations
were minimal. According to the Building Performance Institute Europe (BPIE)
survey, reported in Figure 1.3, in fact, the 35% - 42% of the building is dated before
the 1960s, and another consistent part was erected between 1961 and 1990 for
the effect of the massive boom in the construction sector.
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Figure 1.3. The categorisation of the construction period of the EU Housing stock [3].

The need of building energy upgrading is also confirmed by the information
coming from the Energy Performance Certificate (EPC), according to which less
than 3% of the European heritage presents an A-EPC label [8]. Figure 1.4 depicts
the distribution of the building stock in Europe subdivided per country and EPC
class. The comparison excludes Germany and Poland, for the absence of a central
database, and those countries for which the extrapolation of the label from the
limited/skewed population is not possible (e.g., Romania and Slovakia). As can be
seen, for the quasi totality of the countries involved in the sample, higher
percentages are referred to the presence of dwellings with low energy labels (from
D to G). Thus, looking at the whole Europe situation, approximately 75% of
buildings does not ensure good energy performances, presenting D and inferior
labels, as depicted in Figure 1.5.

Distribution of the Building Stock in the EU per EPC Class
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Figure 1.4. Subdivision of the European building stock per country and EPC class (the
sample covers half of the EU Member States) [8].
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EPC Class of the European Building Stock
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Figure 1.5. Classification of the European building stock according to the dwelling’s EPC
data (Elaborated from [8]).

Besides the energy problem, a second aspect that should be taken into
account involves the high structural unsuitableness and seismic vulnerability of the
existing heritage. A large percentage of buildings, in fact, has been built before the
introduction of national anti-seismic codes or the enforcement of the modern ones,
and the updating of the seismic classification of Europe [9]. The main consequence
of this aspect is a vast number of buildings not designed or adequately verified for
horizontal actions. In addition, a lot of them have exhausted the estimated life that
is around 50-60 years, as suggested by current building codes. All of these features
have been underlined by the recent earthquakes, mostly occurred in ltaly, which
have caused various damages to residential constructions, monumental buildings
and industrial facilities, some of which previously restored for being more energy-
efficient [9].

According to these aspects, a holistic approach, able to combine the
improvement of the energy and structural performance and overcome the above-
mentioned lacks, could be a successful choice. In fact, coupling structural retrofit
interventions with energy-saving measures entails further benefits like a more
significant reduction of the building environmental impact or the possibility of taking
advantage of national subsidies established for each sector [10]. Various
investigations support the holistic renovation of the existing heritage, and the most
comprehensive work is the one carried on by Marini et al. [9], centred on the
application of the Life Cycle Thinking for the energy and seismic upgrading of
buildings. The cited investigation analyses the possible scenarios which could be
adopted in case of energy retrofit of existing buildings. The first evaluates the
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demolition and the reconstruction of the building stock. Even if extensively
practiced, this choice has a high environmental impact, in terms of row material
depletion, energy consumption and waste production. For this reason, it is not
taken into account in the following comparisons.

The second option considers the sole energy restoration. Thus, the seismic
behaviour of the main structure remains unchanged and, in case of earthquakes,
an extra cost should be added for the building repair. The last scenario, instead,
adopts a combined approach, and improves, at the same time, the energy and
structural building performance. The two possible solutions are depicted in Figure
1.6, where the energy consumption, operational cost and carbon emission are
expressed as a function of the design building life. The charts represent the seismic
event as an expected loss, expressed in terms of annual energy consumption,
considering the uncertainty of the event. It is interesting to note that, in case of the
sole building energy intervention (Figure 1.6a), the service life of the main structure
is not extended. Thus, after a seismic event (the X-point in the chart), the whole
building could be damaged, and the obtained improvements may be lost. On the
contrary, the application of a combined retrofit intervention (Figure 1.6b) ensures,
from one side, the extension of the building life and the reduction of its seismic
vulnerability, and, on the other, confers better energy performances. By adopting
this approach, in case of earthquakes, the building repair costs, both environmental
and economic, would be lower than the previous option.

(a)
$<— Noreirofit
Energy } , - (mcluding seismic risk)
Consumption P2 Expected loss e .
(MR’ [ Scenario (5) L _p<— Noretrafit
T — (neglecting seismic risk)
Operational ) 4 .
Cost - = R -
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T Repair affer
Carbon e seismic event X'
Emission Rerrofit targeting (actualization of
(kg CO2e/m’) zero energy expected loss)
consumption
building
1 T T T ==
1970 Re X 2020 Time
I >

Structural service life (e.g. 50 years)

Figure 1.6. Evaluation of energy consumption, operational cost and carbon emission
during the building life cycle, considering, the energy (a) and the energy + seismic (b)
retrofit [9].
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Figure1.6. (Continued).

1.2. The Holistic Renovation of Existing Buildings

In light of evident structural, energetical and architectural deficiencies, the
general tendency is solving each set of problems working in a sectorial way and
without joint coordination among different disciplines. The analysis of state of the
art, in fact, underlines that the suggested solutions generally define options that are
episodic and limited to the resolution of isolated and temporary matters, although
they are, in some cases, technologically advanced.

There are only a few examples which adopt the holistic approach in the
renovation of existing buildings and the most interesting ones consider the insertion
of technologies externally to the building, placed either on the perimeter (Structural
Coating) or connected to the structure (Double Skin Facades). Figure 1.7 depicts
a simplified scheme of possible integrated solutions.

10
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STRUCTURAL COATING DOUBLE SKIN FACADE
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Figure 1.7. Restorative intervention solutions which adopt the holistic approach.

The Structural Coating (or Seismic Coat) is a reinforced concrete layer with
a depth equal to 12-15 cm, placed on the external perimeter of the existing building
and connected to it through metal anchors [11] [12] [13]. It creates a self-bearing
structure able to contrast horizontal forces by realising a sort of strength and rigid
“box”, which is able to keep internal stresses as small as possible, even in the
presence of a rare earthquake. It is designed for remaining in the elastic field,
creating a not dissipative solution which determines the definition of two systems:
the existing building for gravitational loads and the seismic coat for the horizontal
forces. The possibility of inserting an insulation layer in the stratigraphy allows the
improvement of the energy performance of the building, reducing the transmittance
and the heat losses through the perimeter (Figure 1.8).

(@) (b) (©)

Figure 1.8. Schematisation of the Seismic Coat (left) and possible external coatings, (a)
Plaster, (b) Brick, and (c) Metal [12].
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The solution can be designed for reaching different seismic safety and
energy efficiency levels according to the layer thickness and the used material.
Therefore, the Seismic Coat could represent the right choice for integrated building
restoration, as shown in Figure 1.9.

(b)
Figure 1.9. Example of the retrofitted building with the ECOSISM Seismic Coat before (a)
and after (b) the restoration [12].

In alternative to the Seismic Coat, more interesting solutions consider the
insertion of new structures made of steel and glass, the Double Skin Fagade, which
assume not only an architectural and energetic aspect but also improve the
structural performance of the building. Considering the multiple features and
configurations that these systems can assume, they are detailed presented and
described in Chapter 2.

1.3. Conclusions

The assessment of the European building stock underlines the following
considerations:

¢ A significant percentage of existing buildings is characterised by high
seismic vulnerability, mainly due to their age and structural design. Most
of them, in fact, were constructed before the introduction of the first
seismic codes and are not designed or verified for withstanding horizontal
forces. Moreover, they have also exhausted their design service life, and
they should be retrofitted for complying to current seismic standards and
guaranteeing an acceptable safety level.

12
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e Buildings and the construction sector have together a massive
environmental impact with high energy consumptions and CO, emissions.
The presence, in fact, of low efficient equipment and poorly insulated
envelopes affect the building performance. High energy requirement and
inhabitants’ discomfort conditions are the main results of these
deficiencies.

e In light of evident structural and energetical deficiencies of existing
buildings, an integrated retrofit intervention addressing both problems
may be the optimum choice, with consequent benefits in terms of money
and time.

e Among the various options, currently available for the structural and
energetic upgrading of existing buildings, there are only a few examples
which adopt a combined approach, and they are the Seismic Coat and
the Engineered Double Skin Fagade. Both are conceived for being placed
on the outer surfaces of the building, avoiding the occupants’ dislocation.

On the base of these findings, an Engineered Double Facade version is
suggested and evaluated in the present work for the holistic renovation of the
building adopted as a case study. The choice of centred the analysis on multi-layer
fagades and not on Structural Coatings is mainly due to their higher versatility from
a structural, energetic, and fluid dynamic point of view.

13
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2.The Double Skin Facade

2.1. Introduction

To better understand the main aspects of the retrofit solution investigated in
the present research, a brief description of Double Skin Fagade (DSF) systems is
necessary. For this reason, various considerations which should be taken into
account in the design of a multi-layer fagade are described in the following lines.

Starting from its definition, several classification criteria are analysed,
explaining the fundamental differences and peculiarities of each of them. Moreover,
a focus on the main advantages and disadvantages of DSF systems is inserted for
underlining negative aspects connected to such solution which need to be
mitigated.

From its introduction, DSF has been profoundly improved, assuming more
articulate and complex shapes for ensuring better energy performances and
combining advanced technologies as the insertion of new materials or systems.

The innovation does not involve only the energy efficiency, and various works
are centred on the analysis of Engineered DSFs, with a structural and energy
function, which could be used for the design of new buildings or the restoration of
the existing ones.

The last part of the chapter makes a review of principle approaches, currently
available, for the energy modelling of these systems, exploring their limitations and
opportunities. This is a crucial aspect that must be considered since the first stages
of the DSF design, believing that their thermal performances, if wrongly
investigated, can lead to inaccurate results.

2.2. DSF Definition

The Double Skin Facade is a European architectural trend mainly driven by
the aesthetic desire for all glass fagade buildings, the need of a consistent reduction
of the energy consumption linked to the occupation stage and the parallel increase
of the indoor comfort conditions, both acoustic and thermic [14].

14
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The essential concept of the Double Skin Fagade appears in the early 20th
century in the northern European countries. In the preliminary version, the multi-
layered facade is conceived and designed for reducing the heating consumption
thanks to the air buffer enclosed in the cavity, which acts as a barrier for the heat
losses and as a filter for the exchanges through the external envelope.

Uuttu (2001) describes this technology as “a pair of glass skins separated
by an air corridor (also called cavity or intermediate space) ranging in width from
20 cm to several meters. The main layer of glass, usually insulating serves as part
of the conventional structural wall or a curtain wall, while the additional layer,
usually single glazing, is placed either in front of or behind the main glazing. The
layers make the air space between them work to the building’s advantage primarily
as insulation against temperature extremes and sound” [15].

Saelens (2002) defines the multiple skin facade as “an envelope
construction, which consists of two transparent surfaces separated by a cavity,
which is used as an air channel” [16].

In both definitions, three main elements can be identified:

e The DSF is defined as an envelope construction, selecting the borders for
considering what is or not involved in this category (atria, ventilated
greenhouses and glazed corridors are excluded).

e The presence of two glass skins able to ensure the transparency of the
building surfaces.

¢ The insertion of the air corridor for the mitigation of extreme temperatures
and noises.

To these main aspects, a new important element is introduced in the
definition offered by Ding et al. (2005) who talks about an adjustable sunshade
device, such as blinds, usually installed in the intermediate space to protect the
interior rooms from high cooling loads caused by insulation [17].

15
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2.3. DSF Classification

The extreme variety of the possible typologies of DSFs can be classified
according to different criteria which are independent of one another and based not
only on the geometric characteristics of the fagade but also on its mode of working
[18]. These are:

e The ventilation mode (Natural, mechanical and hybrid Ventilation).

e The compartmentalisation of the fagade (Multi-Storey, Shaft-Box,
Corridor and Box-Window DSF).

e The airflow type (Exhaust Air, Supply Air, Static Air Buffer, External Air
Curtain, Internal Air Curtain).

Classifying the DSF according to the ventilation mode means defining the
primary operation of the cavity, which can be naturally or mechanically ventilated.
In a natural ventilated DSF (NV), the ventilation of the cavity is only due to the
pressure difference generated by the stuck effect and/or by the wind action. It does
not present any mechanical components which help the air movements. This
typology of DSF is the most common thanks to its simplicity of execution and
maintenance. On the other side, it has some limitations considering that its
performance is strictly connected to the external environmental conditions of the
site (solar radiation, wind inflow and outflow pressure).

In a mechanically ventilated Double Skin Facade (MV) the ventilation is
ensured by mechanical components that allow a constant and always efficient
cavity airflow. The use of external elements could increase the operation and
maintenance costs of the system. For this reason, the mechanically ventilated DSF
is not highly recommended.

The last typology, the hybrid one (HV), combines the two systems previously
described: the cavity is naturally ventilated when the climatic conditions are able to
guarantee the selected airflow rate, otherwise the mechanical components start
working as driven forces.

The second classification considers the presence or not of cavity partitions,
and the possible subcategories are:
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e The Box-Window DSF (BW): the fagade is both horizontally and vertically
fragmented, creating boxes with the same height of the storeys. The inflow and
outflow vents are located in each module, and the ventilation of the cavity takes
place inside the cell, defining weak fluxes limited to the specific box. The
presence of vertical and horizontal partitions avoids the risk of acoustic bridges
along the cavity height whereas, from an architectural point of view, this solution
is the most fixed, most of the time not applicable in retrofit interventions but only
for new buildings.

I

6

Figure 2.1. Box-Window DSF schematisation and examples.

e The Corridor DSF (C): the cavity is limited only by horizontal partitions, placed
at the storey height. In this version, the ventilation is not continued from one
level to the other, and the vents for the airflows are placed at the bottom and
the top of each corridor.

s

6

Figure 2.2. Corridor DSF schematisation and examples.

e The Shaft-Box DSF (SB): the cavity is divided by vertical partitions, and the
ventilated channel extends along the total building height. This type of fagade is
adopted only in case of a naturally ventilated cavity, considering that the driven
force is the stuck effect. It is more applicable to new buildings than for the
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restoration of the existing ones considering that its conformation or the anchors
to the existing fagade are not always compatible. From the economic point of
view, the Shaft-Box configuration is highly profitable for the elevate
prefabrication of its components and for having low maintenance costs,
considering the absence of horizontal obstacles.

Figure 2.3. Shaft-Box DSF schematisation and examples.

Multi-Storey DSF (MS): the facade is entirely open, without any horizontal or
vertical partitions. The unique volume is only interrupted by perforated metal
walkways inserted for the maintenance of the system. It is the most flexible
option if compared to the others and, for this reason, it can be used both in case
of restoration and new building design. The consistent air volume that enters
and passes through the whole elevation if positively affects the ventilation with
benefits, especially on the cooling side, increase the risk of acoustic bridges and
fire propagation inside the cavity.

Figure 2.4. Multi-Storey DSF schematisation and examples.

The last criteria for classifying the DSFs is according to the direction of the

air fluxes, and they are divided in:
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Outdoor Air Curtain (OAC): the air enters and exits the cavity from and to
the outside.

Indoor Air Curtain (IAC): the air enters and exits the cavity from and to the
inside.

Supply Air (SA): the air enters the cavity from the outside and is
introduced inside the building.

Exhaust Air (EA): the air comes from the inner spaces and is ejected
outside.

Static Air Buffer (BF): the cavity is sealed and acts as a filter for mitigating
the thermal variations.

N

AN

ouT IN  OUT IN  OUT IN  OUT IN OUT IN

OAC IAC SA EA BF

Figure 2.5. Air fluxes classification method.

The various ventilation modes can coexist in the same DSF, and they can be
combined in an elevate number of options. The most common types, summarised
in Table 2.1, are:

Passive Facade: this is the most common solution in Europe, especially
for commercial buildings. It is designed for being sealed during the
wintertime for acting as an additional layer with benefits for the
transmittance values. When the cavity is overheated, in summer, for
example, the natural ventilation is activated.

Active Facade: the cavity is sealed and designed for not communicating
with the external environment and the air enters mechanically.

Interactive Fagade: this typology is very close to the main idea of naturally
ventilated DSF, presenting only one difference. The ventilation is not only
conferred to the stuck effect, but mechanical components are inserted.
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Table 2.1. Main DSF ventilation modes.

Ventilation Type Name of the Facade Typology
Natural Passive Fagade
Active F
Mechanical ctive Fagade

Interactive Facade

Figure 2.6 depicts the schematisation of the amount of each typology
according to the classification criteria here described. The data come from the
analyses conducted over 200 buildings all over the world [19].

The configuration with the highest percentage is Multi-Storey DSF (58%).
Bow-Window and Corridor types show the same rate (17%) and the less common
is the Shaft-Box configuration (7%). According to the ventilation type, naturally
ventilated DSFs are the most diffuse (58%), while hybrid ventilation proved to be
the least common solution (9%). Regarding the airflow path, the most common
answer is the outdoor air curtain (45%). All other airflow path options fall within the
same magnitude (11-16%). It should be noted that a significant number of buildings
present more than one possible solution concerning airflow path.

CONFIGURATION VENTILATION TYPE FLOW PATH

111
101
85
62
30 30 27 27 30
18 21
- I I

BW SB C MS NV MV HV BF EA SA OAC IAC

Figure 2.6. Number of DSF classified according to the analysed criteria.

In addition to the classification mentioned above methods, a more general
and less standardised way for subdividing the multi-layer fagade appears when the
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idea of “intelligence” started to be included on DSF by the introduction of intelligent
skin/facade/glass-fagade concept [19].

An Intelligent Facade (IF) is, according to Wigginton and Harris (2002), “a
composition of construction elements confined to the outer, weather-protecting
zone of a building, which performs functions that can be individually or cumulatively
adjusted to respond predictably to environment variations, to maintain comfort with
the least use of energy”.

In other words, when the DSF associates to its main aspects the capability
of being changeable, adapting to changes in outdoor conditions for achieving
indoor comfort requirements and reduce energy consumption, it becomes an IF.

2.4. Advantages and Disadvantages of the DSF

The environmental benefits of DSFs have been deeply investigated by
researchers for establishing the real feasibility of this technology. The main
advantages can be summarised as energy consumption reduction, ventilation and
thermal comfort enhancement, daylighting and glare control, sound insulation and
noise mitigation [20] [21].

The reduction of energy consumption is the primary benefit, evaluated
adopting different types of simulations, modelling systems and experimental
approaches. For ensuring good performances, a Double Skin Facade must be
designed considering climatic conditions, cavity ventilation and depth, and blind
position. If thought as a combination of different typologies and adjustable systems,
its efficiency could positively affect both cooling and heating needs. As the literature
review underlines, an adequately designed Double Skin Facade can lead to
consistent energy savings, up to 50% if compared to a single glazed skin [21].

Another remarkable peculiarity of DSFs which contributes to obtaining good
performances of these technologies, especially in case of hot and subtropical
climates, is the improvement of the ventilation, airflow and thermal comfort. The
insertion of the air channel, naturally or mechanically ventilated, can replace
contaminated air with fresh air. The result is the natural cooling phenomenon with
the improvement of the human comfort condition.
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The DSF accounts among the other advantages also the increase of the
daylighting of the inner spaces thanks to its transparency. By the insertion of a
shading system, inside or outside the cavity and adjustable according to the
sunlight angles, the glare issue can be controlled and avoided, and the natural
lighting can be uniformly distributed inside the building. For being effective, the
shading system should be accurately designed and validated by means of
computer simulations for ensuring that the indoor daylight illuminance value does
not adversely impact the occupants.

The last benefit involves acoustic insulation and noise mitigation. The outer
skin, in fact, acts as a barrier against the noise, obstructing its propagation. This
aspect could become very useful when the Double Skin Facade is located inside
noisy environments such as high traffic urban areas.

As analysed in the previous lines, the benefits of the Double Skin Fagades
involve both the comfort and energy-saving area. The disadvantages, instead,
mainly affect the costs. If compared to a conventional facade, in fact, the DSF has
higher construction costs because of the presence of the outer layer and the cavity.
Moreover, extra charges are also associated with the accurate and detailed design
phase, for ensuring the effectiveness of the system. Additional money should also
be considered for the maintenance and operation of the DSF, related to the
cleaning, inspection and servicing of the system. However, life cycle analysis
confirms that DSFs can have long-term economic benefits [21].

2.5. DSF Origin and Evolution

Several books, articles and reports describe the history of the Double Skin
fagade. The first rudimental, as mentioned by Saelens [16], appears in 1849 when
the director of the Industrial Museum in Brussels describes a mechanically
ventilated multiple skin facade. This embryonal version of DSF was designed for
allowing the circulation of hot and cold air, respectively in summer or wintertime,
between the two layers.

A more defined concept of Double Skin Facade appears in first decades of
the 20th century, following the influence of the new architectural tendencies based
on the use of steel and glass and spread all over the world after the Great Exhibition
held in Chicago in 1893.
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The first real DSF example is the Steiff Toy Factory, built in 1903 in Giengen,
Germany (Figure 2.7). The central aspect of the project was the maximisation of
the natural lighting of the inner spaces, as expressly required by the client. The
Double Skin extends over the whole height, and a 25 cm cavity depth improves the
thermal properties of the external envelope.

For avoiding the overheating of the cavity and the general discomfort during
the summer period, the cross-ventilation system was introduced, and low solar
factor value glasses were selected for the outer layer.

| T

Figure 2.7. Main elevations and a section of the Steiff Toy Factory.

The building was a success, and two additions were constructed in 1904 and
1908 with the same Double Skin system but using a timber structure, instead of
the steel one, for budget reasons [18]. In the following years, because of the
temperature increase, large ventilators were inserted on the fagade for reducing
the thermal discomfort recorded during the hottest months.

This example of Double Skin Facade never became famous, maybe because
the building was far away from the main economic and cultural cities like Frankfurt
and Berlin.

Later on, between 1926 and 1933, the famous architect Le Corbusier
theorised the essential concept of DSF with his “Mur neutralisant” and the
“Respiration exacte” [22]. The two solutions should be considered as
complementary and based on the same three main aspects:

¢ A high airtightness through the envelopes for avoiding air and heat fluxes
from inside to outside (wintertime) and vice versa (summertime).
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e Mechanical and controlled ventilation for regulating, if necessary, indoor
humidity and temperature.

e The conception of the fagade as an active device able to neutralise energy
flows through glazed surfaces. The idea is transforming the building
envelope as a barrier for avoiding or, at least, mitigating heat fluxes from
and to the inner spaces. For this reason, air pipes around the sealed
double-glazed cavity are inserted. The air is thought for being warm in
winter and cold in summer for collaborating to the heating and cooling
needs of the building.
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Figure 2.8. “Mur neutralisant” and the “Respiration exacte” sketches by Le Corbusier.

The DSF concept was firstly used in ltaly in 1939, with the restoration of the
ICO Center 3, in Ivrea (Figure 2.9). In this case, the use of an external skin was due
to the designers’ intuition and not supported by any theory regarding its
functionality. Attention to the cavity overheating was the critical point of the design
and, for this reason, the inner layer presents manually adjustable blinds. Moreover,
the south facade offers two different design choices for solar radiation control.
Deep reinforced concrete overhangs and metallic slats are placed for being more
effective in the solar shading. A cross-ventilation strategy is adopted to avoid
discomfort conditions during the hottest months [23].
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Figure 2.9. Main elevations of the ICO Center 3.

In the early 70s, the idea of the multi-layer facade was exported to North
America and, in 1980, the Occidental Chemical Center in New York became the
first building with this technology (Figure 2.10) [24]. It was primarily sponsored,
becoming one of the best examples of possible energy efficiency solutions.

Figure 2.10. Main elevations of the Occidental Chemical Center and the focus on the
cavity with the internal blinds.

The cavity, with a depth equal to 1.2 m, is designed for acting as a buffer
zone and extends over the total elevation. It is ventilated thanks to the insertion of
two systems: one for the extraction of the air from the cavity and the other for the
conditioning of the inner spaces. An internal shading system, manually controlled,
is inserted on the inner surface.

Since these first and simple examples, the Double Skin Facade concept
becomes deeply investigated, exploring new configurations to improve the building
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energy efficiency. This is the case of the RWE AG Headquarters (1996), the Agbar
Tower (1999) and the Aurora Place (2000).

Figure 2.11. The RWE AG Headquarters (a), the Agbar Tower (b) and the
Aurora Place (c).

The RWE AG Headquarters in Essen (Figure 2.11a) underlines the
effectiveness of a well-designed DSF. The cavity is though for being sealed and
acting as buffer area during the coldest months and opened for increasing the air
fluxes and avoiding the overheating of the inner spaces. Thanks to this system, the
building can be occupied without any conditioning (both cooling ad heating) for
70% of the year.

The Barcelona Agbar Tower (Figure 2.11b) explores the biomimetic
approach. The fagade, with its ellipsoidal shape, acts as a human skin capable of
operating as a filter for the external conditions. The windows are asymmetrically
located according to the solar exposition and present external metallic brise-soleils,
different for each orientation. In addition, photovoltaic panels are inserted on the
south fagade.

The Aurora Place in Sydney (Figure 2.11c) presents, on the external skin,
screen-printed glasses for the sunlight reflection and the glare control. An internal
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shading system is also inserted for avoiding the overheating risk of the cavity, and
additional metallic slats are placed on the fagade mainly exposed to the sun.

The Jean-Marie Tjibao Cultural Center in New Caledonia (Figure 2.12),
designed by Renzo Piano in 1998, reflects the adaptation and the contamination of
the DSF system with the traditional wooden shells called “Kanaks”. The building is
composed of two concentric rings. The main structure is made of wooden beams
connected to the inner layer through metal anchors.

Figure 2.13. Possible configurations of the external skin in response to wind conditions.
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The hight building performances allow the absence of the conditioning
system. The DSF, in fact, is designed for reacting according to the climate
conditions. The facade openings are oriented, considering the main wind
directions. They are thought of being variable and adjustable with the variation of
the meteorological conditions. The external skin is able to regulate the air fluxes
and ventilation of the cavity and protects the inner spaces in case of adverse
phenomena. Figure 2.13 shows the possible configurations that the external layer
can assume.

The DSF becomes also conceived as Active Wall, and interesting examples
in this sense are the One Peking Road in Hong Kong (2003) (Figure 2.14a) and the
Moor House in London (2004) (Figure 2.14b). The sensors, installed on the facade,
measure light and temperature values and, according to the recorded conditions,
activate or deactivate the external blinds. Thanks to this electronic control, the
fagade solar shading and the cavity ventilation ensure the maximum comfort for
the occupants and energy savings.

(a) (b)
Figure 2.14. The One Peking Road (a) and the Moor House (b).

A highly innovative DSF is the MEDIA-Tic in Barcelona (Figure 2.15).
Realised in 2009, the building replaces the ordinary glass, commonly used for the
skins of the fagade, with a new material: the Ethylene Tetrafluoroethylene (ETFE).
This material is conceived for assuming two different configurations. The ETFE
Diaphragm lays on the south-east elevation and incorporates three layers: the first
layer is transparent, whereas the other two have a reverse-pattern that, if inflated
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or deflated, transforms the facade from transparent to opaque, avoiding solar
penetration (Figure 2.16).
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Figure 2.17. South-western elevation with the shading system off (a) and on (b).
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The south-western elevation is even more advanced, considering the
presence of the ETFE lenticular configuration. Once the sun rays reach the
sensors, the automated system injects dense nitrogen gas inside the pillow to
instantly diffuse the solar radiation [25]. Figure 2.17 shows the two options of the
facade: when the ETFE lenticular configuration is active (b) or not (a).

Thanks to the characteristics of the responsive facade, the building accounts
a reduction in terms of energy consumption due to the cooling needs equal to 20%
and avoids the emission of 114 tons of CO, [26].

Since the second decade of the 21st century, the exploration of new DSF
shapes became an essential and universal aspect among engineers and
architects, causing the introduction of more articulate and sophisticated systems.
Figure 2.18 and Figure 2.19 show some of the famous buildings with advanced
DSF technologies.

Figure 2.18. Pictures of the Canton Tower (a), the Capital Gate (b) and
the Pearl River (c).

The Canton Tower in Guangzhou (2010) is one of the first buildings centred
on the exploration of new configurations, marking a clear breakdown with the
simple rectangular ones. Its form, volume and structures are generated by two
ellipses rotated relative to another. This rotation confers the idea of a twisting tower.
For ensuring the expected performances, wind tunnel tests have been performed
on the scaled model of the building. Moreover, the parametric design has been
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conducted for adopting the minimum amount of material needed to meet the
criteria set for the tower [27].

The Abu Dhabi Capital Gate (2011) presents a more articulate configuration
for improving building energy performance. The structure is composed of two
diagrids: one external which defines the shape of the building and an inner one
connected to the central reinforced concrete core. The internal layer has single
glazed windows, whereas the external one is made of double glasses for improving
the thermal insulation of the facade. The cavity, used as a buffer zone, avoids that
the heated air coming from the outside enters the inner spaces. Facade reinforced
panels, with diamond shapes, are designed to resist intense winds coming from
various directions. The tower presents an external shading system, made of light
metallic meshes that flexibly adapt to the fagcade line. This system is able to remove
30% of the solar heat [28].

The Pearl River in Guangdong (2011) is the best example of the integration
of renewable energy on technologically advanced DSF. The tower, in fact, is
oriented for intercepting the prevalent winds and led to apposite openings, where
vertical axis turbines are located for the electrical energy generation. On the east
and west facade, the shading system incorporates photovoltaic panels.

Figure 2.19. Pictures of the Shanghai Tower (a), the UnipolSai Tower (b) and
the Al Bahar Towers (c).

The Shanghai Tower (2015) assumes a specific configuration due to the
central design concept: a reduction equal to 24% of the wind load on the fagade.
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The shape is conceived as a vertical spiral and the horizontal envelope, which
assumes the configuration of an equilateral triangle, is extended to the top of the
building with a specific rotational angle different floor by floor. For ensuring good
performances of the Double Skin Fagade, fluid dynamics analyses have been
performed during the design phase, investigating the air fluxes generated by
different shapes inside the cavity.

The UnipolSai Tower in Milan (under construction-2021) is designed for
optimising the fagade components and surfaces, ensuring a lower environmental
and cost impact. The external skin is intended for being adjustable and adaptable
to external climate variations, minimising building heating and cooling needs.

Abu Dhabi Al Bahar Towers (2012) are preliminary examples of dynamic
buildings. The facade, in fact, presents an external shading system that, according
to the solar radiation and ventilation recorded by sensors, controls and changes
the configuration of the outer layer. Inner spaces are shaded by a series of
transparent umbrella-like components, able to open or close according to the sun
path, as depicted in Figure 2.20. Polytetrafluoroethylene (PTFE) is the material
adopted for these panels, driven by linear actuators.

The insertion of such intelligent systems allows the reduction of building
cooling needs. In addition, solar and photovoltaic panels are inserted on the
fagade. The main result due to the combination of these technologies is the
decrease of CO, emission by 1750 tonnes per year [29].
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Figure 2.20. Detalil of the operation modes of the external shading system.

2.6. DSF Innovation

The analysis of solutions for improving the energy performance of Double
Skin Fagade is a topic quite explored by researchers all over the world. Detailed
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investigations are conducted for evaluating the DSF efficiency associated with
different glazing options and shading systems.

According to the literature review [30], the use of the single clear glass for
the inner pane and double reflective glazing for the outer surface guarantees the
best option. By adopting this configuration, a saving in annual cooling energy up to
26% can be reached in comparison with a base case building with a traditional
external wall and single absorptive window glazing. The obtained result is in
contrast with the common European practice, which usually adopts single
hardened glazing for the outer surface and an insulated double one for the inner
layer.

Another essential and widely analysed aspect involves the sheading system
and evaluates the main parameters responsible for better solar protection.
According to Gratia et al. [31], in fact, building cooling consumption can decrease
up to 23% by paying attention to three main aspects:

e The location of the blinds.
e The colour of the blinds.

e The opening of the Double Skin.

According to the authors, the impact of the opening of the Double Skin
Facade influences energy reduction from 7.4% to 12.6%. Instead, the
characteristic of the blind system (both colour and localisation) can lead to an even
more significant cut.

The most effective sun protection is generally ensured by using external
blinds [32]. In case of DSF, the shading devices can be inserted inside the cavity
(behind the outer skin, in the middle of the cavity or in front of the inner layer) for
being protected from the bad weather and pollution. The authors select as the best
configuration the localisation in the middle of the cavity because it allows a higher
reduction of the temperature on the inner surface. Moreover, the light-coloured
blinds (0.17 solar absorptance and 0.65 solar reflection) can induce higher cooling
reduction than the mean-coloured ones (0.42 solar absorptance and 0.40 solar
reflection).
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Other investigations involve possible connections of DSF to the HVAC
system, its use as a solar chimney or the insertion of new elements like Photovoltaic
cells, vegetation, or Phase Changing Materials.

The University of Seoul suggests the use of a Multi-Storey Double Skin
Facade in which the air fluxes are regulated by the conditioning system [33]. In
detail, three are the investigated models, depicted in Figure 2.21. Case 1
represents the basic model of the case study, to which no control strategies are
applied. In Case 2, the air heated by the solar radiation and exceeded 21°C is
introduced to inside through openable windows located on the inner layer. Case 3
explores the option in which the cavity is combined with the HVAC system and
used as a preheating space. In all cases, the DSF is placed on the south elevation
and simulations are performed for evaluating the heating energy requirement
associated with each model.
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(a) Case | (b) Case 2 (C) Case 3

Figure 2.21. Schematic illustration of the simulation cases [18].

According to the obtained results, both Case 2 and 3 are more efficient than
the basic configuration in terms of heating need reduction. Moreover, Case 3
confirms to be the best option, allowing, on the other side, a cooling energy
reduction of 38%.

Other investigations analyse the performance of Double Skin Fagades
conceived as a solar chimney, evaluating its feasibility, and defining the main
parameters which mostly affect the efficiency. Solar chimneys are passive
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elements that use solar energy to induce buoyancy-driven airflow and naturally
ventilate the building. Figure 2.22 shows the schematisation of the main suggested
solutions.

= Solar Chimney

Figure 2.22. Possible configurations of solar chimney integrated into DSF systems.

Comparing with conventional Double Skin Fagades, the insertion of the solar
chimney is able to strengthen the stack effect, occurring in the intermediate space.
Thanks to this aspect, stable natural ventilation is guaranteed through the building.
The analysis underlines that the effectiveness of the solution depends on the hight
of the chimney: increasing this parameter, in fact, more ventilation rate and
favourable pressure difference distribution are recorded [17] [34].

Moreover, the inclination of the chimney influences the thermal performance
of the building. Vertical solar chimneys induce better airflow into the room if
compared to the horizontal or slopped ones [35].

Stec et al. [36] analyse the application of vegetation inside the Double Skin
Facade cavity, as shown in Figure 2.23. The primary considerations that should be
taken into account are flowerpots, adequate spacings and the selection of the
plants that shed in winter. According to the authors, the insertion of plants reduces
the temperature on the DSF inner layer with benefits on the cooling side. A such
conceived system, in fact, can reduce the building cooling capacity by almost 20%.
Moreover, this solution would bring additional benefits like:

e The thermal insulation improvement.
e The acoustic condition improvement.
e The air filtering from dust and chemicals.

e The oxygen production and CO, reduction.
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SUMMER WINTER
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Figure 2.23. Summer (left) and winter (right) performance of the facade with plants [23].

Possible synergies among the Double Skin Facades and smart materials are
also investigated, adding Phase Changing Materials (PCM) inside the system. The
study conducted by de Gracia et al. [37] considers the introduction of
microencapsulated PCM in the air chamber of a ventilated DSF. The addition of
PCM has a double function: they absorb solar radiation for heating purposes during
the winter season and become a cold storage system during the summer period.
The analysed solution guarantees three main aspects: free cooling, cold storage,
and prevention of solar radiation incidence. Figure 2.24 shows the operation
modes of the system.
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Figure 2.24. PCMs operation: (a) Charge process, (b) discharge process, (c) overheating
prevention, (d) free cooling [22].
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According to the obtained results, adding PCM to DSFs positively affects the
free cooling. However, the cold storage sequence is able to provide during 3-4
hours at the peak cooling demand period of the building.

The application of PCMs is also investigated as incorporated on the outer
surface of the DSF [38]. The focus of the research is evaluating the DSF cavity and
inner skin surface temperatures, and the impact of PCMs on the annual building
cooling demand. The analysis demonstrates that such a solution is able to reduce
cooling needs up to 50% drastically.

The last topic recently investigated involves the efficient implementation of
solar energy system barred by transparent Photovoltaic (PV) cells inside the cavity
or on the outer surface of active DSFs [39] [40] [41] [42].

The analysis carried out by Gaillard et al. [39] evaluates the insertion of solar
PV cells into a significant portion of the outer glazed surface and openings at the
bottom and the top, for allowing natural ventilation by stuck or wind effect. The
outer layer of the DSF is conceived with a prismatic configuration (Figure 2.25) for
compensating the fagcade azimuth and improving the electrical performance by a
more favourable orientation of solar cells.
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Figure 2.25. Design concept and pictures of the PV facade prototype [24].

During the summer configuration, the optimisation of the stack effect and
heat transfer by natural convection is mainly sought to maintain the nominal
efficiency of PV cells, which depends on the temperature. For a winter operating
configuration, the system may be used for heat recovery as well as electricity
production.
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The analysis underlines that considering the building energy requirements,
the performance during spring and autumn is encouraging and the longer daylight
hours during summer allow a more significant cumulated electrical and power
generation. Moreover, the natural ventilation of the cavity ensures, with specific
wind conditions, the favourable cooling of the PV fagade via the heat transfer to the
exterior.

The insertion of PV modules on the building fagade is also investigated by
Athienitis et al. [40]. The proposed system consists of semi-transparent and
opaque PV modules, placed on the outer layer for the generation of the solar
electricity and thermal energy. Such designed technology allows the
transformation of the facade from a simple external envelope to an active and
energy-positive one.

For increasing the efficiency of the PV panels, the buoyancy-driven airflow
within the cavity may be assisted by a fan (natural /hybrid ventilation). Figure 2.26
depicts the sketch and the operation of the PV facade. The numerical models of
the solution are performed localising the PV Double Skin Facade in two different
weather zones, Naples (ltaly) and Montreal (Canada). The analysis underlines that
the system can provide a high percentage of the electricity demand for building
energy uses, and this improvement is particularly intense in the case of the
Mediterranean climate.
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Figure 2.26. Sketch (left) and operation (right) of the PV fagade [25].
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The Hunan University in China [41] analyses the insertion of PV blinds in the
DSF cavity. The central concept of the study is pursuing the fagade solar sheading
while parts of radiation are converted into electricity. The innovation of this research
stays in the localisation of the photovoltaic cells placed directly on the blinds.

A dynamic photovoltaic shading system is also investigated by Jayathissa et
al. [42]. The suggested solution is designed for improving the building energy
performance by controlling solar heat gains and natural lighting and, in the
meanwhile, generating electricity on-site. In comparison to the previous research,
the sheading system is dynamic. The primary purpose of the fagcade is to guarantee
satisfactory protection from solar radiation, the electricity generation, the inner free
cooling, and the view (Figure 2.27).
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Figure 2.27. Active solar facade concept (left) and dynamic shading system (right) [27].

The analysis underlines that the suggested solution can save a 20-80% net
energy if compared to an equivalent static PV shading system, depending on the
efficiency of the building. On a typical sunny winter day, the PV generation is able
to compensate for 62% of the energy demand, whereas on a sunny summer day,
this rises to 270%. Over the year, including cloudy days, the PV supply
compensates for 61% of the annual energy demand. This can reach 95% in the
case of very efficient heating and cooling systems.
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2.7. Examples of Engineered DSFs

The DSF innovation does not involve only energy efficiency aspects,
promoting its combination with new and advanced technologies or materials. A
novel focus consists of the insertion of structural elements able to confer an extra
function, the seismic one, to the so-called Engineered Double Skin Fagade. A such
conceived fagcade becomes a mass damper system or an exoskeleton which, in
case of restoration, can reduce the seismic vulnerability of existing buildings.

While mass dampers and DSFs are not new technologies individually, their
combination is innovative and effective. Moon and Zhang et al. investigate the
potential of the DSFs designed as structural motion control systems.

In detail, Moon [43] evaluates two DSF configurations: the first considers the
DSF anchored to the primary structure by low axial stiffness connectors, the
second suggests the insertion of distributed multiple tuned mass damper (TMDs)
within the cavity. The main difference between the two options is the consideration
of the outer skin of the DSF: flexible in the first case and fixed in the second one.
Figure 2.28 depicts a schematisation of the explored solutions.

Primary Building
DSF

__ Low axial
stiffness connector

§ Multiple TMDs

Figure 2.28. Concept diagram of DSF with low axial stiffness connectors (left) and multiple
TMDs inside the cavity (right) (elaborated from [28]).

According to the first design strategy, the DSF s, in fact, conceived for
moving back and forth, whereas the vibration of the primary structure is significantly
reduced. The second scheme, instead, considers a rigidly anchored DSF, as it
conventionally happens, and the movement of the fundamental structure is
controlled by the insertion of vertically distributed multiple small TMDs placed inside
the cavity. The results underline the effectiveness of both solutions for managing
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building movement due to dynamic forces. Moreover, the eventual excessive
motion of the outer skin in the first configuration represents a design challenge
which could affect the practical application of the system.

Zhang et al. [44], starting from the preliminary analyses elaborated by Moon,
investigate various options for DSF damper systems. In detail, three main
configurations are evaluated, and they are schematised in Figure 2.29 and Figure
2.30. The common element for all schemes is the presence of multiple dampers
and actuators placed in the connection between the inner and outer layer of the
DSF (Figure 2.29).
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Figure 2.29. DSF damper concept and focus on the connection between the primary
building and movable facade [29].
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Figure 2.30. DSF damper rheological model (a) and analysed configurations: three
dampers (b), two dampers (c) and one damper (d) [29].
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The one damper configuration (Figure 2.30d) considers the fagade spanned
and connected to all six floors, moving as an entire piece. In the two and three
damper configurations (respectively Figure 2.30c and b), each of the DSF dampers
spanned respectively three or two floors. The obtained results show the
effectiveness of the explored solutions estimating in terms of inter-story drifts.
Among the DSF configurations, the one damper option ensures better
performances than the others with a 42.73% decrease of the inter-story drift and a
53.67% decrease of the floor acceleration compared to the uncontrolled structure.

The Integrated DSF proposed by Takeuchi et al. [45] considers the insertion
of seismic energy dissipation devices for conferring the additional structural
function. Buckling Restrained Braces (BRBs) are inserted on the inner layer and
protected by the external skin made of glass and louvre. Figure 2.31 depicts the
schematisation of the investigated solution and its structural concept.

+ + =

Main Structure Buckling Restrained Braces Glass and Louvres Building with Integrated

' ! Fagade
INTEGRATED FACADE ¢

Shear Shear Shear

Force Force Force Dissipated

Structural Damage Energy
Failure
Story Drift Story Drift Story Drift

Figure 2.31. Main elements of the Integrated Facade and its structural concept
(elaborated from [30]).

The proposed DSF is applied for the retrofit of an existing building, the Tokyo
Institute of Technology. The seismic performance is improved by the insertion of
BRADs, whereas the energy efficiency is ensured by the presence of the DSF
cavity, designed for being open or closed according to climatic conditions. A
detailed analysis is also carried out by the authors for defining the best sheading
system and glazing type in order to avoid discomfort situations in the occupied
spaces.
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Figure 2.32a and b show the 6-storey reinforced concrete building,
respectively, in the pre and post-intervention configurations.

Figure 2.32. The Tokyo Institute of Technology before (a) and after (b) the restoration.

The adaptive building exoskeleton suggested by Scuderi [46] comes from
the application of the biomimicry approach for the restoration of existing buildings.
Starting from the animal exoskeleton with protective functions against temperature,
sunlight or impacts and attacks, the “building exoskeleton” is conceived for
enclosing the primary structure introducing higher stiffness and new dissipative
capacity (Figure 2.33).

The exoskeleton more than being changeable in size, extension, typology
and technology, can be designed for having an adaptive behaviour. This means
that it can be, in a static condition, structurally independent to the existing building
and collaborate when load cases require additional strength, as it happens during
an earthquake.

Passive dissipative devices, strategically located and used as connectors
between the new and the existing structure, decrease the horizontal displacements
during seismic events. Shape memory alloys materials (SMAs) are selected to
implement the dissipative dampers, thanks to their intrinsic properties: recentring
and energy dissipation capabilities, excellent corrosion and fatigue resistance,
large elastic strain capacity, and hysteretic damping.

Two different dissipative devices are selected for connecting the exoskeleton
to the original building: the first is the one designed by Krumme and uses SMA
wires for always working in tension, the second by Dolce and Marnetto in which the
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recentring capabilities of NiTi wires, are coupled with the energy dissipation
properties of steel elements.

=

_‘ Dissipative devices designed by Krumme et al. (a)
and by Dolce and Marnetto (b).

Figure 2.33. Schematisation of the adaptive exoskeleton [47].

Recently, significant progress in the field of DSFs for the energy and
structural retrofit of existing buildings has been made by the Department of
Engineering and Applied Sciences at the University of Bergamo. Various are the
works which have explored this topic. For the sake of the brevity, only a few of them
are reported in the following lines.

Several Engineered Double Skin Fagades are analysed by Passoni et al. [48],
and they take into account two different configurations thanks to the possibility to
consider the exoskeleton made of shear walls or exploring a shell behaviour for the
new fagade (Figure 2.34).
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Figure 2.34. Shear walls (a) and shell structure (b) analysed by the
University of Bergamo [47].
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In the first solution, the structural improvement is totally entrusted to shear
walls, and the reduction of the energy requirement is ensured by the thermal
insulation that covers the walls. Reinforced concrete or steel plate walls and steel
braced frames are some of the shear wall technologies which can be adopted.

In the shell solution, instead, the shape and the extension of the new facade
are analysed in order to decrease the area of every single structural component,
loading as little as possible the foundations and the thinner parts of the exoskeleton.

Both the shear walls and the shell solution can be designed in contact with
the existing structure or can be jutting. In the second case, new closed spaces are
created for residences or opened areas, such as loggias and greenhouses, on one
or more than one sides and with variable length. Both solutions, in addition, can be
designed as either dissipative or not, inserting new devices or overstrength
elements.

The solution analysed by Labo et al. [49] suggests the insertion of an external
diagrid able to improve, at the same time, the energy and structural performance
of existing buildings. The diagrid is conceived for assuming different strengthening
solutions: elastic, dissipative and passive-responsive.

In the case of elastic diagrid, the required performance is achieved by adding
a stiff and over-resistant exoskeleton able to limit the existing building displacement
and protect the main structure from any possible damage condition.

The dissipative diagrid is designed for dissipating the horizontal forces due
to earthquakes, and seismic devices are placed inside the connection of the diagrid
with the primary structure or along the facade.

The last option, the smartest among the others, is conceived for adapting its
behaviour according to the seismic intensity by changing its static scheme. For low-
intensity earthquakes, in fact, the diagrid is designed for remaining in the elastic
field, whereas it becomes adaptive to severe seismic events, thus protecting the
primary building.

Figure 2.35 schematises the main configurations herein evaluated. The first
two options, which consider elastic or dissipative diagrids, are involved in the
standard strengthening solution, whereas the responsive one considers a sliding
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operation, acting as a stiff system at the Damage Limit State, and as a dissipative
one for the Life Safety Limit State. Thanks to this adaptability, low-intensity
earthquakes do not cause any damages to the primary structure and intense loads
transferred to floor diaphragms and foundations due to strong seismic events are
reduced.

Diagrid Sliding Diagrid
DLS LSLS
STANDARD RESPONSIVE

Figure 2.35. Axonometry of the Diagrid solution and schematisation of the retrofitted
building with a standard or responsive exoskeleton [33].

2.8. DSF Modelling: Between Difficulties and Limitations

Since its introduction, DSF has been assuming different configurations. This
improvement has influenced the development of numerical methods used to
predict the thermal performance of DSF systems. Analytical and lumped models,
network models, control volume models, zonal models and computational fluid
dynamics (CFD) are, in fact, some of the possible approaches currently available
for the numerical modelling of DSF systems. Each of them is based on different
assumptions and complexity grade with consequences in the accuracy of results.

The first numerical models to be developed for studying the thermal
behaviour of DSFs are the analytical and lumped models. Both can be adopted for
obtaining useful information during the design stage, and several hypotheses affect
the accuracy of results. The physical principles are solved introducing empirical
correlations, available from the literature review, and used to calculate convection
and radiation heat transfer coefficients.

The airflow network modelling considers each building component as a
network of nodes and applies the conservation of mass for inlet and outlet fluxes
associated with every node. It can be integrated with a thermal network model
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which solves the heat balance at each node, fundamental in case of DSF
simulations. This approach can provide fast and useful information, even if less
precise if compared to CFD analyses, and it is mainly used by building energy
simulation programs.

In the control volume approach, each layer of the fagade is subdivided into
various control volumes, connected to the others by the presence of the air
channel. This method is based on the consideration that the mass flow rate
associated with every volume is equal to the mass flow rate at the inlet. It provides
a good compromise between computational resources and accuracy.

The zonal approach represents an intermediate method between the lumped
and the CFD modelling since the DSF is subdivided into several control volumes,
both 2D and 3D, more significant than the CFD meshes, with a lower computational
cost.

The last and most accurate method for evaluating the thermal behaviour of
DSFs involves Computational Fluid Dynamics techniques. CFD analyses apply a
system of partial differential equations which govern the flow field and are derived
from the principles of conservation of mass, momentum and energy. Outputs as
temperature, velocity or pressure are calculated for each cell enclosed inside the
solution domain. The equation usually solved is the Reynolds-Averaged Navier-
Stokes that predicts averaged values for turbulent flows.

The literature review [50] underlines that the simulation approach drastically
affects the capacity of the model in the prediction of the thermal behaviour of these
systems and several studies evaluate [51] the limits and difficulties of Energy
Simulation (ES) programs in the estimation of temperatures and airflow rates inside
the cavity, suggesting new methods which combine them with CFD modelling.

The coupling approach, more accurate and reliable, has to bridge some
discontinuities between the ES and CFD programs, due to different time scales,
space models and speed patterns. Zahi et al. [47] describe some efficient
strategies for integrated ES and CFD simulations for ensuring better estimations.

The common aspect among various coupling procedures is the
consideration that, from one side, the ES program needs thermal exchange
coefficients which should be accurate, and, on the other side, CFD analysis
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requires internal superficial temperatures obtainable from building energy
simulations. Figure 2.36 summarises various phases of the coupling procedure,
underlining the circularity of the process.
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Figure 2.36. Main phases of a possible coupling procedure [47].
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Coupling procedures can be classified according to the performance of the
process. The dynamic process performs continuous information exchange
between ES and CFD programs, while the static one has occasional information
exchange for a simulation. The choice among one approach and the other depends
on the user’s accuracy requirement solution (Figure 2.37).

The static coupling approach involves one step or two-step exchange of
information, whereas the dynamic strategies can assume various configurations
according to the iterations that need to be performed. In the one-time step dynamic
procedure and the full dynamic one, iterations between ES and CFD are performed
until convergence, with a high computational cost.
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Quasi dynamic coupling processes require less computational effort, and
they should be adopted in case of small time-step simulations. For analyses
performed over the whole year, the suitable coupling procedure is the virtual
dynamic one which is able to generate, after various interactions between Es and
CFD simulations, a function database to be implemented for the building energy

investigation.
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Figure 2.37. Schematisation of the coupling strategies herein described [47].
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To underline how the coupling procedure can improve the accuracy of DSF
building simulations, results obtained by the Massachusetts Institute of Technology
are reported in the following lines [47].

A quasi dynamic coupling strategy is selected, and it starts from energy
simulations, performed for calculating surface temperatures used as boundary
conditions for CFD analyses. Flow and temperature distributions for each time step
are main outputs obtained from CFD simulations, and they are inserted as input in
the ES program for estimating new and more accurate surface temperatures and
building energy requirement.

Table 2.2 shows the comparison among the day-averaged convective heat
transfer coefficient (hi,conv), the surface temperature (Twan) of the building south wall
where the DSF is placed, and its difference with the room temperature(AT,,),
calculated with and without the ES-CFD coupling.

Table 2.2. Comparison between heat transfer coefficients, surface temperatures and
energy requirement calculated with and without the coupling procedure [47].

South wall B conv ATy, Tyall Q
(W/m2K) (°C) O (W)

Without CFD 2.41 0 9.62 583

With CFD 437 —0.1077 11.65 638

The convective heat transfer coefficient estimated with the CFD analysis is
almost twice the one obtained from the simple ES simulation. The new value allows
the increase of the heat flux (Q) and the surface temperature.

Evaluating all heat transfer mechanisms for the same building component
(Figure 2.38), itis clear that the increase of the heat transfer coefficient and surface
temperature affects conduction, convection and radiation fluxes. Performing ES
without any coupling strategy with CFD analyses tends to underestimate both
conduction and convection mechanisms, whereas the radiation is slightly
overcalculated.
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Figure 2.38. Heat transfer mechanism estimated on the building south wall [47].

The research here reported demonstrates the effects that boundary
conditions have on the accuracy of estimations in case of DSF buildings. For this
reason, they must be carefully set for avoiding wrong results which could affect the
design of the whole system and the expected performance. Moreover, even if not
precise as CFD analyses, ES simulations give a general idea of the DSF efficiency
and, for this reason, more suitable in early design phases considering their low
accuracy in the airflow patterns and temperature distributions.
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3.Case Study

3.1. Introduction

The chapter is centred on the definition of basilar information about the
reference building selected for the application of the Engineered Double Skin
Facade. The attention has been focused on a building belonged to the social
housing stock because representative of the typical construction practice of the
past, reflecting any attention to seismic or energy problems.

In this sense, the building becomes typical of an existing heritage without
architectural quality but mostly present on the territory and its conversion into a
more eco-efficient and resilient one could be essential, nowadays and in the
following years.

The Directive 2002/91/EU and its review 2010/31/EU indicate existing
building heritage as a critical sector to obtain the reduction of energy consumption
and atmospheric pollution. For this reason, new technical and technological
standards for social housing buildings characterised by low energy performances,
wicked technical devices and inappropriate comfort conditions are a primary
requirement. Moreover, essential deficiencies can be easily identified also on the
structural side, defining the holistic approach as the winning strategy for the
rehabilitation of existing buildings.

Main features and structural details reported in the following lines are derived
by the original structural, and architectural construction documents of the whole
complex, presented in detail in Appendix C. Only general aspects are here
reported, whereas specific information about energy or structural properties is
inserted respectively in Chapter 4 and Chapter 6.

3.2. Reference Building: Structural and Energy Properties

The reference structure is a reinforced concrete building located in San
Donato district in Pescara, Central Italy. The area is known for the Mediterranean
climate, with mild winters and hot, sunny summers.
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P Reference Building
Italy Pescara (42°26'34"N, 14°12'26E)

Figure 3.1. The localisation of Pescara (left and middle) and the reference building (right).

Owned by ATER (regional enterprise for social housing), it was built in 1983
according to the regulation codes and the construction techniques of the time. The
building, identified with a red rectangle in Figure 3.2, is part of a residential area
composed of three buildings, erected in the same moment and presenting common
aspects.

Figure 3.2. Location of the reference building (red rectangle).

The selected case study is inadequate from a seismic and energetic point of
view and with minor architectural value, as it can be seen from the views presented
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in Figure 3.3. It hosts 48 apartments of which 12 with a total surface equal to 50
m? (A apartment) and 36 of 70 m? (B Apartment). The A apartments, two at every
level, are located at the heads of the structure.

Figure 3.3. Views of the reference building. South-east (left) and north-west (right).

Figure 3.4 to Figure 3.8 show, respectively, architectural plans and
elevations of the case study. The building has seven stories, a total height equal to
21.5 m, and a rectangular shape with 60 m and 12 m as main dimensions. The
inter-story height is 2.7 m except for the ground floor, higher than the others (3.5
m). The garages and the entrance are located on the ground floor, while residential
apartments are placed on the upper levels.

It is composed of two constructions, separated by a thermal joint. For this
reason, only one construction is evaluated in the structural analyses, supposing
that each building structurally behaves independently. The whole building is,
instead, modelled for performing dynamic energy and CFD simulations because of
the influence that the orientation or local fluxes can have on the estimations.
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Figure 3.4. The architectural plan of the ground floor.
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Figure 3.5. The architectural plan of the typical floor.
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Figure 3.7. North-west elevation.
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Figure 3.8. North-east (left) and South-west (right) elevations.

The building has an RC frame structure with infills made of hollow bricks.
Hollow-core concrete slabs are present. The used concrete has a strain class equal
to C25/30, and the steel of reinforcements is FeB38k. The structural details,
reported in Appendix C, show the presence of bent rebars, as commonly designed
according to the ‘80s lItalian constructive technique. The bent rebar, traditionally
inserted for collaborating with stirrups in the shear strength of structural elements,
is effective for gravitational loads and becomes inactive in seismic conditions after
reversal of the shear forces. The main consequence of this aspect is the high
vulnerability to shear failure mechanisms.

From the energetic side, the building envelope does not comply to the
current standard in the sector. The perimeter walls, in fact, does not present any
insulation materials, but only an air gap enclosed by two brickwork layers, with a
total transmittance value equal to 1.46 W/m?K. Moreover, single glass windows
contribute to the building inadequate performance, especially during the coldest
months.

A preliminary phase for the modelling of the case study is the definition of the
missed information, necessary for the structural and energy simulations. Flexural
and shear reinforcements of beams are present only for a few structural
components (see Appendix C) and, for this reason, their design is made according
to the 80’s Italian Code and hypothesising the constructive technique used at that
time. For the energy modelling, essential parameters as the HVAC systems, the
type of window glasses and the transmittance values for the opaque surfaces are
assumed from data from the literature review.
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3.3. Preliminary Considerations

The analysis of the technical documentation highlights primary deficiencies
of the reference building, on both structural and energy side. They can be identified
as:

e The presence of vertical irregularities. The ground floor is higher than the
upper floors and does not have infill panels. Such configuration may lead
to a possible soft-story mechanism.

e The presence of in-plan irregularities. The building centre of masses and
the centre of rigidities do not overlap each other. This eccentricity can
cause torsional modes in case of horizontal forces and the increase of
displacement in localised parts of the structure.

e The structural design has been made only considering gravitational loads.
This means that structural components do not have been verified to
horizontal forces with a consequent high seismic vulnerability in case of
earthquakes.

e The absence of proper insulation, combined to low-efficiency HVAC
systems, confers low thermal performances of the building which does
not satisfy current energy-efficiency standards.
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4.Dynamic Energy Simulations

4.1. Introduction

The present chapter is focused on dynamic energy simulations carried on for
evaluating the energy performance, expressed in terms of energy consumption and
thermal comfort, of the reference building in its original state and with various DSF
configurations. The choice of performing dynamic analyses stands in more
accuracy and better-quality estimations than static or quasi-static simulations. The
creation of a reliable model for these analyses needs the specification of several
parameters such as building envelope details, thermal properties of materials and
operational schedules. All these aspects must be coupled with the choice of
suitable dataset, which better represents the climate surrounding the building.

Several scientific investigations have been developed to analyse the impact
of weather data files in building energy simulations, as well as to calibrate and
assess the accuracy of different weather data sources [52] [53]. The use of reliable
climatic data, in fact, is an important issue both for the correct estimation of the
building energy performance and the design of retrofit interventions. According to
Bhandari et al., the predicted annual and monthly building energy consumption can
vary, respectively, by +7% and +40% as a function of the provided location’s
weather data [54]. Thus, the proper selection of the climatic data becomes a
crucial point especially when different building technological options are compared,
by using dynamic simulation programs to optimise the energy performance and
cost-effectiveness in various locations and climate zones. Besides, a better fit of
simulation output to a real building context could help architects and engineers for
designing more energy-efficient buildings and contributing to the global warming
mitigation [55].

Unfortunately, not every site has recorded weather data, and it becomes
necessary to use estimation models or software for their generation. However, it is
essential to note that the prediction of climatological models is always subjected to
uncertainty due to limitations of knowledge on the climate system, pollution and
available computing sources [56]. A second aspect referred to measured or
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estimated weather data is the possible absence of some climatic parameters, as it
commonly happens with the solar radiation.

Global solar radiation or its direct and diffused components are not always
available, but they have a significant impact on dynamic simulations. For this
reason, a robust investigation sector is centred on the definition and evaluation of
models for estimating the global radiation from other climatic parameters or for its
decomposition into direct and diffuse solar components. The literature review
underlines that the choice of solar radiation models can affect the reliability of
dynamic simulations in the calculation of the hourly building energy demand and its
effect is much more rooted in case of building with large windows, as it happens
with DSFs [57]. The comparative analyses carried on by Lupato et al. [58]
demonstrates that the selection of the correlation model can influence the heating
and cooling energy prediction with an error, respectively, equal to 3.6% and 3.9%.

All these aspects should be taken into account, especially in the case of
Double Skin Facade buildings. The application of multi-layer fagades, in fact, is
profoundly affected by the climatic conditions of the building locations and southern
European countries are characterised by relevant solar gains that play a significant
role in the performance of DSFs [59]. Moreover, the here adopted methodology for
the generation and assessment of climatic files and the estimation of solar variables
by using empirical models and correlations have been already tested and validated
by performing various analyses, published on scientific Journals (Energy &
Buildings and Building Simulation) and summarised in Appendix A. Preliminary
simulations have also been carried on for evaluating the improvement achievable
with the insertion of various typologies of passive and active Double Skin Facades,
applied to a simple case study and detailed reported in Appendix B.

This chapter is addressed to a comparative analysis of weather datasets
obtained with various sources (both real and virtual) and the evaluation of their
effects on building energy performances through dynamic simulations, resourcing
EnergyPlus software (Version 8.9) and DesignBuilder interface (Version 6.1.3). The
chapter has three main stages briefly described below. The first stage involves the
comparison between climatic datasets coming from real weather stations and
regional climate models. The investigated parameters are temperature, global solar
radiation, atmospheric pressure, relative humidity, wind speed and direction, and
they are compared by plotting Taylor diagrams. In addition, a subsection is centred
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on the decomposition of global solar radiation by adopting an empirical correlation
model, solving the problem of missing data. This stage aims to figure out the
accuracy of regional models in describing the pattern of the selected weather
parameters and to define the climatology of the city under analysis.

In the second stage, the created weather data files are used in the building
simulation software for quantifying the influence of various climatic data on the
prediction of its energy performance, considering both the original state and with
multiple DSF configurations. The last step, instead, evaluates the impact of climate
change on the case study, before and after the insertion of the Double Fagade, for
estimating the building energy consumption and thermal comfort conditions due to
future meteorological data.

This chapter is structured as follows. After this introduction, the weather data
files generation and comparison are described in section 4.2. Subsequently,
Section 4.3 presents the energy modelling and calibration of the case study,
whereas Section 4.4 is centred on the description of the input parameters and
setting referred to the modelling of DSF systems. It also presents the improvement
due to the insertion of the Double Facade, compared with those related to the
building original state. Section 4.5 describes the methodology followed for the
generation of future climatic data and their effect on the case study with and without
the DSF. Finally, Section 4.6 draws the main conclusions.

4.2. Weather Data Files for Energy Simulations

In recent years, the use of computational tools for the energy assessment of
buildings has significantly increased, becoming a crucial point during the design
stage. Building energy simulations (BES) are carried on assuming, as a general
object, the achievement of the best indoor thermal comfort with the minimum
energy requirement. Results of dynamic energy simulations are affected by many
uncertainties, and the reliability depends on the accuracy of the inputs. For this
reason, the model calibration is an essential preliminary phase, as suggested by
the ASHRAE Guideline 14-2002 [60].

According to Radhi [61], the main factors which impact on a building energy
use are the climate, design and people. Among these inputs, the most influence is
the climate surrounding the building, as demonstrated by various researchers all
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over the world. Weather data can generally be obtained by meteorological stations,
which, unfortunately, are not always available for every location of interest. When
real data are not present, Regional Climate Models (RCMs) can be used for
generating estimated meteorological values for the investigated site. In general,
RCMs use statistical methods to create detailed weather files on actual or past
measured databases derived from a long period of recordings (usually 20-30
years). The main output of these models is the so-called “Typical Meteorological
Year” (TMY).

On the basis of these evaluations, the reference building, selected as the
case study, is dynamically simulated considering climatic files coming from real and
virtual anemometers, adopting, in the second case, various RCMs obtained from
the Fifth Mesoscale Model and the Coordinated Regional Downscaling Experiment.

The analysed building is located in the city of Pescara which has, according
to the climate classification system developed by Kdppen-Geiger [62], a humid
subtropical climate denominated Cfa. The C group corresponds to “Warm
Temperate” climates, the small letter f means "fully humid" and indicates the lack
of a dry season. The letter a corresponds to a “hot summer”. Figure 4.1 depicts
the Képpen-Geiger classification for the European continent.
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Figure 4.1. Képpen-Geiger climate type map of Europe [62].
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In addition, the ltalian national territory is subdivided into climatic zones,
independent from their geographical location [63]. Each climatic zone, classified
with a letter from A to F, presents a specific amount of degree-day. The degree-
day unit is the sum, extended to all days in a conventional annual heating period,
of positive differences between interior temperature (conventionally fixed at 20°C)
and the mean daily external temperature. Pescara is classified as Zone D with a
range of degree-days from 1400 to 2100 [64].

Various are the weather datasets coming from different sources and
compared in the following lines. The investigated climate parameters are
temperature, atmospheric pressure, relative humidity, wind speed and wind
direction. Moreover, some standard methodologies are used to estimate the
diffused and direct component of the global solar radiation, aiming to solve the
problem of missing separated components and to evaluate the accuracy of the
selected correlation models. In both cases, the evaluation is made through Taylor
diagrams which consider the correlation coefficient (R), the centred root-mean-
square difference (RMSD) and the standard deviation (o).

The used weather data sources correspond to the Fifth Mesoscale Model
(MM5), the International Weather for Energy Calculations (IWEC), the ltalian
Thermo-Technical Committee (CTI by its Italian initials) and observed data
obtained from the Photovoltaic Geographical Information System (PVGIS), the
Climate Network of the Osservatorio Meteorologico Milano Duomo Foundation,
and the Regional Environmental Protection Agency (ARTA by its Italian initials). The
recorded data are referred to the year 2017, selected as the reference year for the
calibration of the model. Table 4.1 summarises the weather datasets used in the
present analysis, reporting the name and a brief description of the data source for
each climatic file.
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Table 4.1. Weather datasets used in the energy simulations.

Weather dataset Description

Dataset for the year 2017, collected from the Climate
Network weather station in Pescara

Dataset for the year 2017, collected from the ARTA

Climate Network_2017

ARTA 2017 7
weather station in Pescara
PVGIS_2017 Datjdse? for the year 2017, collected from PVGIS weather
station in Pescara
DB-IWEC Default dataset available in DB for Pescara obtained from
IWEC
Dataset available for Pescara obtained from Italian Thermo-
CTI . .
Technical Committee
MM5-MRF-LSM Dataset for the year 2017, extracted with the MRF PBL

developed by Hong & Pan, combined with the NOAH LSM
Dataset for the year 2017, extracted with the PBL
MM5-PLEIM-XIU developed by Pleim & Chang, combined with the LSM
developed by Pleim & Xiu
Dataset for the year 2009, extracted with the PBL
developed by Blackadar

MM5-BK

International Weather for Energy Calculations (IWEC)

DesignBuilder (DB) uses EnergyPlus format hourly weather data (*.epw) to
define external conditions during simulations. Each location has a separate file
describing the external weather parameters for every hour of the year at that
location. These hourly weather data are typical data derived from hourly
observations. Many of these weather files correspond to a record of multiple years,
where each selected month is representative of that month for the period of record;
the data describe the general patterns for that month and is not intended to be the
average. The selection of months is usually based on a weighing of temperature,
humidity, wind, and solar radiation.

The weather datasets used for this work correspond to the default weather
file available in DB for Pescara, which has hourly weather data obtained from the
International Weather for Energy Calculations [65]. The dataset is collected over
an 11-year period (1959-1970). As this weather data source may represent the
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most used for building energy simulations, it is included in the present analysis to
determine its reliability against single year weather data, especially in the case of
model calibrations. Measured data come from the meteorological station located
at 42°85’00” northern latitude and 14°20°00” eastern longitude.

The Italian Thermo-Technical Committee (CTI)

Since 2016, updated databases for the generation of the Typical
Meteorological Year for all Italian locations have been published by the Italian
Thermo-Technical Committee [66]. These data are referred to measurements
carried on for the city of Pescara, from 2007 to 2010. The TMY is generated on the
basis of prescriptions defined by the European Standard (EN ISO 15927-4
“Hygrothermal performance of buildings - Calculation and presentation of climatic
data - Part 4: Hourly data for assessing the annual energy use for heating and
cooling”) [67]. Measured data are referred to the meteorological station located at
42°28’'00” northern latitude and 14°13’00” eastern longitude.

Fifth Mesoscale Model (MM5)

MM5 is the PSU/NCAR Mesoscale Model Fifth Generation (MM5),
developed by the Penn State University (PSU) and the National Center for
Atmospheric Research (NCAR). It is a model system able to simulate or predict
mesoscale and regional-scale atmospheric circulation. Initially, this model was only
hydrostatic, but after some further releases, it has definitively become non-
hydrostatic. It is based on the momentum and energy conservation equations and
adopts a tendency equation for the perturbation pressure (model prognostic on the
pressure variable). The model employs a o pressure coordinate system, based on
the hydrostatic pressure reference, and uses finite difference numerical schemes
(Arakawa B staggering). Further information can be found in Grell et al. [68].

The spatial configuration of the MM5 used in the present thesis consists of
five nested domains (Figure 4.2a). The coarser domain has a horizontal resolution
of 32.4 km; the next one has 10.8 km, the third 3.6 km, the fourth is set to 1.2 km
grid spacing, and the inner domain has a 0.4 km resolution. Grid points for each
domain are in total 31 (yellow rings), and the centre of all domains coincides with
the reference building location (red circle), as it can be seen in Figure 4.2b.
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(a)

Figure 4.2. MIM5 nested domains (red squares) (a) and the grid of the inner domain (b).

In the present work, the simulating features of the MM5 surface
meteorological parameters are evaluated using three different combinations of the
planetary boundary layer (PBL) and land surface model (LSM) parameterisation
schemes. The first one corresponds to the PBL of Medium-Range Forecast model
(MRF) developed by Hong & Pan [69] combined with the NOAH LSM (hereafter
referred as MM5-MRF-LSM). The second combination comprises the PBL
developed by Pleim & Chang [70] coupled with the LSM developed by Pleim & Xiu
[71] (hereafter referred as MM5-PLEIM-XIU). The third and last model here
evaluated is the one created by Blackadar [72] (hereafter referred as MM5-BK).

The collection of datasets for Pescara adopts simulations which cover one
year from January 1%, 2017 to December 31, 2017 and the chosen hindcasting
procedure creates output values with 4-minute interval, converted into 1-hour
variables for the intercomparisons and energy simulations. The database is
extracted for the virtual anemomenter localised at 42°26°34” northern latitude and
14°12'26” eastern longitude.

Observed data (Climate Network, ARTA and PVGIS)

Observed data are recorded from various sources for the year 2017 and
compared with TMYs or estimated values. Figure 4.3 localises each real weather
station and shows their position in comparison to the reference building.
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Climate Network is a private and professional network of urban
meteorological stations in Italy, developed in 2010. It consists of almost 50 weather
stations located in several cities. The selected meteorological station is placed at
the University of Pescara (42°27°07” northern latitude and 14°13'29” eastern
longitude), and data with hourly timestep are recorded for all climatic parameters
[https://www.fondazioneomd.it/climate-network].

The ARTA meteorological station is, instead, placed in the city centre of
Pescara (42°28°06” northern latitude and 14°12’40 eastern longitude) and hourly
data referred to the selected year are directly downloaded by the website
[https://www.artaabruzzo.it].

The last database which involves measured values is composed of PVGIS
data, a web application that allows the user to get information on climatic
parameters. It is an entirely free and open access system with values for location
in Europe and Africa, as well as a large part of Asia and America. Data can be
downloaded from its website [https://re.jrc.ec.europa.eu/pvg tools] where TMY
are present for various year ranges. It is mainly used for obtaining information about
solar radiation and photovoltaic system energy production. In the current work, the
TMY generated from measured values referred to the recording period from 2007
to 2016 is selected. The data are extracted from the meteorological station located
at 42°27°50” northern latitude and 14°12'50” eastern longitude.
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Figure 4.3. The localisation of weather stations selected for the comparison.
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4.2.1. Correlation Models for Estimating Solar Radiation

Climatic files, necessary for dynamic energy simulations, involve information
about solar radiation and its components. Unfortunately, continuous
measurements of solar variables are rare due to the high cost of the equipment
which is not always installed in meteorological stations. In this sense, a critical
investigated sector is the evaluation of empirical correlations for estimating, from
other climatic variables, the global solar radiation, or its decomposition into direct
and diffuse components.

A large number of correlations or methods based on the use of more readily
meteorological data for predicting global solar radiation can be subdivided,
considering the following factors [73]:

e Astronomical factors (solar constant, earth-sun distance, solar
declination, and hour angle).

e (Geographical factors (latitude, longitude, and elevation of the site).

e Geometrical factors (azimuth angle of the surface, tilt angle of the surface,
sun elevation or azimuth angle).

e Physical factors (scattering of air molecules, water vapour content,
scattering of dust and other atmospheric constituents such as Oz, N,
CO,, etc.).

¢ Meteorological factors (extra-terrestrial solar radiation, sunshine duration,
temperature, precipitation, relative humidity, effects of cloudiness, soil
temperature, evaporation, reflection of the environs, etc.).

Among various methods, the approach developed by Al Riza [74], on the
basis of the work of Campbell and Norman [75] (hereafter just referred as Campbell
and Norman), is commonly adopted for estimating the hourly global solar radiation.
The selected methodology calculates the hourly global radiation from
meteorological parameters like temperature (T), atmospheric pressure (P) and
relative humidity (RH).

The first step consists in calculating the optical air mass number (m), which
expresses the ratio of slant path length through the atmosphere to zenith path
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length, according to Equation 4.1, where Py is the atmospheric pressure at sea
level and as is the solar altitude angle of the sun.

P/P
m=3 ; (4.1)
sin ag+0.50572* (az+6.07995)1-6364

The second step is the definition of the atmospheric transmittance coefficient
(tr). Beam atmospheric transmittance is the percentage of the beam (direct)
radiation that penetrates the atmosphere without being scattered. Its calculation
can be defined by the decision matrix, reported in Table 4.2, which considers the
concept that water vapour through relative humidity reduces incoming radiation.

Table 4.2. Decision matrix for determining the atmospheric transmittance.

N° RH condition (%) T value
1 RH <40 0.69
2 40 <RH<=45 0.67
3 45 <RH <55 0.57
4 55 <RH <65 0.47
5 B5<RH<75 0.41
6 75<RH <80 0.30
7 RH >80 0.20

Once the 1 value is known, it is possible to calculate the direct radiation on a
surface perpendicular to the beam (l,), which is a function of the global solar
constant (Gs.=1367 W-m) and the optical air mass number (m) (see Equation 4.2).
Then, the direct radiation (lar) and the diffused radiation on a horizontal surface (lqir)
can be calculated, respectively, with Equation 4.3 and 4.4, both expressed as a
function of the solar zenith angle (8s). The last step allows the estimation of global
solar radiation (lg) with Equation 4.5.

L, = Ggc*T™ (4.2)

lgir = I, * cos B (4.3)
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Idiff = 0.30 = (1 - Tm) * Gge * cos O (4.4)

ly; = Igir + laify (4.5)

When the global radiation is measured or estimated, and the unknown values
are, instead, its components, various empirical correlations can be adopted. Many
investigations allow the estimation of global solar radiation components, correlating
the fraction of the hourly radiation on a horizontal plane which is diffused (lgilg) with
the hourly clearness index (k). An interesting literature review of the empirical
correlation models commonly used is presented by Tapakis et al. [76] and
summarised in Table 4.3.

Table 4.3. Empirical correlation models suggested by various authors.

References Location Date Constrains ks
Orgill and Toronto 1967 k=035 1-0.24%
: 0.35 < ki 0.75 1.557-1.84K,
Hollands Canada 1971 0.75 < k 0A77
Highett, 1966- o= O'2<2 0.951 1-0.11 gbaiizl.aaake-
Erbs etal. Australia 1969 0-22°k=08 6.638k:+12.336k"
0.8 <k
0.165
Bugler Highett, 1966- ke<0.4 0.94
Australia 1970 0.4 <k, (1.29-1.19k)/(1-0.334k,)
ki <0.225 0.915
Hawlader Psa;;% ;F?graer’ 1962  0.225 <k < 0.775 1.135-0.9422k +0.3878k:
0.775 <k 0.215
‘ ke £0.21 0.995-0.081k:
De Miguel et al. Me"‘}f”a”ea” 1%2‘36‘ 0.21 <k <0.76 0.724+2.738k-8.32k2+4 967k
red 0.76 < ki 0.18
Athens, 1996- 0<k <078 0.995-0.05k-2.4156k+1.4926k,"
Karatasou et al. Greece 1998 0.78 < ke 0.2
1-0.178k,
" Macras,ncia 1982 0 221 : 5:2540 8 0.9686+0.1325k. - 14183k’
Cmar ' 1987 ook 10.1860k7+8.3733k.*
' 0.197
ke£0.17 1
Soares et al. gﬂ; Féar:'z‘?l 12%%2 0.17 <k <0.75 0.9+1.1k-4.5k2+0.01k*+3.14k.*
' 0.75 2k 0.18
ke <017 1
Oliveira et . 833 PBar:Izﬂ 11%9949‘ 0.17 <k <0.75 0.97+0.8k 3k -3.11k+5.2k.3
' 0.75 <k 0.18
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Table 4.3. (Continued).

References Location Date Constrains Ko
At 008 k=01 0.987
Jacovides et al. Ca arzs;a 005 01<k <08 0.94+0.937k-5.01 k+3.32ke
P 0.8 <k 077
5 European k=03 1.020-0.248k,
Reindl et al. andNorth  1979- 03<k<078 145167k
American 1982 078 <k 0147
Locations e = -
Victoria, ; N
Boland et al. Australic 67 - 1 1+exp(7.997" (k-0.586))
Adelaide, days B 14 ~ N
Boland et al. Australia 1/(1+exp(-5.00+8.60k:))
ke<0.15 0977
Lam and Li HongKong ool 0.15<k: £0.70 1.237-1.36k:
070 <k 0273
Collares-Pereira Fl:fdjo:if;ljm 1961- ke=017 0.99
and Rabl St 1976 0.17 < ki < 0.80 1.188-2 272k+9 473k¢-21 586k +14 648k
] ke <0.25 0.932
Al Riahi ot al. F“drrz"?a“- 119988‘;‘ 0255k <07 1.2831.631k,
4 0.7 <kt 0.151
- _— ki <0.225 0.9943-0.1165k;
Torres et al. ag“;%”a- P 0.225 <k 2 0.755 1.4101-2.9918k+6.4599k2-10.329k+5 514k
g 0.755 <k 0.18
o ke <0.175 1-0.232k
Chikh et al. 3 'flai‘?ir;s in 7199%02‘ 0175 < ki< 0.87 1.17-1.23k,
9 0.87 <k 0203
2 ocations 1999 ke<0.22 0.8526-1.1778k
Elminir et al D‘Ea 'DTS in 005 022 <k <08 0.814-1.106k+0.366k2-0.99Tk+1 221k
op 08 <k 0213
Ul d 1994 ki=0.92 0.0743-19 3:015:3 206 91k
gen an ] - k< . - t+ Rl
Hepbas| lzmir, Turkey  199g 0.32< k=062 719.72ke+1053 4k-562.69 ke
0.62 <k
0.30
Lee et al 22 locations in -~ 1986- ki=0.2 0.92
- South Korea 2005 0.2<ki<1 0.691+2.4306k-7.337 1k+4. 7002k
) ) Albacete, 2002-
Ruiz-Arias et al. Spain 2006 - 0.086+0 88exp(-exp(-3.877+6.138k,)
1975 ki<0.2 0.996+0.424k-0.586k?
Macagnan et al. Madrid, Spain 1991_ 02=k <07 1.11-0.203k-2 .52k +0 617k +1.063k*
07 <k -0.0169-0.99 ki+1 63k

As can be seen, the correlations are tested in different cities located, both in
the north and south hemisphere. The common element among all correlations is
the definition of the diffuse fraction component (kq) from only a single predictor
which is the clearness index, ignoring important aspects as solar altitude (a),
persistence of global radiation level, long-wave atmospheric emission air mass,
relative humidity, apparent solar time and temperature.
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Starting from the evaluated limits of all these correlations, Tapakis et al. have
introduced a new correlation model in which the solar altitude, expressed in radiant,
is also taken into account. The correlation suggested by the authors is represented
by Equation 4.6, where p+, p2, Ps, P4, Ps, Psand pr are empirical coefficients, shown
in Table 4.4:

ka ="/, (4.6)

P2 + exp(p3 + pake + psk? + peats + prkeas)]

Table 4.4. Coefficient of the correlation model for each constrain.

Constrains [oF P2 Ps3 Pa Ps Ps p7
0 =ki<0.32 7.37 7.52 -13.57 64.94 -71.73 6.97 -22.06
0.32 =k<0.63 5.1 3.91 -0.07 1.67 2.9 -0.5 0.94

0.63 < ki<1 1.7 29.85 -83.28 24132 -168.56 -14.84 21.06

This correlation has been tested and validated on the Cyprus island, and
comparisons with the other models applied to the northern hemisphere underline
that the introduction of the oo parameter into the calculation slightly improves the
accuracy of results. For this reason, the decomposition of the global solar radiation
in the present thesis is made adopting the Tapakis et al. empirical correlation
model.

4.2.2.Weather File Comparisons

The above-mentioned weather datasets are compared by means of Taylor
diagrams in order to estimate the quality of the sources, referred to specific years
or selected periods, as in the case of TMYs. Moreover, the comparisons aim to
underline the importance of using the correct database in case of building
modelling and calibration.

The Taylor diagram [77] is widely used to investigate climate models,
considering its ability to compare datasets and evaluating various skills at the same
time. Each point in the two-dimensional Taylor diagram can represent
simultaneously three statistics (R, RMSD and ). The correlation coefficient R is a
number between -1 and +1, which measures the strength or consistency of the
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relationship between two variables (x and y). If R=0, the two variables are
uncorrelated. A positive correlation means that x and y vary in the same direction.
For a negative R, x and y go in opposite directions (a larger x will imply a smaller
y). If R=1 then x and y are completely correlated, indicating an entirely consistent
relationship. The centred root-mean-square difference (RMSD) is the most widely
used statistic to quantify differences between two variables and tends to zero when
they become more alike. The standard deviation o is the standard distance
between a variable and the mean of the dataset, and it measures the fluctuations
of the error around this mean.

In Taylor diagrams, the RMSD between the simulated and observed patterns
is proportional to the distance to the point on the x-axis identified as "REF", which
is the reference data. The dashed arcs indicate the RMSD. The standard deviation
of the simulated pattern is proportional to the radial distance from the origin (dotted
arc). The solid arc indicates the standard deviation of the reference. Simulated or
estimated patterns that agree well with observations lie nearest the point marked
"REF" on the x-axis. These models will have a relatively high correlation (dot-dash
line) and low RMS errors. Models lying on the solid arc will have the correct
standard deviation, which indicates that the pattern variations are of the right
amplitude [27].

The climatic files obtained from the selected sources are translated into
hourly datasets before plotting Taylor diagrams. Comparisons are made both on
annual and seasonal range period to evaluate the accuracy of each model for
general and specific conditions. Seasons are defined according to the
meteorological seasons in Italy: spring from 01/03 to 31/05, summer from 01/06 to
31/08, autumn from 01/09 to 30/10 and winter from 01/12 to 28 (29)/02.

Two series of Taylor diagrams, normalised by dividing the values by the
standard deviation of the correspondent observed quantity, are plotted in the
following lines (Figure 4.4 to Figure 4.10). First, general climatic parameters
(temperature, atmospheric pressure, relative humidity, wind speed and direction)
are compared; then, a focus is made on the solar radiation (both global and direct
component) for dealing with the ability of various models in its estimations. Climate
Network is selected as the reference dataset for the first type of diagrams, for being
the most reliable and with hight quality measured data. PVGIS is, instead, chosen
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for the other charts considering its accuracy in solar data predictions due to the
main application for the photovoltaic system design.

The annual Taylor diagram (Figure 4.4) depicts a different accuracy and
variability of the chosen sources according to the selected parameter. The results
outline that all sources are able to describe the temperature variable (red markers)
both in terms of RMSD and R. In fact, all of them lie close to the reference point
with a minimum correlation equal to 0.8 and the highest centred root-mean-square
difference of 0.75. ARTA and PVGIS datasets (real anemometers) have both a
standard deviation equal to 1 but with various correlation coefficients, 0.92 for the
first and 0.85 for the second, and RMSD that are, respectively, 0.30 and 0.55. This
means that even if both have recorded data, there is a variation in comparison to
the measured data obtained from a source with a different location.

Among the other anemometers, the estimated values coming from the MM5
models can represent with reasonable accuracy the temperature parameter. The
MM5-BK model (ring marker), the MM5-MRF-LSM model (x marker) and the MM5-
PLEIM-XIU (square marker) perform the investigated parameter with high
correlation coefficient (from 0.88 to 0.95), right standard deviation (from 0.78 to
0.90) and low RMSD (from 0.30 to 0.45). Moreover, the virtual anemometers allow
better estimation than the typical year values of the DB (diamond marker) and the
CTI (triangle marker) datasets.

A more significant variation is obtained with the atmospheric pressure
parameter (yellow markers) which assumes more variability among the considered
sources. The CTI dataset does not present this data, and, for this reason, there is
not a yellow triangle marker in the graph. The MM5-PLEIM-XIU, with 0.23 RMSD,
1 o and 0.97 R, is the best model in the prediction of the atmospheric pressure,
and it performs better than the measured data. This trend is also confirmed with
the MM5-MFR-LSM and BK models but with a lower correlation coefficient, 0.90
for the first and 0.75 for the second, and higher RMSD respectively equal to 0.50
and 0.75. The DB source, with constant values of atmospheric pressure set at
101.13 kPa, shows the weakest performance in comparison to the others. Also,
PVGIS has low accuracy, recording high values of RMSD, low correlation and
standard deviation.
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The relative humidity (blue markers) is measured or estimated with high
variability. This parameter is not present in the DB dataset. The ARTA database
describes better than the others its variability with RMSD, R and o respectively
equal to 0.80, 0.50 and 0.80. MM5 models, in all cases, perform better than the
CTl and PVGIS datasets. A similar trend is also recorded for the wind speed and
direction parameters plotted, respectively, with green and purple markers. In both
cases, low correlation coefficients are registered, and MM5-MRF-LSM and MM5-
PLEIM-XIU models show the best performance if compared to the others, except
for the ARTA dataset, which has lower RMSD and higher R values. The DB source
confirms to be less accurate in comparison to the others.

The general trend obtained with the annual datasets is also confirmed,
recording slight variations, on the seasonal scale (Figure 4.5 to Figure 4.8). The DB
database shows the lowest accuracy in the prediction of all parameters, whereas
the MM5 models are able to estimate them with better accuracy. In detail, both
MM5-MRF-LSM and MM5-PLEIM-XIU models confirm to be more liable than the
MM5-BK model, which has, among the three, the highest RMSD and lowest
correlation coefficient. Evaluating the performance of real anemometers, the ARTA
dataset is more accurate than the PVGIS one, as obtained for the annual diagram.
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Figure 4.4. Normalised Taylor diagram based on annual datasets.
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@ REFERENCE ¢ PvaIs v CTl O MM5-BK
~+ ARTA O DB X MM5-MRF-LSM [] MM5-PLEIM-XIU
TEMPERATURE RELATIVE HUMIDITY ~ WIND SPEED ~ WIND DIRECTION

ion

et?!

A
X
c® . 02 0.1

i i i i

-1 - - - - - v 1

250 225 200 175 150 125 1.00 075 050 025 0 025 050 075 REF 125 150 175 200 225 250
Standard Deviation

Figure 4.5. Normalised Taylor diagram for the spring season.

i : |
1 - - -
250 225 200 175 1.50 1.

1 H : =

1

25 1.00 075 050 025 O 025 050 075 RgfF 125 1.50 175 200 225 250
Standard Deviation

Figure 4.6. Normalised Taylor diagram for the summer season.
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Figure 4.8. Normalised Taylor diagram for the winter season.
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The second sequence of Taylor diagrams is focused on the solar radiation
parameter, both global and direct. In this case, the reference dataset is the PVGIS
one. Green markers describe the performance of sources in the estimation of the
global radiation, whereas the brown markers represent the direct radiation
calculated for all datasets adopting the Tapakis et al. empirical correlation.

In the estimation of the global radiation on an annual time step (Figure 4.9),
all datasets show good accordance in terms of RMSD, R and ¢ with the reference.
The DB and CTl data have a high correlation coefficient (equal to 0.85) and centred
root-mean-square difference (equal to 0.55). Reasonable estimations are also
obtained with data coming from MM5 models. In detail, the MM5-PLEIM-XIU and
MM5-BK models perform better than the MM5-MRF-LSM one, with R, RMSD and
o values respectively equal to 0.88, 0.52 and 1.10. Good accuracy is also ensured
by climatic stations, especially with the ARTA dataset, which shows high correlation
coefficient and RMSD, respectively 0.88 and 0.51, and a 1.10 standard deviation
value. Evaluating the direct solar radiation component, less accuracy can be seen
and, in general, the same trend referred to the global parameter is confirmed. The
DB and CTI datasets have, also in this case, low RMSD and o values and high
correlation coefficients. The MM5 models which better describe this parameter are
the MM5-BK and the MM5-MRF-LSM, whereas the MM5-PLEIM-XIU tends to
underestimate the direct solar radiation slightly. This variation pattern is also
confirmed by the seasonal time step for which the same considerations can be
done (Figure 4.10).
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Figure 4.9. Normalised Taylor diagram based on annual datasets for solar radiation.
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Figure 4.10. Normalised Taylor diagrams for seasonal datasets for solar radiation: (a)
spring, (b) summer, (c) autumn and (d) winter.

As underlined by the Taylor diagrams, climatic data coming from various
sources may show high variability in the characterisation of a specific weather
parameter. This variability can also be recorded between data obtained from real
anemometers because of a different measurement period or accuracy of the
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records. When recorded data are absent, the regional climate models represent a
good option in the estimation of almost all climatic variables, becoming a reliable
alternative for the generation of input file adopted in energy simulations. Moreover,
the use of empirical correlations for the decomposition of the global solar radiation,
opportunely tested and validated, can lead to reasonable estimations, solving the
problem of missing data.

4.3. Energy Modelling of the Reference Building

As mentioned in Chapter 3, the selected case study is a social housing
building which consists of a 7-story structure and located in a residential suburb of
Pescara. The ground floor has four staircases. Each staircase is made of two
thermal zones: one for the staircase itself, and the other for a storage room.
Therefore, the ground floor has eight thermal zones in total. On the other storeys,
eight apartments at each level of which two are A-type (50 m?) and six B-type (70
m?). The A apartment is composed of five thermal zones: kitchen (5.90 m?), dining
room (15.78 m?), bedroom (16.09 m?), bathroom (4.76 m?) and circulation area
(6.90 m?). The B apartment, instead, has seven thermal zones: kitchen (8.19 m?),
dining room (23.86 m?), bedroom 1 (12.92 m?), bedroom 2 (17.30 m?), bathroom
(7.08 m?), a storage room (2.27 m?), and circulation area (10.29 m?). Figure 4.11
depicts the thermal zone localisation for the typical floor.

A
\ - Bedroom 1
Bathroom Dining Room
Circulation
Area
[;ining Circulation Area Bathroom
oom
Bed :
Kitchen ecroom Kitchen Storagd
Room
Bedroom 2
A-Type Apartment B-Type Apartment

Figure 4.11. The localisation of Thermal zones on the typical floor.
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On the basis of the architectural maps and stratigraphies reported in
Appendix C, the external walls, with a depth equal to 33 cm, do not present any
insulation layer. There are also 23 cm thick walls placed for delimiting the
apartment from the staircase, and partitions (with 11 cm depth) to subdivide each
apartment into various thermal zones. About glazed surfaces, no detailed
information is inserted in the building technical documentation, and single glazing
windows with transmittance (U) value equal to 3.78 W/ m?K are selected on the
basis of the analysis of the literature review [78]. Table 4.5 summarises the thermal
properties of the building envelope.

Table 4.5. Description of building envelope components.

Building component Material s[m]  A[WMK] U [W/m]
g P (outer to inner)
(a) Lime plaster 0.02 0.80
3dem External Wall (o) Brickwork 0.13 0.84
i B (c) Air gap 0.08 0.30 1.46
\ (d) Brickwork 0.08 0.62
(e) Lime plaster 0.02 0.80
23cm Semi-External (@) Lime plaster 0.02 0.80
(b) Brickwork 0.13 0.84
(c) Air gap 0.03 0.30 1.60
(d) Brickwork 0.08 0.62
(e) Lime plaster 0.02 0.80
11cm Partitions (a) Plaster 0.02 0.16
(b) Plasterboard 0.07 0.25 1.27
(c) Plaster 0.02 0.16
Glazing
L] Single clear glazing  0.006 ; 3.78
Interstorey roof (a) Cast concrete 0.02 1.13
ST (b) Concrete slab 0.16 0.16 0.78
AR (c) Plaster 0.02 0.16
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Table 4.5. (Continued).

Material

Building component (outer 1o inner) s [m] A WmK] U [W/mK]
External roof (a) Ceiling tiles 0.02 0.06
(b) Cast concrete 0.02 1.13 0.61
(c) Concrete slab 0.16 0.16 '
(d) Plaster 0.02 0.16
- Pavement (a) Cast concrete 0.02 1.40 337
(b) Ceramic 0.02 1.30 '

No information is present about the building heating and cooling system that
is defined according to data coming from buildings similar to the case study for the
construction period and typology. The building heating involves the use of radiators
with a seasonal Coefficient of Performance (COP) equal to 0.84 and natural gas as
source. For improving the inhabitants’ comfort condition, splits are installed for the
cooling of the inner spaces. The cooling COP is set equal to 1.4, and the source is
electricity.

The temperature setpoints for heating and cooling for all thermal zones are,
respectively, 22°C (with 20°C as set-back temperature) and 28°C. The metabolic
factor is set to 0.90 for the whole building, as well as for the clothing insulations,
which is 0.50 clo for the summer season and 1.00 for the winter season. The model
infiltration is considered constant and fixed at 0.70 ac/h. Table 4.6 depicts the input
parameters which vary according to the activity of the thermal zone.
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Table 4.6. Input parameters used for simulations. For each thermal zone, the occupation
density (people/m?), the minimum fresh air (I/s-person), the target illuminance (Lux), and
the occupation schedule are shown.

Thermal . Fresh .
Occupation . llluminance Schedule
Zone Air
All Days
1
Bedroom 0.0229 10 100 Eos
H
0
00:00 08:00 16:00 00:00
Time of Day
All Days
1
Bathroom 0.0187 12 150 fos
§
Q
00:00 08:00 16:00 00:00
Time of Day
All Days
1
Kitchen 0.0237 12 300 gos
8
0
00:00 08:00 16:00 00:00
Time of Day
All Days
1
Storage *
g 0.0243 12 100 "
Room
o
a
00:00 08:00 16:00 00:00
Time of Day
All Days
1
Dinin
9 0.0169 10 150 2o
Room
o
0
0000 08:00 16:00 00:00

Time of Day
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Table 4.6. (Continued).

Th I Fresh
erma Occupation re§ llluminance Schedule
Zone Air
All Days
Circulation 0.0196 10 100 :
area g

00:00 08:00 16:00 00:00
Time of Day

The influence of neighbouring buildings is taken into account by inserting, as
block components, the closest structures which could shade the case study and,
for the same reason, the presence of the balconies on the north-west fagade is
considered placing external profiles, as it can be seen in Figure 4.12.

Figure 4.12. The energy model of the case study with balconies (pink elements) and
neighbouring buildings (cyan elements).

Dynamic energy simulations are performed for evaluating the building energy
performance, considering the above mentioned climatic files, opportunely
converted in *.epw files using Elements (Version 1.0.6) by Big Ladder Software,
which is a free, open-source, cross-platform software tool for creating and editing
custom weather files [79].
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4.3.1.Model Calibration and Results

Once the Case study has been modelled, a crucial phase is its calibration. A
double calibration is here adopted for better quality analyses. First, dynamic
simulations are carried on for estimating the building natural gas consumption to
be compared with data collected from a building, similar to the case study for,
typology, localisation and construction period (Figure 4.13). Then, the comparison
is made between the obtained results and the typical heating consumption of
buildings with the same characteristics and age, collected from the TABULA
webtool [80].

Figure 4.13. The localisation of the case study (red box) and the building selected for the
calibration (light brown box).

The collected bills are referred to the year 2017, and the heating period (1
October-31*March) is considered for the calibration. The case study is rotated for
ensuring the same orientation of the reference building, identified with the light
brown rectangle in Figure 4.13. Monthly simulations are performed setting as a key
output the natural gas consumption (heating + cooking), expressed in kWh/m?,
Three different climatic files are considered for the comparisons: the ARTA and
Climate Network datasets (PVGIS is not involved because of its inaccuracy in the
prediction of the general weather parameters as seen with Taylor diagrams) and
the DB climatic file. The natural gas consumption is defined on a two-month range,
except for January and December, in accordance with the recorded data. Error
bars, set at 5%, are inserted as inferior and superior limits for the comparisons.
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Natural Gas Consumption
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Figure 4.14. Comparison among estimated and collected values for the model calibration.

The comparison, depicted in Figure 4.14, shows general accordance
between estimated and measured values. The highest accuracy is recorded with
the ARTA and Climate Network climatic files. They, in fact, are able to predict within
the acceptable range the energy consumption for January and February/March
bimester better than the DB dataset which, instead, tends to under/overestimate
the selected output. More significant differences are calculated for December for
which the estimated values are, with all climatic data, out of the acceptable range.
The possible explanation of such behaviour can be due to the measured data,
considering that the available bill is referred to December 2017-January 2018 and
the estimation of the consumption for a single month is done by dividing the total
amount by two. For this reason, the December data are not strictly taken into
account for the calibration.

The same inaccuracy can also be seen for the October-November bimester
but, in this case, the principle reason stands in the limitations of predictions for
transitory months, because deeply influenced by the inhabitants’ comfort condition
and their use of occupied spaces. In fact, as underlined by various works previously
carried on in the field of energy simulations, the building requirement/consumption
for mild periods could vary, more than the rest of the year, according to the human
behaviour (inhabitants’ age, habits, etc.).

Considering the total natural gas consumption for the selected months, the
obtained values are also in accordance with data coming from the survey on the
energy performance of the existing building stock presented in the literature [78].
An apartment building erected between the 1976 and 1990 year and located in a
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mild climatic zone (most of the selected case study are placed in the E zone)
consumes for the heating and generation of domestic hot water 120 kWh/m?, while
the model estimated values are 109, 100 and 96 kWh/m?with, respectively the DB,
Climate Network and ARTA dataset. On the basis of the comparisons and
assuming these data as representative values for having a general idea about the
building requirement referred to various construction ages, the model can be
considered calibrated and able to describe the real behaviour of the case study.

The energy performance of the reference building is evaluated both in terms
of energy consumption, and thermal comfort condition. In the first case, the results
are referred to the annual building heating and cooling use, whereas the thermal
comfort is investigated considering a weekly timestep, simulating alternatively the
typical summer (August, from 17" to 23) and winter (January, from 20" to 26™)
conditions. Moreover, for defining comfort/discomfort rates, the operative
temperature is estimated for two different building thermal zones, selected for their
orientation. North and south exposed thermal zones (see Figure 4.15) are chosen
for investigated, respectively, the winter and summer thermal comfort. This choice
is made considering the building dimensions and for avoiding averaged values
which could be not representative of the real conditions.

Figure 4.15. The localisation of the thermal zones selected for the winter (blue rectangle)
and summer (red box) comfort.

For better understanding the obtained results, monthly mean temperatures
for each climatic file are plotted in Figure 4.16. The ARTA and Climate Network
outputs describe a similar trend, especially in terms of building heating
consumption. Evaluating the temperature distribution, ARTA and Climate Network
show good accordance with each other. Variations can be, instead, identified with
the PVGIS dataset and this happens because, even if made of recorded data, it is
a typical meteorological year and it does not match with single-year measurements.
The difference underlined between the temperature values does not profoundly
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affect energy consumption, which shows only little variations. The DB results
emphasise a higher heating consumption and a lower cooling requirement, as
expected, considering that it records the most moderate monthly mean
temperatures (blue line in Figure 4.16). Considering the CTI heating consumption,
the estimated value is lower than the DB, whereas the cooling need increases. This
happens because of the higher temperatures that, from one side, allow the heating
reduction and from the other raise the cooling need.

The last comparison involves the energy performance estimated with the
MM5 regional climate models. The MM5-MRF-LSM model tends to overestimate
temperatures during the coldest months with the lowest heating load, whereas the
summer values are moderate with a consequent small cooling need. The MM5-
PLEIM-XIU, instead, tends to underestimate temperatures during the whole year,
affecting the building energy consumption on both cooling and heating side. The
BK model shows a similar temperature distribution of the MRF-LSM during the
summer period and low values for the wintertime with a consequent increment of
the heating consumption.

Monthly Mean Temperature

30
——DB

= Climate Network
20 ARTA

CTI

PVGIS
——MM5-MRF-LSM

——MM5-PLEIM-XIU

——MM5-BK
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Figure 4.16. Monthly mean values referred to the temperature foe each climatic dataset.
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Figure 4.17. Annual energy consumption estimated for the reference building.

The evaluation of the thermal comfort is done according to the UNI EN
15251:2008 (CEN 2014) [81], which associates comfort/discomfort rates to four
categories. Category | has a high level of expectation, and it is recommended for
spaces occupied by very sensitive people. Category Il is for normal levels of
expectations, suitable in case of new buildings or renovations. Category |l
represents a moderate, acceptable level of expectation and could be used for
existing buildings, whereas the last, Category IV, involves the other conditions not
referred to the previous cases.

The standard establishes for each comfort category a temperature interval,
suggesting recommended indoor operative temperatures for the design of heating
and cooling systems. These limits are used, in the present analysis, for defining the
upper and lower limit for each category. It is essential to underline that the here
investigated parameter is referred to a building with a heating and cooling system.
Thus, the performed analyses aim to evaluate its effectiveness in guaranteeing
acceptable comfort rates inside the occupied spaces.
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Table 4.7. Operative Temperature range for comfort categories.

Category Winter Operative Summer Operative
Temperature Range Temperature Range
I Toperative > 21°C Toperative < 25.5°C
I 20°C < Toperative £ 21°C 25.5°C < Toperative < 26°C
1] 18°C < Toperative < 20°C 26°C < Toperative < 27°C
\Y, Toperative < 18°C Toperative > 27°C

Figure 4.18 and Figure 4.19 show thermal comfort results referred,
respectively, to summer and winter weeks. Starting from the summer comfort rates,
the results obtained with the ARTA and Climate Network datasets are similar, due
to quasi-identical temperature distribution. Little variations are due to different
values of global solar radiation which has, like temperature, a more decisive
influence than the other climatic variables in dynamic simulations. The PVGIS
results tend, instead to show a more significant fluctuation if compared to the other
real data, as obtained for the building energy requirement. The DB dataset,
recording the lowest temperatures, ensures, in 77% of cases, the best comfort
level, whereas this amount is reduced for simulations performed with the CTI
database, due to its general increase of the measured temperatures. The MM5
models show various comfort/discomfort ranges. According to the MM5-MRF-
LSM, a high level of expectation is estimated for almost all the time, and a similar
circumstance is obtained with the MM5-PLEIM-XIU model, even if with a lower
intensity. The MM5-BK dataset, instead, performs the worst comfort conditions,
predicting the Category IV for 11%.

Evaluating the winter comfort (Figure 4.19), the poorest conditions are
estimated with MM5-PLEIM-XIU and MM5-BK models, considering that they show
the lowest monthly mean temperatures for the selected month (January). They
predict, for the quasi-totality of the time, a moderate level of expectation and a
similar trend is also obtained with the CTl file. It ensures the Category Il condition
only for 10% of the time, whereas, in general, a moderate comfort condition is
obtained. MM5-MRF-LSM, DB and PVGIS datasets, having the same temperature
trend, show a similar subdivision between Category Il and Ill. The last two
databases, ARTA and Climate Network, show the same behaviour in the prediction
of the winter thermal comfort as already obtained for the summer period.

89



Dynamic Energy Simulations

Summer Comfort Rates
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Figure 4.18. Summer comfort rates for the reference building in the original state.

Winter Comfort Rates

100%
80%
60%

40%

46%
20% 350 41% e
10%
0% 7%
Climate Network ARTA PVGIS DB CTl MM5-MRF-LSM MM5-PLEIM-XIU MM5-BK
mCat. IV m Cat. Il Cat. Il Cat. |

Figure 4.19. Winter comfort rates for the reference building in the original state.

4.4. DSF Modelling and Results

According to the main findings obtained from preliminary analyses reported
in Appendix B, the insertion of the DSF on west and east elevations does not have
a significant impact on the reduction of building energy loads. The localisation of
DSFs on the north and south fagade, instead, can drastically improve the building
performance. In addition, according to the results, a 1 m cavity depth performs
better than dipper sizes, if used both as a buffer zone or a ventilated area, and
external blinds with low reflectivity slots ensure the most effective shading of the
inner spaces, extremely important during the summer period. The last finding

90



Chapter 4

involves some considerations referred to the simulation settings that should be
introduced when these systems are modelled using DesignBuilder. Firstly, the Zone
type on the Activity tab is set to “Cavity”, and this means that the zone is considered
as unoccupied with no HVAC or lighting template data. Moreover, the internal
convection algorithm is activated to model the cavity air space correctly, and a full
interior and exterior solar distribution algorithm is switched on, allowing solar
radiation to be accurately transmitted through the interior glazing in the partition.

Considering all these aspects, 1 m cavity DSFs are placed on the north-west
and south-east elevations, and a shading system with external blinds is inserted
and designed for being operable only during the summertime. Such configuration
avoids the overheating of the cavity with consequent discomfort conditions during
the hottest months, without reducing the effectiveness of the solution in the
wintertime.

The DSF is conceived for being naturally ventilated. External and internal
grills are located, respectively, on the outer skin and the inner layer, represented
by the existing building envelope. External grills are active, allowing the air to enter
the Double Fagade, during the hottest months, whereas they are closed for the
winter period, creating a buffer area. Internal grills, instead, are designed for being
adjusted by users, according to the inner temperature distribution. The natural
ventilation of the building is controlled by inserting the outdoor maximum
temperature control. This set avoids that the overheated air inside the cavity enters
the building with adverse effects on the cooling side.

The outer skin is made of a steel structure and high-performance windows
(triple glass) with low U value and solar heat gain coefficient, respectively, equal to
0.78 W/m?K and 0.474. For evaluating the effectiveness of DSF systems, various
configurations are modelled and tested. Multi-Storey, Shaft-Box, Corridor and Box
Window DSFs are investigated, both in terms of energy consumption and thermal
comfort conditions. For the Corridor type, two different cases are studied: when
the outer grills are inserted on the principal elevation of the facade or when they
are on the lateral envelope. The inner partitions, eventually inserted inside the
cavity according to the selected category, present single glazed windows enclosed
in the steel structure. Figure 4.20 schematises the chosen options, identifying the
air fluxes which enter/exit for each DSF typology. Figure 4.20a and b represents,
respectively, the Multi-Storey and Shaft-Box configurations, whereas Figure 4.20c
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and d the two versions of the Corridor DSF. Finally, the Box-Window typology is
schematised in Figure 4.20e.

(d)

Figure 4.20. Schematisation of the investigated DSFs selected for energy simulations.

Dynamic energy simulations are performed considering the selected climatic
files in order to evaluate the effectiveness of the suggested solution with various
input data. Moreover, for each comparison, the heating and cooling requirement
estimated for the original state is reported, in order to underline benefits and
achievements obtainable with the analysed DSF configurations.

Building heating and cooling loads estimated with various climatic files are
shown from Figure 4.21 to Figure 4.28. According to the results, the building
heating requirement is much higher than the cooling need, and this is recorded for
both the original state and after the DSF insertion. Even if a smaller reduction can
be seen on the cooling side, it is pretty clear that a naturally ventilated DSF,
opportunely shaded, is able to improve the building energy efficiency and reduce
its total consumption. This is confirmed with all climatic files. Mult-Storey DSF
represents the best option being able to reduce from 37% up to 54% the energy
load, respectively estimated with the MM5-PLEIM-XIU and PVGIS dataset, in
comparison to the original state. This configuration seems to be effective,
especially on the heating side, ensuring higher reductions than the other
typologies. A such conceived Double Fagade does not present any cavity
separations and, consequently, it reduces more than the alternatives, the risk of
thermal bridges. On the cooling side, the ventilation of the cavity affects the building
cooling requirement positively, even if, compared to the other configurations, the
estimated cavity air fluxes are less intense and with minor benefits on the cooling
side. The Shaft-Box DSF, instead, represent an excellent compromise among the
cooling and heating reduction. It, in fact, improves building performance with a
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decrement of up to 41%. Even if less efficient than the MS configuration on the
heating side due to the presence of more anchors between the external building
envelope and the DSF system, the stuck effect improves the ventilation of the cavity
ensuring a higher reduction of the cooling load. The other two configurations show
similar performances for both heating and cooling consumption. The insertion of
external grills at every floor affects the cooling need positively, and this is estimated
in the case of Corridor and Bow-Window DSFs. The total energy consumption can
be reduced up to 39% and 36% respectively for the Corridor and Box-Window
DSF. It is interesting to note that, for the Corridor configuration, the insertion of
inflow grills on the principal elevation of the fagcade or its lateral envelope does not
significantly affect the DSF cooling performance. Tables with cooling and heating
consumption estimated for each DSF configuration and climatic files are detailed
reported in Appendix D.

Annual Energy Consumption - Climate Network
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Figure 4.21. Building annual energy consumption estimated with the Climate Network
climatic file.
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Annual Energy Consumption - ARTA
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Figure 4.22. Building annual energy consumption estimated with the ARTA climatic file.
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Figure 4.23. Building annual energy consumption estimated with the PVGIS climatic file.
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Figure 4.24. Building annual energy consumption estimated with the DB climatic file.
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Figure 4.25. Building annual energy consumption estimated with the CTI climatic file.
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Annual Energy Consumption - MM5-MRF-LSM
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Figure 4.26. Building annual energy consumption estimated with the MM5-MRF-LSM
climatic file.

Annual Energy Consumption - MM5-PLEIM-XIU
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Figure 4.27. Building annual energy consumption estimated with the MM5-PLEIM-XIU
climatic file.
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Annual Energy Consumption - MM5-BK
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Figure 4.28. Building annual energy consumption estimated with the MM5-BK climatic file.

Evaluating the outputs referred to the thermal comfort (from Figure 4.29 to
Figure 4.44), the effectiveness of the DSF estimated on the consumption side is
confirmed. Moreover, better performances are ensured with all typologies of
Double Fagade and for both summer and winter conditions. According to summer
simulations, higher quality conditions are obtained if compared to the original state,
and this is guaranteed for all climatic files. In detail, introducing a Shaft-Box DSF
ensures better indoor environmental conditions, allowing a higher reduction of the
inner operative temperature. Improvements are also estimated with the other
typologies, and these are less appreciable in case of the Corridor type, which has
the worst performance among the others.

The results referred to the MM5 climatic files show how the insertion of the
multi-layer facade allows having, always, the high level of expectation, ensuring
comfort conditions even for more sensitive people. The same trend is also
estimated for the wintertime, for which the insertion of the DSF, augmenting the
operative temperature of the occupied spaces, increments the indoor comfort. In
this case, the best configurations seem to be the Multi-Storey and the Corridor
facade, that, for all climatic files guarantee a higher increment of the better comfort
categories.
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Summer Comfort Rates - Climate Network
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Figure 4.29. Comfort rates for the typical summer week according to Climate Network
climatic file.
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Figure 4.30. Comfort rates for the typical summer week according to ARTA climatic file.
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Summer Comfort Rates - PVGIS
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Figure 4.31. Comfort rates for the typical summer week according to PVGIS climatic file.
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Figure 4.32. Comfort rates for the typical summer week according to DB climatic file.
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Summer Comfort Rates - CTI
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Figure 4.33. Comfort rates for the typical summer week according to CTI climatic file.
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Figure 4.34. Comfort rates for the typical summer week according to MM5-MRF-LSM
climatic file.
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Summer Comfort Rates - MM5-PLEIM-XIU
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Figure 4.35. Comfort rates for the typical summer week according to MM5-PLEIM-XIU
climatic file.
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Figure 4.36. Comfort rates for the typical summer week according to MM5-BK climatic
file.
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Winter Comfort Rates - Climate Network
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Figure 4.37. Comfort rates for the typical winter week according to Climate Network
climatic file.
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Figure 4.38. Comfort rates for the typical winter week according to ARTA climatic file.
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Winter Comfort Rates - PVGIS
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Figure 4.39. Comfort rates for the typical winter week according to PVGIS climatic file.
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Figure 4.40. Comfort rates for the typical winter week according to DB climatic file.
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Winter Comfort Rates - CTI
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Figure 4.41. Comfort rates for the typical winter week according to CTI climatic file.
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Figure 4.42. Comfort rates for the typical winter week according to MM5-MRF-LSM
climatic file.
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Winter Comfort Rates - MM5-PLEIM-XIU
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Figure 4.43. Comfort rates for the typical winter week according to MM5-PLEIM-XIU
climatic file.
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Figure 4.44. Comfort rates for the typical winter week according to MM5-BK climatic file.
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4.5. The Impact of Climate Change on Buildings

Nowadays, Climate Change (CC) is one of the biggest challenges that the
world is facing and trying to control. One of the first and principal organisations
involved in this sector is the Intergovernmental Panel on Climate Change (IPCC),
a United Nations body for assessing the science related to climate change.
Established by the United Nations Environment Programme (UNEP) and the World
Meteorological Organization (WMQ) in 1988, it aims to provide policymakers with
regular scientific assessments about climate change, identifying adaptation and
mitigation strategies [82]. The IPCC assessments record scientific information that
can be used to develop climate policies by governments. Since its creation, the
IPCC has published five assessment reports about climate change, besides several
technical articles and methodological guidelines. According to the fifth assessment
report, the CC is inexorable and irreversible due to the past, present and future
CO, emissions. The most alarming aspect is that its consequences will persist for
several centuries, even after a drastically CO, emissions reduction [83]. Some of
the CC long-term effects, according to the IPCC, are the global warming, frost-free
seasons, precipitation pattern changes, a higher number of droughts and
heatwaves, the increase of the sea-level and the ice-free conversion of the Arctic
Ocean.

For better understanding the intensity of the problem, data coming from the
National Aeronautics and Space Administration (NASA) are reported in Figure
4.45. The graph compares the global surface temperature (red line) and the total
solar irradiance (yellow line) since 1880. The lighter dotted lines represent the
yearly levels, whereas the heavier and solid lines the 11-years average trends.

As it is clear in the picture, while the Sun’s energy output has caused in the
past the climate change, being the fundamental energy source of the whole climate
system, after 1960 the global warming started to be not anymore influenced and
driven by the solar irradiance, considering that since 1750 its average amount
remained constant, recording slight fluctuations. Moreover, as observed by various
scientists, the temperature increase is measured only in the lower atmospheric
layers, whereas cooling phenomena are noted in the upper levels. This happens
because the heat is trapped by greenhouse gases (GHG) in the lower atmosphere
[82].
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Figure 4.45. Temperature and Solar Activity trends over the years [82].

Since the IPCC identified the CC as an urgent global problem, several
climate scenarios have been developed considering different factors to predict
climate variability. The main objective is to detect and analyse the likely climate
change to subsequently estimate their impacts, for developing adequate mitigation
and adaptation strategies. The defined possible future climate scenarios have been
updated several times, considering variations in the conducted political
developments, protocols, and international agreements in this sector.

The last two sets of scenarios launched by the IPCC correspond to the
Special Report on Emissions Scenarios (SRES) and the Representative
Concentration Pathways (RCPs). Being the last one, they are the most
recommended since they were updated and expanded in scope (regarding the
SRES). They cover a range of radiative forcing levels examined in the open
literature and containing relevant information for climate model runs. These
scenarios are not a complete package of socio-economic, emission and climate
projections since the expression “concentration pathway” refers to internally
consistent sets of projections of the components of radiative forcing, where
concentrations are used as the primary product of the RCPs, designed as input to
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climate models. With these conditions, a set of four pathways were created that
lead to radiative forcing levels of 8.5, 6.0, 4.5 and 2.6 W/m? by the end of the
century, where each of the RCPs covers the 1850-2100 period [84] [85]. Figure

4.46 depicts the projected trends in global CO, emissions under the RCPs
scenarios.

29 1 e RCP 2.6
RCP 45 2
(4.0-61
—— RCP 6.0
—— RCP 85
24 e Historical
191 2 °C budget exhausted

by ~2046 on this pathway . i

Global CO, emissions (Pg Cyr B )

Emissions growth

multiyear decline
4 4 bynow

Net
negative emissions._

T T T — ™ (13-19)

-1-
1980 2000 2020 2040 2060 2080 2100

Year

Figure 4.46. Projected trends of global CO2 emissions under various RCP scenarios [85].

The creation of climate projections scenarios represents key tools for the
development of adaptation and mitigation strategies facing Climate Change
threats. The climate scenarios analyse how anthropogenic activities might
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influence the concentrations of greenhouse gases in the atmosphere, and they
predict how it will affect the climate system. Currently, the use of climate models to
generate weather datasets for building energy simulations represents a robust
strategy to evaluate their thermal performance under future climate conditions,
having a crucial role for the updating or the creation of construction standards.

The uncertainties involved in the use of projections for future weather data
since the climate models and scenarios are clear and their limitations, regarding
the level of confidence in the predictions, are currently investigated. However, the
climate scenarios and the weather datasets, obtained by simulations with climate
models, represent the sole decision-making tool, currently available, to predict the
impact of climate change on buildings and, subsequently, to develop different
adaptation initiatives and mitigation strategies. The long-term changes in the
outdoor climate conditions, in fact, have substantial influences on the building
energy performance and their impact should be carefully evaluated. The external
temperature increase affects the indoor environment and leads to higher energy
loads for HVAC systems, especially on the cooling side [86]. Moreover, these
variations can profoundly alter the thermal comfort of the occupied spaces that
have to cope with conditions for which they were not initially designed [87].

On the basis of these considerations, the effectiveness of the analysed
Double Facade is also tested by elaborating future climatic data, referred to three
different TMYs that represent meteorological parameters referred to a near,
medium and far future.

4 .5.1. Generation of Future Climatic Files

Future climatic files are generated by using the Coordinated Regional
Climate Downscaling Experiment (CORDEX). It is a program sponsored by the
World Climate Research Program (WCRP) to develop a coordinated framework for
evaluating and improving Regional Climate Downscaling (RCD) techniques and
producing a new generation of RCD-based fine-scale climate projections for
identified regions worldwide [88]. The CORDEX results are assumed as a baseline
by the Intergovernmental Panel on Climate Change (IPCC) for defining climate
change impact and adaptation studies. Its various domains allow the estimation of
climatic variables for all over the world, and the Euro-CORDEX is its European
branch (Figure 4.47).
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Non-Rotated Coordinates of Domain Corners
Top Left Corner (TLC): 315.86; 60.21
Top Right Corner (TRC): 64.4; 66.65

Bottom Left Corner (BLC): 350.01; 22.20
Bottom Right Corner (BRC): 36.30; 25.36

Figure 4.47. Euro-CORDEX Domain and the coordinates of its corners.

The Aire Limitée Adaptation dynamique Développement InterNational
(ALADIN) is a limited area bi-spectral model, developed at the beginning of the
1990s within a large consortium gathering numerous weather centres in Europe
[89]. The main peculiarity is that, contrary to most of the available RCMs which are
“grid-point” models, it has been designed as a spectral model with the exception
that all physical parameterisation computations are performed in the conventional
grid-point space. This approach also requires the employment of effective direct
and inverse spectral transformations between spectral and grid-point spaces [90].
Its first version was based on the physics of the ARPEGE-Climat model version 4
[91], established by the Météo-France in collaboration with the European Centre
for Medium-Range Weather Forecasts (ECMWF). Since the beginning of the
2000s, the ALADIN model is used at the Centre National de Recherches
Météorologigues (CNRM) with the name CNRM-ALADIN. Various works, centred
on the evaluation of the accuracy and effectiveness of this model over differently
sized domains, underline the good capability in the estimation of climatic
parameters on both spatial and temporal scales, inside the European area [90]
[92] [93].

The CNRM-ALDIN, available in Euro-CORDEX is selected for elaborating
future climatic files to be adopted as inputs in dynamic simulations. Data with a
3hs-time frequency are extracted from the nearest grid point to Pescara (yellow
point in Figure 4.48), which is 7.5 km far from the case study and placed at
42°28’57” northern latitude and 14°08'07” eastern longitude. The selected RCP is
4.5, which is consistent with a future with relatively ambitious emission reductions,
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and this scenario is chosen for being in accordance with national policies in the
reduction of greenhouse gas emissions.

Main CORDEX Dataset Information
Domain: EUR-11
Institute: CNRM
RCM Model: ALADING3
IPCC Scenario: RCP4.5

Time-Frequency: 3 hrs

Figure 4.48. CORDEX primary information and grid-points with localisation of the selected
virtual anemometer (yellow ring) and the reference building (red circle).

The available weather variables are relative humidity, atmospheric pressure,
global solar radiation, wind velocity and temperature. Multiple years are extracted
for obtaining various typical years. The definition of the reference year is conducted
according to the method described in the technical standard EN ISO 15927-
4:2005 and following its suggestions [67] [94].

The first step involves the calculation of the daily averaged value for each
climatic parameter (p), month (mt) and year (y) of the datasets. Then, the averaged
values for a specific month of all the available years are sorted in increasing order
to calculate the cumulative function ¢, ) for each parameter and i""day.

k(i
¢(p,mt,i) = (l)/N +1 (4.7)
where K, is the rank order of the i day and N is the total number of days for
a month over all years. The following step consists in sorting the averaged values

for a specific month and year in increasing order for obtaining the cumulative
distribution function F ym for each parameter and i day.

F(p,y,mt,i) = ](l)/n +1 (4.8)
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Then, for each month and year, the statistics by Finkelstein-Schafer are
defined according to Equation 4.9. The last two steps involve the sorting of months,
for which the rank is calculated for every parameter and summed for obtaining the
total ranking and for each month, among the first three months with the lowest
ranking sum, the one with the lower absolute deviation is chosen as representative
for the TMY generation.

FS(p,y,mt) = Z?:l |F(p,y,mt,i) - ¢(p,mt,i)| (4.9)

For improving the quality of the generated TMY, weighting meteorological
parameters are inserted in the Finkelstein—Schafer, as suggested by Cebecauer et
al. [95]. The stronger influence of some variables than the others is taken into
account by increasing the weight of those parameters. Higher impact factors are
attributed to surface temperature and solar radiation (8/24), whereas a lower value
(4/24) is assigned to relative humidity and wind speed that slightly affect energy
simulations. A twenty-year range is selected for generating the typical year. Thus,
data from 2020 to 2040, from 2040 to 2060 and from 2060 to 2080, are used for
elaborating, respectively, 2030, 2050 and 2070 TMYs. Once the selected years
are generated, a cubic spline function is used to obtain interpolated values and
transforming the time-frequency of the investigated parameters from 3hs to 1hr.

Figure 4.49 and Figure 4.50 depict comparisons of monthly mean values for
temperature and global solar radiation between historical (DB dataset), new (ARTA
and Climate Network database) and future (2030, 2050 and 2070 TMYs) data. The
historical dataset (solid blue line) shows the lowest monthly mean temperatures. In
contrast, the future data (dotted lines) tend, in general, to assume similar values
and trend of those referred to the year 2017. According to the predictions, higher
temperatures are attended for the coldest months (from November to February),
while a little reduction is estimated for the summer period. More profound variations
are expected, instead, for the global solar radiation, as it can be seen in Figure
4.50. In this case, the picks estimated by the CORDEX data are much higher than
those recorded in the past and the present, reaching up to 330 W/m?.

Comparing these parameters on early averaged values (Figure 4.51), the
same trend is confirmed. On the temperature side, from past to future conditions,
the increment is gradual, reaching a 2°C delta between the years 2017 and 2070,
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whereas a higher variation is expected for the solar radiation. It is essential to
underline that these comparisons involve projections referred to a specific scenario
which considers the adaptation of policies for the CO, emission containment.

Monthly Mean Temperature

30
—— DB (TMY)
25

Climate Network (2017)
20

ARTA (2017)

v 2030 (TMY)

\ et 2050 (TMY)

et 2070 (TMY)
Jan  Feb Mar Apr May Jun Jul  Aug Sep Oct MNov Dec

Figure 4.49. Monthly mean values referred to the temperature.

Monthly Mean Global Solar Radiation
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Figure 4.50. Monthly mean values referred to global solar radiation.
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Yearly Mean Temperature and Global Solar Radiation
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Figure 4.51. Yearly mean values referred to temperature and global solar radiation.

4.5.2. The Impact of Climate Change on the Reference Building

The impact of climate change is here analysed, evaluating the effect that
future outdoor conditions could have on the building consumption and thermal
comfort. Energy simulations are carried out for estimating the investigated outputs,
considering future climatic files referred to the years 2030, 2050 and 2070. The
results underline a constant increase of the building cooling load and a similar
decrement of the heating need, and this happens for both the original state and
with DSF configurations. Also for future conditions, the best typology is represented
by the Multi-Storey DSF which allows, at the same time, a good cooling reduction
and a more intense heating decrement. The trend estimated for the other
typologies with the previously analysed climatic files is validated and, even if with
similar values, the insertion of multiple grills for the ventilation of the cavity, as it
happens in the Corridor and Box-Window configurations, ensures higher energy
savings for the summer period.
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Annual Energy Consumption - 2030
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Figure 4.52. Building annual energy consumption estimated for the year 2030.
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Figure 4.53. Building annual energy consumption estimated for the year 2050.
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Annual Energy Consumption - 2070
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Figure 4.54. Building annual energy consumption estimated for the year 2070.

The analysis of the thermal comfort, predicted for future conditions, is plotted
from Figure 4.55 to Figure 4.60. It underlines several variations which should be
taken into account for farther considerations about the effectiveness of DSF
systems. The estimated summer performance of Double Facades could lead to a
different distribution of future comfort levels, due to higher picks reachable by the
global solar radiation. As it can be seen in Figure 4.50, the amount of monthly mean
radiation expected for the years 2030, 2050 and 2070 is much more significant
than the present and past conditions, and this can generate worst comfort rates
for various DSF typologies. Due to a high solar load, the Double Fagade, in fact,
becomes a heated element, which continually emits the accumulated heat. This
element is much more sensitive to this phenomenon than the original building
envelope because it is entirely made of glazed surfaces. If from one side the DSF
acts as a heat damper, reducing the effect of solar picks on the inner operative
temperature, it also tends to enlarge the number of hours for which higher
temperatures are estimated and, consequently, lower level of comfort. A
mechanical system should be introduced to improve the summer indoor
environment and to help natural ventilation in case of extra loads, converting the
DSF into hybrid technology.

Evaluating winter comfort rates (Figure 4.58 to Figure 4.60), the general
temperature increase predicted for the coldest months allows the increment of best
levels of expectation and this is estimated for both the building original state and
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after the DSF insertion. The discomfort rates referred to future conditions tend, in
fact, to decrease, and this reduction assumes more significant values for DSF
systems that ensure better performances than those reachable by the reference
building in its original state. As obtained with the past and present climatic data,
the DSF that allows the best indoor environment is the Multi-Storey, which is
capable of guaranteeing the highest percentage with a better level of expectations.
Moreover, it is interesting to note that the winter comfort referred to the year 2050
shows better values than the year 2070. The explanation of this phenomenon
stands in the higher temperatures and solar radiation predicted for the investigated
period (January), which positively affect the heating side, reducing its load.

Summer Comfort Rates - 2030

100%
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20%
14%
e % 1% 1% 1% 2%
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Original State MS-DSF SB-DSF C frontal-DSF  C lateral-DSF BW-DSF

m Cat. IV m Cat. lll Cat. ll Cat. |

Figure 4.55. Comfort rates for the typical summer week according to the 2030 climatic
file.
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Summer Comfort Rates - 2050
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Figure 4.56. Comfort rates for the typical summer week according to the 2050 climatic
file.

Summer Comfort Rates - 2070
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Figure 4.57. Comfort rates for the typical summer week according to the 2070 climatic
file.
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Figure 4.58. Comfort rates for the typical winter week according to the 2030 climatic file.
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Figure 4.59. Comfort rates for the typical winter week according to the 2050 climatic file.
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Winter Comfort Rates - 2070
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Figure 4.60. Comfort rates for the typical winter week according to the 2070 climatic file.

4.6. Conclusions

The performed dynamic energy simulations underline several findings that
can be summarised as follows:

Not all weather databases show the same level of data accuracy. Varying
results, in fact, could be obtained comparing the climatic files among each
other or the outputs coming from building energy simulations. Moreover,
evident variations between the weather data can be slightly reflected on
energy use prediction since building envelope and environmental control
systems mitigate climate parameters fluctuations over time.

The DB dataset, which is commonly used for dynamic simulations, shows
a great variation and poor correlations if compared to a specific year. Its
use for the model calibration can affect the reliability of the outputs. In
addition, the DB climatic file represents a TMY obtained from a recorded
period referred to various decays ago. For this reason, the weather
parameters are not representative of the current climatology of the site
and tend to affect the accuracy of predictions.

Regional Climate Models can be considered a good option for generating
predicted climatic data when observed values are unavailable. Thus, the
use of RCMs to build a typical meteorological year, simulating a
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considerable period, could represent a reliable strategy to be
implemented in the dynamic energy modelling of buildings. Moreover, the
options of combining various regional climate models, on the basis of their
capability in estimating specific seasons, could increase the accuracy of
predictions. In the particular case, for example, the MM5-MRF-LSM
seems to perform better the wintertime, whereas the MM5-BK shows
higher accuracy for the summer period. Good performances could be
ensured for the whole year by creating only one TMY from their
combination.

The use of empirical correlations and models for the decomposition of the
global solar radiation into its direct and diffuse contribution is an excellent
option to overcome the problem of missing data without reducing the
weather database accuracy. The essential aspect involves the selection
of the right correlation, which, better than others, allows higher quality
estimations.

Dynamic simulations of the case study underline that the highest energy
consumption is due to heating loads and the insertion of various DSF
configurations, acting as a buffer zone, can profoundly mitigate and
reduce the energy consumptions estimated for the wintertime. Moreover,
the addition of a multi-layer facade, opportunely ventilated and shaded,
can also ensure better performances during the summer period, allowing
a consequent reduction of the cooling requirement of the inner spaces.
The general improvement in terms of energy consumption can also be
seen on comfort rates.

All the investigated Double Skin Fagades confirm to be a useful option for
the improvement of the energy performance of existing buildings. The
best configuration which allows the highest energy consumption is the
Multi-Storey typology thanks to its drastically decrease of the heating
load. In addition, it also ensures considerable benefits on the cooling side,
even if reduced in comparison to the Box-Window and Corridor option.

The evaluation of the impact of climate change on the reference building,
by elaborating future climatic conditions, underlines that the general
increase of temperatures and solar radiations could affect the building
energy performance with the rise of the cooling requirement and a
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consequent reduction of the heating loads. The insertion of DSF can
mitigate the CC effects, reducing the predicted energy consumption and
ensuring better performances than the building in its original state would
have. On the comfort side, a proper investigation should be done for
avoiding the overheating of the DSF cavity due to extreme levels of solar
radiation and coupling the natural ventilation with mechanical systems
could be the useful option.

The main findings here presented confirm the effectiveness of the Double
Skin Facade, which can be considered a reliable option for the conversion of
existing buildings into more energy-efficient systems. It is essential to bear in mind
the limitations of dynamic simulations in case of DSF modelling. Various works, in
fact, analyse the difficulties from energy software in the prediction of the cavity
airflows and the exact temperature distributions along the DSF height [96] [97].
For better estimations, more accurate Computational Fluid Dynamics simulations
are performed in the following chapter.
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5.Computational Fluid Dynamics
Simulations

5.1. Introduction

The chapter aims to evaluate the fluid dynamic behaviour of Double Skin
Facade systems by means of Computational Fluid Dynamics analyses. As
underlined in Chapter 4 and confirmed by several investigations, building energy
simulations have various limitations in the correct estimation of air fluxes and
temperature stratification inside the DSF cavity. Thus, the CFD approach can play
an essential role in evaluating and improving the thermal performance of these
systems.

CFD simulations have been implemented increasingly over the last two
decades, thanks to the diffusion of advanced computing sources able to reduce
times and costs [98]. According to Papakonstantinou et al. [99], computer
analyses are able to describe the natural ventilation of occupied spaces, offering
predictions that are in good agreement with experimental values of air velocity,
temperature and pressure. Moreover, Liddament [100] underlines how the
estimations obtained by numerical methods have enabled the concepts of
ventilation efficiency to be applied at the design stage, while the value of the
experimental method has been restricted to the evaluation of existing structures.

The literature review about the CFD modelling of DSFs suggests its capability
in predicting results, which are not only physically plausible but also in good
agreement with available experimental campaigns. As confirmed by Dama et al.
[101], in fact, the CFD approach is able to give a qualitative picture of the realistic
flows which characterise the DSF cavity. Spiking about the quantitative scale, CFD
estimations could be deeply affected by the selection of wrong turbulence models
or boundary conditions, that represent the essential core of the simulation. For this
reason, the validation and verification of the model is a fundamental step, as
suggested by Chen and Srebric [102].
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Xu and Ojima [103] confirm the reliability of CFD simulations applied to
Double Fagades and estimate as minimal and maximal error in the comparisons
between measured and predicted values, respectively, 2.5% and 12%. Other
investigations are, instead, centred on the evaluation and definition of the best
settings to be used for performing CFD analyses, as the study led by Pasut and De
Carli [104]. The research is focused on defining a scientifically validated strategy
for carried out CFD simulations in case of naturally ventilated DSF buildings.
Moreover, the work intends to identify those factors which are essential in the
simulation and the others that increase the model complexity without improving the
prediction capacity.

Despite the above-mentioned benefits that the CFD introduces into the
design process, the user must be aware of the common downfalls and limitations
specific to the analysis model. In fact, for performing correct CFD simulations, the
full comprehension of the fundamental aspects which govern the fluid dynamic
problem, as the conservation equations (conservation of mass, momentum and
energy) or the adopted turbulence model (Reynolds-Averaged Navier-Stokes,
Large Eddy Simulation and Detached Eddy Simulation) is fundamental.

This chapter is structured as follows. After this introduction, the modelling of
the reference building in its original configuration is described in Section 5.2.
Subsequently, Section 5.3 is centred on the elaboration of various Double Facade
models for estimating their fluid dynamic performances. This section also presents
sensitivity analyses which assume as key points the mesh size, the DSF cavity
depth and the use of bi or three-dimensional models. Section 5.4 offers a more
detailed model of the case study (with pitched roof and balconies) in which the DSF
is placed on two elevations. Then, optimised DSF shapes are investigated and
described in Section 5.5. Finally, Section 5.6 draws the main conclusions.

The simulations here presented are referred to the summer period when the
ventilation of the cavity is allowed for improving the building free cooling. The
models are elaborated on the basis of considerations and findings coming from
preliminary analyses performed on a simpler case study, opportunely calibrated,
reported in Appendix E. The commercial software used for the analysis is Star
CCM+ (version 13) [105].
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5.2. Modelling of the Reference Building

CFD analyses are performed for evaluating the wind pressure and velocity
around the reference building. The case study is modelled as a simple prismatic
shape, with main dimensions equal to 60 m x 12 m and 21.5 m tall. For these
preliminary simulations, the pitched roof and balconies are not modelled, both
added in the second stage of the study. Moreover, the building volume is
completely closed at the ground floor where, instead, the original configuration
presents pilotis. The main model components are the domain and the building. The
domain size is carefully defined for ensuring good accuracy in the predictions and
adequate processing times. For this reason, the cylindric domain has a diameter of
150 m and a height of 100 m. These values are chosen for allowing the wind to
enclose the building entirely. The vertical surface of the domain is horizontally
subdivided into three regions, whereas the base is composed of two concentric
rings. Figure 5.1 shows the main components and subdivisions of the domain and
building.

Roof

Roof Wall 3

Wall,i
Inlet 1 Wall 2

Wall 1

Floor 1

Figure 5.1. Domain and building components of the modelled case study.

Velocity inlet and pressure outlet are the settings assigned respectively to
the frontal domain surfaces where the wind velocity is defined as an input, and the
rear ones for which pressure levels are fixed. Polyhedral and prism layer meshes
are used for discretising the domain and the building (see Figure 5.2). After various
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attempts for obtaining a good quality mesh, the data inserted for the meshing step
are as follows:

e BaseSize=0.4m
o Number of Prism Layer = 5
e Prism Layer Stretching = 1.2

e Prism Layer Thickness = 0.1 m

The total number of model cells is 133860, and the unsteady Reynolds-
Averaged Navier-Stokes (U-RANS) model is selected for the numerical simulations.
In detail, the turbulence is considered by means of the two-equation k- model, in
which transport equations are solved for the turbulent kinetic energy k and its
dissipation rate . The initial conditions are 0.0 Pa for pressure and 0.4 m/s for wind
velocity along the x-axis towards the negative direction. The simulation time step is
set equal to 0.01 s for avoiding convergence problems. The here-defined inputs
are subsequently adopted also for the modeling of the selected DSF
configurations.

Figure 5.2. Surface (a) and Volume (b) meshes of the case study model.
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Pressure conditions and velocity magnitude are the investigated outputs,
plotted respectively, in Figure 5.3 and Figure 5.4. According to the results, on the
south-east elevation of the building in its pre-intervention configuration, the
pressure reaches the maximum values because of the generation of stagnation
points. Thus, inside this area, the velocity magnitude is zero.

o u L.

Pressure: -18 -12 6 0 6 12

Figure 5.3. Pressure levels estimated for the reference building before the DSF insertion.

Velocity Magnitude: 0.5 2.0 3.5 5.0 6.5

Figure 5.4. Velocity magnitudes estimated for the reference building before the DSF
insertion.
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5.3. Modelling of the Double Skin Fagade

After evaluating the fluid dynamic behaviour of the reference building in the
existing configuration, several simulations are carried on for testing the
effectiveness of various DSF options. In detail, the Multi-Storey, Shaft-Box and
Corridor typologies are selected for CFD analyses. The choice of no modelling the
Box-Window Double Facade stands in the fact that, among all typologies, it is the
less interesting from a fluid dynamic point of view due to the presence of small cells,
characterised by weak air fluxes. Moreover, its performance can be compared,
even if with less intensity, with the estimations referred to a Corridor DSF.

The analyses here presented adopt different wind directions in order to
investigate the performance variation of these systems. The twelve sectors into
which the domain is subdivided are thus characterised as incoming wind (six
sectors) or pressure outlet (six sectors), according to the selected direction,
whereas the domain mesh remains unchanged. First, the Multi-Storey DSF is
tested by performing sensitivity analyses for estimating the influence of the mesh
size on the predictions. Then, various cavity depths are evaluated for selecting the
one able to ensure the best ventilation, thus having a more significant impact on
the building free cooling. Finally, comparisons are made considering the
performance of the Multi-Storey configuration with the Shaft-Box and Corridor DSF.

5.3.1. Modelling of the Multi-Storey DSF and Preliminary Simulations

The first Double Fagade to be investigated is the Multi-Storey configuration,
selected for performing preliminary analyses referred to the mesh size and cavity
depth. It is essential to underline that, for this stage, the Double Fagade is inserted
only on the south-east elevation, chosen for being the most interesting from the
energetic point of view, as underlined in the previous chapter. The hypotheses
assumed for modelling the reference building (e.g., mesher type, turbulence model,
solver criteria) are also used in this case. The sensitivity analysis is carried on for
defining the best mesh dimension able to ensure, at the same time, the accuracy
of the results and affordable processing time. Three different mesh sizes (0.5 m,
0.25 m and 0.1 m) are evaluated for the discretisation of the DSF cavity. For the
present stage, the DSF is 1 m depth, and it is modelled as a layer which encloses
the building elevation for the whole length, starting from the first floor (not covering

128



Computational Fluid Dynamics Simulations

the ground floor). The domain and building surfaces, including those referred to the
DSF system, are shown in Figure 5.5.

Roof

o= Wall 3

Roof 4 Wall,i
DSFi

Outlet 3

Outlet 2 et 2 [

Wall 2

Outlet 1 DSFe

Wall 1

Floor 1

Figure 5.5. Components of the domain (left) and DSF Building (right).

Polyhedral and prism layer meshes are chosen for both surface and volume
meshing, as depicted, respectively, in Figure 5.6 and Figure 5.7. As boundary
conditions, the velocity vector is set to 4 m/s along the x-axis, with negative
direction, whereas the pressure value defined for the outlet surfaces is 0 Pa. The
physical settings as the turbulence model or the definition of the analysis
parameters are presented in Section 5.2. For investigating the flux variation inside
the DSF cavity, probe lines are inserted at different heights, as shown in Figure 5.8.

Table 5.1 summarises the basic information about the here presented
models. It is important to bear in mind that a smaller mesh size involves a higher
processing time. In the specific case, the solving time related to the simulation with
a 0.1 m mesh model can be up to four times longer than the one necessary for the
calculation with 0.5 m meshes.
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0.50 m Mesh 0.25 m Mesh 0.10 m Mesh

Figure 5.6. Surface meshes referred to different mesh sizes.

130



Computational Fluid Dynamics Simulations

(b
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Figure 5.7. Volume meshes referred to different mesh sizes.
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Figure 5.8. The localisation of the probe lines inserted inside the DSF cavity.

Table 5.1. Synthesis of the main settings adopted for the investigated models.

Parameter 0.1 Mesh Size  0.25Mesh Size 0.5 Mesh Size

Mesh Size 0.10m 0.25m 0.50m

Number of Cells 1568311 475410 313439
Time Step 0.01s 0.01s 0.01s
Physical Time 160 s 150's 150's
Processing Time 19dd 8dd 5dd

The velocity profile estimated for the above-mentioned probe lines and for
each mesh size is plotted in Figure 5.9. Looking at the obtained results, there is not
an evident variation between one model and the others, and all options perform
well the DSF behaviour. The only difference can be seen at the base of the Double
Facade where, in correspondence to the probe line at 5 m, the smallest mesh is
able to describe the flux separation better than the others.

To confirm this finding, the velocity magnitude and pressure level inside the
cavity are plotted in Figure 5.10 and Figure 5.11. For both cases, the 0.5 m mesh
is not able to predict the values at the bottom of the DSF where the air enters the
cavity that are, instead, well calculated by the 0.1 m size. Considering the
processing time referred to each simulation, the choice of an interim solution, as it
is the 0.25 m mesh, allows obtaining acceptable results with reasonable solving
times. On the basis of these considerations, the mesh adopted for the following
simulations is the 0.25 m size.
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Figure 5.9. Velocity profile comparisons for each probe line and mesh size model.
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Figure 5.10. Pressure levels inside the DSF cavity estimated for various mesh sizes.
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Figure 5.11. Velocity magnitudes inside the DSF cavity estimated for various mesh sizes.
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After the sensitivity analysis, the second stage involves the evaluation of DSF
with deeper cavities. Two different models are elaborated with, respectively, a 1.5
m and 2 m cavity depth. The hypotheses assumed for the previous simulations are
also confirmed in this case. Figure 5.12 underlines the different cavity dimensions
selected for the comparisons. Moreover, considering the good convergence of the
simulation, the time step is incremented from 0.01 s to 0.05 s. The total number of

cells for the two models are 517265, for the 1.5 m cavity depth, and 534032, for
the 2 m cavity option.

134



Computational Fluid Dynamics Simulations

1m 1.5m 2m

Figure 5.12. Comparison of the selected DSF cavity depth.

Figure 5.13 shows comparisons between the velocity values estimated for
various DSF cavity dimensions (1 m, 1.5 m, and 2 m) and those referred to the
building in its existing configuration. The absence of the DSF, as it can be seen for
the existing building, does not encourage the ventilation of the facade, predicting
low and constant velocity values. Putting the attention on the performance of DSFs,
it is clear that thinner cavities ensure higher velocities inside the layers closer to the
external skin, thus collaborating in the reduction of the glazed surface temperature.
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On the contrary, increasing the cavity depth, better ventilation reaches the existing
facade, with consequent benefits on the building cooling.
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Figure 5.13. Velocity profile comparisons for each probe line and DSF cavity.

The benefits which could be ensured by inserting the DSF on the existing
building are highlighted by comparing the velocity profiles with the pressure levels
and the velocity magnitudes, respectively plotted in Figure 5.14 and Figure 5.15.
The most efficient solution appears to be the 1 m cavity DSF which generally
ensures reasonable ventilation rates. Besides, the insertion of an external sheading
system able to reduce the solar load on the fagade would collaborate to natural
ventilation and avoid the overheating risk of the cavity.

136



Computational Fluid Dynamics Simulations

1.5 DSF cavity 2.0 DSF cavity

1.0 DSF cavity

Pressure: -20-12 -4 4 12

Figure 5.14. Pressure levels inside the DSF for the investigated cavity depths.
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Figure 5.15. Velocity magnitudes inside the DSF for the investigated cavity depths.
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The last set of preliminary simulations intends to evaluate the model
sensitivity to the use of a three or bi-dimensional domain. Thus, the already
elaborated model is converted into a bi-dimensional setup, as schematised in
Figure 5.16. Moreover, the comparisons aim also to quantify the impact that the
ratio between the two main building dimensions (length and depth) has on the
results. In detail, starting from the real building extension for which one facade is
six times larger than the other (6:1), two more options are evaluated. The first case
considers one dimension three times larger than the other (3:1), whereas the last
assumes that both fagades have the same extension (1:1).

Figure 5.16. Followed steps for the conversion of the model from 3D to 2D.

Velocity profiles referred to each probe lines for the here-analysed models
are plotted in Figure 5.17. They underline that the bi-dimensional model,
considering the building infinitely vast, estimates the highest velocity values inside
the DSF cavity. Moreover, it is interesting to observe that reducing the ratio
between the two main building dimensions the velocity profile decreases inside the
cavity. This happens because the fluxes can, in the bidimensional case, completely
enclose the building, ensuring better performances.
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Figure 5.17. Velocity profile comparisons for each probe line and DSF model.

5.3.2.The Multi-Storey DSF Performance under Several Wind Directions

Further investigations are carried on for estimating the effects on the DSF
performance due to various wind directions. The analyses conducted in the
previous section, in fact, assume as boundary condition the wind coming from the
south-east and impacting directly on the principal elevation of the Double Fagade.
The following evaluations, instead, consider the south (45°) and south-west (90°)

wind, as schematised in Figure 5.18.
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South-East Wind (0°) South Wind (45°) South-West Wind (90°)
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Figure 5.18. Wind directions evaluated for the here presented analyses.

The velocity profile estimated for each probe line and wind direction is plotted
in Figure 5.19. According to the outputs, the highest velocities are reached inside
the cavity when the wind diagonally impacts on the DSF. In fact, the 45° wind
generates more intense ventilation of the cavity than the other two directions. The
main reason for this phenomenon is related to its horizontal and upward
components that are both strong. By comparing these contributions, respectively j
and k, with the 45° and 0° wind (see Figure 5.20) it can be seen that the k-
component is much more intense than the others for almost all probe lines. This

finding also suggests that using only one wind profile could be not representative
of the full condition.
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Figure 5.19. Velocity profile comparisons for each probe line and various wind directions.
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Figure 5.20. Velocity profile comparisons for each probe line and various wind directions
with a focus on the k and j component for the 45°wind.
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5.3.3. Modelling of the Corridor DSF

On the basis of the primary considerations and findings obtained from the
Multi-Storey DSF model, more complex configurations are tested, and horizontal
partitions are inserted at each floor for subdividing the cavity. The ventilation inside
the DSF is ensured by the air which enters and exits the lateral surface of the outer
skin. The modelled surfaces for both the domain and the building with the DSF
system are plotted in Figure 5.21, whereas the surface and volume mesh
generation are shown, respectively, in Figure 5.22 and Figure 5.23. The model is
thus composed of 523398 cells with dimension equal to 0.25 m, chosen for being
a good compromise between reduced analysis solving time and accuracy in the
estimations.

Wall 3

‘ :I Roof

Wall 1

Figure 5.21. Components of the domain (left) and Corridor DSF Building (right).

The outputs plotted in Figure 5.24 represent the velocity profile, predicted for
the previously described probe lines and referred to the chosen wind directions (0°,
45° and 90°). Itis interesting to note that, as seen for the Multi-Storey configuration,
the best ventilation rate is ensured by a wind which impacts with a specific angle
on the DSF (45°). The worst ventilation is, instead, obtained with a south-east wind
for which lower velocity values are estimated at different heights. The reason for
such weak ventilation is the localisation of the inlet and outlet grills on the lateral
elevation of the DSF, which is not directly invested by the wind action.
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Figure 5.22. Surface meshes referred to the Corridor DSF configuration.

Figure 5.23. Vlolume meshes referred to the Corridor DSF configuration.
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Figure 5.24. VVelocity profile comparisons for each probe line and various wind directions
estimated for the Corridor DSF.

5.3.4. Modelling of the Shaft-Box DSF

The third DSF to be evaluated is the Shaft-Box configuration. In this case,
the cavity is subdivided into various air channels by inserting vertical partitions. The
domain and building surfaces are schematised in Figure 5.25, whereas the surface
and volume meshes are plotted, respectively, in Figure 5.26 and Figure 5.27. Also
in this case, the mesh size is set equal to 0.25 m, thus obtaining a model made of
591785 cells.
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Wall 1

Figure 5.25. Components of the domain (left) and Shaft-Box DSF Building (right).

Figure 5.26. Surface meshes referred to the Shaft-Box DSF configuration.
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Figure 5.27. VVolume meshes referred to the Shaft-Box DSF configuration.

Figure 5.28 shows the velocity profiles estimates for each probe line and
various wind directions. According to the outputs, the highest velocities are
predicted when the wind comes from the south, with an angle equal to 45°. It is
important to underline that the plotted values are referred to estimations related to
specific points, placed in the middle of the cavity and, for this reason, only able to
describe the velocity profile in the plan.

For better understanding the Shaft-Box performance, further investigations
are conducted for the vertical air channels into which the DSF is subdivided. As
shown in Figure 5.29, each partition has variable pressure conditions. In the case
of extremely low-pressure values, the air ventilation is very weak and associated
with low velocities which are not accurately described by the graphs previously
plotted. Moreover, the comparison between pressure and velocity levels underlines
the generation of an air vortex along the later boundaries of each vertical channel,
with the consequent flux acceleration and a decrement of its velocity close to the
upper building edge where it exits the DSF.
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Figure 5.28. VVelocity profile comparisons for each probe line and various wind directions
referred to the Shaft-Box DSF.
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Figure 5.29. Pressure levels and velocity magnitudes estimated for the DSF air channels.
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5.3.5. DSF Performance Comparisons

Once the fluid dynamic behaviour of each Double Skin Fagade has been
evaluated, comparisons between their performances are described in the current
paragraph. For each DSF configuration, the velocity profile is depicted from Figure
5.30 to Figure 5.35, on the basis of different wind directions.

Comparing the outputs obtained when the wind impacts directly on the DSF
(see Figure 5.30), the Corridor typology shows the lowest velocity values,
becoming the less effective solution. In contrast, the Shaft-Box configuration
presents the creation of air vortices in correspondence to the inlet openings. This
happens especially along the separation surfaces, where the pressure values are
lower because of friction losses. Comparing the velocity magnitudes estimated for
a wind orthogonal to the DSF elevations, the best configuration is the Multi-Storey,
as it can be observed in Figure 5.31.

The Corridor DSF confirms to be the worst even in case of wind from the
south (45°) (see Figure 5.32) for which a weakly ventilation is estimated inside the
cavity for all the selected heights. The Multi-Storey and the Shaft-Box
configurations, instead, show similar performances, ensuring the good ventilation
of the cavity. Moreover, Figure 5.33 depicts the vortex distributions with a 3D
representation for underling the air movements inside and around the DSF cavity.
It is interesting to see the flow separation problems that characterise the Shaft-Box
DSF, visible only with a 3D representation.

The last case, which evaluates the effect on DSFs of a wind coming from the
south-west (90°), is plotted in Figure 5.34. In this case, the Corridor DSF shows an
intense cavity air movement, and the Shaft-Box confirms to be able to ensure the
best ventilation of the cavity. To better understand its behaviour, stream traces are
plotted in Figure 5.35. They underline the tendency of the air fluxes of creating a
flow separation area above the upper edge of the building.
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Figure 5.30. Velocity profile comparisons for each probe line various DSF configuration
due to a south-east wind (0°).
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Figure 5.31. Representation of the stream traces estimated for the Multi-Storey, and
Shaft-Box DSF referred to the south-east wind.
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Figure 5.32. Velocity profile comparisons for each probe line various DSF configuration
due to a south wind (45°).
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Figure 5.33. Vorticity representation for the Multi-Storey and Shaft-Box DSF associated
with the south wind.
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Figure 5.34. Velocity profile comparisons for each probe line various DSF configuration
due to a south-west wind (90°).

Figure 5.35. Representation of the stream traces inside the Shaft-Box channels due to a
south-west wind.
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5.4. Modelling of the Reference Building with DSF on Two Elevations

A different stage of the CFD study involves the evaluation of the fluid dynamic
performance ensured by the insertion of the DSF system on two different
elevations. For this set of simulations, the shape of the building, previously modelled
as a simple prism, is enriched by details, as the presence of balconies on the north-
west elevation and the pitched roof. The second DSF is inserted on the north-west
fagade, and a 2 m cavity depth is considered for taking into account the presence
of balconies that could obstacle the airflow. Also in this case, various wind
directions are adopted for estimating the air velocity inside the cavity, referred to
probe lines placed at 5 m, 10 m, 15 m and 20 m (like for the other models).
Considering the insertion of the second Double Fagade, the north-west wind
direction (180°) is added to the previously evaluated ones. Figure 5.36 synthesises
the wind directions selected for the following comparisons.

South-East Wind (0°) South Wind (45°) South-West Wind (90°) North-West Wind (180°)
-X X 1 Inlet
4 m/s i 4 m/s Outlet
.y- \4 m/s +y I 4 mls

Figure 5.36. Wind directions evaluated for the here presented simulations.

The main components of the domain and the building with DSFs are plotted
in Figure 5.37, whereas Figure 5.38 and Figure 5.39 depict, respectively, the
surface and volume meshes. The mesh size defined for the model is 0.25 m,
selected on the basis of previous analyses. Thus, the model is subdivided into
1003757 cells.
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Figure 5.37. Components of the domain (left) and DSF Building (right).

South-East DSF

North-West DSF

Figure 5.38. Surface meshes referred to the more detailed building with DSF on two
elevations.

165



Chapter 5

South-East DSF

North-West DSF

Figure 5.39. Volume meshes referred to the more detailed building with DSF on two
elevations.

First, the effectiveness of the north-west DSF is investigated, and its
performance is tested considering the above-mentioned wind directions, plotted in
Figure 5.40. Then, the behaviour of the two DSFs is compared and depicted in the
same graphs, evaluating a wind that impacts, alternatively, on one elevation and
the other.

According to the obtained results, the north-west fagcade allows the proper
ventilation of the cavity when the wind impacts directly on its elevation, with an
angle equal to 180°. In this case, in fact, the velocity profile estimated for the various
probe lines assume higher values than those expected with other directions. Such
behaviour underlines that the effectiveness of a DSF system is strictly connected
to the direction of the wind, and, for ensuring good performances, it should be
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designed according to the local climatic conditions. Moreover, the outputs confirm
that a multi-layer fagade can be a useful intervention for encouraging the free
cooling of existing buildings.
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Figure 5.40. The velocity profile, referred to various probe lines and wind directions, for
the north-west DSF placed on the real building shape.

A second evaluation is done comparing the behaviour of each DSF, for the

south-east (0°) and north-west (180°) wind, as schematised in Figure 5.41. The
results, depicted in Figure 5.42, underline that, when the DSF is downwind, the
ventilation of the cavity is extremely weak, without benefits on the building cooling
side. A different situation is, instead, estimated when the DSF is upwind. The
natural ventilation of the cavity, in fact, is profoundly encouraged when the wind
impacts directly on it, and this aspect is particularly crucial during the summertime,
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avoiding DSF overheating. Moreover, the outputs show that the presence of the
balconies on the north-west elevation does not affect the effectiveness of the DSF.

P

o°w

Building

Building

Figure 5.41. Wind directions investigated for testing the effectiveness of the south-east
and north-west DSF.
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Figure 5.42. The velocity profile, referred to various probe lines and wind directions, for
the north-west and south-east DSF placed on the real building shape.
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5.5. Evaluation of Optimised DSF Shapes

The last phase of the CFD modelling is centred on the definition and
evaluation of optimised DSF shapes, able to improve the fluid dynamic behaviour
of these systems. Thus, more aerodynamic profiles are conceived, and multiple
inlet/outlet grills are inserted for encouraging the cavity ventilation and reducing
friction losses. The effectiveness of the suggested solutions is evaluated with a
south-east wind, which impacts directly on the DSF. In detail, the following
solutions, schematised in Figure 5.43, are taken into account:

e The insertion of a DSF, on the south-east elevation, with smooth edges,
both at the bottom and the top (Case 1).

e The insertion of a DSF with upper and lower smooth edges, on the south-
east elevation, with building rounded corners (Case 2).

e The insertion of multiple DSF inlet and outlet grills on Case 2 (Case 3).

e The insertion of Case 3 on both south-east and north-west elevation.

Case 1 Case 2 Case 3 Case 4

)
|
1

S

|
F
j

Figure 5.43. The here-evaluated optimised shapes for better DSF performances.

The first two models to be elaborated and compared are Case 1 and Case
2. Figure 5.44 to Figure 5.46 show the components and the surface and volume
meshes referred to Case 1, whereas the same model inputs related to Case 2 are
depicted from Figure 5.47 to Figure 5.49.
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Roof

Figure 5.44. Components of the domain (left) and DSF Building (right) for Case 1.

Figure 5.45. Surface meshes referred to Case 1.
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Figure 5.46. VVolume meshes referred to Case 1.

Wall 1

Figure 5.47. Components of the domain (left) and DSF Building (right) for Case 2.
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Figure 5.48. Surface meshes referred to Case 2.

Figure 5.49. Volume meshes referred to Case 2.

The obtained results, expressed in terms of velocity magnitude for several
DSF heights, are plotted in Figure 5.51. Comparisons are made with the already
analysed Multi-Storey DSF in order to estimate the improvements achievable with
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more aerodynamic shapes (see Figure 5.50). The outputs underline that the
presence of rounded edges for both the DSF and the building fagade allows
reaching higher velocities if compared to standard configurations. The reduction of
friction losses, in fact, increments the ventilation of the cavity that becomes much
more intense when rounded corners are adopted for both building and Double
Facade surfaces. These considerations are also confirmed by the investigation of
the pressure levels and velocity magnitudes shown, respectively, in Figure 5.52
and Figure 5.53.

Figure 5.50. Schematisation of the DSF models selected for the comparisons.
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Figure 5.51. The velocity profile, referred to various probe lines, for the standard and
optimised DSF (Case 1 and Case2).
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Figure 5.52. VVelocity magnitudes estimated for Case 1 (left) and Case 2 (right).
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Pressure: -35 -25 -15 -5 5 15

Figure 5.53. Pressure levels estimated for Case 1 (left) and Case 2 (right).

The last two improved solutions to be investigated consider the insertions of
multiple grills along the elevation of the outer layer of the DSF to encourage the
cavity ventilation. For better estimations, the building is subdivided into various
floors that communicate with the cavity for the ventilation of the occupied spaces.
Thus, the last two models to be elaborated and compared are Case 3 and Case 4.
Figure 5.54 to Figure 5.56 show the components and the surface and volume
meshes referred to Case 3, whereas the same model inputs related to Case 4 are
depicted from Figure 5.57 to Figure 5.59. Considering the accuracy of these
models, the number of cells into which they are subdivided is higher than the
previous cases. In fact, 3965961 and 5450085 are the cells for, respectively, Case
3and 4.
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Figure 5.54. Components of the domain (left) and DSF Building (right) for the Case 3.

Figure 5.55. Surface meshes referred to the Case 3 model.
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Figure 5.56. VVolume meshes referred to the Case 3 model.
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Figure 5.57. Components of the domain (left) and DSF Building (right) for the Case 4.
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Figure 5.58. Surface meshes referred to the Case 4 model.

Figure 5.59. Volume meshes referred to the Case 4 model.

The probe lines for these two cases are localised at each floor level. Thus,
the velocity profile is estimated at 3.5 m, 6.3 m, 9.3 m, 12.3 m, 15.3 m, and 18.3
m. The obtained results are plotted in Figure 5.60 and Figure 5.61, and
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comparisons are made between Case 3, for which the DSF is placed on one
elevation, and Case 4 that, instead, presents the system on two facades. The
outputs underline that, for both cases, the insertion of multiple grills along the
facade increases the ventilation of the cavity. Moreover, the use of aerodynamic
profiles for the Double Fagade allows reducing velocity losses due to the friction
forces generated on the building corner, with benefits on the free cooling of the
inner spaces. In conclusion, as shown in Figure 5.61, Case 4 confirms to be the
most effective configuration among the various models here analysed, with
excellent performances ensured on both elevations.
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Figure 5.60. The velocity profile, referred to various probe lines, for optimised DSF
configurations (Case 3 and Case 4).
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Figure 5.60. (Continued).

Velocity Magnitude: 1 4 7 10

Figure 5.61. Velocity magnitudes estimated for Case 3 (left) and Case 4 (right).
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5.6. Conclusions

The performed Computational Fluid Dynamic simulations underline several
findings that can be summarised as follows:

The insertion of the Double Skin Fagade on existing building ensures a
general improvement of the ventilation. It, in fact, avoids the stagnation
pressure phenomenon above the fagade, encouraging the free cooling of
the occupied spaces.

Bi-dimensional CFD analyses could be not accurate enough for predicting
the effectiveness of such complex systems like DSFs. Comparing the
results obtained with 2D and 3D simulations, it is clear that the bi-
dimensional case tends to overestimate the velocity profile inside the
cavity. In contrast, the three-dimensional modelling guarantees more
accurate predictions but higher solving times. Thus, performing sensitivity
analyses can be the correct choice for ensuring refined results from one
side and adequate calculation times from the other.

Considering the DSF cavity depth, the results show that the best option
which ensures better ventilation rates for every wind condition is the 1 m
cavity. Such dimension allows proper ventilation for both the inner and
outer DSF layers. Moreover, the continuous cavity airflow avoids the
overheating risk and reduces the superficial temperatures estimated for
all layers.

The Multi-Storey Double Skin Facade confirms to be the most versatile
and useful configuration. It guarantees better velocity profiles and
pressure levels that the Shaft-Box and the Corridor typology. Good
performances are also estimated for the Shaft-Box DSF, whereas the
Corridor is characterised by general weak ventilation for the presence of
horizontal partitions that limit pressure gradients inside each air channel.
Besides, the results underline that for being effective, the DSF has to be
upwind; otherwise, its benefits are drastically reduced.

The analysis of optimised shapes for improving the DSF performance puts
in evidence that the use of more aerodynamic profiles or incrementing the
grills placed along the height of the Double Fagade can increase the cavity
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ventilation and remarkably reduce the cooling loads of the building
occupied spaces.

The main findings here described confirm the effectiveness of the Double
Skin Fagade. It, in fact, represents a good option in case of retrofit intervention for
the energy improvement of existing buildings thanks to its capability in encouraging
the ventilation and free cooling of the inner spaces.
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6. Structural Simulations

6.1. Introduction

The chapter aims to evaluate the seismic performance of the reference
building and estimate the effectiveness of the suggested retrofit solution. The
structural behaviour of the case study, considering its original and improved
version, is investigated by means of linear and nonlinear analyses.

The assessment of the seismic performance and vulnerability of existing
buildings is a quite diffuse and investigated topic. Various works are centred on
comparing different approaches for evaluating their structural behaviour, thus
checking the practical applicability of each method, the relative ease of use, and
the degree of agreement on the results [106]. Other investigations, instead, intend
to apply advanced technologies and smart materials for the retrofit of existing
structures in order to improve their performance and protect them from seismic
events. Retrofit interventions can interest the whole building, as the insertion of
structures with brand new earthquake systems (e.g., the addition of shear walls or
cross bracings or energy dissipation systems, the base insulation), or they can be
limited to the strengthening of few beams, columns, and beam-to-column joints
(e.qg., jacketing of frame elements and joints by adopting steel or Fiber Reinforced
Polymers wrappings, or hight performance concrete coatings) [10]. Figure 6.1
depicts some of the restorative measures commonly used for the seismic retrofit of
buildings.

Advanced techniques, able to reduce the damage of conventional seismic
resisting structural systems, do not involve the strengthening of the main structure
but aim to soften the earthquake-generating forces acting upon it [107]. Among
the various options currently evaluated, the use of replaceable structural elements
(RSE) seems to be the most interesting. The RSE is based on the mechanism that
the structure fails in the relative weak location under loading and concentrating the
damage into replaceable elements ensures less repair time than the traditional
structure [108]. In case of damage, in fact, the RSEs can be easily replaced, and
the whole structure can be quickly rehabilitated. Innovative devices for energy
dissipation are based on the use of SMAs. Thanks to their physical and mechanical
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features, they can be successfully integrated into structures to provide functions
such as sensing, energy dissipation, actuation, and monitoring [109]. In recent
years, various prototypes of SMA-based braced solutions have been designed and
experimentally tested, and the main findings have underlined the effectiveness of
these systems [110] [111] [112]. Other applications of SMA materials evaluate
their use as insulation devices [113][114][115], or as beam-to-column connectors
[116] [117], applied to both steel and RC structures.

Figure 6.1. Examples of local (a) and global retrofit interventions [118].

The chapter is organised as follows. After this brief introduction about the
current tendency in the building restoration, the structural modelling of the
reference building is described in Section 6.2. Section 6.3 presents detailed
information about the Engineered Double Skin Fagade selected for the retrofit
intervention with a focus on buckling-restrained braces and the available methods
for their design. The main chapter conclusions are then summarised in Section 6.4.

The structural simulations are performed by using the commercial software
MidasGEN (version 2020) and following the prescriptions suggested by the Italian
(NTC2018) [119] and European (EC8) building code [120].
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6.2. Modelling of the Reference Building

The reference structure is a reinforced concrete building, erected in 1983
according to the regulation codes and construction techniques of the time, as
already mentioned in Chapter 3. It is composed of two constructions that are
separated by a thermal joint. In the present work, each building is supposed to be
structurally independent and, for this reason, only one construction is modelled and
analysed by means of linear and nonlinear simulations. The building is a 7-storey
structure. The garages and the entrances are located on the ground floor, whereas
the upper floors host residential apartments (eight for each level). The main
dimensions of the building are 30 m x 12 m, thus covering an area of about 360 m?
out of each floor. The total height of the building is 21.5 m.
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Figure 6.2. Plan of the typical floor with the identification of the selected construction for

structural simulations.
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Figure 6.3. Plan of the modelled building.
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The inter-storey height is 3.5 m at the ground floor, whereas 2.7 m at the
upper floors. The different inter-storey height between the ground floor and the
upper levels, added to the absence of the infill panels at the ground floor due to the
presence of pilotis, could lead to a possible soft-storey mechanism in case of
severe damage and stress concentration.

The longitudinal dimension is subdivided into various spans ranging from 2.5
m to 5.0 m. The building presents two staircases (each stair has two flights), made
of reinforced concrete slabs (details are reported in Appendix C, Figure C.11).
Beams and columns have been designed for vertical loads only, as usual at that
time. The structure laid on deep foundations. The presence of balconies on the
north-west elevation is not modelled but only inserted as load. Figure 6.4 depicts
the axonometry of the three-dimensional Finite Element Model of the reference
building, with and without the infill panels.
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Figure 6.4. Axonometry of the bare frame (a) and infilled (b) model of the case study.

According to the structural details, the used concrete has a strain class equal
to C25/30, and the steel of reinforcements is FeB38k. Considering the absence of
in situ tests for the characterisation of the real mechanical properties of structural
elements, various databases are selected for defining the input settings, ensuring
the correct modelling of the case study. The mean concrete compressive strength
(Fc) is established on the basis of the experimental campaign carried on by Masi at
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al. [121], centred on the creation of an extensive database made up of test results
on concrete cores extracted from public buildings, dated different ages. Figure 6.5
and Table 6.1 show the main statistical values of concrete strength coming from
the tests.
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Figure 6.5. Mean values of concrete strength measured for buildings referred to four
identified periods (elaborated from [121]).

Table 6.1. Main statistical values of concrete strength for different construction periods
(elaborated from [121]).

L Construction Period
Statistical Values

<1961 1961-1971 1972-1981 >1981
Number of buildings 21 115 112 68
Number of specimens 129 556 553 208
Mean Value (N/mm?) 16.23 19.53 21.03 24.96
Median Value (N/mm?) 15.57 18.63 20.26 23.95
Standard Deviation 6.27 7.29 9.06 7.98
Coefficient of variation 0.39 0.37 0.43 0.32

On the basis of the obtained values and the construction period of the
reference building, a mean compressive concrete strength equal to 25 MPa is
adopted.

The mechanical properties referred to the steel rebars are, instead, defined
according to the analyses carried on by Verderame et al. [122], the outcomes of
which have been inserted in the software STIL (version 1.0) [123], used for
establishing the yield strength (F,) of the reinforcement steel. The database
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identifies for steel rebars dated 1982-1984 and for the Feb38k a mean value equal
to 450 MPa, implemented for the following simulations.

The material mechanical properties are evaluated by adopting the
appropriate Confidence Factor accounting for the level of knowledge of the existing
building (§ 8.5.4 Livelli di Conoscenza e Fattori di Confidenza - NTC2018). The
selected Confidence Factor is 1.2, which is referred to a moderate level of
knowledge. Thus, the material properties are divided by the Confidence Factor,
and the mean F; and F, values become, respectively, 21 MPa and 375 MPa.
Moreover, the concrete modulus of elasticity is appropriately reduced by 50%, for
considering the cracked condition, as suggested by the ltalian code in case of
existing buildings (§ 7.2.6 Criteri di Modellazione delle strutture e del’Azione -
NTC2018).

The structural and non-structural loads are evaluated on the base of the
information synthesised in the technical report, as shown in Appendix C (Figure
C.12). The available structural details are also used for defining the geometry and
the principle aspects related to the RC frame. Column rebars data are, in fact,
extrapolated for both flexural and shear reinforcement (Figure C.9 and Figure C.10,
Appendix C), whereas beams reinforcements are calculated, according to the 80’s
ltalian code [124], because only partially defined inside the available documents.

Based on considerations coming from the Italian code (NTC2018 §7.2.6.
Criteri di Modellazione delle Strutture e dellAzione Sismica) and as confirmed by
preliminary analyses, the presence of a 4 cm-concrete slab in the stratigraphy of
the ceiling allows considering floors able to withstand horizontal loads. Thus, floor
diaphragms are inserted at each level for simulating this capability. The foundations
are modelled as simple external constraints, owing to the capacity design that
requires them to remain elastic. Thus, the model is fixed base.

The frame elements are modelled by adopting beams, and their flexural and
shear inelastic behaviour is taken into account with concentrated plasticity hinges
at the beam ends, as schematised in Figure 6.6. Beam elements are also used for
modelling the staircases.
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Figure 6.6. Idealised models of beam-column elements with the selected lumped plasticity
approach (elaborated from [125]).

In detail, the inelastic behaviour of structural elements is modelled with the
degrading Takeda constitutive law [126], depicted in Figure 6.7.
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Figure 6.7. Takeda type hysteresis model available in MidasGEN [127]. (a) represents the
unloading state prior to yielding in the uncracked zone (small displacement); (b) shows
the unloading state to yielding in the uncracked region (large displacement); (c) is the
unloading stage after yielding, and (d) represents the inner loop due to the repetition of
load reversal.
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Figure 6.7. (Continued).

The flexural plastic hinge is represented by a trilinear curve followed by a
degrading branch, as schematised in Figure 6.8. In contrast, the shear plastic hinge
shows a linear behaviour until the ultimate capacity and exhibits a sudden brittle
failure once that point is reached. The ultimate shear resistance (Vmax, Emax) and the
characteristic points referred to the flexural behaviour and describing the cracking
(Mer, O¢r), yielding (M, 8,), ultimate (M, 6,), and residual (Mres, Brs) condition are
calculated on the basis of the Italian and European code. Flexural and shear plastic
hinges are inserted for modelling the inelastic behaviour of both columns and
beams.
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Figure 6.8. Schematisation of the flexural (a) and shear (b) plastic hinge behaviour.
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The contribution of the masonry infill panels to the response of the reinforced
concrete frame is modelled by replacing the panel with an equivalent strut which
acts only in compression (Figure 6.9). The equivalent diagonal strut is a
consolidated engineering model for infilled frames, also proposed for the design
stage from various codes.
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Figure 6.9. Diagonal strut mode for simulating the presence of masonry infills [128].

Several relationships could be adopted for describing the parameters
governing the monotonic and cyclic behaviour of the strut, as a function of the
mechanical and geometrical characteristics of masonry infills. The Decanini et al.
[129] [130] model is selected among the available options, and diagonal elements,
properly calculated, are inserted at each level except at the ground floor, where
only a few and widely opened partitions are localised, irrelevant for the building
structural behaviour.

The resistance of the infill panel is simulated by a fictitious failure compressive
stress oy, taking into consideration the different failure modes, occurred in both
conventional tests and real structures in case of seismic action. Four main failure
modes are selected, with the corresponding equivalent failure compressive
stresses: (a) diagonal tension, ow); (b) sliding shear along horizontal joints, cur);
(c) crushing in the corners in contact with the frame, o, and (d) diagonal
compression, owrs. Equations 6.1 to 6.4 allow the calculation of each failure
mechanism, using, as input, the vertical compression strength measured on the
masonry specimens (omo), the shear strength recorded by means of the diagonal
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compression test (tmo), the sliding resistance in the joints obtained from the triple
test (u), and the vertical stress due to working loads (o).

_ 0.6Tm0+0.30'0

Obray =7 w/a 6.7)
O'br(z) _ (1.2sin 9+0.4(:5/(;os 0)u+0.30y (6.2)
Tbresy = Kl(/(lt)l-zos-li;lfxczo(;go&s Omo (6.3
Torc = e (64)

Once determined the fictitious failure compressive stresses corresponding
to the different failure modes, the minimum value (cormin) is used for defining the
ultimate lateral strength (Hmi) calculated with Equation 6.5.

Hype = (0br)minew cos 6 (6.5)

where o is the width of the strut, e the thickness of the masonry panel, and
0 the angle between the strut and the horizontal axis.

The width of the strut can be calculated using the formulation suggested by
Stafford-Smith [131], reported in Equation 6.6. The Ah is a non-dimensional
parameter depending on the geometric and mechanical characteristics of the
frame-infill system (Equation 6.7). K; and K; are two coefficients, defined on the
basis of the Ah, as shown in Table 6.2, and d is the length of the equivalent strut.

Table 6.2. Coefficients K1 and K.

Kj Ko
Mh <314 13 0178
314 <2h<7.85 0.707 0.01
Ah>7.85 0.47 0.04
w=(2+K,)d (6.6)
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The Ah parameter can be defined as:

__ 4[Epesin(26)
M= [Fe G (6.7)

where En is the elastic equivalent modulus corresponding to the complete
cracking stage of the infill, E¢ is the elastic modulus of concrete, h and hn, are,
respectively, the height of the storey and of the masonry panel, and | is the
momentum of inertia of the column.

The last parameter to be calculated is the stiffness of the equivalent strut K
at complete cracking condition, and it is given by the following relation:

Kmgpe = Emdew cos? 6 (6.8)

Thus, the skeleton curve of the lateral force-displacement (Hn,-u) relationship
can be drawn, as shown in Figure 6.10. The four branches describe the first linear
elastic ascending branch (till F-point), the post cracking condition (from F to FC
points), the third descending branch referred to the post-peak strength
deterioration of the infill, and the horizontal branch representing the infill residual
strength.

Hm
FC
Hmrc
F 1
Hme 0.02-0.04*Kmic
Kmifc
1
Hmr
ur Ufc ur u

Figure 6.10. Backbone curve for the equivalent strut model.

The presence of openings in the infills reduces the stiffness and ultimate
strength of the panel, and, for this reason, they should be carefully taken into
account. Thus, reduction factors are employed, as suggested by Decanini et al.
[132]. In the specific case, making considerations about the presence of openings

183



Chapter 6

is extremely important considering that, on the longitudinal building elevation, the
high percentage of windows leads to a reduced increment in the infilled model in
comparison to the bare frame. In contrast, the transversal facade presents few and
small windows, thus deeply incrementing the stiffness and ultimate strength of the
panel.

Table 6.3 shows the mechanical properties of the masonry, chosen on the
main findings and experimental campaign carried on by Hak et al. [133] [134] and
referred to the specific infill typology. In detail, the table contains the following
information:

e Thevalues of compression strength for the horizontal (fun) and vertical (fuy)
direction.

e The sliding shear resistance of mortar joints (fu.).

e The shear resistance under diagonal compression (fus).

e The secant modulus of elasticity for horizontal (Ewn) and vertical direction
(Ew).

e The shear modulus (G).
¢ The unit weight of the infills (W).

Table 6.3. Mechanical properties of the selected masonry.

fwh fwv fwu fws Ewh va G W
[MPa] [MPa] [MPa] [MPa] [MPa] [MPa] [MPa] [kN/m?]

111 1560 025 0.31 991 1873 1089  6.87

Once the mechanical characteristics of the equivalent strut have been
defined, truss elements are inserting in the bare frame model, and axial plastic
hinges are introduced for simulating their nonlinear behaviour. The FEMA
formulation [135] is adopted for the infills.

After modelling the reference building, linear and nonlinear analyses are
performed for evaluating the structural behaviour. First, the bare frame model is
simulated, then the infills are added in order to estimate the building performance
in its original configuration. The fundamental periods are, respectively, 2.4 sec for
the bare frame and 0.94 sec for the infilled model. In both cases, the modal analysis
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shows torsional mechanisms due to vertical and in-plan irregularities. The
eccentricity between the centre of mass and the centre of resistance generates the
torsional response. Moreover, the presence of a soft floor at the ground level, due
to the lack of masonry infills, creates a honhomogeneous distribution of stiffness
and a consequent soft storey mechanism.

Pushover analyses are performed, considering both the uniform response
acceleration and the triangular force distribution. The capacity curves, defined in
terms of base shear and displacement for each distribution of forces, evaluating
both the positive and negative direction, are plotted in Figure 6.11. The comparison
between the curves obtained with positive and negative force distributions
underlines that the building behaves in the same manner, regardless of their
directions. Various considerations can be done, instead, by comparing the bare
frame and the infilled model. The insertion of infill panels on the y-direction, in fact,
profoundly increases the building stiffness. This huge increment is due to the nearly
complete absence of windows on the transversal direction. Thus, the infill
contribution allows increasing about two times the initial stiffness if compared to
the bare frame configuration. This contribute becomes less intense for the
longitudinal direction, where the presence of several openings with appreciable
dimensions does not ensure the same entity variation. Moreover, the different post-
peak behaviour for the x and y-direction can be explained by evaluating the infill
failure. Once the maximum base shear value is reached for the x-direction, the
infills present on the first, second and third floor collapse altogether, causing a deep
and instantaneous fall of the capacity curves. In contrast, the masonry panels
placed in the y-direction gradually collapse, ensuring less intense decrements.

The analysis of the damage distribution shows the formation of shear failures
located along the short columns of the staircase and for a few beams situated next
to the stairs due to the generation of torsional movements. In general, the building
collapse is due to flexural-shear failure mechanisms.
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Figure 6.11. Capacity curves due to different force distributions and directions.

The other investigated parameter is the inter-storey drift, evaluated for each
force distribution. The literature review suggests several attempts done for
correlating the damage of various structural systems to the estimated drifts on the
base of experimental and numerical analyses. According to Gobarah [136], the
drift ratio limits associated with the severe and collapse damage levels are
respectively, 0.8% and 1.0%, in case of nonductile moment resisting frames. A
more comprehensive analysis is the one carried on by Hazus [137] that establishes
for various typologies of buildings and according to their properties and
characteristics, different drift ranges. In case of concrete frame buildings with
unreinforced masonry infill walls, classified in Figure 6.12 as “C3”, and with medium
height (M), the extensive and complete structural damage appears for drifts higher
than, respectively, 0.8% and 1.87%.
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Building Properties Interstory Drift at Spectral Displacement (inches)
Type Height (inches) Threshold of Damage State Slight Moderate Extensive Complete
Roof | Modal Slight Moderate Extensive Complete | Median Beta Median Beta Median Beta Median Beta

w1 168 126 0.0032 0.0079 0.0245 0.0600 0.40 1.01 1.00 105 309 107 7.56 1.06
w2 288 216 0.0032 0.0079 0.0245 0.0600 0.69 1.04 1.7 0.97 5.20 0.90 1296 0.99
SIL 288 216 0.0048 0.0076 00162 0.0400 1.04 0.85 1.65 082 350 0.80 864 095
SIM 720 540 0.0032 0.0051 00108 0.0267 1.73 0.70 276 0.75 584 081 1440 098
S1H 1872 1123 0.0024 0.0038 0.0081 0.0200 270 0.69 430 071 011 085 2246 093
S2L 288 216 0.0040 0.0064 0.0160 0.0400 0.86 1.0l 138 0.96 346 088 864 098
S2M 720 540 0.0027 0.0043 0.0107 0.0267 144 073 230 075 576 0.80 1440 098
S2H 1872 | 1123 0.0020 0.0032 0.0080 0.0200 225 0.70 3.50 0.70 800 084 2246 001
s3 180 135 0.0032 0.0051 0.0128 0.0350 043 1.06 0.69 1.03 173 1.07 473 0.89
S4L 288 216 0.0032 0.0051 00128 0.0350 0.69 L11 111 1.03 277 0.99 7.56 098
S4M 720 540 0.0021 0.0034 0.0086 00233 1.15 0.81 1.85 0.80 4.62 094 12.60 1.00
S4H 1872 | 1123 0.0016 0.0026 0.0064 0.0175 1.80 0.73 2.88 0.75 721 0.90 19.66 0.97
S5L 288 216 0.0024 0.0048 0.0120 0.0280 0.52 120 1.04 111 259 1.08 6.05 095
S5M 720 540 0.0016 0.0032 0.0080 0.0187 0.86 0.85 1.73 0.83 432 0.94 10.08 099
S5H 1872 | 1123 0.0012 0.0024 0.0060 0.0140 135 0.72 2.70 0.75 6.74 092 15.72 0.96
CIL 240 180 0.0040 0.0064 0.0160 0.0400 0.72 0.98 115 094 288 0.90 720 097
CIM 600 450 0.0027 0.0043 0.0107 0.0267 1.20 0.73 1.92 0.77 480 083 12.00 098
CIH 1440 | 864 0.0020 0.0032 0.0080 0.0200 1.73 0.71 2.76 0.80 6.91 0.94 17.28 1.01
C2L 240 180 0.0032 0.0061 00158 0.0400 058 111 110 1.00 284 1.07 720 093
C2M 600 450 0.0021 0.0041 0.0105 0.0267 096 0.86 183 083 474 0.80 12.00 098
C2H 1440 | 864 0.0016 0.0031 0.0079 0.0200 138 0.73 2.64 0.75 6.82 092 17.28 0.97
C3L 240 180 0.0024 0.0048 00120 0.0280 043 119 0.86 115 216 115 504 092
C3M 600 450 0.0016 0.0032 0.0080 0.0187 0.72 0.90 144 0.86 3.60 0.90 840 0.96
C3H 1440 | 864 0.0012 0.0024 0.0060 0.0140 1.04 0.73 2.07 0.75 5.18 0.90 12.10 0.95
PC1 180 135 0.0032 0.0051 00128 0.0350 043 1.14 0.69 114 173 117 473 098
PC2L 240 180 0.0032 0.0051 00128 0.0350 038 114 0.62 110 231 110 630 093
PCIM 600 450 0.0021 0.0034 0.0086 00233 0.96 0.87 1.54 083 385 091 10.50 1.00
PC2H 1440 | 864 0.0016 0.0026 0.0064 0.0175 138 0.74 2.21 0.75 5.55 091 15.12 0.96
RMIL 240 180 0.0032 0.0051 00128 0.0350 038 120 0.92 117 231 117 6.30 094
RMIM 600 450 0.0021 0.0034 0.0086 0.0233 0.96 0.91 1.54 0.89 385 089 10.50 0.96
RM2L 240 180 0.0032 0.0051 00128 0.0350 038 1.14 0.92 110 231 115 6.30 092
RM2M 600 450 0.0021 0.0034 0.0086 00233 0.96 0.89 1.54 0.87 385 087 10.50 0.96
RM2H 1440 | 864 0.0016 0.0026 0.0064 0.0175 138 0.75 2.21 0.75 5.55 0.84 1512 0.94
URML 180 135 0.0024 0.0048 0.0120 0.0280 032 115 0.65 119 1.62 120 378 118
URMM | 420 315 0.0016 0.0032 0.0080 0.0187 0.50 0.99 1.01 0.97 252 0.90 5.88 0.88
MH 120 120 0.0032 0.0064 0.0192 0.0560 038 1.11 0.77 1.10 230 0.95 6.72 097

Figure 6.12. Structural fragility curve parameters according to Hazus [137].

On the base of these considerations and findings coming from similar works
in the existing building sector [49] according to which an inter-storey drift equal to
1.0% at the Life Safety Limit State means the failure of the infill panels and severe
and extended damages on the existing building, the vulnerability of the case study
is evaluated by considering as last point of the capacity curve the one for which an
inter-storey drift equal to 1.87% is reached, at least, at one floor.

To analyse the vulnerability of the existing building the Multi Degree of
Freedom (MDOF) system is transformed into a Single Degree of Freedom (SDOF)
according to prescriptions suggested by the ltalian and European codes
(NTC2018, EC8). The transformation is obtained by fitting the capacity curve with
an equivalent bilinear curve and determining the period, the maximum base shear,
and the first mode shape, as depicted in Figure 6.13. For the sake of the brevity,
the procedure followed for the creation of the bilinear curve is not here described.
Additional details may be found in Section §7.3.4.2. Analisi Non Lineare Statica of
the Italian building code NTC2018 [119].
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Figure 6.13. The schematisation of the equivalent Single Degree of Freedom (elaborated
from NTC2018).

Figure 6.14 shows the bilinear curves, compared to the Acceleration
Displacement Response Spectrums (ADRS) at the Damage Limit State (DLS), Life
Safety Limit State (LSLS) and Collapse Limit State (CLS). The comparisons are
made for each force distribution, only referred to the positive direction. The choice
of not representing the negative force distribution is due to an identical structural
behaviour for the two directions, as previously mentioned. Moreover, building
vulnerability is evaluated only for the infilled model (solid lines in Figure 6.11),
selected for being more representative of the expected seismic performance of the
case study.

Uniform Acceleration _ x-direction

—— Capacity Curve (SDOF)

——CLS_ADRS

——LSLS_ADRS
DLS_ADRS

0 0.05 01 015 0.2 0.25 0.3
Sd [m]

Figure 6.14. ADRS and displacement demands at DLS, LSLS, and CLS for the uniform
acceleration force distribution, x-direction.
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Figure 6.15. ADRS and displacement demands at DLS, LSLS, and CLS for the uniform
acceleration force distribution, y-direction.
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Figure 6.16. ADRS and displacement demands at DLS, LSLS, and CLS for the triangular
force distribution, x-direction.
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Figure 6.17. ADRS and displacement demands at DLS, LSLS, and CLS for the triangular
force distribution, y-direction.

According to the obtained results, the reference building in its existing
configuration satisfies, for each force distribution and direction, the displacement
demand at the Life Safety Limit State. In contrast, the Collapse Limit State
displacement is never verified. On the base of these considerations and even if not
strictly required by the European and ltalian building code, the case study is
structurally retrofitted in order to reduce direct and indirect losses due to
earthquake damages, in accordance with the pursued Life Cycle Thinking
approach.

6.3. Modelling of the Engineered DSF

In order to improve the building seismic performance, the Engineered Double
Skin Fagade is inserted on the longitudinal elevations. The choice of introducing
the DSF on two fagades and not enclosing the whole building is influenced by
considerations coming from the energy simulations, previously performed.
According to the results, in fact, the use of DSF systems on west and east- oriented
elevations allows neglectable improvements from the energy side. Thus, the
external skin is localised only along the x-direction with the consequent reduction
in terms of materials and costs.
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The DSF is designed as a self-supporting braced frame structure and
presents a 1 m cavity depth, according to the main findings obtained by energy
and CFD analyses. It is made of S275 I-section profiles for beam and columns and
Buckling-Restrained Axial Dampers (BRAD) are inserted to protect the structure
through energy dissipation. In detail, BRAD braces are introduced into the Double
Skin for improving the x-direction performance, whereas they are localised directly
inside the building RC frames for the transversal elevation. The dissipative braces
are placed in a symmetrical way in order to avoid torsional phenomena of the main
structure, and a system of horizontal X braces (elastic braces) is inserted on each
floor.

In addition to the global intervention, local retrofit solutions are adopted as
the confinement with Fiber Reinforced Polymers (FRP) of the short columns of the
staircases and the beams characterised by shear failure. Moreover, the
strengthening of beam-column joints is suggested, especially for the y-direction,
where the insertion of the BRAD braces could increase the stresses transferred to
the connections. The axonometry of the three-dimensional model after the addition
of the Double Skin Fagade is depicted in Figure 6.18.
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Figure 6.18. Axonometry of the 3D building model after the insertion of the DSF.
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The inelastic behaviour of the DSF structural elements is evaluated by
inserting plastic hinges for both beams and columns, whereas the nonlinear
properties of the seismic devices are opportunely defined by adopting specific
general links (yellow elements in Figure 6.18), the so-called “Steel Damper” in
MidasGEN. The degrading bilinear model of the steel damper is depicted in Figure
6.19. The use of this general link allows the definition of both the elastic and
dissipative contribute of the single brace.

Figure 6.19. Schematisation of the hysteretic model implemented in MidasGen for the
Steel Damper [127].

6.3.1. Dissipative Braces: Main Aspects and Design Procedures

Various options of seismic performance upgrading systems are normally
available and the use of energy dissipation devices (friction, viscoelastic and
metallic dampers, or buckling-restrained braces) represent an interesting choice,
considering their effectiveness and easy replacement. The protection of RC
structures from severe earthquakes could be provided by Buckling-Restrained
Braces (BRB). The insertion of such devices, in fact, allows the localisation of the
damage at specific points of the structure, opportunely designed and verified.
BRBs are characterised by stable hysteretic behaviour and, differently from
traditional braces, they permit an independent design of stiffness, strength and
ductility properties. Figure 6.20 shows a comparison between BRBs and traditional
braces.
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Figure 6.20. Comparisons between traditional braces (left) and buckling-restrained
braces (right) [138].

The first studies on the structural performance of BRB devices date back to
1973 when Wakabayashy et al. [138] analysed various system able to inhibit the
global buckling of braces in compression. After these preliminary concepts, several
developments on BRBs with a steel core confined by a steel casing were made in
Japan from the second half of the 1970s to 1990s. The continuous interest in these
dissipative devices has allowed their diffusion all over the world. In Italy, BRBs are
successfully adopted for the seismic protection of existing buildings, as shown in
Figure 6.21.
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Figure 6.21. Retrofitted and new buildings with BRAD systems: (a) the Cappuccini School
[139], (b) the Gentile-Fermi School [140], (c) the Busciolano School [140], (d) The
Marche Polytechnic University [141] and (e) the Varano High School [142].

Among the buildings retrofitted by the insertion of BRAD dissipative braces,
interesting examples are various school as the Cappuccini School in Ramacca
(Figure 6.21a) [139], the Gentile-Fermi School in Fabriano (Figure 6.21b) and the
Busciolano School in Potenza (Figure 6.21c) [140]. Moreover, also new
prefabricated buildings are designed with BRAD systems for the seismic protection
of the main structure, like the recent building of the Marche Polytechnic University
(Figure 6.21d) [141]. In most of the cases, the braces are directly connected to the
building existing frames. Otherwise, the BRAD systems can be inserted inside
dissipative towers connected to the main structure, as it happens for the Varano
High School in Camerino (Figure 6.21e) [142].

After this brief introduction about the main aspects of buckling-restrained
braces, the comparative of the structural behaviour between elastic and dissipative
braces and how they can improve the existing structure performance is presented
in Figure 6.22. As it can be seen, the addition of dissipative devices (e.g. BRADs)
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into the elastic brace, allows increasing the ductile behaviour of the single element

and, consequently, of the whole braced frame system. Moreover, the insertion of
dissipative braces, if well designed, ensures good ductility with reduced strength

increment, particularly significant especially in the case of building retrofitting.
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Figure 6.22. Schematisation and comparison between the performance of elastic (a) and
dissipative braces (b).

The performance of a buckling-restrained brace is strictly influenced by its
elastic and dissipative component. The rheological model, depicted in Figure 6.22,
shows that the dissipative link and the elastic brace act in series, and the whole
dissipative system is connected in parallel to the main structure. It is essential to
underline that the effectiveness of the dissipative brace is related to its inclination
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to the horizontal. In this sense, the schematisation proposed by Braga et al. [143],
reported in Figure 6.23, defines, for each brace configuration, the specific
effectiveness factor (f) according to geometrical aspects, like the angle brace or
the length of the selected device.

Dissipative Brace Configuration Effectiveness Factor

CI
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sin 8,

C =————+sinf
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Figure 6.23. Definition of the effectiveness factor, according to the dissipative bracing
configuration [143].
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Several approaches could be adopted for the design of dissipative braces.
The most interesting ones are synthesised in Table 6.4. Fu and Cherry [144]
suggest a quasi-static procedure for designing a friction-damped system by
introducing a seismic force modification factor, selected according to the specific
target spectrum, and able to guarantee particular values of maximum displacement
and base share. A second methodology is the one defined by Whittiker et al. [145]
which adopts an equivalent lateral force and modal analysis procedure for yielding
buildings with damping devices. The methodology is opportunely validated and
incorporated in the FEMA 450-NEHRP [146]. Kim and Choi [147] investigate a
straightforward design procedure for buckling-restrained structures in order to
meet the given target displacement. The approach is based on defining the
optimum yield strength of BRBs able to maximise the equivalent damping ratio.

The method investigated by Mazza et al. [148] proposes a displacement-
based design procedure for proportioning hysteretic damped braces and for
reaching an expected performance level in case of RC existing buildings. The last
two selected approaches are the methodologies suggested, respectively, by
Bergami and Nuti [149] and Wen et al. [150]. In the first case, the definition of
dissipative brace properties is done by evaluating the displacement-based design
by using the capacity spectrum method and avoiding nonlinear analyses. The last,
instead, integrates multiple response quantities into a single compact format to
make easier comparisons of different potential solutions able to satisfy a set of
established performance objectives under various levels of seismic hazard.

The quasi totality of the approaches mentioned above is based on simplified
methodologies referred to SDOF, and the most common parameter selected for
the design procedure is the displacement of the master node placed at the top of
the structure. Besides, various optimisation procedures are currently available, and
comprehensive analysis of the most common ones is described by Laguardia
[140].
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Table 6.4. Synthesis of some of the most common approaches available for the design of
dissipative bracings (elaborated from [140]).

Year Authors Model Parameter
2000 Fu and Cherry SDOF Umax, Frmax
2003 Whittiker et al. SDOF Umax
2004 Kim and Choi SDOF Unmax
2012 Mazza et al. SDOF Umax
2013 Bergami and Nuti MDOF Unmax
2013 Wen et al. SDOF Umax, To, At, Rarit

In detail, the design procedure followed in the present work is presented in
the following lines. The chosen approach is the one suggested by Ponzo et al. [151]
[152] and based on a nonlinear static analysis method, as described in the Italian
and European seismic codes. It is an iterative target displacement-based
methodology, and it can be subdivided into four main steps, schematised in Figure

6.24.
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Figure 6.24. Flow chart of the approach followed in the present work for the design of

dissipative braces [143].
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Step 1 consists in the evaluation of the equivalent SDOF system of the main
structure for determining its mechanical characteristics. After performing Pushover
analyses and obtaining capacity curves for both directions, the idealised force-
displacement of the structure is defined. Thus, the yield force (F,*), the yield
displacement (d,*) or the elastic stiffness (ke*), and the ultimate displacement (d.*)
are calculated.

Step 2 is, instead, centred on the evaluation of the equivalent SDOF system
of the dissipative bracing. This stage represents the core of the whole procedure,
and the selection of the correct retrofit is evaluated through various iterations until
reaching the best configuration. First of all, the maximum displacement dsn* of the
equivalent SDOF system of the braced structure (existing building + damped
bracing) is assumed. If the structure should remain in the elastic range, then dg,*
< d,”. In case of the main structure is thought for entering the plastic region, then
dy* < dsn* < dy*. Thus, the ductility factor of the equivalent bracing system (upg) is
evaluated according to the type of the chosen hysteretic device. Knowing that the
ultimate displacement of the equivalent bracing dpsu is assumed to be equal to the
dsm, the yielding displacement of the bracing system (dpsy) can be calculated with
Equation 6.9.

dpm*
dDBy = .uBDB (6.9)

The next stage is the calculation of the elastic stiffness of the bracing system
at the jth step (kog'), which could be evaluated according to Equation 6.10. The
unknown parameter is the yield force of the damped bracing system (Fog)). For this
reason, an iterative subroutine is necessary until reaching that the obtained results,
referred to the jth and jth+1 step, are lower than the imposed tolerance values.

; Jj
kpg’ = ZDB (6.10)
DBy

Once the iterative procedure reaches the convergence, all parameters of the
equivalent damped bracing are defined, and the trilinear curve which describes the
structural behaviour of the system made of the existing structure plus the
dissipative braces is obtained by summing in parallel the two contributions. Figure
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6.25 depicts the various curves and parameters calculated in the previous steps,
evaluated for both short and medium-long period range.

Fi, ™!

Fpy’

_ --- DB --- S+DB — EP(S+ DB) —— E(S+ DB)

Figure 6.25. Schematisation of the parameters defined in Step 2 for a shot (left) and a
medium-long (right) building period. “S” describes the bilinear of the existing structure;
“DB” represents the damped bracing system, and “S+DB” is the trilinear obtained by
summing the equivalent structure and braces. “EP(S+DB)” describes the equivalent
SDOF system of the braced structure, whereas “E(S+DB)” is referred to the elastic
braced structure [143].

Step 3 involves the definition of the equivalent dissipative bracing at each
storey. Thus, the parameters obtained in the previous stage are distributed along
the total height of the building. The distribution of dissipative bracing at each level
should be carefully evaluated to guarantee the building regularity in elevation and
avoid the risk of excessive inter-storey displacements, as also suggested by the
ltalian building code. The stiffness of the equivalent bracing at the storey i (kpg,) can
be calculated as a function of the single storey existing frame stiffness (kg;) and the
ratio (r) between ke and kpg which is the elastic stiffness of the bracing systems,
as shown in Equation 6.11.

kppi =Tk * kp, (6.11)

T = ’,‘;B (6.12)
1 n

kg, =A—Si*2i”Fi (6.13)
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where A is the inter-storey displacement obtained by means of linear static
analyses. By adopting the same considerations, the yield force of the equivalent
bracing at the storey i (Fos,) can be calculated as reported in Equation 6.14:

Fpp; =17 * Fy; (6.14)
Tp = };’;B (6.15)
Fyi=kpi*dy; (6.16)
dy,; = Sj; wd,’ (6.17)

where r¢ is the ratio between the strength of the equivalent bare structure
and the bracing system and Fy; is the yield force of the storey i, calculated with
Equation 6.16. The d,, represents the displacement at the elastic state of the ith
floor, whereas the stor is the total building displacement defined by means of linear
analyses.

Finally, the last stage is focused on the determination of the single energy
dissipation device, which is calculated on the base of the characteristics
established for the equivalent dissipative devices of each floor. Equation 6.18 and
6.19 allow the calculation of the elastic stiffness of the single dissipative brace
(koe,is) and its strength (Fpg,is) as a function of the number of braces (nps,) and their
angle with the horizontal (¢s).

__kpB,i 1
kpis = o) * cost g (6.18)
Fpps = 2245 (6.19)

npp,i COSPs

Once the characteristics of each dissipative brace are known, the last step
is their subdivision into the elastic and damping device by considering that they act
in series. Thus, the retrofitted structure can be verified through nonlinear analyses
for comparing the estimated with the obtained results.
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The above-described procedure is adopted for identifying the mechanical
characteristics of the dissipative braces designed for the here proposed
Engineered DSF. X braces are thus localised on two frames of each fagade, in a
symmetrical way and at every level, from the building ground floor to the top, in
order to ensure the correct stiffness distribution and to avoid torsional phenomena.
Moreover, BRAD devices are adequately defined for guaranteeing their activation
before the manifestation of brittle failures for non-structural elements.

6.3.2. Static and Dynamic Nonlinear Analyses of the Engineered DSF

Nonlinear analyses are performed to estimate the seismic behaviour of the
retrofitted building and to evaluate the effectiveness of the DSF. First, Pushover
(PO) simulations are carried on, and comparisons are made between the capacity
curves referred to the existing and improved building configuration. Then, Time
History analyses are run for verifying the improvements related to the insertion of
the suggested solution from a dynamic point of view.

Figure 6.26 shows the PO curves obtained for the case study in the existing
(red curves) and retrofitted (beige curves) version. The addition of the system
made of the Double Facade with dissipative braces increases the ductile behaviour
of the main structure, with benefits on both x and y directions. Moreover, the
comparison of the inter-storey drifts estimated for the two models (see Figure 6.27)
underlines the effectiveness of the retrofit intervention, able to ensure similar storey
displacements at each floor and equal vertical stiffness distribution. By inserting the
DSF, in fact, the obtained inter-storey drifts lay under 1%, whereas the existing
building exhibits higher values, especially at the ground floor. It is crucial to bear in
mind that the here presented comparisons are made assuming as last point of the
PO simulations the one for which, in the original configuration, an inter-storey drift
equal to 1.87% is reached.

As required by the Italian building code, the capacity curves obtained for the
retrofitted model are bilinearised and compared with the ADRS spectrums. The
Hazus criterion is adopted, and the PO curves are interrupted when the inter-storey
drift assumes, at least at one floor, the value of 1.87%. Also in this case, only the
positive direction is evaluated for each force distribution. The bilinear curves,
plotted from Figure 6.28 to Figure 6.31, show that the displacement demands for
the selected limit states are always verified.
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Figure 6.26. PO capacity curves for the case study before and after the insertion of the
Engineered DSF.
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Figure 6.27. Comparisons of the inter-storey drifts estimated for the reference building
before and after the insertion of the Engineered DSF.
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Figure 6.27. (Continued).
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Figure 6.28. ADRS and displacement demands at DLS, LSLS, and CLS for the uniform

acceleration force distribution, x-direction (Retrofitted building).
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Figure 6.29. ADRS and displacement demands at DLS, LSLS, and CLS for the uniform
acceleration force distribution, y-direction (Retrofitted building).
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Figure 6.30. ADRS and displacement demands at DLS, LSLS, and CLS for the triangular
force distribution, x-direction (Retrofitted building).
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Figure 6.31. ADRS and displacement demands at DLS, LSLS, and CLS for the triangular
force distribution, y-direction (Retrofitted building).

Nonlinear Time History analyses are carried out for validating the suggested
option and comparing the outputs, expressed in terms of inter-storey drifts, related
to the original and improved configuration of the case study. A crucial point of these
types of analyses is the selection of appropriate inputs, which are able to correctly
describe the seismicity of the site where the structure is located. For the following
simulations, seven couples of accelerograms, compatible with the code spectrum
of Pescara (soil category C and Topography T1), are obtained by using the
software Rexel (version 3.5) [153]. The records are real earthquakes, opportunely
scaled to fit Pescara Response Spectrum at, respectively, the Life Safety Limit
State and the Damage Limit State. Details and information about the settings and
records are described in Appendix F. Figure 6.32 and Figure 6.33 show the DLS
and the LSLS Response Spectrum, while Table 6.5 and Table 6.6 summarise the
principle aspects of the selected real earthquakes.
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Figure 6.32. Combination of the selected accelerograms at the DLS.

Table 6.5. Presentation of main aspects of the real earthquakes selected from the
European strong motion database for the DLS.

Waveform  Earthquake Fadt  CPoeEl oo ¥ pGAY PGV.X PGV.Y  IDTH
Date Mw ; Distance
D Name Mechanism k] [m/s?] [m/s?] [m/s] [m/s]  Analyses
Basso .
170 . 15/04/1978  6.00  Oblique 18 072 158 006 015  Acci
Tirreno
1959 Kylini  16/101988 590 Strikeslp 49 024 020 002 002  Acc2
42 lonian  04/11/1973 580  Thrust 15 515 250 057 026  Acc3
600 umbria 56001097 600 Normal 22 169 104 014 012  Acc4
Marche
7329 Faial  09/07/1998 610 Strike slip 11 412 375 028 035 Acch
335 Alkion  25/021981 630  Normal 25 114 118 011 015  Acch
879 Dinar  01/1011995 640  Normal 8 267 313 029 041 Acc 7
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Figure 6.33. Combination of the selected accelerograms at the LSLS.
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Table 6.6. Presentation of main aspects of the real earthquakes selected from the
European strong motion database for the LSLS.

Epicentral

Waveform Earthquake Date Mw Fault Distance PGA_X PGA_Y PGV_X PGV_Y ID TH
D Name Mechanism [km] [m/s?] [m/s?] [m/s] [m/s]  Analyses
42 lonian  04/11/1973 580  Thrust 15 515 250 057 026  Acci

600 umbria  o600/1997 600 Normal 22 169 104 014 012  Acc2
Marche
335 Alkion  25/02/1981 6.30  Normal 25 114 118 041 015  Acc3
1726 Adana  27/06/1998 630 Strkesip 30 216 264 028 020  Acc4
Umbria
622 Marche  06/10/1997 550  Normal 7 128 106 011 010  Acch
(aftershock)
879 Dinar  01/10/1995 640  Normal 8 267 313 020 041  Acc6
6975 lZmit  a00/1999 580  Oblique 26 065 051 006 007  Acc?
(aftershock)

The chosen input to be investigated in the here presented analyses is the
inter-storey drift, as previously done for the Pushover simulations. In the specific
case, the parameter is estimated for every direction, both x and y, and for the DLS
and LSLS. The outputs are predicted for the reference building, considering its
existing configuration (referred as “EB” in the graphs) and the retrofitted version

208



Structural Simulations

(referred as “RB” in the charts). Figure 6.34 and Figure 6.35 show the effectiveness
of the proposed solution. The insertion of the Engineered Double Skin, in fact,
allows better control of the inter-storey drift, avoiding excessive variations of
displacements between one floor and the other. The maximum inter-storey drift
estimated for the improved version is opportunely reduced, matching with the
prescription of the Italian and European building code related to the Damage Limit
State (see Figure 6.34). It assumes an averaged value equal to 0.24%, which is
lower than the maximum admissible drift set at 0.50% (§7.3.6.1 Elementi Strutturali
(ST) - NTC2018). Looking at the Life Safety Limit State, the improved performance
is more evident, as it can be observed in Figure 6.35. In this case, the averaged
value is reduced from 1.20%, referred to the original building configuration, to
0.75% in case of the retrofit intervention. On the base of these considerations, the
seismic performance of the case study can be considered improved.

Maximum Inter-Starey Drift - DLS

0.60%

2 n40%
v o
2 S =
@
B 030%
E i
5 N
o7

g 0.20% W
=

0.10% N &

0.00%

Aot Ac2 Acc 3 Accd Acch AccE Aoc
mEB _ X-Direction =+ RB _ X-Direction EE _Y-Direction RE _ Y-Direction

Figure 6.34. Comparisons between maximum inter-storey drifts estimated for the x and y-
direction and referred to the selected accelerograms at DLS.
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Figure 6.35. Comparisons between maximum inter-storey drifts estimated for the x and y-

direction and referred to the selected accelerograms at LSLS.

6.4. Conclusions

The performed analyses underline several findings that can be summarised
as follows:

Introducing the Double Skin Fagade along with the dissipative braces
leads to improve the seismic performance of the main structure by
overcoming the deficiencies that commonly characterised the buildings’
design in past years. In fact, by carefully choosing the positioning of BRAD
devices, it is possible to reduce the vertical and in-plan irregularities,
which negatively affect the structural behaviour under horizontal loads.

Moreover, the suggested solution increases the ductility capacity of the
main building. In fact, the ultimate displacement of the pushover control
node (assumed as the top displacement) increases by approximately
50% (passing from approximately 12-14 cm to 23-24 cm), depending on
the direction and force distribution. Thanks to this increment, the
retrofitted structure not only satisfies all requirements defined by the
ltalian building code, but also verifies the Collapse Limit State, which
refers to a more demanding design spectrum.
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e Besides the ductility improvement, the insertion of the DSF leads to an
increase of the overall stiffness, with higher forces being transferred to the
foundation level. More specifically, the base shear for the retrofitted model
is approximately twice the one referred to the pre-intervention
configuration.

e The insertion of dissipative devices into which concentrating the seismic
energy dissipation guarantees the safety of the structure. In addition,
damaged BRADs may be easily replaced, with benefits in terms of costs
and recovery time. Indeed, it would be possible for the building to resume
its functionality shortly after a seismic event.

On the base of the here presented consideration the use of the Engineered
Double Skin Fagade represents a good option for the retrofit of existing buildings.

211



Life Cycle Analyses

7.Life Cycle Analyses

7.1. Introduction

The Life Cycle Sustainability Assessment (LCSA) is the evaluation of all
environmental, social and economic negative impacts and benefits in decision-
making processes towards more sustainable products throughout their life cycle
[154]. The Life Cycle Thinking (LCT) or Life Cycle Perspective (LCP) is the only
systematic approach able to evaluate the global impact of products or processes,
considering their entire life, from raw material extraction and acquisition to use and
end-of-life disposal. Various are the benefits related to the use of LCSA techniques.
The LCSA, in fact, can help consumers in determining which products are not only
cost-efficient, eco-efficient or socially responsible, but also more sustainable; it
supports decision-makers in prioritising resources that have more chances of
positive impacts and shows enterprises how to become more responsible for their
business by taking into account the full spectrum of implications associated with
their products and services [154].

The Life Cycle Analysis is part of ISO 14040:2006 (Environmental
management- life cycle assessment - principles and framework) [155] and ISO
14044:2006 (Environmental management - life cycle assessment - requirements
and guidelines) [156]. They classify the possible life cycle techniques as follows:

e The Environmental Life Cycle Assessment (ELCA) for measuring the
environmental dimension of a product or service.

¢ The Life Cycle Costing (LCC) which investigates the economic sphere.

e The Social Life Cycle Assessment (SLCA) with the primary objective
centred on the evaluation of the social impact of a product or service.

Measuring the environmental dimension of sustainability is widespread,
whereas the other two have still limited applications worldwide. Considering their
shared background and purpose, ELCA, LCC and SLCA can be combined all
together by using the formulation suggested by Klopffer [157], reported in Equation
7.1.
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LCSA =ELCA + LCC + SLCA (7.1)

The Klopffer's equation allows to take into account, at the same time, the
three sustainability dimensions with only one indicator, represented by the sum of
the each investigated area, as depicted in Figure 7.1.

Society SLCA

Economy LCC
Sustainable LCSA
Development

Environment ELCA

Figure 7.1. The comparison between sustainable development and its pillars (left) and the
Life Cycle Sustainable Assessment (right).

As established in the ISO 14040 and 14044 standards, The ELCA (hereafter
referred as LCA) is carried out in four phases, which are typically interdependent.
These phases, summarised in Figure 7.2, are the goal and scope definition, the
inventory of resources use and emissions, the estimation of the impact assessment

and the interpretation of the results.

LCA FRAMEWORK

Goal and Scope Definition

1 T DIRECT APPLICATIONS
- Product development and improvement
— |2 —  Strategic planning
Inventory Analysis 2 ) ‘ )
— e «—  Public policy making
g Marketing
=
l T Other
e
Impact Assessment
—

Figure 7.2. Stages of an LCA (elaborated from [155]).
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The first phase defines the purpose of the analysis, its application, the
products to be used, the system boundaries and the functional units. The second
step consists, instead, in the elaboration of a detailed description of all the
environmental inflows at each stage of the life cycle. For this step, the global
product is subdivided into its components, and the various processes are identified.
According to the standards, the results coming from the inventory analysis are
classified into impact categories that can be aggregated, considering their effects
on the human health, the environmental or the resource depletion (see Table 7.1).
The interpretation of the results represents the last stage, and it consists in the
identification of all life cycle phases and products with the highest environmental
impact.

Table 7.1. List of the impact categories with the corresponding damage sectors.

Damage Categories

Impact Categories Human Resource Ecosystem

Health Depletion Quality

Climate change
Resource depletion
Land use

Water use

Human toxic effects

Ozone depletion
Photochemical ozone creation

Ecotoxic effects

Eutrophication
Acidification

Biodiversity

It is essential to underline that there is not only one way for carried on Life
Cycle Assessment analyses but several options that should be adopted and
chosen, case by case, on the basis of several factors as products, strategy,
systems and available tools. Moreover, there could be several variants of LCAs
according to the life cycles selected for the analysis. The Cradle-to-Grave
approach is the full life cycle assessment from the resource extraction (“cradle”) to
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the use phase and disposal (“grave”). A variation of this approach is the Cradle-to-
Cradle analysis for which the end-of-life disposal step coexists with the recycling
process of the product. The Cradle-to-Gate assessment considers the partial
product life cycle, from resource extraction to the factory gate. Finally, the last
possible approach is the Gate-to-Gate that is a partial LCA, focused only on the
value-added process in the entire production chain. Figure 7.3 schematises the
here-mentioned options.

o Cradle-to-Grave

Cradle-to-Gate

Resources Extraction Transport Processing Transport | Production Distribution ~ Use  Disposal

T TP (- 10-Cradic [

Figure 7.3. Life Cycle Assessment possible approaches.

Nowadays, LCA analyses are commonly performed in all sectors and various
programs (e.g., GaBi, SimaPro, openLCA, One Click LCA), both open-source and
not, are adopted for the calculations. The main limitation of these analyses could
be the absence of specific databases, actualised in time or referred to a location,
with effects on the accuracy of the results.

This chapter is addressed to a comparative study about LCA analyses
carried on for the selected Double Skin Facades in order to identify the
environmental impact due to each configuration and to define the most eco-
efficient option. The analyses are performed using the One Click LCA software (trial
version). The chapter is structured as follows. After this introduction centred on the
description of basic information about the Life Cycle Thinking, and the possible
approaches, few examples of the use of LCA analyses applied to the construction
sector are shown in Section 7.2. Subsequently, Section 7.3 presents the evaluation
of the use of the holistic approach to DSF buildings, whereas Section 7.4
summarises the LCA analyses performed for the DSF typologies selected for the
current work. Finally, Section 7.5 draws the main conclusions.
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7.2. LCA and Buildings

The application of the LCA to the construction industry started two decades
ago, and its interest has recently increased, thanks to its capability in the monitoring
of all stages of the product life cycle thus orienting the building design towards
directions with the lowest environmental impact. Performing LCA analyses during
the project phase, in fact, ensures the reduction of the embodied impacts
associated with, for example, the use of energy, water or materials. Two
alternatives are generally adopted when LCA analyses are performed for the
building sector, and they are:

e The LCA for building materials and component combinations (bottom-up).

e The LCA of the whole construction process (top-down).

According to Rodrigues et al. [158], building materials have the highest
values of embodied energy and carbon, if compared to the other processes during
the construction of the industry. In particular, more processed materials, such as
metals and concrete, contribute more than natural or less processed materials as
soil, stone and wood, because of a higher energy use necessary for their
generation. Other LCA analyses have been carried on by Adalberth et al. [159] for
evaluating which phase among manufacturing, transport, erection, use,
renovation, demolition and removal has the most significant impact for a multi-
family building located in Sweden. The results underline that the use phase
accounts for 70%-90% of the total environmental impact of the building.

The literature review shows that most of the LCA analyses in this sector are
mainly centred on the evaluation of various impacts related to new buildings,
whereas there are very few works focused on the calculation of the environmental
cost of retrofit interventions. Generally, in fact, during the building restoration, the
principal aspects which are taken into account are the prices, the structural or
energy performance of the intervention and the feasibility of the maintenance
process. Even if rare, there are some examples that use LCA analyses for orienting
retrofit interventions and selecting the option which performs better in life cycle
environmental impact than the building in the original configuration. This is the case
of the LCA analyses carried on by Gu et al. [160] for evaluating the impact of
several schemes of envelope design, applied to an office building in order to adopt
the less impacting strategy. A second example is a study conducted by Vitiello et
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al. [161], centred on the evaluation of different straightening solutions applied to a
reinforced concrete building located in Italy. In detail, the insertion of FRP sheets
on structural elements or above the surface of beams and joints, the RC jacketing
of columns, the RC shear walls installation and the base insulation are the options
investigated by using the Life Cycle Assessment. The main research finding is that,
among all categories, the base insulation has, for the specific case study, the
lowest environmental impact, representing the greenest retrofit solution. It is
essential to bear in mind that the limited use of LCA analyses for building restoration
is also due to their strict dependence to the case study and, for example, to its
vulnerability or the seismic hazard of the site.

7.3. LCA and Double Skin Fagades

The operational energy of Double Skin Facade building has been mainly
investigated, considering various configurations and climatic conditions. The
wealth of studies on the operational phase of DSFs are starkly contrasted by
extremely limited knowledge about its embodied energy and carbon. Only a few
studies provide a detailed evaluation of DSF systems from a Life Cycle Perspective,
and most of them are referred to specific conditions or locations, not allowing the
replicability of the results. Moreover, the evaluation of the life cycle impact of multi-
layer facades is usually cost-oriented for defining the real feasibility of these
systems in comparisons to less expensive solutions. LCA analyses are, in fact,
carried on by Stribling et al. [162] for calculating the projected payback period due
to various Double Facade construction systems, located in three cities different for
the climatic zone (London, Las Vegas and Winnipeg). The analysis underlines that
the DSF construction costs are higher than other restorative interventions with a
consequent longer payback period, estimated from 30 up to 200 years. Cities with
extreme conditions ensure a lower payback period thanks to the better DSF
performance. The obtained results are also confirmed by the LCA analyses
performed by Cakmanus [163] who has evaluated the insertion of a DSF,
opportunely shaded and ventilated, for the restoration of an office building in
Ankara, underlining the high constructions costs of the system.

An interesting attempt for filling the knowledge gap between operable energy
of DSFs and their life cycle performance has been made by Pomponi et al. [164].
Several Cradle-to-Gate Life Cycle analyses have been carried out to estimate the
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environmental impact of DSFs used for the restoration of an office building located
in London. The primary purpose of the study has been comparing the total
environmental impact of the DSF retrofit with a single-skin alternative. Thus, a
parametric study has been conducted for testing various DSF configurations.
Cavity width, glass composition and coating, source of construction materials, and
orientations of the building have been the investigated elements, and the
performance of each typology of DSF has been expressed in terms of embodied
energy and carbon. In total, the study has evaluated 128 Double Fagade options.
The outputs have been calculated for all LCA stages identified as follows:

e Product and construction process stages (Winning raw materials,
manufacturing/production, construction).

e Use stage (Post-occupancy, maintenance, and repair).

e End of life stage (Disassembly, disposal/recycling).

According to the obtained results, the majority of the options that consider
the restoration by inserting DSFs perform exceptionally well when looked at them
from a life cycle perspective. In detail, 98% of the DSF configurations has a better
life cycle energy performance than the single skin alternative and nearly 83% a
better life cycle carbon performance. It is clear that even if multiple facades have,
from one side, the greatest construction costs, on the other, they are able to cut
down the operational energy load, allowing more appreciable reduction than
working directly on the building envelope. However, it is crucial to bear in mind that
the effectiveness of the solution is strongly influenced by the design phase and
wrong decisions can have adverse effects on the life cycle balances and the real
feasibility of the retrofit intervention. In conclusion, even with a higher initial
construction cost, the DSF could be considered as a successful means to reduce
the life cycle energy consumption of existing buildings as well as a low-carbon
technology for their sustainable refurbishment.

7.4. LCA Applied to the Engineered Double Skin Fagade

LCA analyses are performed for evaluating the environmental impact related
to the Double Skin Facade options investigated in the current work. The primary
purpose of the study is orienting the choice towards the most eco-efficient solution
for minimising the impact that a such conceived system could have on the
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environment. It is essential to underline that the here presented analyses are not
referred to the whole life cycle of DSFs but take into account only primary aspects,
putting in evidence the estimated differences between one configuration and the
others. Moreover, the results are referred to the impacts due to the generation,
transportation and disposal of building materials (steel structure and glazed
surfaces), ignoring BRAD devices. The calculations are performed with both
DesignBuilder and One Click LCA tool. In detail, DesignBuilder is used for
estimating the Embodied and Equivalent Carbon, whereas One Click LCA shows
results in terms of Global Warming impact category.

The Embodied Carbon represents all the CO, emitted in the producing
materials. It is estimated to extract and transport raw materials as well as emissions
from manufacturing processes. It is used as an indicator for identifying elements
which are carbon-intensive and promote alternative options able to reduce the
amount of CO; realised. The Equivalent Carbon is similar to the Embodied index
but it also includes the effects of other greenhouse gases providing an equivalent
amount of CO, that would cause the same quantity of global warming as the actual
greenhouse gases emitted by the processes involved in the material production.
The Global Warming potential can be defined, instead, as the parameter which is
able to describe changes in local, regional, or global surface temperatures caused
by an increased concentration of greenhouse gases in the atmosphere. It is
calculated in carbon dioxide equivalents meaning that the greenhouse potential of
emission is given in relation to CO..

The Global Warming potential is estimated for three main LCA stages. The
first considers the emissions generated when raw materials are taken from nature
and transported to industrial units for being processed. This phase takes into
account the transport impact due to the movement of all raw materials from
suppliers to the manufacturer's production plant as well as impacts of the
production of fuels and those caused by the material processing. The second stage
evaluates the transportation of materials from the production plant to the building
site. Finally, the last phase is the deconstruction, and it evaluates the impacts for
processing recyclable construction waste flows or for landfilling waste streams that
can not be recycled.

Figure 7.4 depicts the comparison, made in terms of Embodied and
Equivalent Carbon, associated with each DSF configuration. According to the
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results, the lower environmental impact is ensured by the Multi-Storey typology,
which has the smallest value of Embodied and Equivalent Carbon. This
configuration, in fact, does not present any partition of the cavity and, for this
reason, it uses the lowest amount of materials, with a consequent reduced
environmental impact. Also the Shaft-Box typology allows a discrete performance.
The insertion of vertical partitions increases the CO, emissions, conferring higher
values if compared to the Multi-Storey typology but lower than the estimations
referred to the Corridor and Box-Window DSF. The two last configurations have
similar performances and show the highest emissions. In particular, the Box-
Window Double Skin, presenting small cells subdivided by horizontal and vertical
partitions, has the most significant impact, quantified as the double of the values
calculated for the Multi-Storey configuration.
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Figure 7.4. Embodied and Equivalent Carbon estimated for the selected DSF options.

Evaluating the Global Warming impact (Figure 7.5 to Figure 7.8), it is clear
that, among the various stages, higher CO, emissions are related to the material
processing, and this is valid for all DSF configurations and structural components.
The Multi-Storey DSF (Figure 7.5) shows its most significant emissions for
processing glazed surfaces. Also the steel frame component accounts for a high
value, whereas ceilings and floors impact in the same way and with a very low
amount. The disposal of the structural components does not substantially affect
Global Warming. Similar considerations can be made for the Shaf-Box
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configuration (Figure 7.6) for which only a few variations appear. The insertion of
vertical partitions for subdividing the cavity, in fact, causes higher emissions related
to the glazed surfaces and steel frame. A greater impact is estimated, instead, for
the Corridor (Figure 7.7) and Box-Window (Figure 7.8) typologies. In both cases,
the predicted Global Warming impact is generally much higher than the previous
configurations, especially for the emissions referred to the material processing of
the floor component that are more than six times bigger than the Multi-Storey and
Shaft-Box DSF.
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Figure 7.5. Global Warming impact category referred to the Multi-Storey DSF.
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Figure 7.6. Global Warming impact category referred to the Shaft-Box DSF.
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Figure 7.7. Global Warming impact category referred to the Corridor DSF.
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Figure 7.8. Global Warming impact category referred to the Box-Window DSF.

7.5. Conclusions

The performed LCA analyses underline the significant environmental impact
of the suggested Double Skin Fagades. The insertion of a new layer for the
structural and energetic retrofit of existing buildings, in fact, involves a considerable
investment, in terms of money and materials. According to the estimations, the
amount of CO, equivalent emitted for all DSF typologies is much bigger than the
one that would be related to commonly adopted retrofit interventions. This is due
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to the use of high processing materials as metal and glass. Moreover, the material
generation phase has the most significant responsibility for emissions. In contrast,
the transportation and the end-of-life stage weakly affect the outputs. For all DSF
configurations and components, in fact, the material processing accounts for 86%
up to 97% of the total emissions of a single element, evaluating its life cycle. The
other stages, in comparisons, seem to be negligible with very low CO, emissions.

A second important finding is referred to the LCA performance of each DSF
typology. As expected, the Multi-Storey DSF ensures, according to the selected
LCA indicators, the lowest environmental impact. The absence of any type of cavity
partitions allows the reduction of the used materials with the consequent
decrement in terms of environmental impact. Good performances are also
estimated with the Shaft-Box facade, whereas the Corridor and Box-Window
configurations confirm to be the most impacting due to the relevant number of
components.

In conclusion, performing LCA analyses for evaluating the environmental
impact of DSF systems could be the unique and reliable method able to orient
design choices to more eco-efficient solutions. In this way, the effectiveness of the
Double Fagade is evaluated not only in terms of operable energy but also
considering the other stages not related to the use of the building. Moreover,
performing Life Cycle Assessment analyses, environmental or cost-oriented, is the
sole option for the correct calculation of the payback period estimated for the whole
life cycle of the retrofit solution.
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8.Conclusions

In the current dissertation, the holistic renovation of existing buildings by
inserting an Engineered Double Skin Fagade is proposed. The suggested solution,
able to increase the structural service life while pursuing safety, sustainability and
resilience was evaluated by means of multisectoral simulations and Life Cycle
Thinking approaches. Structural, energy, fluid dynamics and LCA analyses were
performed for testing the effectiveness of the DSF and estimating the
improvements achievable in case of retrofit interventions. The suggested solution
was applied to an existing reinforced concrete building, located in Pescara (Central
ltaly), which presents evident structural and energetic deficiencies and minor
architectural value.

8.1. Major Contributions and Significant Results

The energy simulations have underlined the effectiveness of Double Facades
for the retrofitting of existing buildings. By inserting a well designed and oriented
DSF, the energy consumption due to the conditioning of the occupied spaces can
be drastically reduced. In fact, thanks to its capability of acting as a buffer zone or
a ventilated channel, it allows good performances for the whole year. During the
wintertime, the external layer increases the thermal properties of the building
envelope. In the hottest months, instead, the ventilated cavity encourages the free
cooling of the inner spaces, with benefits in terms of energy requirement and
inhabitants’ comfort conditions. Among the various investigated DSFs, the Multi-
Storey configuration ensures better performances, allowing a more significant
reduction of building environmental impact than the other typologies. The
effectiveness of the solution is also confirmed by considerations about climate
change and its effects on building cooling needs, which could be mitigated by
inserting the DSF system.

Similar findings have been confirmed by performing CFD simulations.
According to the obtained results, the insertion of the Double Facade avoids the
air stagnation around the building, and the stuck effect of the cavity increases the
inner free cooling. Also in this case, the Multi-Storey DSF is the configuration with
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better performances, ensuring the highest velocity profile in comparison to the
other typologies. The effectiveness of the Double Fagade can be increased by
adopting more aerodynamic shapes, able to reduce friction losses and to
encourage cavity ventilation. Moreover, another aspect that should be taken into
account in the case of CFD simulations of DSF systems is that the use of
bidimensional analyses can lead to high uncertainty and low accuracy in the
predictions.

Besides the positive results obtained from the energy and fluid dynamics
simulations, the preformed structural analyses have confirmed the improvement
ensured by the addition of the engineered skin. The Double Fagade along with
dissipative braces improves the seismic performance of the existing structure,
increasing the safety level and overcoming the deficiencies such as vertical or in-
plan irregularities. Moreover, the retrofit solution allows incrementing the ductility
capacity of the main structure, thus complying to current Italian and European
seismic code.

Despite the multiple benefits from the structural and the energy efficiency
point of view, highlighted by the aforementioned results, the DSF remains a solution
with a non-negligible environmental impact. In fact, the use of highly processed
materials, such as steel and glass, negatively affect the overall sustainability.
Nonetheless, the adoption of the holistic approach has a lower environmental
impact than applying the retrofit solutions separately. More specifically, the lowest
environmental impact is associated with the Multi-Storey DSF configuration, thanks
to the lower quantity of materials needed.

8.2. Future Directions

Future developments of the study should be focused on various aspects.
Further analyses could be carried on in order to estimate the thermal bridging effect
on cladding systems and ventilated facades. The evaluation of the nature and
magnitude of thermal bridges due to the connection of the external skin with the
existing building envelope may be a significant weak point in thermal insulation
protection, especially in case of absent specific cares during the design stage or
the construction process.
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Optimised and more aerodynamic shapes could be suggested and tested for
improving the fluid dynamic performance of DSF technologies, and new materials
(e.g., ETFE polymers or recycled steel) could be adopted for reducing the
environmental impact of the solution. Moreover, responsive structures able to
guarantee different seismic safety levels according to the earthquake intensity
should be proposed and investigated by means of more advanced structural
analyses.

Another interesting aspect which could be analysed involves the evaluation
of the effectiveness and fluid dynamic behaviour of DSF systems by adopting a
meso-microscale numerical approach based on the definition and prediction of the
local flow patterns to be assumed as boundary conditions for the CFD and BES
simulations. By using this methodology, the air flux estimations and their effects on
the natural ventilation of the building occupied spaces would be more
representative of the real conditions and the effect of the microclimate on the DSF
performance.

Finally, proper Life Cycle Costing analyses should be carried on for
estimating the economic impact and the feasibility of the suggested solution.
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Results obtained from previous research, centred on the evaluation of the
impact of climatic files for energy simulations, are herein reported. These outputs
have been used for defining and testing a scientifically validated procedure for the
generation of local climatic data from numerical meteorological codes.

This approach has also been applied for the creation of future climatic files,
necessary for estimating the impact of climate changes on existing buildings and
orienting energy-efficient solutions.

The first stage involves the intercomparison between weather datasets
obtained from different sources. The weather data sources used correspond to the
Fifth Mesoscale Model (MM5), the HadRM3P and RCA4 regional models through
the Coordinated Regional Climate Downscaling Experiment (CORDEX) and the
International Weather for Energy Calculations (IWEC).

The evaluation is made considering the correlation coefficient (R), the
centred root-mean-square difference (RMSD) and the standard deviation (o). This
stage aims to figure out the accuracy of these climate models to describe the
pattern of the analysed climate parameters and the climatology of the city under
study. To this purpose, the datasets are compared with observed meteorological
data collected from a weather station.

In the second stage, some standard methodologies to estimate the diffused
and direct component of the global solar radiation are analysed, aiming to solve the
problem of missing separated components and to evaluate the accuracy of the
selected correlation models.

The third stage consists of creating weather data files to be used in the
building simulation software, to quantify the influence of measured/simulated
meteorological data on the evaluation of building energy performance. A set of
forecasting data is also elaborated for evaluating the building energy requirement
and comfort condition due to climate change effects, considering the case study in
the original and improved version.

The results obtained by these analyses have been published as two papers
in Q1 scientific journals (Energy & Buildings and Building Simulation) reported
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among the references as [84] and [165]. For the sake of the brevity, only the
principle results are presented in the following lines.

COMPARISON OF CLIMATIC FILES

Figure A.1 summarises the methodology followed for the generation and
comparison of climatic files.

Comparison among weather datasets

Different weather sources
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Figure A.1. Flow chart of the followed methodology.

The studied site location is the city of Asuncion in Paraguay, for which
observed data regarding six climate parameters (temperature, atmospheric
pressure, relative humidity, wind speed and direction and cloud cover) from the
mast in the Silvio Pettirossi Airport are available for the 2009 year. These values
are compared with those obtained from other sources like MM5, the HadRM3P and
RCA4 regional models through CORDEX and IWEC (referred as DB).

Normalised Taylor diagrams are elaborated for plotting correlations among
simulated and recorded values, considering both annual and seasonal (Figure A.2)

time scales.

264



Appendix A

ANNUAL
0 o1
3 02
O CORDEX-HadR3MP
Y CORDEX-RCA4
X MM5-MRF-NOAH
O MMs-PLEIM-XIU
O o8
@ REFERENCE
TEMPERATURE
0.5 RELATIVE HUMIDITY
i WIND SPEED
WIND DIRECTION
CLOUD COVER
\0.99
000 i 1
025 05 075 REF 125 15 175 2
Standard Deviations - Normalised
SPRING SCASON SUMMER SCASON

05 075 REF 125 15
Standard Deviations - Normalised

WINTER SEASON AUTUMN SEASON

€1 0 o1 0 01 4,
0.2 0.2 s
03 2 03
- co"., \\ 04

0.

0 025 05 075 ger 125 15 175 2 )
Standard Deviations - Normalised

* 1
0 025 05 075 gegr 125 15 175 2

Figure A.2. Normalised Taylor diagrams on annual and seasonal dataset.
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In general, it can be seen that the performance of the models varies
according to the simulated parameter. In most cases, the parameters having lower
RMSD and higher correlations are the temperature and the atmospheric pressure
(red and yellow markers) since they are located nearest the reference point.

The other parameters are scattered throughout the quadrant with most data
points within the 1.5 RMSD circle and correlations between 0.2 and 0.6, excluding
the datasets of DB which have, most of the times, the highest RMSD and lowest
correlation, and even negative values (spring and winter season).

Regarding the standard deviation, generally, the data points fell into the area
between the circles of 0.75 and 1.25, underling how models can represent the time
distribution of the simulated parameters with a good approximation.

According to Figure A.2, the DB (diamond marker) dataset delivers the
lowest correlation patterns for all the parameters, being the poorest performance
model since its markers are always the farthest from the reference point.

Another essential aspect which has been investigated is the solar radiation
which is not often recorded by meteorological stations but has a significant impact
on building energy simulations. Moreover, it is an essential climatic parameter for
the creation of weather data files. For all these considerations, a derived estimation
of this parameter and its components for Asuncion is described and adopted.

This estimation is made considering the sun angles and position, the latitude
and longitude of the site location, and the extra-terrestrial radiation on a horizontal
surface. The methodology has been firstly applied to the city of Sdo Martinho da
Serra (Brazil), for which solar radiations data are available and validated through a
quality control process. Moreover, this source has also been used to create and
test several correlation models for the estimation of solar radiation data.

Even though these correlation models can be applied to any location in the
world, it is important to note that Asuncion and Sdo Martinho da Serra are in the
same climatic area, in the same hemisphere and 750 km far from each other.

The methodology followed for decomposing the global solar radiation into its
direct and diffuse components can be summarised by the flow chart here inserted
(Figure A.3).
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Figure A.3. Methodology followed for the estimation of solar radiation and its components.

First, global solar radiations obtained from regional climate models and
recorded by the meteorological station have been compared in order to evaluate
the accuracy of each model in the estimation of this parameter. Then, several
empirical correlations to determine the fraction of the hourly radiation on a
horizontal plane which is diffused were used.

The correlation model, which better agreed with Sdo Martinho da Serra
observations was considered the suitable one to be used to create the weather
data files for Asuncion. Also in this case, the comparison results are depicted
through Taylor diagrams.

Figure A.4 shows annual and seasonal Taylor diagrams where the plotted
parameter is the global solar radiation, whereas Figure A.5 depicts the comparison
among the selected correlations applied to the Brazilian city. In detail, five empirical
correlations have been used, and they correspond to those developed by Erbs et
al. [166], Orgill and Hollands [167], Marques et al. [168], and the BRL model
proposed by Ridley et al. [169] and its modified version [170].
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Figure A.4. Annual and seasonal normalised Taylor diagrams on global solar radiation.
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The regional climate models, both MM5 and CORDEX, are in general able to
describe the variation of global solar radiation during the seasonal and annual
periods. In detail, the MM5 datasets (square and x markers) agree best with
observations for all seasons, considering that both MRF-NOAH and PLEIM-XIU are
always the closest to the reference point, particularly during the coldest seasons.
In fact, MM5-MRF-NOAH records the lowest distance from the reference in
autumn, with a 0.43 RMSD value and a correlation equal to 0.91.

In the same way, CORDEX is able to describe the seasonal variability of
global radiation. Nevertheless, the models deliver slightly lower correlations and
higher RMSD values than those of MM5. When compared to each other, CORDEX-
RCA4, which has a lower RMSD (0.50) and higher correlation coefficient (0.87), is
more accurate than CORDEX-HadRM3P, that has values equal to 0.51 and 0.86,
respectively.

The model developed by Campbell & Norman [75] could be useful when
measured, or simulated data for global solar radiation are unavailable (even if it is
not as accurate as the regional climate models). In general, the model tends to
estimate variations that were much greater than observations, delivering slightly
better results in the warmer seasons, recording its best value in summer and
becoming less accurate in winter.

The trend analysed for seasonal datasets is also confirmed by annual data.
The MM5 models describe the global solar radiation for the annual dataset slightly
better; MRF-NOAH with a 0.53 RMSD value and correlation equal to 0.87 and
PLEIM-XIU with a 0.54 RMSD value and 0.86 correlation. CORDEX models deliver
slightly lower correlation and higher RMSD values. Campbell and Norman’s model
improves its accuracy when the annual dataset is considered, with values of
RMSD, R and ¢ equal to 0.82, 0.82 and 1.39, respectively.

Evaluating the accuracy of empirical correlation models, it can be seen that,
in general, they estimate very short-time variability of the parameter, especially
during colder seasons, where the markers fall further from the reference point
(0=0.43 for colder seasons and 0=0.82 for warmer seasons).

Regarding correlation coefficients, the values for spring and summer season
are always lower than 0.70, while for the winter and autumn season, they decrease
to 0.40 for all empirical models. The correlation model delivering the best results in
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all seasons corresponds to the one suggested by Marques et al., which has RMSD
and correlation coefficients equal to 0.83 and 0.64 for spring, 0.82 and 0.62 for
summer, 0.98 and 0.30 for autumn and 0.95 and 0.35 for winter, respectively.

The adjusted BRL model and the original one deliver very similar results, and
the adjusted BRL model is able to describe the variation of direct solar radiation
slightly better than the original one. In fact, the adjusted BRL model has a slightly
higher correlation coefficient in every season, especially for spring and winter
seasons.

Analysing the results based on an annual dataset, the same trend in the
seasonal case is observed. The correlation model estimating the direct component
of solar radiation slightly better was the one developed by Marques, et all, delivering
values of RMSD, R and o equal to 0.90, 0.52 and 0.81, respectively.

In synthesis, the analyses carried out in this section show the accuracy of
regional climate models (MM5 and CORDEX) in estimating global solar radiation
values. Thus, the regional climate models driven by reanalysis data might be an
option when measured data for global solar radiation are unavailable.

The results also underline that the estimation of this parameter using the
model defined by Campbell & Norman, which considers the observed data of
temperature, atmospheric pressure and relative humidity, but is not as accurate as
MM5 and CORDEX regional climate models.

In regards to the analysis of empirical models for the decomposition of global
solar radiation, measured or just estimated, into its direct component, in general,
all the correlation models delivered similar results. The model developed by
Marques et all was slightly better at describing the time variability of the parameter
during the seasons and the whole year.

For this reason, it was employed to determine the direct and diffused
components of solar radiation to create the weather data files used in the energy
simulations, as described in the next sections.
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CASE STUDY DESCRIPTION

The case study consists of a historical building located in the Historic Centre
of Asuncion. It is a two-storey structure and, according to the area (188.8 m?) and
geometry, corresponds to a single-family dwelling. The ground floor is composed
of four thermal zones (lounge, circulations, bathroom, dining room and a kitchen)
and the first floor has three thermal zones (two bedrooms and one lounge) (Figure
A.6). The main thermal zone under analysis and for which the results are depicted
corresponds to Bedroom 2 (19 m?), a thermal zone on the first floor and with east
orientation.

El 4] =]
H:u tchen g Reference:
=
= |:| H mmm  External envelope
== Internal Envelope
Bath 4] Dining = P
2] L Room N S
N
|

Circulations
R Lounge

Bedroom 2

q

Ground Floor First Floor

Figure A.6. Architectural maps and thermal zones of the case studly.

For dynamic simulations, the metabolic factor is set to 1 for all thermal zones,
the values used for insulation clothing are 0.5 clo for the summer season and 1 clo
for the winter season. The input parameter values, varying according to each
thermal zone, are shown in Table A.1.

For the thermal comfort evaluation, the selected building is considered
without any heating or cooling system. However, a natural ventilation strategy is
inserted, where the minimum natural ventilation rate is defined using minimum fresh
air requirements (Table A.1).
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Table A.1. Input parameters implemented for simulations: occupation density (m?/person),
minimum fresh air (L/s*person), target illuminance (Ix) and occupation schedules.

Thermal

zone Lounge Circulations Kitchen & dining Bedroom Bathroom
Dccupatio
Occupation 53.32 64.50 59.12 43.59 53.37
density
Fresh air 4 4 14 4 10
Hluminance 200 100 300 100 150
InFern:d 39 1.57 30,28 3.58 1.67
gains
= Weekday Weekend = Weekday Weeken = Weckday Weekend = Weekday Weekend . = Weckday Weckend
2 & e 2 &
g . g g g 205
Schedule 5‘ ! B 4 1 g 2
g B 3 H 3
<, A c , 3 il g o 2 0 =\
0:00 £:00 12:00 18:00 ©:00 0:00 §:00 12:00 18:00 :00 0:00 5:00 12:00 18:00 :00 0:00 6:00 12:00 18:00 :00  0:00 £:0012:00 18:00 (:00
Time of day Titme of day Time of day Time of day Time of day

The windows operation schedule defines the operation of natural ventilation.
Thus, for summer season windows are open, and the natural ventilation is allowed
only when the outdoor temperature is lower than the indoor temperature and higher
than 20 °C. For the winter season, windows are open only when the operative
temperature is higher than the comfort temperature calculated from the CEN
15251:2014 adaptive comfort model.

Regarding the window shading (exterior venetian blinds), the aperture
operation is scheduled for the winter season: 100% open from 8 a.m. to 6 p.m. and
fully closed the rest of the day. For the summer season, the shading is on when
solar radiation reaches the medium solar setpoint of 189 W/m?, aiming to reduce
thermal discomfort due to direct solar radiation but taking advantage of natural
daylight.

First, the building is simulated in its original state with the various data files
previously created. Subsequently, its energy-efficient version is analysed to figure
out how climate change effects can influence the design and correct setting of
energy retrofit solutions.

The thermal properties of the building envelope in the original state and the
improved solutions are summarised in Table A.2.
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Table A.2. Building envelope components in the original and energy-efficient version.

Material s A c P U M,
Building component [outer to inner] (m) (W/(m-K)) (kgK)  (kgm®) (W/(m*K)) (kg/m?)
Configurations in the original state
W1 - Fagade SE orientation
30cm Wall (a) Sand-lime plaster 0015 115 1000 1800
(b) Solid brick burned 0270 0.85 840 1500 195 459
ik i () sand-lime plaster 0015 L15 1000 1800
(a)(b)(c)
‘W2 - NE orientation
20cm Wall (a) Sand-lime plaster 0015 115 1000 1800
(b) Solid brick burned 0.170 0585 840 1500 253 309
-l {nner () sand-lime plaster 0015 L15 1000 1800
(a)(b)(c)
W3 - NE, NW and SW
isan e (a) Sand-lime plaster 0015 L15 1000 1800
(b) Solid brick burned 0.120 085 840 1500 293 234
o = (c) Sand-lime plaster 0015 115 1000 1800
(a)(b)(c)
1 Calcareois Eloot (a) Calcareous tile 0.010 221 840 2550
(b) Soil-sand screed 0015 115 1000 1800 292 277
(c) Granular subbase 0.100 1.80 840 2240
R1 - Pitched Roof Tile
- (a) High density wood 0.025 029 1340 850 i i
) m (b) Ceramic clay tile 0.010 0.84 800 1500
Gl - Glazing
J]a (a) Single clear glazing 0.006 0.90 880 2500 578 5
outer inner
(a)
Configurations of the energy efficient version'*
W = :;:;“’";3'"“ (a) Thin clay plaster 0015 035 2100 3000
= (b) Glass wool felt 0.080 R=1.80 840 175
ﬁ () Sand-lime plaster 0015 115 1000 1800 045 368
I oo S
@) () () (d) (&) b = ' g :
W -Zma:;d W (a) Thin clay plaster 0.015 0.35 2100 3000
: (b) Glass wool felt 0.080 R=1.80 840 175
(c) Sand-lime plaster 0.015 L15 1000 1800 0.46 293
R e B S
(@) (b) () (d) (e) ent e il ; :
Rla - Pitched Roof Tile (a) Ceramic clay tile 0.010 0.84 800 1900
w (b) High density wood 0.025 0.29 1340 850
) () Air gap 1.000 R=0.15 1000 1200 043 1281
':’ (d) Glass wool felt 0.080 R=1.80 840 175
© (e) Plasterboard 0.030 025 1000 900
Gla - Double Glazing
(a) Single clear glazing 0.006 0.0 2500 880
(b) Air gap 0010 R=0.15 1000 1200 276 10
outer | inner (c) Single clear glazing 0.006 0.90 2500 880
(a)(b)(c)

1. To calculate the thermal parameters of the roof Rla, an equivalent constant thickness was used for the air gap.
2. For some constructive elements were considered their thermal resistance (R,) instead their thermal conductivity.
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DYNAMIC ENERGY SIMULATIONS

After generating climatic files, dynamic energy simulations were carried out.
Figure A.7 depicts the results of the annual thermal comfort evaluation, while Figure
A.8 shows the annual energy requirements of the thermal zone under analysis,
using the different climatic files and considering both, the building original state and
the energy-efficient version (there referred as the improved state).

In general, the results agree with the outputs previously analysed, where it
was concluded that the MM5 datasets tend to underestimate the temperature
parameter and to simulate shorter time variability for most of the climate
parameters. In fact, the results of dynamic simulations record the lowest
overheating rates and the highest heating needs. Nonetheless, all the models
delivered similar outputs in the annual assessment.

In the thermal comfort evaluation, the results for the CORDEX datasets, both
HadRM3P and RCA4, deliver similar results. In regards to the CORDEX-HadRM3P
dataset, the highest overheating rates are recorded, which agrees with the
previous results. Similar results are also seen in the MM5 datasets where just minor
differences are found comparing the results for MRF-NOAH and PLEIM-XIU.

Regarding the results employing the DB dataset, minor differences are
detected in the annual thermal comfort assessment when compared with the
outputs using the other datasets. This is due to the inaccuracy of the models in
describing the temperature pattern changes according to the months since they
alternately underestimate or overestimate it. This involves changes in the
distribution of overheating or underheating rates. In addition, when considering the
annual results, the values tend to offset each other through the days resulting in a
reasonable estimation of the total comfort rates.

Considering the energy efficient version, significant improvements in the
building thermal performance are estimated if compared to the original state. The
use of thermal insulation in walls and roofs is quite effective in decreasing the
discomfort rate of the building.
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Figure A.7. Annual average comfort rates according to the adaptive and static thermal
comfort, considering the original and the energy-efficient version.

In Figure A.8, the annual simulation underlines the ability of the climate
models to estimate the total annual energy requirement for both the original and
the improved state, especially in the case of MM5-MRF-NOAH, which delivered
results with an excellent approximation regarding the observed situation.

Nonetheless, both MM5 datasets tended to slightly overestimate the heating
needs, which agrees with the thermal assessment analysis, considering that they
delivered the highest underheating rates. The datasets exceeding the cooling
requirements correspond to those of CORDEX and DB.

Considering the improved state, the energy demand of the thermal zone
decreased exponentially, showing the effectiveness of the energy-efficient version
of the building, and confirming the recorded trend among all models. Thus, the
annual energy requirement is also well estimated with different weather datasets.

It is clear that the differences among the weather datasets, detected in the
statistic intercomparison of hourly values, are not reflected in the annual energy
simulation results. This is due to the inability of models to estimate the temperature
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pattern throughout the year, affecting the distribution of heating and cooling energy
needs.

Annual energy requirement [kWh]

4500
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2009 HadR3mP RCA4 MRF-NOAH PLEIM-XIU IWEC
B Heating Original State ®m CoolingOmnginal State # HeatingImproved State #Cooling_Improved State

Figure A.8. Annual heating and cooling requirement in the original and improved version.

IMPACT ASSESSMENT OF CLIMATE CHANGE

Energy dynamic simulations are also performed for evaluating the impact of
climate change on the case study, before and after the energy improvement. Low
and high Representative Concentration Pathways (RCP) climate scenarios for
2030, 2050 and 2070 are employed with a CORDEX climate model.

The RCP 4.5 and RCP 8.5 scenarios have been selected as the best and
worst scenario, respectively. The RCP 8.5 is consistent with a future with no policy
changes to reduce emissions, and the RCP 4.5 is compatible with a future with
relatively ambitious emission reductions.

Figure A.9 depicts the temperature distribution according to the datasets
obtained by the RCP 4.5 and RCP 8.5 for the time horizons and the city under
analysis. Comparing the percentage of the time during the year in which a specific
temperature is presented, the scenario that considers a future with significant
emissions reductions clearly projects a limitation in terms of temperature increase
(RCP 4.5). Thus, no substantial increases in temperature can be noted when
comparing the circles of the historical (grey lines) and the 2030 (yellow) datasets.
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With this climate scenario, the increase in temperature starts to be noted with the
2050 and 2070 weather datasets, since the circles tend to turn to the left, which
indicates the occurrence of higher temperatures.

In the same line, the trend of temperature increase is better appreciated with
the RCP 8.5 since the differences among each weather dataset are accentuated,
and the circles tend to turn to the left according to the considered time horizon,
indicating the occurrence of higher temperatures.

The historical dataset, referred to the 1990 year, shows for the temperature
recorded that the highest percentage of occurrences is 23°C. This trend is
maintained for the estimation coming from the RCP 4.5 scenario related to the year
2030. For the years 2050 and 2070, the highest percentage corresponds to a
temperature of 26 °C. For the RCP 8.5, the 2030 and 2050 weather datasets
estimate a temperature of 24 °C as the highest percentage of the occurrence.
Considering the year 2070, the highest rate of incidents for temperatures is also
26 °C.

Nonetheless, the 2070-year forecasts estimate maximum temperature
values equal to 38 °C and 40 °C, for the RCP 4.5 and RCP 8.5 climate scenarios,
respectively.

RCP 4.5 RCP 8.5
Air temperature integers (°C) Air temperature integers (°C)
14 8% & 1244 8%

1
11

h
of the vear

£

Figure A.9. Temperature distribution for the years 1990, 2030, 2050 and 2070 according
to the selected RCPs.
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Considering the temperature parameter (Figure A.10), a general increase is
projected, where the tendency that the number of hours with higher temperatures
will increase and the number of hours with lower temperatures will decrease is
outlined.

Nonetheless, both RCP climate scenarios estimate that the highest number
of hours during the year will have a temperature value between the acceptable
range (18 — 28 °C). With the RCP 8.5 scenario, a significant increase in
temperatures is highlighted. The temperatures, in fact, are outside of the comfort
range, especially for the 2070-year.

Taking as a base the observed data of the 2009 year, the number of hours
with temperatures higher than 28 °C will increase considering climate change
effects by the year 2070 in around 20% and 34% for the RCP 4.5 and RCP 8.5,
respectively.

Figure A.10. Temperature frequency, according to the selected datasets.

Figure A.11 depicts the results of the annual thermal comfort evaluation of
the case study employing different weather datasets and considering both the
original state and the energy-efficient version of the building. Through the analysis
of the results using different forecasting scenarios, the projected increase in
temperature leads to a consequent increment of the overheating rates with a
parallel decrease of the underheating percentage.

In order to analyse the differences between the employed thermal comfort
approach, it can be said that when considering a fixed temperature comfort range,
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independent of the outdoor conditions, the overheating rates are more significant
for both, the original and the energy-efficient version of the building.

In fact, even with the improved version, the overheating rates for both climate
scenarios are very significant from the year 2030, indicating the imminent need to
use HVAC systems to achieve better comfort conditions, which will lead to higher
building energy consumption. Nonetheless, the overheating rates in the original
state of the building are significantly bigger, indicating that, if no retrofit measures
are considered, the building will have uncomfortable conditions most of the year,
mainly from the 2050 and considering the RCP 8.5 scenario.
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Figure A.11. Annual average comfort rates according to the adaptive and
static approach.

Analysing the observed 2009 dataset and the case study in the original state,
a high number of values are outside of the acceptable comfort range, both for the
fixed and adaptative approach. In the energy-efficient version, a consistent
reduction of the operative temperature outside the acceptable range is recorded,
assuming as upper and lower limits the two comfort conditions. Thus, the
introduction of passive energy efficiency measures to improve the thermal
performance of the building can ensure a restraint on the variability of the operative
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temperatures through the years, and to collaborate for the steadiness of comfort
conditions inside the building.

In conclusion, the projected temperature rise due to climate changes will lead
to a consequent increment of the discomfort rates, which will be even worse if no
energy retrofit measures are adopted. Furthermore, the overheating rates on
buildings can profoundly increase if no emission reduction policies are introduced,
considering both the adaptive and the static thermal comfort approach. In fact,
considering the RCP 8.5 scenario, the discomfort rate reaches in 2070 30% and
50% respectively for the adaptive and static method, and these percentages could
be reduced to 4% and 36% introducing energy efficiency measures.

From the analysis of discomfort rates estimated for the case study in the
original and energy-efficient version, the results allow asserting that the strategy
implemented contributes for reducing the overheating phenomena significantly and
enables to maintain comfortable indoor conditions, contributing to the improvement
of occupant wellbeing. In this way, through the retrofit measures, the building has
a better capacity to face climate change effects and ensure proper conditions for
the inhabitants.
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Appendix B

Preliminary analyses are carried out on a simple building, adopted as a case
study for 3.3 Task of the ReLUIS Project. The selected building has a rectangular
shape with sizes equal to 22 x 11.5 m, and it is made of four levels above ground
for a total high equal to 12.2 m. Figure B.1 shows the architectural plan (typical
floor) and a section of the building.

N

Figure B.1. Architectural plan and section of the ReLUIS case studly.

The building has a reinforced concrete frame structure, infills made of hollow
bricks and hollow-core concrete slabs. The used concrete has a strain class equal
to C20/25, and the steel of reinforcements is FeB32k.

The transmittance values are equal to 1.20 W/m?K and 1.40 W/m?K,
respectively for external infills, composed of two layers of hollow bricks (12 + 8 cm),
and concrete slabs. For glazed surfaces, the U value is assumed as 3.7 W/m2K
with a ratio between the transparent and opaque layers equal to 15%. The
considered HVAC system, in accordance with the age of the building, presents low
energy efficiency and 0.8 and 2.5 are assumed as values respectively for the
heating and cooling equipment.

The building is realistic but not real and, for this reason, it is located in
different Italian cities according to the type of analysis that is performed:

e L’Aquila is selected for structural simulations considering the high PGA
value (0.260 g).
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e Bergamo, Messina, Pescara and Ancona are chosen for energy
simulations because representative of different climatic zones.

Energy and structural simulations are carried out to evaluate the
performance of the reference building and to estimate the improvement achievable
through the insertion of the engineered DSF.

DYNAMIC ENERGY SIMULATIONS

Various energy analyses are carried out for investigating the performance of
a Multi-Storey DSF which is considered in a first stage passive and then active.
Preliminary simulations are performed for evaluating the best sheading system,
placing the DSF, alternatively, on one and two elevations, and assuming several
cavity depths (1 m, 1.5 m, and 2 m). The case study is localised in both hot and
cold climates.

Shading systems with different size and typology are also inserted for each
configuration, and the influence of louvres with dimension equal to 0.5 m, 1.0 m
and 2.0 m and blinds with low reflectivity slats is evaluated. Figure B.2 presents a
simplification of the energy models performed for this first stage.

(a) (b) (©)

Figure B.2. Schematisation of the existing building (a) with the insertion of the DSF on one
(b) or two elevations (c).

The energy performances are evaluated supposing two different lItalian
locations, Messina (hot climate) and Bergamo (cold weather), and the investigated
parameter is the energy required for the heating and cooling of the inner spaces.
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The results here reported are subdivided for climate conditions and referred to the
pre- and post-retrofit intervention. The building in its existing configuration
represents the zero point for the evaluation of the improvement obtained with the
suggested solution. For the sake of brevity, the outputs of the energy-efficient
versions (Figure B.3 and Figure B.4) are presented in terms of
decrement/increment of the total energy requirement, expressed in percentage,
compared to the pilot case in its pre-intervention status.
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Figure B.3. Energy requirement for the cold climate with north-west and south-east DSF
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DSF CONFIGURATION REDUCTION/ INCREMENT IN ENERGY REQUIREMENT
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DSF{1.5m cavity, external blinds)

DSF(2.0m cavity, external blinds)

Figure B.4. Energy requirement for the hot climate with north-west and south-east DSF
exposition.

The obtained results underline how the insertion of the sheading system can
drastically improve the performance for all DSF configurations, and this is recorded
for both cold and hot climates. Moreover, the use of external blinds with low
reflectivity slats confirms to be the best option, conferring more significant

decrement and being more efficient in the reduction of the cavity overheating risk
during the summer period.

Once the best shading system has been defined, detailed analyses are
performed, considering the insertion of the Double Skin Fagade on the same
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reference building but exploring various options that it can assume, as depicted in
Figure B.5:

e Detached building.
¢ Internal building.
e Semi-detached building (west corner).

e Semi-detached building (east corner).

Semi-detached Building Semi-detached Building

Detached Building Internal Building (west corner) (east corner)

Figure B.5. Possible building configurations.

In the internal or semi-detached case, adiabatic blocks are inserted for
simulating the presence of adjacent buildings and avoiding heat transfer from one
construction to the other. For these analyses, the case study is considered oriented
along the east-west directrix, whereas previously, the main axis direction was
inclined towards the East-West directrix of around 53°. This choice is made for
evaluating the performance of DSF exposed to north and south, avoiding any
possible alterations due to imperfect orientations.

DETACHED BUILDING

The results presented in the following lines are referred to the case study
considered as a detached building and the DSF is inserted, respectively, on one
elevation (case b and c¢), two elevations (case d) or all fagades (case e).

I ——
(a) (b) (©) (d) (e)

Figure B.6. Schematisation of the case study in the pre-intervention configuration (a), with
the insertion of a north (b) or south DSF (c), or on two (d) and four (e) elevations.

286



Appendix B

The outputs are referred to the energy requirement, both cooling and

heating, associated with different climate conditions and due to the insertion of the
DSF on one or more elevations. Figure B.7 depicts the results for cold climate,
whereas Figure B.8 and Figure B.9 show, respectively, those estimated for mild
and hot weathers.

[MWh]

[MWh]

B Heating Requirement B Cooling Requirement

70

BO I I I I I I I
0 I I

Existing North DSF North DSF North DSF ~ South DSF ~ South DSF South DSF 2 DSF 4 DSF
building ~ (Tmcavity) (1.5mcavity) (2mcavity) (1mcavity) (1.5mcavity) (2mcavity) elevalions  elevations

- N oW B
o o & o o

Figure B.7. The annual energy requirement of a detached building for cold climates

(Bergamo).
B Heating Requirement B Cooling Requirement

50
40
30
20
,0 B

0

Existing North DSF~ North DSF~ North DSF South DSF South DSF South DSF 2 DSF 4 DSF

building (1m cavity) (1.5m cavity) (2mcavity) (1mcavity) (1.5mcavity) (2m cavity) elevations elevations

Figure B.8. The annual energy requirement of a detached building for mild climates
(Pescara).
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B Heating Requirement B Cooling Requirement
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building (1mcavity) (1.5mcavity) (2mcavity) (1mcavity) (1.5mcavity) (2m cavity) elevations elevations

Figure B.9. The annual energy requirement of a detached building for hot climates
(Messina).

INTERNAL BUILDING

The results presented in the following lines are referred to the case study
considered as an internal building with a DSF inserted, respectively, on one
elevation (case b and c¢), and two facades (case d).

]  E—
| |
() (b) (€ (d)

Figure B.10. Schematisation of the case study in the pre-intervention configuration (a),
with the insertion of a north (b) or south DSF (c) and on two (d) elevations.

The outputs are referred to the energy requirement, both cooling and
heating, associated with different climate conditions and due to the insertion of the
DSF on one or more elevations. Figure B.11 depicts the results for cold climate,
whereas Figure B.12 and Figure B.13 show, respectively, those estimated for mild
and hot weathers.
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B Heating Requirement B Cooling Requirement
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Figure B.11. The annual energy requirement of an internal building for cold climates
(Bergamo).
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Figure B.12. The annual energy requirement of an internal building for mild climates
(Pescara).
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Figure B.13. The annual energy requirement of an internal building for hot climates
(Messina).
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SEMI-DETACHED BUILDING (WEST CORNER)

The results presented in the following lines are referred to the case study
considered as a semi-detached building (west corner) with a DSF inserted,
respectively, on one elevation (case b and c¢), and two (case d) or three (case)

facades.
] I

(@) (b) () (G ()

Figure B.14. Schematisation of the case study in the pre-intervention configuration (a),
with the insertion of a north (b) or south DSF (c), or on two (d) and three (e) elevations.

The outputs are referred to the energy requirement, both cooling and
heating, associated with different climate conditions and due to the insertion of the
DSF on one or more elevations. Figure B.15 depicts the results for cold climate,
whereas Figure B.16 and Figure B.17 show, respectively, those estimated for mild
and hot weathers.

M Heating Requirement B Cooling Requirement
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g 40
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building (1mcavity) (1.5mcavity) (2mcavity) (1mcavity) (1.5m cavity) (2m cavity) elevations elevations

Figure B.15. The annual energy requirement of a semi-detached (west corner) building for
cold climates (Bergamo).
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B Heating Requirement B Cooling Requirement
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Figure B.16. The annual energy requirement of a semi-detached (west corner) building for
mild climates (Pescara).
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Figure B.17. The annual energy requirement of a semi-detached (west corner) building for
hot climates (Messina).

SEMI-DETACHED BUILDING (EAST CORNER)

The results presented in the following lines are referred to the case study
considered as a semi-detached building (east corner) with a DSF inserted,
respectively, on one elevation (case b and c), and two (case d) or three (case)
facades.
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] | ]
| [ |
(a) (b) () (d) (e)

Figure B.18. Schematisation of the case study in the pre-intervention configuration (a),
with the insertion of a north (b) or south DSF (c), or on two (d) and three (e) elevations.

The outputs are referred to the energy requirement, both cooling and
heating, associated with different climate conditions and due to the insertion of the
DSF on one or more elevations. Figure B.19 depicts the results for cold climate,
whereas Figure B.20 and Figure B.21 show, respectively, those estimated for mild
and hot weathers.

B Heating Requirement B Cooling Requirement
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Figure B.19. The annual energy requirement of a semi-detached (east corner) building for
cold climates (Bergamo).
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Figure B.20. The annual energy requirement of a semi-detached (east corner) building for
mild climates (Pescara).
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Figure B.21. The annual energy requirement of a semi-detached (east corner) building for

hot climates (Messina).

Based on the obtained results, the following findings can be noted:

e The insertion of a DSF on the north elevation ensures, for all climate

conditions and cavity depths, a decrement in terms of building energy
requirement up to 16% and the highest reduction is recorded with the 1
m cavity depth. The same trend, even better, is also confirmed by the DSF
inserted on the south elevation. Also in this case, the 1 m cavity depth
represents the best option, allowing higher decrements.

With DSF on two elevations (both north and south), the annual energy
requirement can be drastically reduced notably if the building is located
in cold or mild climates with a decrement equal to 48-51% in comparison
to the pre-intervention configuration. For hot weathers, the reduction is
not so accentuated, reaching only 20%.

In the case of semi-detached buildings, placing the DSF on three
elevations does not create more significant improvements than the
previous configurations. In contrast, if it encloses the whole building,
assuming an exoskeleton asset possible with a detached building, the
energy requirement is drastically reduced up to 50% for both cold and
mild climates. For hot weathers, instead, such configuration increases the
overheating of the cavity and, for this reason, the decrement in terms of
annual energy requirement is only equal to 9%.
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These preliminary results underline the effectiveness of the insertion of a
multi-layer facade for the energy restoration of existing buildings. The here
analysed passive DSF is particularly efficient for the heating requirement reduction
whereas, even if opportunely shaded, the overheating of the cavity impacts on the
cooling need and this increment is more evident in hot climates. For this reason,
further analyses are performed considering the DSF as an active system, and a
comparative study is carried on for estimating the reduction in terms of building
cooling requirement according to different wind directions. For these analyses, the
case study is located in Ancona (ltaly), and the investigated parameter is referred
to a weekly simulation period.

The Multi-Storey Double Skin Facade is naturally ventilated and placed on
the south elevation. The 1 m cavity, enclosed by the inner and the outer layers of
the DSF, has inlet and outlet vents that allow the natural ventilation. They are
located respectively on the bottom and the top of the external DSF layer, whereas
the inner one presents internal grills for ensuring adequate ventilation of the
occupied zone. These grills, both the internal and external ones, allow the air
continually to enter the cavity and the whole building during the hottest period. In
the wintertime, instead, they are closed to seal the cavity, and the ventilation is not
permitted to decrease the transmittance of the facade and reduce the heat losses.

The analyses are carried out for the typical summer week (19-25 August),
identified by the weather data translator as being representative of the summer
period. The simulations consider as main wind directions two cases: the first case
analyses the possibility of a wind which impacts directly on the DSF, coming from
the south (180°), and the second one studies the opposite condition, with a
northern wind (0°). Table B.1 shows the building cooling requirement associated
with the selected wind directions.

Table B.1. The cooling requirement, according to the wind direction.

Wind Direction Cooling Requirement [kWh]
South Wind 605
North Wind 662
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According to the energy simulations, the southern wind, impacting directly
on the DSF, can reduce the building cooling requirement of 10%. The airflow that
enters and goes out from the vents is higher with a 180° wind direction, and the
difference between the two configurations reaches 2 m?¥s during specific daily
hours (Figure B.22 and Figure B.23).

10

——— 180° Wind Direction - 0° Wind Direction

[m¥s]

19/08/02  20/08/02 21/08/02  22/08/02 23/08/02 24/o8f02  25/08/02 26/08/02

Figure B.22. Inlet airflow rate.

19/08/02  20/08/02 21/08/02 22/08/02 23/08/02 24/08/02 25/08/02 26/08/02

180° Wind Direction - - - - 0°Wind Direction

-16

Figure B.23. Outlet airflow rate.
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The energy simulations highlight that the most efficient condition for a
building with a Double Skin Facade is reached when the wind impacts directly on
the grills of the DSF cavity, ensuring the highest amount of natural ventilation, both
in the cavity and in the whole building, with a consequent reduction of the cooling
need of the occupied zones.

LINEAR AND NONLINEAR STRUCTURAL SIMULATIONS

In addition to energy simulations, structural linear and nonlinear analyses are
carried on to evaluate the seismic performance of the case study, before and after
the insertion of the engineered DSF. A FEM model is generated (Figure B.24), and
beam elements are used for modelling beams, columns and staircase. The
mechanical properties of the structural materials are appropriately reduced (70%
columns and 50% beams) for considering the cracked condition.

Figure B.24. Axonometry of the FEM model in the pre-intervention configuration.

Zero-length plastic hinges are inserted, and two different force distributions
are considered for pushover analyses, as suggested by the ltalian code
(NTC2018): a modal and uniform distribution of forces, for both directions (positive
and negative).

Figure B.25 depicts the capacity curves of the existing structure defined in
terms of spectral acceleration-displacement for each distribution of forces. The
positive and negative curves overlap each other in any direction and force
distribution. Analysing the capacity curves obtained from the simulations, it is
evident that the structure has a high seismic vulnerability, especially along the
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minor side (y-side). The structural capacity is 54 % of the ultimate limit state
earthquake demand. The collapse is due to flexural stresses of the elements, both
columns and beams, and, also, shear failures appear along the short columns of
the staircase.

1800
——Mode Shape x
----Mode Shape -x

Mode Shape y

Modal Shape -y
——Uniform Aceleration x

1600

1400

----Uniform Acceleration -x
1200 ——Uniform Acceleration y

----Uniform Acceleration -y

1000
600 \

200

V [kN]
g

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20 022

u [m]

Figure B.25. Pushover curves with modal and uniform force distribution.

According to the preliminary results, the Engineered Double Skin Facade is
introduced (Figure B.26b). In detail, Buckling-Restrained Axial Dampers (BRAD)
are inserted into the Double Skin in order to protect the structure through energy
dissipation. The BRADs (Figure B.26a) are modelled using plastic hinges which
simulate the dynamic behaviour of the devices.

A frame of dissipative braces is localised above all sides of the building in a
symmetrical way in order to avoid torsional phenomena of the main structure, and
a system of horizontal X braces is inserted on the last floor. In addition, the short
columns located around the staircase are confined with Fiber Reinforced Polymers
for avoiding increasing shear failures.

The insertion of the Double Skin Fagade and the improvement of the existing
building with this new technology is deeply studied through several pushover
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analyses. For the sake of brevity, Figure B.27 depicts the results obtained for only
one force distribution (the uniform one) in the y-direction, chosen for being the
weakest side of the building.

ANCHORAGE FORK

ANCHORAGE EOLTS

ETEEL BRACING

DISSIPATIVE
ELEMENT
STEEL BRACING ANCHCRAGE
WITH SPHERICAL HINGE
(a) (b)

Figure B.26. Schematisation of the BRAD system (a) and the structural model of the
building with the exoskeleton (b).
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Figure B.27. Capacity and Demand Spectrum of the building with and without DSF.

298



Appendix B

The obtained results show that the insertion of the Double Skin Fagade and
the BRAD dampers improves the global performance and the overall flexibility of
the structure, reducing the seismic vulnerability of the whole building.

In conclusion, the effectiveness of such a solution has been tested on a
simple case study and validated through the application of a holistic approach. As
seen, it represents a good option for the rehabilitation of existing buildings with poor
architectural quality and insufficient structural and energetic performances,
guaranteeing its conversion in more eco-efficient and resilient building stock.
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Appendix C

The original documents about structural details are here reported. Figure C.1
to Figure C.5 show architectural elevations, the typical plan of the whole residential
complex (a red box encloses the case study), and a section with the focus on the
balcony. Figure C.6 depicts the localisation of beams and columns, whereas Figure
C.7 and Figure C.8 present shear and flexural details of a few beams placed on the
typical floor and the roof, respectively. Shear reinforcement information of columns
are collected in Figure C.9, and the table with the flexural one is shown in Figure
C.10. The last two figures depict details of the stars (Figure C.11) and
stratigraphies of slabs and wall (Figure C.12), both internal and external.
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Figure C. 1. North-east (left) and south-west (right) elevations.
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Figure C.2. South-east elevation.
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Figure C.3. North-west elevation.

Figure C.4. Typical plans of the residential district (red box is the case study).
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Figure C.5. Building section and the detail of the balcony.
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Figure C.6. The localisation of column and beam for structural details.
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AQMATUDR N et 177-128

Figure C.7. Shear and flexural reinforcements details of some beams.
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Figure C.8. Shear and flexural details of beams placed on the roof.
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Figure C.9. Shear reinforcement details of columns.

Figure C.10. Flexural reinforcement details of columns.
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Figure C.11. Plans and shear and flexural details of the stairs.
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ANALISI DRI CARICHY
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Figure C.12. Stratigraphy of infills and slabs.
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The outputs obtained from dynamic simulations with various climatic files are
ere reported in terms of energy consumption due to the heating and cooling of the
occupied spaces.

Table D.1. Annual energy consumption estimated with the DB climatic file.

Heating Consumption Cooling Consumption

Configuration Total
9 [KWh/m?] [KWh/m?]

Original State 107.86 3.71 111.57
MS-DSF 58.96 1.36 60.32
SB-DSF 71.09 0.94 72.04

-DSF

c S. 73.79 0.79 74.58
(frontal grills)

-DSF

c S. 73.79 0.79 74.58

(lateral grills)

BW-DSF 75.43 0.70 76.12

Table D.2. Annual energy consumption estimated with the ARTA climatic file.

Heating Consumption Cooling Consumption

Configuration Total
9 [KWh/m?] [KWh/m?]

Original State 95.60 6.47 102.06
MS-DSF 52.19 4.33 56.52
SB-DSF 63.10 3.70 66.80
Cc-DSF 64.68 3.56 68.24

(frontal grills)

C-DSF 64.68 3.60 68.28

(lateral grills)

BW-DSF 66.57 3.43 70.00
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Table D.3. Annual energy consumption estimated with the Climate Network climatic file.

Heating Consumption Cooling Consumption

Configuration Total
9 [kWh/m?] [KWh/m?]

Original State 97.60 7.55 105.15
MS-DSF 52.67 4.10 56.76
SB-DSF 63.90 3.35 67.25
C-DSF 64.69 3.18 67.87

(frontal grills)

-DSF
Cc-DS ) 64.69 3.35 68.04

(lateral grills)

BW-DSF 66.95 3.16 70.11

Table D.4. Annual energy consumption estimated with the CTI climatic file.

Heating Consumption Cooling Consumption

Configuration Total
9 [KWh/m?] [KWh/m?]

Original State 102.42 5.58 108.00
MS-DSF 57.08 2.86 59.94
SB-DSF 67.58 2.00 69.58
C-DSP 68.37 1.86 70.23

(frontal grills)

C-DSF 68.37 1.74 70.11

(lateral grills)

BW-DSF 70.44 1.59 72.03

Table D.5. Annual energy consumption estimated with the PVGIS climatic file.

Heating Consumption Cooling Consumption

Configuration Total
9 [KWh/m?] [kWh/m?]

Original State 98.99 4.60 103.60
MS-DSF 46.25 1.93 48.19
SB-DSF 60.04 1.16 61.21
C'DSF, 61.94 1.08 63.02

(frontal grills)

Cc-DSF 61.94 1.10 63.04

(lateral grills)

BW-DSF 64.571 0.96 65.47
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Table D.6. Annual energy consumption estimated with the MM5-MRF-LSM climatic file.

Heating Consumption Cooling Consumption

Configuration Total
9 [kWh/m?] [KWh/m?]

Original State 90.99 2.07 93.06
MS-DSF 55.21 1.32 56.53
SB-DSF 61.68 0.91 62.60
C-DSF 61.00 0.87 61.87

(frontal grills)

-DSF
c S. 61.00 0.87 61.87

(lateral grills)

BW-DSF 63.55 0.80 64.34

Table D.7. Annual energy consumption estimated with the MM5-BK climatic file.

Heating Consumption

Cooling Consumption

Configuration Total
9 [KWh/m?] [KWh/m?]

Original State 99.47 2.39 101.86
MS-DSF 60.80 1.42 62.22
SB-DSF 66.49 1.02 67.50

C-DSP 67.20 0.94 68.13

(frontal grills)

C-DSF 67.20 0.94 68.13

(lateral grills)

BW-DSF 68.36 0.87 69.22

Table D.8. Annual energy consumption estimated with the MM5-PLEIM-XIU climatic file.

Heating Consumption Cooling Consumption

Configuration Total
9 [KWh/m?] [kWh/m?]

Original State 117.22 1.53 118.75
MS-DSF 74.11 0.93 75.04
SB-DSF 81.52 0.61 82.13

Cc-DSF 82.05 0.57 82.63

(frontal grills)

Cc-DSF 82.05 0.57 82.63

(lateral grills)

BW-DSF 83.64 0.53 84.16
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Table D.9. Annual energy consumption estimated with the 2030 climatic file.

Heating Consumption Cooling Consumption

Configuration Total
9 [kWh/m?] [KWh/m?]

Original State 65.41 19.25 84.66
MS-DSF 31.19 6.28 37.46
SB-DSF 45.54 476 50.30
c-DSF 45.33 4.71 50.03

(frontal grills)

C-DSF 45.33 477 50.09

(lateral grills)

BW-DSF 47.91 452 52.43

Table D.10. Annual energy consumption estimated with the 2050 climatic file.

Heating Consumption Cooling Consumption

Configuration Total
9 [KWh/m?] [KWh/m?]

Original State 59.11 19.06 7817
MS-DSF 27.19 6.09 33.28
SB-DSF 40.13 4.51 44.64
C-DSF 41.12 452 45.64

(frontal grills)

C-DSF 41.12 4.59 45.70

(lateral grills)

BW-DSF 43.81 4.31 48.12

Table D.11. Annual energy consumption estimated with the 2070 climatic file.

Heating Consumption Cooling Consumption

Configuration Total
9 [KWh/m?] [kWh/m?]

Original State 52.57 22.53 75.10
MS-DSF 22.68 8.27 30.95
SB-DSF 40.13 4.51 44.64
Cc-DSF 35.68 6.45 4213

(frontal grills)

Cc-DSF 35.68 6.52 42.20

(lateral grills)

BW-DSF 38.16 6.22 44.38
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Preliminary CFD analyses are carried on for testing the performance of a DSF
building with simpler shape and smaller size than the thesis case study. The main
focus of the here presented simulations is verifying the physical hypotheses
adopted for the modelling of various DSF systems. For reaching this purpose, the
obtained results are compared with CFD analyses and experimental campaigns
assessed by the Department of Civil Engineering of the Aalborg University, in
collaboration with the Department of Sciences and Methods for Engineering of the
University of Modena and Reggio Emilia [101] [171][172] [173].

The study, assumed as reference for the following simulations, is centred on
comparing CFD estimations with recorded values of Double Skin Fagade full-scale
test facility, hereafter referred as the “Cube”. Figure E.1 shows the configuration of
the test cell with the schematisation the internal zones (on the left), the pictures of
the south fagade with the DSF (in the middle) and the north elevation (on the right).
The Cube dimensions are 6 m x 6 m x 6 m and the DSF cavity depth is equal to
0.70 m.

INSTRUMENT ROOM
e

.
™ "™TT™"1 pLanTROOM
- FLANT ROOM,

(_gi

EXPERIMENT ROOM

/

DSF

Figure E. 1. Plan of the Cube (left) with photos of the southern (middle) and northern
(right) facade [101].

Initially, a bidimensional model is elaborated, and comparisons are made
among the obtained results with the measured and CFD values for the model
validation. Then, a different DSF opening configuration and a three-dimensional
model are generated for improving the effectiveness of the solution. Figure E.2
schematises the investigated options. The software used for the simulations is Star-
CCM+ (version 13).

312



Appendix E

CASE 1 CASE 2 CASE 3

Figure E.2. Schematisation of the investigated DSF configurations and models.

CASE 1: MODELLING OF THE 2D DSF FOR ITS VALIDATION.

The model geometry and principle inputs are defined according to the data
obtained from the technical documentation of the Cube. Figure E.3 shows the
surfaces used for describing both the domain and the building. Polyhedral and
prism layer meshes are used for discretising the model surfaces, and variable mesh
sizes are inserted to improve the accuracy of predictions of specific areas (e.g., the
DSF cavity) without increasing the model computational cost. The total number of
cells is 7493, and the following settings are selected for the surface meshing:

e BaseSize=0.4m
e Number of Prism Layer = 5
e Prism Layer Stretching = 1.2

e Prism Layer Thickness = 0.1 m

The same meshes are also chosen for the generation of the volume ones,
and both of them are depicted in Figure E.4. Uniform temperature conditions are
imposed at all glazed surfaces of the facades, as well as at its ground and ceiling.
The used temperature values are extrapolated by the measurement campaign
carried out for the reference test cell for which the buoyancy is supported by a
moderate upward wind differential pressure (named as Case D in the reference)
[101]. The recorded temperature values are, respectively, 14.6 °C for the air
temperature, 29.5 °C for the inner layer of the DSF and 28.6 °C for the inner
building surface. The unsteady Reynolds-Averaged Navier-Stokes (U-RANS)
model is selected for the numerical simulations. In detail, the turbulence is
considered by means of the two-equation k-o model, chosen for its capability in
obtaining good performances in case of boundary layers under adverse pressure
gradients [174]. The all y+ hybrid approach is used to determine the relationship
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between the first cell centre and the wall, solving the problem of mesh resolution
insufficiency near the wall.
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Figure E.3. Representation of domain components (left) and DSF case study (right).

(@) (b)

Figure E.4. Surface meshes (a) and volume meshes (b) of the CFD model.
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The DSF, located on the south elevation, is naturally ventilated. Thus, the air
fluxes inside the cavity are ensured by the natural convection, which should be
accurately settled for the CFD simulations. In the specific case, two main
assumptions are made: the pressure value on domain borders is fixed at zero
(pressure outlet), and the reference density inside the physics continuum is defined
according to the gas for the temperature and pressure level of the domain. The last
consideration involves the settings of the analysis, which are:

o The time step is equal to 0.05 seconds.

e The maximum physical time is set to 20 minutes

The investigated output is the velocity profile (expressed in m/s), evaluated
at different DSF heights, selected for being the same heights at which the
anemometers are placed for the experimental campaign. Various probe lines are,
in fact, inserted inside the cavity at 0.95m, 1.91 m, 2.50 m, 4.36 m, 4.70 m, 5.15
m, as schematised in Figure E.5. The results, referred to each probe line, are

plotted in Figure E.G.
—+515m

470m
436m
= =
©
& =
2.50m
1.91'm
4L,
0 07m 0.95m
ﬂh

Figure E.5. The localisation of the probe lines inside the DSF cavity.
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Figure E.6. Velocity magnitude results for various probe lines.
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The velocity magnitudes obtained by the CFD analyses here performed (full
circle marker) are in good accordance with the estimated outputs (empty circle
marker) adopted as reference for the comparisons. Moreover, both results
underline a significant variation if compared to the measured values (triangle
marker), and this is mostly due to the sensitivity of sensors located inside the
perturbated area, which confer high uncertainty to the records. According to the
outputs, the model can be considered able to predict the correct fluid dynamic
behaviour of the DSF.

CASE 2: MODELLING OF THE IMPROVED DSF (2D).

The second stage of the study is testing a different configuration of Double
Facade in which the inlet and outlet openings are not partial but fully open. The
simulation settings and hypotheses adopted for the previous model are also
confirmed in this case. The same criteria are followed for the model surface
definition and meshing (see Figure E.7 and Figure E.8) and for the analysis settings.
The total number of cells used for discretising the domain and building is 71376.

wall 2
\"- /\< Roof
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Figure E.7. Representation of domain components (left) and the improved DSF
configuration (right).
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@) (0)

Figure E.8. Surface meshes (a) and volume meshes (b) of the improved CFD model.

The time step used for the simulation is 0.1 seconds, whereas the maximum
physical time is 20 minutes. The results are presented in terms of velocity
magnitude, extrapolated for various probe lines depicted in Figure E.9.

PARTIALLY OPEN CAVITY MODEL OPEN CAVITY MODEL
[ -
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0 0.7m ,/7 =om :
/
—

Figure E.9. The localisation of the probe lines inside the original and improved version of
DSF cavity.
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Figure E.10. Velocity magnitude results for various probe lines, referred to the DSF base
case and its improved version.
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The obtained results, plotted in Figure E.10, underline that higher velocities
are estimated for the completely open cavity than the base case. This phenomenon
is due to the presence, in the first case, of not aerodynamic profiles which causes
velocity losses.

CASE 3: MODELLING OF THE IMPROVED DSF (3D).

After testing the effectiveness of the improved version of DSF case study, a
3D model is elaborated in order to quantify the impact of lateral openings on the
cavity air fluxes. The previously adopted assumptions are also confirmed in this
case, and the scale factor between building and domain is set to 10%. The total
model cells are 657736, whereas the settings inserted for the surface meshing are:

e BaseSize=0.4m
e Number of Prism Layer = 5
e Prism Layer Stretching = 1.2

e Prism Layer Thickness = 0.1 m

Figure E.11 and Figure E.12 depict, respectively, the components of the
domain and building and the generated surface and volume meshes. The
simulation settings adopted for the analysis are the same of the previous cases.
The only variation is referred to the time step, which is fixed at 0.01 seconds for
solving model convergence problems.

The obtained results, expressed in terms of velocity magnitude regarded
each probe line, are presented in Figure E.13 and compared with the 2D
configuration. According to the outputs, there are no significant variations between
the estimations coming from the 2D (full circle marker) and 3D (empty circle
marker) models. In fact, the 2D model is able to describe the air fluxes inside the
DSF cavity with good accuracy and less computational cost than the three-
dimensional simulation which, instead, is much more complex and with higher
solving times.
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Figure E.11. Representation of domain components (left) and the improved DSF
configuration (right) for the 3D simulation.
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Figure E.12. Surface meshes (a) and volume meshes (b) of the improved 3D CFD model.
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Figure E.13. Velocity magnitude results for various probe lines, referred to the improved
DSF configuration for the 2D and 3D models.
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The properties of the considered seven records used for the Time History
analyses are here reported. The records are real earthquakes, scaled to fit Pescara
Response Spectrum at the Life Safety Limit State and Damage Limit State. The
Program Rexel (Version 3.5) was used for the selection of the records. The
obtained records are referred to a maximum scale factor equal to 1.8 for the LSLS
and 1.3 for the DLS, and upper and lower tolerance, respectively, equal to 15%
and 10%. For each couple of record, the x and y-component are plotted. The first
set of accelerograms are referred to the DLS (from Figure F.1 to Figure F.15),
whereas the second one to the LSLS (from Figure F.16 to Figure F.30).

=1.026

mean
T T

Combination no. 1, SF

—000170xa EQ: 81, SF: 1.3606
001959xa EQ: 210, SF: 4 0426
—— 000042xa EQ: 30, SF: 0.19005
—— 000500xa EQ: 286, SF: 0.58034
——007329xa EQ: 2343, SF: 0.23735
000335xa EQ: 158, SF: 0.85511
——000879xa EQ: 349, SF: 0.36576
——000170ya EQ: 81, SF: 0.61718
—— 00195%ya EQ: 210, SF: 33782
——000042ya EQ: 30, SF: 0.39146
——— 000600ya EQ: 286, SF. 0.93984
007329ya EQ- 2343, SF: 0.26087
000335ya EQ: 158, SF: 0.83163
——000879ya EQ:- 349, SF. 03124
Target spectrum
===== Lower Tolerance
------ Upper Tolerance
— Average spectrum
= === Range of pericds

Sa(T) [g)

—
2
Tls]

Figure F. 1. The set of accelerograms referred to the Damage Limit State (DLS).
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Accelerogram 1_xa
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Figure F.2. Record of the Basso Tirreno (15/04/1978) earthquake, x-component (DLS).
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Figure F.3. Record of the Basso Tirreno (15/04/1978) earthquake, y-component (DLS).
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Accelerogram 2_xa
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Figure F.4. Record of the Kyllini (16/10/1988) earthquake, x-component (DLS).
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Figure F.5. Record of the Kyllini (16/10/1988) earthquake, x-component (DLS).
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Accelerogram 3_xa
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Figure F.6. Record of the lonian (04/11/1973) earthquake, x-component (DLS).
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Figure F.7. Record of the lonian (04/11/1973) earthquake, y-component (DLS).
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Accelerogram 4_xa
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Figure F.8. Record of the Umbria Marche (26/09/1997) earthquake, x-component (DLS).
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Figure F.9. Record of the Umbria Marche (26/09/1997) earthquake, y-component (DLS).
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Accelerogram 5_xa
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Figure F.10. Record of the Faial (09/07/1998) earthquake, x-component (DLS).
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Figure F.11. Record of the Faial (09/07/1998) earthquake, y-component (DLS).
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Accelerogram 6_xa
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Figure F.12. Record of the Alkion (25/02/1981) earthquake, x-component (DLS).

Accelerogram 6_ya
1.50

1.00
0.50

0.00

[m/s?]

-0.50
-1.00

-1.50
Tls]

Figure F.13. Record of the Alkion (25/02/1981) earthquake, y-component (DLS).
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Accelerogram 7_xa
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Figure F.14. Record of the Dinar (01/10/1995) earthquake, x-component (DLS).
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Figure F.15. Record of the Dinar (01/10/1995) earthquake, y-component (DLS).
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Figure F.16. The set of accelerograms referred to the Life Safety
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Figure F.17. Record of the lonian (04/11/1973) earthquake, x-component (LSLS).
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Accelerogram 1_ya
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Figure F.18. Record of the lonian (04/11/1973) earthquake, y-component (LSLS).
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Figure F.19. Record of the Umbria Marche (26/09/1997) earthquake,
x-component (LSLS).
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Accelerogram 2_ya
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Figure F.20. Record of the Umbria Marche (26/09/1997) earthquake,
y-component (LSLS).
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Figure F.21. Record of the Alkion (25/02/1981) earthquake, x-component (LSLS).
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Figure F.22. Record of the Alkion (25/02/1981) earthquake, y-component (LSLS).
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Figure F.23. Record of the Adana (27/06/1998) earthquake, x-component (LSLS).
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Figure F.24. Record of the Adana (27/06/1998) earthquake, y-component (LSLS).
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Figure F.25. Record of the Umbria Marche (aftershock) (06/10/1997) earthquake
x-component (LSLS).
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Accelerogram 5_ya
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Figure F.26. Record of the Umbria Marche (aftershock) (06/10/1997) earthquake,
y-component (LSLS).
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Figure F.27. Record of the Dinar (01/10/1995) earthquake, x-component (LSLS).
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Figure F.28. Record of the Dinar (01/10/1995) earthquake, y-component (LSLS).
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Figure F.29. Record of the Izmit (aftershock) (13/09/1999) earthquake,
x-component (LSLS).
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Figure F.30. Record of the Izmit (aftershock) (13/09/1999) earthquake,
y-component (LSLS).
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