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Abstract

Machine learning experimentation under controlled scenarios and standard datasets
is necessary to compare algorithms performance by evaluating all of them in the same
setup. However, experimentation on how those algorithms perform on unconstrained
data and applied tasks to solve real world problems is also a must to ascertain how that
research can contribute to our society.

In this dissertation we experiment with the latest computer vision and natural lan-
guage processing algorithms applying them to multimodal scene interpretation. Par-
ticularly, we research on how image and text understanding can be jointly exploited to
address real world problems, focusing on learning from Social Media data.

We address several tasks that involve image and textual information, discuss their
characteristics and offer our experimentation conclusions. First, we work on detection
of scene text in images. Then, we work with Social Media posts, exploiting the captions
associated to images as supervision to learn visual features, which we apply to multi-
modal semantic image retrieval. Subsequently, we work with geolocated Social Media
images with associated tags, experimenting on how to use the tags as supervision, on
location sensitive image retrieval and on exploiting location information for image tag-
ging. Finally, we work on a specific classification problem of Social Media publications
consisting on an image and a text: Multimodal hate speech classification.
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Resum

L’experimentació en aprenentatge automàtic en escenaris controlats i amb bases de
dades estàndards és necessària per a comparar el rendiment entre algoritmes avaluant-
los sota les mateixes condicions. Però també és necessària l’experimentació en com
es comporten aquests algoritmes quan són entrenats amb dades menys controlades i
aplicats a problemes reals per indagar en com els avanços en recerca poden contribuir
a la nostra societat.

En aquesta tesi, experimentem amb els algoritmes més recents de visió per ordi-
nador i processament del llengua natural aplicant-los a la interpretació d’escenes mul-
timodals. En particular, investiguem en com la interpretació automàtica d’imatges i
text es pot explotar conjuntament per resoldre problemes reals, enfocant-nos en apren-
dre de dades de xarxes socials.

Encarem diverses tasques que impliquen informació visual i textual, discutim les
seves particularitats i reptes i exposem les nostres conclusions experimentals. Primer
treballem en la detecció de text en imatges. A continuació, treballem amb publica-
cions de xarxes socials, fent servir els subtítols textuals associats a imatges com a super-
visió per apendre característiques visuals, que apliquem a la cerca d’imatges semàn-
tica amb consultes multimodals. Després, treballem amb imatges de xarxes socials
geolocalitzades amb etiquetes textuals associades, experimentant en com fer servir les
etiquetes com a supervisió, en cerca d’imatges sensible a la localització, i en explotar
la localització per l’etiquetatge d’imatges. Finalment, encarem un problema de classi-
ficació específic de publicacions de xarxes socials formades per una imatge i un text:
Classificació de discurs de l’odi multimodal.
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Resumen

La experimentación en aprendizaje automático en escenarios controlados y con bases
de datos estándares es necesaria para comparar el desempeño entre algoritmos eval-
uándolos en las mismas condiciones. Sin embargo, también en necesaria experimentación
en cómo se comportan estos algoritmos cuando son entrenados con datos menos con-
trolados y aplicados a problemas reales para indagar en cómo los avances en investi-
gación pueden contribuir a nuestra sociedad.

En esta tesis experimentamos con los algoritmos más recientes de visión por or-
denador y procesado del lenguaje natural aplicándolos a la interpretación de escenas
multimodales. En particular, investigamos en cómo la interpretación automática de
imagen y texto se puede explotar conjuntamente para resolver problemas reales, en-
focándonos en aprender de datos de redes sociales.

Encaramos diversas tareas que implican información visual y textual, discutimos
sus características y retos y exponemos nuestras conclusiones experimentales. Primer-
amente trabajamos en la detección de texto en imágenes. A continuación, trabajamos
con publicaciones de redes sociales, usando las layendas textuales de imágenes como
supervisión para aprender características visuales, que aplicamos a la búsqueda de
imágenes semántica con consultas multimodales. Después, trabajamos con imágenes
de redes sociales geolocalizadas con etiquetas textuales asociadas, experimentando
en cómo usar las etiquetas como supervisión, en búsqueda de imágenes sensible a lo-
calización, y en explotar la localización para el etiquetado de imágenes. Finalmente,
encaramos un problema de clasificación específico de publicaciones de redes sociales
formadas por una imagen y un texto: Clasificación de discurso del odio multimodal.
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Chapter 1

Introduction

1.1 Visual and Textual Data

1.1.1 Images

Humans obtain information from the environment though their senses and process it
in the brain. Furthermore, we are able to remember that processed information and
use it in further reasoning. Particularly, the human visual system allows us to perceive
light, which we define as the portion of the electromagnetic spectrum that can be per-
ceived by human eyes. Analyzing the light emitted or reflected by objects in our sur-
roundings we are able to get information about them as their shape or color, which is
nothing else than our interpretation of wavelengths and amplitude of the electromag-
netic waves reflected by them. This provides us with valuable information to interpret
the scene; to interpret our surroundings.

Humans have developed sensors able to measure the characteristics of the elec-
tromagnetic waves they receive. Digital cameras use image sensors which produce a
certain electrical charge depending on the electromagnetic waves received. Cameras
can be designed to be sensible to any wavelength, but the most common camera is sen-
sible to similar wavelengths as our eye. That is because its objective is to capture the
same data our eye is sensible to, in order to be able later to display it to be interpreted
by a human eye. Light sensors cannot distinguish between the different wavelengths
they receive, but our eye does, so to get a color image we need to capture that infor-
mation. To do that, a camera splits the light in red, green and blue wavelengths and
captures each one with different sensors. We call the signal captured by each set of
red, green and blue light sensors an image channel, and combining them we recreate
the different color sensations humans can perceive. Cameras generate images with a
certain resolution that depends on the number of sensors and it is measured in pixels.
Each pixel lighting is encoded by three values which measure the red, green and blue

1
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light intensities.

With the digital revolution imaging devices have become omnipresent and trans-
formed the daily life of millions of people around the globe. Millions of images are
published on Internet daily and capturing and publishing images in Social Media is
nowadays an standard way of communication for many people. Images for a com-
puter are 2-D matrices of colours, and colours are 3-D vectors (one dimension per
RGB channel) of values between 0 and 255 (see Figure 1.1). Those image encodings
are useful for storing and displaying images, but are not interpretable by a computer.
The computer vision community is dedicated to develop algorithms to extract useful
information from images, and the field has lately advanced rapidly thanks to the de-
velopment of neural networks (NN) and deep learning. Particularly, now we dispose
convolutional neural network (CNN) models able to turn an image into an compact
representation containing the information important for the task they are trained for.

Figure 1.1: Grayscale image pixel values (0-255). RGB images are encoded similarly but
with one matrix per RGB color. Image source: https://openframeworks.cc/

1.1.2 Language: Speech and Text

Languages are structured systems of communication. Human language has two main
representations: speech and text. The minimum unit of speech is a phoneme, and
we group phonemes to form words that carry semantic content. Words can be further
grouped to form sentences or longer speeches with more complex meanings. Text al-
lows to communicate speech though the human visual system. It consists on a set of
visual symbols that represent sounds, called letters. Those letters are grouped to form
words as phonemes are, and further grouped to create more complex structures such
as sentences or passages.

Speech and text are represented in computer science using characters, which are
a set of symbols that includes letters and other textual symbols, such as punctuation.
Those characters are encoded using a system such as the ASCII code. In some com-
puter science applications, language is encoded at a word level instead of character
level. A vocabulary is created by defining a limited set of words and assigning each one
of them an index, used to represent it. The natural language processing community
has proposed different approaches to learn representations for words which encode
their semantic meaning, which are explained in Chapter 2.

https://openframeworks.cc/
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1.1.3 Image and Text Compositions

In this thesis we research on machine learning models that jointly interpret images
and text. We define different image and text compositions depending on the type of
text and on the association they have, which is an important aspect in this research, as
we will see in Chapter 4.

Text Associated to Images

With text associated to images we refer to paired image and textual data. That is a
common data type in nowadays Web and Social Media, where webs, blog posts, or
Social Media publications tend to combine both data modalities. The text associated
to images can be very diverse, but in here we define three categories that group the
most common data and are relevant in our further experiments. An example of an
image with those three types of associated text is shown in Figure 1.2.

Article

Young gray and white cats 
usually climb to high positions 
when they get to new places. 
They do so to get a general view 
and understanding of the new 
location. Those cats, usually ...

Caption

Our new cat on top of a mattress 
inspecting his new home.

Tags

cat, mattress, welcome, flatmate 
barcelona

Figure 1.2: An image with an associated article, caption, and tags.

• Article: A long text, consisting on several sentences, associated to an image that
appears on it. Examples would be a Wikipedia article, a news article or a blog
post.

• Caption: A sentence attached to an image. It can describe the image content or
contain other information. Examples would be Instagram posts or Twitter posts
consisting on an image and a short associated text.
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• Tag: An image can be accompanied (tagged) with tags, also called hashtags.
Those are words that the user associates to images and that generally indicate
categories, which can refer to the content or be more abstract. Examples are
Flicker or Instagram tags, which are used to made images searchable.

Text in Images

Text can also appear in the image content. We define three different categories of text
in images, which are common in the computer vision community. Figure 1.3 shows an
example of them.

Figure 1.3: Examples of handwritten text (left), machine printed text (center), and
scene text (right).

• Handwritten Text: Handwritten text which is photographed in foreground.

• Machine Printed Text: Machine printed text which is photographed in fore-
ground.

• Scene Text: Text that appears integrated in a scene with other visual information.

1.1.4 Image and Text Semantic Relations

Images and text, regardless of their composition, can have different semantic relations
between them. Figure 1.4 shows an example of an image with associated captions with
different semantic relations.

Synergetic

Image and text carry overlapping information. An example would be an image of a bus
and a text describing the bus appearance.
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Complementary

Image and text carry different information that together make a context, which ex-
plains more than any modality on its own. An example would be an image of a bus
with a caption mentioning its destination.

Not Relevant Semantic Relation

Text does not add relevant context to interpret the scene. An example would be an
image of a bus with a caption about climate change.

Synergetic

A gray and white cat on top of a 
mattress.

Complementary

The most common pet in 
Barcelona

Not Relevant

Hello summer!

Figure 1.4: Images and associated text with different semantic relations.

1.2 Images Associated Text as Supervision

Supervised machine learning learns from samples with annotations. In the image un-
derstanding field, a typical supervised learning scenario is learning from images with
associated labels. Those labels indicate which categories (or classes) an image belongs
to, and usually have an associated textual descriptor. The labels have a synergetic se-
mantic relation with the image, since they refer to categories visually identifiable in the
image. A drawback of supervised learning, and specifically supervised deep learning,
is that a huge amount of annotated data is required to achieve good performances, and
manual data annotation is an expensive process. An alternative to supervised learning
is to learn from images with associated text. That is possible if images and text have a
synergetic semantic relation. In that scenario, the images and the text carry overlap-
ping information, as it happens in supervised learning with images and labels. Simi-
larly as we do in the later, we can exploit the text as supervision to learn visual features.



Introduction 6

The text supervision setup closer to a traditional supervised scenario is when the asso-
ciated text are image tags. Tags, or hashtags, are also words associated to images, but
should not be confused with supervised labels: The differences are that hashtags are
not limited to a predefined set of classes, do not have a fix semantic relation with the
image, and are not intentionally assigned to images for learning purposes. Text with
other formats associated to images can be also used as supervision, as we will see in
Chapter 4. The benefits of learning with text supervision compared to traditional su-
pervised learning, is that paired images and text are available in the Web and Social
Media unlimited. The challenges are that image and text associations are noisy and
unconstrained: For a successful learning with text supervision, the paired images and
text are required to have a synergetic semantic relation, but that is hard to guarantee
in Web and Social Media data.

1.3 Outline, Research Questions and Contributions

In this section we summarize the content and the opened research questions of each
one of the chapters of this thesis.

Chapter 2

We explain background on neural networks optimization, explaining deeply Cross-
Entropy Loss and Ranking Loss, which are the ones we experiment with later in our
research. We also explain briefly state of the art text representation methods.

Chapter 3

Research Question 1: What kind of visual features does a neural network trained to
detect text in an image learn?

Research Question 2: Can we train a neural network to learn and transfer text styles?

We develop models to detect pixels containing text in an image, analyze which visual
features a neural network learns to detect text, and improve the former state of the
art scene text detection pipeline. An important observation is that we learn texture
textual features hence text detection can be script independent, as shown in Figure 1.5.
Also, we propose a model able to change the text style in an image learning from a
single sample (see Figure 1.6), and demonstrate that it is a useful data augmentation
technique to train an scene text detector.
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Figure 1.5: Results of pixel level text detection (explained in Chapter 3)

Figure 1.6: Results of text style transfer on scene text images (explained in Chapter 3)

Chapter 4

Research Question 3: How can we exploit Social Media images with associated captions
to learn visual features?

Research Question 4: What are the possible applications of learning with text supervi-
sion from Social Media data?

We work with Social Media data consisting of images with an associated textual cap-
tion, using the text as supervision to learn visual features. We learn image semantic
embeddings in different textual semantic embedding spaces and present results on
multimodal image retrieval, as the ones shown in Figure 1.7, which show the poten-
tial of this methodology. The presented system is able to retrieve images semantically
related to a given word, an arithmetic combination of words or a multimodal query
formed by a word and an image. Additionally, we present a more specific application
of that methodology, where we work with Instagram data related to Barcelona to learn
which visual features different language speakers associate with the neighbourhoods
of Barcelona.
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Figure 1.7: Image retrieval results for multimodal queries composed by an image and
text (explained in Chapter 4)

Chapter 5

Research Question 5: Which is the best method to learn from images with associated
tags?

Research Question 6: Can location information be exploited to boost image tagging
performance?

Research Question 7: Can we train a retrieval system to find images associated to a
given tag and near to a given location?

We extend the work on joint visual and textual modeling to an additional modality:
location. Learning from a large scale dataset of Flickr images with tags and location in
form of latitude and longitude. First, we benchmark different methods to learn visual
features from images with associated tags. Second, we propose a model able to exploit
location information in the image tagging task and to retrieve images related to a given
tag and near to a given location, as shown in Figure 1.8.

#bridge

Paris, 
France

Rome, 
Italy

Tokyo, 
Japan

Amsterdam, 
Netherlands

New York, 
United States

Beijing, 
China

San Francisco 
United States

Sydney, 
Australia

Figure 1.8: Image retrieval results for bridge and different query locations (explained in
Chapter 5)
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Chapter 6

Research Question 8: Can we exploit the joint context provided by textual and image
data for hate speech classification?

We address the task of hate speech detection on Twitter publications formed by a text
and an image. We create and annotate the first dataset for multimodal hate speech
detection and propose different models that jointly analyze visual and textual infor-
mation. We consider both the text associated to the images (in this case the tweet text)
and the text that might appear in the image (see Figure 1.9).

People in Europe is used to this.

Image

Image Text

Image Caption

Multimodal 
Modeling Hate Speech?

Figure 1.9: Multimodal hate speech detection setup (explained in Chapter 6)
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Chapter 2

Background

Before the deep learning revolution image understanding pipelines where based on
handcrafted features. That is, on manually designed feature extractors, such as HOG [11]
or SIFT [58], that aimed to extract image representations useful for image understand-
ing tasks. In 2012 Alex Krizhevsky et al. won by a big margin the Imagenet [37] image
classification competition with AlexNet [46], a Convolutional Neural Network. Since
then, CNN and deep learning based approaches have outperformed traditional tech-
niques in all the image understanding tasks, such as image classification, object detec-
tion or image retrieval. CNN do not require human designed feature extractors. They
take as inputs raw image pixels data and are optimized to solve a given objective task.
They automatically learn, from raw image data, to extract image features useful for the
optimization, features that have been proven to be very powerful for many different
tasks, even when the CNN has not been specifically optimized for them.

The drawback of CNN, and in general of deep learning techniques, is that they
are data hungry, much more than traditional image understanding techniques. To
learn features from raw image pixels that generalize, they need to be trained with a
big amount of annotated data, which is usually expensive to obtain. In the Chapters 3
and 4 of this dissertation, however, we propose methods to learn from images with
associated text we can find in Web and Social Media, which allows to learn powerful
image representations disregarding image annotations.

Neural Networks are trained by optimizing loss functions which have as inputs the
network outputs. At each training forward pass the gradient of the loss functions with
respect to the network outputs is computed, and then the gradient with respect to the
rest of network neurons, using the chain rule, until the inputs. In the backward pass,
the parameters of the network are updated to reduce the loss for that forward pass,
a process which is known as backpropagation [76]. A multitude of loss functions have
been proposed to optimize neural networks. However, there are two losses, or loss fam-
ilies, that are widely used: Cross-Entropy Loss and Ranking Loss. In this dissertation
we experiment with them and compare their results in different tasks and setups.

11
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This thesis covers different tasks involving textual and visual data. To ease its read-
ing, we include at the beginning of each chapter a background section covering the
basis and the related work of the tasks related to the Chapter, while in this Background
Chapter we review Cross-Entropy Loss, Ranking Loss and Text Representations, which
are general concepts we will go back to across the dissertation.

2.1 Cross-Entropy Loss

2.1.1 Classification Tasks

We start explaining two classification tasks where Cross-Entropy Loss is commonly
used: multi-class classification and multi-label classification, ilustrated in Figure 2.1.

Figure 2.1: Multi-class and multi-label classification tasks examples in a setup with
three classes: Sun, moon and cloud.

Multi-Class Classification

One-of-many classification. Each sample can belong to one of C classes. The network
will have C output neurons that can be gathered in a vector of scores s. The target
(ground truth) vector t will be a one-hot vector with one positive class and C −1 nega-
tive classes. This task is treated as a single classification problem of samples in one of
C classes.

Multi-Label Classification

Each sample can belong to more than one class. The network will have as well C out-
put neurons. The target vector t can have more than a positive class, so it will be a
vector of 0s and 1s with dimensionality C . This task is treated as C different binary and
independent classification problems, where each output neuron decides if a sample
belongs to a class or not.
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2.1.2 Activation Functions

Activation functions are sometimes applied to the outputs of a network before in-
putting them to the loss. Two activation functions are commonly used:

Sigmoid

It squashes a vector in the range [0,1]. It is applied independently to each element of
the scores vector s. It’s also called logistic function. The Sigmoid function formulation
is:

(si ) = 1

1+e−si
(2.1)

Softmax

It squashes a vector in the range [0,1] and all the resulting elements add up to 1. It is
applied to the output scores s. As scores in s represent a class, they can be interpreted
as class probabilities. The Softmax function cannot be applied independently to each
element si in s, since it depends on all elements of s. For a given class si , the Softmax
function can be computed as:

f (s)i = e si∑C
j e s j

(2.2)

2.1.3 Formulation

The Cross-Entropy loss is defined as:

C E =−
C∑
i

ti log (si ) (2.3)

Where ti and si are the groundtruth and the network score for each class i in C . As
usually an activation function (Sigmoid or Softmax) is applied to the scores before the
Cross-Entropy Loss computation, we write f (si ) to refer to the activations.

In a binary classification problem, where C ′ = 2, the Cross Entropy Loss can be
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defined also as:

C E =−
C ′=2∑
i=1

ti log (si ) =−t1l og (s1)− (1− t1)l og (1− s1) (2.4)

Where it is assumed that there are two classes: C1 and C2. t1ε[0,1] and s1 are the
groundtruth and the scores for C1, and t2 = 1− t1 and s2 = 1− s1 are the groundtruth
and the score for C2. That is the case when we split a multi-label classification problem
in C binary classification problems.

Often two different types of Cross-Entropy Loss are distinguished, depending on
the activation function they are preceded by.

Categorical Cross-Entropy Loss

Is a name used for the combination of a Softmax activation function and a Cross-
Entropy Loss. This setup is also called Softmax Loss. When we use this loss, we train
a neural network to output a probability over the C classes for each sample. This loss
is commonly used in multi-class classification tasks, where the labels are one-hot and
only the positive class Cp keeps its term in the loss. Figure 2.2 shows an example of
Categorical Cross-Entropy Loss applied to a Multi-Class Classification problem. There
is only one element of the target vector t which is not zero (tp ) so, discarding the el-
ements of the summation which are zero due to target labels, we can write the loss
as:

C E =−log

(
e sp∑C
j e s j

)
(2.5)

Binary Cross-Entropy Loss

Binary Cross-Entropy loss is a name used for the combination of a Sigmoid activation
function and a Cross-Entropy Loss. This setup is also called Logistic Loss. Unlike Cat-
egorical Cross-Entropy Loss it is independent for each output of the neural network,
meaning that the loss for each one of them is not affected by other network output val-
ues. It is commonly used for multi-label classification, were the insight of an element
belonging to a certain category should not influence the decision for other classes. Fig-
ure 2.3 shows an example of Binary Cross-Entropy Loss applied to a Multi-Label Clas-
sification problem. It is called Binary Cross-Entropy Loss because it sets up a binary
classification problem between C ′ = 2 classes for every class in C , as explained above.
So when using this loss, the expression of Cross-Entropy Loss for binary problems is
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often used. Being f () the Sigmoid function, it can be expressed as:

C E =−
C ′=2∑
i=1

ti log ( f (si )) =−t1log ( f (s1))− (1− t1)log (1− f (s1)) (2.6)

Which can also be written as:

C E =
{ −l og ( f (s1)) i f t1 = 1

−l og (1− f (s1)) i f t1 = 0
(2.7)

Where t1 = 1 means that the class C1 is positive for this sample.

CNN
Softmax

Softmax

Softmax

GT = [0 0 1]

Cross-Entropy Loss

si f(s)i
f(s)1= 0.2  

f(s)2= 0.1  

f(s)3= 0.7  

Figure 2.2: Categorical Cross Entropy Loss applied to a Multi-Class Classification prob-
lem. Note that each Softmax activation function depends on all the network outputs,
and that their outputs sum up to one, and therefore can be interpreted as class proba-
bilities. Only the positive class (cloud in this example) keeps its term in the loss, since
the others are multiplied by 0.

CNN
Sigmoid

Sigmoid

Sigmoid

ti

GT = [0 1 1]

Cross-Entropy Loss 0

Cross-Entropy Loss 1

Cross-Entropy Loss 1

s

CNN
Softmax

GT = [0 0 1]

Cross-Entropy Loss

si f(si)

Figure 2.3: Binary Cross Entropy Loss applied to a Multi-Label Classification problem.
Note that each class is treated as a binary classification problem dependent on a single
CNN output, and that all the classes keep their term in the final loss.

2.2 Ranking Loss

2.2.1 Metric Learning

Unlike other loss functions, such as Cross-Entropy Loss, whose objective is to learn
to predict directly a label, a value, or a set or values given an input, the objective of
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Ranking Losses is to predict relative distances between inputs. This task is often called
metric learning. Ranking Losses are very flexible in terms of training data: We just need
a similarity score between data points to use them. That score can be binary: similar
or dissimilar.

To use a Ranking Loss function we first extract features from two (or three) input
data points and get an embedded representation for each one of them. Then, we de-
fine a metric function to measure the similarity between those representations, for in-
stance the Euclidian distance. Finally, we train the feature extractors to produce similar
representations for both inputs, in case the inputs are similar, or distant representa-
tions for the two inputs, in case they are dissimilar. We do not care about the values
of the representations, only about the distances between them. However, this train-
ing methodology has demonstrated to produce powerful representations for different
tasks.

Different names are used for Ranking Losses, but their formulation is simple and
invariant in most cases. We distinguish two kinds of Ranking Losses for two different
setups: When we use pairs of training data points or triplets of training data points.
Both of them compare distances between representations of training data samples

2.2.2 Pairwise Ranking Loss

Is this setup positive and negative pairs of training data points are used. Positive pairs
are composed by an anchor sample xa and a positive sample xp , which is similar to xa

in the metric we aim to learn, and negative pairs composed by an anchor sample xa

and a negative sample xn , which is dissimilar to xa in that metric. This loss is some-
times called Contrastive Loss, referring to the fact that is contrasting two or more data
point representations. If we wanted to use it to train a network for face image verifica-
tion, positive pairs would be formed by two images of the same person, while negative
pairs by two images of different people, as shown in Figure 2.4.

The objective is to learn representations with a small distance d between them for
positive pairs, and greater distance than some margin value m for negative pairs. Pair-
wise Ranking Loss forces representations to have 0 distance for positive pairs, and a
distance greater than a margin for negative pairs. Being ra , rp and rn the sample rep-
resentations and d a distance function, we can write:

L =
{

d(ra ,rp ) i f Posi t i vePai r
max(0,m −d(ra ,rn)) i f Neg ati vePai r

(2.8)

For positive pairs, the loss will be 0 only when the net produces representations for
both the two elements in the pair with zero distance between them, and the loss (and
therefore, the corresponding net parameters update) will increase with that distance.

For negative pairs, the loss will be 0 when the distance between the representations
of the two pair elements is greater than the margin m. But when that distance is not
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Figure 2.4: Pairwise ranking loss use case example to train an face image verification
Convolutional Neural Network. The CNN is trained to embed images of the same per-
son nearby.

bigger than m, the loss will be positive, and net parameters will be updated to produce
more distant representation for those two elements. The loss value will be at most m,
when the distance between ra and rn is 0. The function of the margin is that, when the
representations produced for a negative pair are distant enough, no efforts are wasted
on enlarging that distance, so further training can focus on more difficult pairs.

If r0 and r1 are the representations of a pair of samples, t is a binary flag equal to
0 for a negative pair and to 1 for a positive pair and the distance d is the euclidian
distance, we can equivalently write:

L(r0,r1, t ) = t ‖r0 − r1‖+ (1− t )max(0,m −‖r0 − r1‖) (2.9)

2.2.3 Triplet Ranking Loss

This setup generally outperforms the former by using triplets of training data samples,
instead of pairs. It was introduced in [94, 81]. The triplets are formed by an anchor sam-
ple xa , a positive sample xp and a negative sample xn . It is sometimes called Triplet
Loss. The objective is that the distance between the anchor sample and the negative
sample representations d(ra ,rn) is greater (and bigger than a margin m) than the dis-
tance between the anchor and positive representations d(ra ,rp ). If we wanted to use
it to train a network for face image verification triplets would be formed by an anchor
image of a given person, a positive image of the same person, and a negative image of
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another person, as shown in Figure 2.5. With the same notation, we can write:

L(ra ,rp ,rn) = max(0,m +d(ra ,rp )−d(ra ,rn)) (2.10)

Figure 2.5: Triplet Ranking Loss uses case example to train an image face verification
Convolutional Neural Network.

Let’s analyze three situations of this loss (shown in Figure 2.6):

• Easy Triplets: d(ra ,rn) > d(ra ,rp ) + m. The negative sample is already suffi-
ciently distant from the anchor sample with respect to the positive sample in
the embedding space. The loss is 0 and the net parameters are not updated.

• Hard Triplets: d(ra ,rn) < d(ra ,rp ). The negative sample is closer to the anchor
than the positive. The loss is positive (and greater than m).

• Semi-Hard Triplets: d(ra ,rp ) < d(ra ,rn) < d(ra ,rp )+m. The negative sample is
more distant to the anchor than the positive, but the distance is not greater than
the margin, so the loss is still positive (and smaller than m).

An important decision of training with Triplet Ranking Loss is negatives selection
or triplet mining. The strategy chosen will have a high impact on the training efficiency
and final performance. An obvious appreciation is that training with Easy Triplets
should be avoided, since their resulting loss will be 0. Early strategies used offline
triplet mining, which means that triplets were defined at the beginning of the train-
ing, or at each epoch. Later, online triplet mining, meaning that triplets are defined for
every batch during the training, was proposed and resulted in better training efficiency
and performance. The optimal way for negatives selection is highly dependent on the
task.
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Figure 2.6: Representation of three types of negatives for a triplet with anchor "a" and
positive "p" samples.

2.2.4 Siamese and Triplet Nets

Siamese and triplet nets are training setups where Pairwise Ranking Loss and Triplet
Ranking Loss are used. But those losses can be also used in other setups. In these se-
tups, the representations for the training samples in the pair or triplet are computed
with identical nets with shared weights (which practically means with the same net-
work).

Siamese Nets

Are built by two identical networks with shared weights (both networks have the same
weights). Each one of these nets processes a sample and produces a representation.
Those representations are compared and a distance between them is computed. Then,
a Pairwise Ranking Loss is used to train the network, such that the distance between
representations produced by similar samples is small, and the distance between repre-
sentations of dissimilar samples is big. Since in a siamese net setup the representations
for both elements in the pair are computed by the same network, being f (x) that net-
work, we can write the Pairwise Ranking Loss as:

L(x0, x1, y) = y
∥∥ f (x0)− f (x1)

∥∥+ (1− y)max(0,m −∥∥ f (x0)− f (x1)
∥∥) (2.11)

Triplet Nets

The idea is similar to a siamese net, but a triplet net has three branches (three networks
with shared weights). The model is trained by simultaneously giving a positive and a
negative image to the corresponding anchor sample, and using a Triplet Ranking Loss.
That lets the net learn better which samples are similar and different to the anchor
image. In the case of triplet nets, since the same network f (x) is used to compute the
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representations for the three triplet elements, we can write the Triplet Ranking Loss as:

L(xa , xp , xn) = max(0,m +∥∥ f (xa)− f (xp )
∥∥−∥∥ f (xa)− f (xn)

∥∥) (2.12)

Extended explanations of Cross-Entropy Loss and Ranking Loss are available in the
author’s blog 1

2.3 Text Representations

Text representation methods are diverse in terms of architecture and the text struc-
ture they are designed to deal with. Some methods are oriented to learn representa-
tions for individual words and others for full texts or paragraphs. They have shown to
generate powerful semantic representations, and in this work we do not focus on im-
proving them, but experimenting on how they can be exploited to learn visual features
when using text associated to images as supervision, as explained in Chapter 4. Here
we explain briefly the main characteristics of the top-performing text representation
methods.

LDA

Latent Dirichlet Allocation [7] learns latent topics from a collection of text documents
and maps words to a vector of probabilities over those topics. It can describe a doc-
ument by assigning topic distributions to it, which in turn have word distributions
assigned. An advantage of this method is that it provides interpretable topics. LDA
representations for documents tend to be sparse, meaning that most values are zero,
so we can easily interpret to which topics a document is related to by inspecting the
positive values. It is trained on collections of documents and, even though it can gen-
erate representations for words or captions, it is mainly used to represent documents,
meaning long texts (articles).

Word2Vec

Word2Vec [62] Learns representations for words based on their context using a single
hidden layer feed-forward neural network. It has two variants: In the CBOW (Contin-
uous Bag of Word) approach, the neural network is trained to predict a word given as
input its surrounding context (surrounding words). In the Skip-gram model, opposite

1The author of this dissertation wrote 2 blog posts explaining Cross-Entropy and Ranking Losses which
were referenced in the fast.ai Deep Learning course and the deeplearning.ai Introduction to TensorFlow
course, and received considerable attention and feedback.
Cross-Entropy Loss: https://gombru.github.io/2018/05/23/cross_entropy_loss
Ranking Loss: https://gombru.github.io/2019/04/03/ranking_loss/

https://gombru.github.io/2018/05/23/cross_entropy_loss
https://gombru.github.io/2019/04/03/ranking_loss/
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to the CBOW model, the neural network is trained to predict a word context given that
word as an input. In the research presented here we used the most extended and effi-
cient CBOW approach.

Differently from LDA, Word2Vec vectors are dense and not interpretable. Word2Vec
learns a word embedding space with semantic structure, where we can apply arith-
metics between word representations and get the corresponding semantic result: As
an example, if we sum the Word2Vec representation of king and the one of woman we’ll
get a vector close to the Word2Vec representation of queen. This is not a unique feature
of Word2Vec, the other text representations methods also learn embeddings with a se-
mantic structure, but Word2Vec is commonly known for this fact, since it was the first
demonstrating its strong semantic representations. WordVec is trained with plain text,
and it generates representations for words. However, it has been widely used to gen-
erate representations for captions or articles by averaging their words representations,
as we do in Chapter 4.

Doc2Vec

Doc2Vec [49] Extends the Word2Vec idea to documents, being able to create a numeric
representation for them, regardless of their length. Extending Word2Vec CBOW model,
it adds another input vector to the input context, which is the paragraph identifier.
When training the word vectors, the document vector is trained as well, and at the end
it holds a numeric representation of the whole document. As with Word2Vec, in this
research we used the CBOW approach.

GloVe

GloVe [69] is a count-based model. It learns the vectors by essentially doing dimen-
sionality reduction on the co-occurrence counts matrix. Training is performed on ag-
gregated global word-word co-occurrence statistics from a corpus.

Despite its essential differences with Word2Vec, GloVe has some similarities with
Word2Vec regarding its word representations: They are not interpretable and they also
have a strong semantic structure. GloVe is trained in plain text and, despite it only gen-
erates word representations, it is also commonly used to represent captions or articles
by averaging their words representations, as we do in Chapter 4.

FastText

FastText [8] is an extension of Word2Vec which treats each word as composed of char-
acter n-grams, learning representations for n-grams instead of words. The idea is to
take into account and exploit the morphology of words. Each word is split in n-grams
which are all input separately to the model, which can be trained using the CBOW or
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the skip-gram approach. The vector for each word is made of the sum of its charac-
ter n grams, so it can generate embeddings for out of vocabulary words. By exploiting
the words’ morphology, FastText tries to generate better embeddings for rare words,
assuming their character n-grams are shared with other words. It also allows to gen-
erate embeddings for out of vocabulary words. In this research we used the originaly
proposed and most extended skipgram approach.

                                                         

LDA 0.0 0.3 0.0 0.6.. 0.0

Doc2Vec

Word2Vec / GloVe

0.0 0.1 0.1 0.1.. 0.1

0.1 0.1 0.0 0.1.. 0.0

mother + man = father 

father

son
mother

daughter

FastText

0.1 0.0 0.0 0.0.. 0.1

mother →   mother, mo, moth … ther, er

Topic 
Distribution

“Biology” “Family”

Figure 2.7: Illustration of the main features and typical use cases of the explained text
representation methods.

Figure 2.7 shows the main features of these text representations methods. Note
that its purpose is only to illustrate a simplification of the typical use cases of each of
them, but they are not limited to them (for instance LDA can also be used to generate
representations for single words). In this section we have broadly described state of
the art text representations, which we exploit in Chapter 4 for using text as supervision
and multimodal retrieval. However, this dissertation focuses on exploiting this text
representations to learn visual features, and not on deeply analyze them. We refer the
reader to the original text representation publications for that.



Chapter 3

Scene Text Segmentation and Style
Transfer

Research Question 1: Which visual features does a neural network trained to detect text
in an image learn?

Research Question 2: Can we train a neural network to learn and transfer text styles?

In this Chapter we present TextFCN, a Fully Convolutional Network trained to seg-
ment scene text in images at pixel level. We analyze the visual features it learns to
detect text concluding that it learns generic text texture features which are robust to
any language or alphabet, instead of features for each character. Then we show how
TextFCN can be used to improve the efficiency of a text detection performance con-
sisting on an object proposals algorithms followed by a text recognizer. Finally, we
propose a text style transfer algorithm which exploits those generic texture text fea-
tures to learn to transfer text styles learning the styles from a single image, and present
results on handwritten text, machine printed text and scene text. Text style transfer is
proven to be an effective data augmentation method to train scene text detectors.

3.1 Pixel Level Segmentation of Text in Images

3.1.1 Background on Fully Convolutional Networks

A Fully Convolutional Network (FCN) is a Convolutional Neural Network (CNN) with-
out fully connected layers. Its architecture allows inputing images of varying sizes and
output a tensor of the input’s dimension. FCNs are often used for object segmenta-
tion, a task that con sits on, given an input image, detect at pixel level certain objects

23
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appearing in it: In other words, detect the pixels belonging to objects. In this setup,
FCN’s output a tensor of the same spacial dimensions as the input image, but having
as much channels as the number of classes it aims to detect. Therefore, for each class
it outputs a value per image pixels, which will be the score of that pixel for the class.

FCNs can be trained with multi-label or multi-class classification setups but, dif-
ferently from entire images classification, to train FCNs we set an independent clas-
sification problem per each image pixel. Therefore, if we have an input image with
M xN spatial dimensions and C classes to detect, in a multi-label segmentation setup
we would have M xN xC independent binary classification problems, while in a multi-
class segmentation setup we would have M xN classifications problems depending
in the scores off the different classes for a given pixel. Applying the Softmax activa-
tion function for a given class in the channel dimension, we get a M xN containing
the probabilities of each pixel to belong to that class, which is often called heatmap.
TextFCN is trained to predict the probability of each pixel in an image to be text.

3.1.2 TextFCN: Learning Text Visual Features

3.1.3 Methodology

TextFCN is based on the FCN proposed in [57], which is transformed from a VGG net-
work [82]. We adapt it to output a tensor of M xN x2 dimensions, where M xN are the
input images size and each channel contains an score for each pixel and one of the two
classes we define: text and no-text. We train the model in a multi-class setup consist-
ing on a Softmax activation function plus a Cross-Entropy loss, as shown in Figure 3.1.
Note that, in inference stage, applying the Softmax operator to the text class will pro-
vide a heatmap containing per-pixel text probabilities. We train TextFCN in the COCO-
Text [89] dataset. It contains a total of 22,184 images with scene text (both legible and
illegible) with axis-oriented bounding boxes annotations. TextFCN code and trained
model are available on Github 1.

3.1.4 Results

Figure 3.2 shows the heatmaps with pixel level text probability computed by TextFCN
for different input images, where dark red represents a high text probability and dark
blue a low one. The two images on top show how TextFCN is robust detecting texts of
different shapes, sizes, colors or orientations. The result on mid-left shows, however,
how it struggles to detect sets of lines of text that are equal and aligned. Result on
mid-right shows how it successfully detects Egyptian hieroglyphs, and results on bot
show that it also scores as text drawings with text-like textures. From the observation of
this results, we can conclude that TextFCN, instead of patterns for specific characters,
words or alphabets, is learning generic textual patterns to segment text. The reason

1TextFCN code and model: https://github.com/gombru/TextFCN

https://github.com/gombru/TextFCN
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Figure 3.1: Architecture of the Fully Convolutional Network used in our pipeline for
text prediction.

of the failure on the equal and aligned lines of the result in mid-left, is probably that
TextFCN has learnt that text texture is not equal line-wise, and therefore, despite of the
presence of characters, it scores that area as no-text, while scoring other areas without
characters but with text-like texture as text, as seen on the results on bot.

3.1.5 TextFCN to Improve Scene Text Detection

Background on Scene Text Detection Pipelines

At the time this research was conducted, the state of the art scene text detection pipeline
consisted on an object proposals method followed by a text recognizer. The object pro-
posals methods were usually based in simple handcrafted features and their objective
was to found bounding boxes susceptible to contain words with a high recall. Then, a
text recognizer evaluated those bounding boxes, either recognizing a word or discard-
ing it as not textual. Specifically, the pipeline that used TextProposals [21] algorithm
for finding text boxes and the word recognizer proposed in [36] achieved state of the
art results on end-to-end scene text recognition.

One drawback of that method is that TextProposals is computionally expensive.
The second is that TextProposals [21] is able to find text boxes with high recall but is
not able to rank them properly and achieve a decent precision. Therefore, in the end-
to-end text understanding pipeline, the word recognizer [36] needs to evaluate a huge
amount of bounding boxes, which is also computationally costly. In [5, 4] we proposed
a method that exploits TextFCN by integrating it in TextProposals to palliate those two
drawbacks.

After this work, the object proposals methods were replaced in state of the art text
understanding pipelines by CNNs that performed text localization with high precision
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Figure 3.2: Input images and output TextFCN heatmaps showing the pixel level text
probability.

while keeping a high recall. Thus methods, from which EAST [110] is an example, di-
rectly predict bounding boxes coordinates from image pixels. I experienced the transi-
tion from object proposals methods to CNN based text localizers while organizing the
ICDAR 2017 Robust Reading Challenge on COCO-Text [27].

Methodology

TextProposals algorithm consist on an initial MSER (Maximally Stable Extremal Re-
gions, which performs an oversegmentation of the input image from which we obtain a
set of regions, and then a bottom-up agglomeration processes of that regions based on
textual cues. That bottom-up agglomeration is a computationally expensive method,
given that MSER produces a huge amount of regions, in both textual and not textual
areas.

TextFCN computes a pixel-level text probability map which can be used to com-
pute a text probability of each one of the MSER proposed regions very efficiently by
simple averaging the text probability of their pixels. By eliminating not textual regions
from the initial MSER segmentation setting and empirical text probability threshold we
are able to reduce drastically the number of regions considered in the bottom-up ag-
glomeration processes, and thus reduce the computational load. The number of sup-
pressed regions, and thus the efficiency gain, will be ofcouse dependent on the textual
area of the image. Given that that TextProposal is not accurate at ranking text boxes,
it tends to include boxes in non textual regions in high ranking positions. Therefore,
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the supression of non textual areas in the process also results in a big reduction of the
number of boxes that have to be evaluated by the text detector.

Results

Figure 3.3 shows the top 500 ranked regions of the baseline TextProposals methods and
TextProposals with TextFCN suppression strategy. Note that TextProposals produces a
high number of regions in not textual areas in the top 500 ranked results, which the
TextFCN suppression avoids.

Table 3.1 proves that the former observation results in better text detection rates
when a limited number of text regions is evaluated, and a small decay in performance
when all regions are. Note that the number of regions proposed by TextProposals is
huge, so evaluating all of them is not a realistic scenario, as we can conclude from the
times shown in next Table 3.2. The later shows the execution times of each stage of the
end-to-end text detection pipeline of the baseline pipeline using TextProposals and
the pipeline incorporating TextFCN suppression considering all the regions proposed
in the region proposal stage. Results prove that TextFCN suppression reduces drasti-
cally TextProposals execution time and, given the reduction of the number of output
regions, word recognitizer time.

Figure 3.3: Top 500 ranked regions by TextProposals (in red) and by TextProposals with
the TextFCN suppression strategy (in green).

Conclusions

We have shown that TextFCN, a neural network trained for pixel level text segmenta-
tion, learns generic textual textures instead of character level features. This fact is ex-
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Table 3.1: Detection rates of TextProposals and TextProposals with TextFCN Suppres-
sion considering the top 10, 100, 1000, and all proposals on COCO-Text datasets

#of Proposals 10 100 1000 All

Baseline 0.13 0.34 0.63 0.92
+ TextFCN Suppression 0.20 0.48 0.77 0.87

Table 3.2: Mean execution time per image (seconds) considering all proposals gener-
ated by the different proposed strategies (64k for baseline and 14k with the TextFCN
suppression). Word recognition is performed with [36], which takes about 0.4 ms per
bounding box. Experiments were conducted on a system with a GPU GeForce GTX
TITAN and an Intel® CoreTM2 Quad CPU Q9300@ 2.50GHz processor

TextFCN TextProposals Word Recognizer Total

Baseline 0 4.11 25.69 29.80
+ TextFCN Suppression 0.15 1.33 5.58 7.06

ploited in next section for text style transfer. Also, we have seen that TextFCN is useful
to dramatically increase the performance of an object proposals plus a word recognizer
text understanding pipeline.

3.2 Selective Text Style Transfer For Text

3.2.1 Introduction

Style transfer is the task of combining the style of one image with the content of an-
other image. Although the content of an image can be defined by the objects and
the general scenery, the style of an image is not well defined. The style can be under-
stood as the brush stroke of a painting, the color distribution, certain dominant forms
and shapes or even a combination of all the above[20]. Previous style transfer works
have focused on transferring paintings styles, where the features to be transferred en-
code the brush strokes, the cubist patterns or the color palette achieving fascinating
results[20, 38, 15]. However, text characters are very particular objects for which the
common understanding of content and style cannot be adopted. Instead we define
the style of the text as the shape, color and background of the characters and the con-
tent as the transcription of the text.

In this section we present a text style transfer method which learns a text style from
a single image and is able to transfer it to other images with text preserving their con-
tent. We propose two methods: A two-stage method and an end-to-end method. The
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first one uses TextFCN to find the text pixels in the image where the style has to be ap-
plied. The second one is a model that learns to do text segmentation and text styling
at once. Both methods exploit global textual texture features (as seen in Figure 3.2) to
learn a text style from a single image and transfer it to any text. Instead of learning the
specific style of each character, it learns and transfers general style features such as line
width, tile, curvature, color or shadow.

The proposed method is able to automatically change the style of text regions in
natural scene images, generating realistic images with the same textual content but
with different text styles. In machine printed text images, it is able to train models
that stimulate a change of the text font. In handwritten text, it is able to transfer the
writing style of a particular writer to another. Furthermore, we demonstrate that such
an approach is useful as a data augmentation technique to train an scene text detector.

3.2.2 Background on Text Style Transfer

Gatys et al. [20] propose a method using a pretrained VGG network [82] for style trans-
fer by extrapolating a randomly generated image to a stylized image. The stylized im-
age is obtained by computing the backward propagation on the resulting pixel values
which is computationally demanding. Johnson et al. [38] recast the problem as an
image transformation task, where a single, fixed learnt painting style is applied to an
arbitrary image. A CNN is trained to alter a corpus of content images to match the
style of a painting, eventually allowing to stylize images in real time. Simultaneously,
Ulyanov at al. [87] introduced the idea of Instance Normalization which is a modi-
fied version of Batch Normalization to have computationally less demanding models.
A drawback of these works[38, 87] is that an independent model has to be trained for
each source style. Dumolin et al. [15] overcomes it by proposing a single CNN that
can learn to transfer different source styles (up to 32 in their experiments), allowing to
generate images with combined styles.

Although style transfer has not been applied to text, other works have targeted
the task of changing text style with different approaches. Liu et al. [56] proposed a
pipeline to transform scene text into machine printed text within a scene text recog-
nition model. Abe et al. [1] proposed a Generative Adversarial Network model to cre-
ate new machine printed text fonts. Aksan et al. [2] propose a generative model to
disentangle content and style of handwritten text represented as temporally ordered
strokes, and apply it to handwriting synthesis and style transfer. More related to our
work, Ankan et al. [48] focus on font to font translation in images of printed docu-
ments using a GAN architecture. Also, Azadi et al. [3] propose a conditional GAN to
style machine printed text to more complex scene text fonts, learning each character
style independently. Yang et al. [104] recently proposed a method able to change the
text content of an scene text image keeping its original style. It is based on a content
and style disentanglement method and a generative architecture that combines the
extracted disentangled features.
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3.2.3 Style Transfer

We use the model proposed by Dumoulin et al.[15] as our baseline. The style transfer
task is usually defined as finding an image p which is produced by an encoder-decoder
image transformation network, whose content is similar to a source content image c
but whose style is similar to a source style image s. A key point of style transfer is
the definition of both content and style. In [15], two images are considered to have a
similar content if their high-level features extracted by a trained classifier are close in
Euclidean distance. On the other hand, two images are similar in style if their gram
matrices of low-level features as extracted by a trained classifier are close under the
Frobenius norm.

More formally, let φ be the transformer network and γl the output of the l th layer
of a CNN pretrained on ImageNet[37]. In our case γ is the VGG-16[82]. The training
process is as follows: we initially forward the content image c through the transformer
networkφ to obtain the stylized image p. All images c, s, p are then forwarded through
γ, and features for them are extracted: correspondingly, Fc for the content image from
the mth layer, Fs for the style image from nth layer and, Fpm , Fpn for the stylized image
from both mth ,nth layers where m ≥ n. The content loss Lc is defined as the mean
squared error between Fc and Fp . The style loss Ls is computed as the mean squared
error between corresponding Gram matrices Gs and Gp of the features Fs and Fp . The
final loss Ltot al that directs the model training is a weighted average of the content and
the style losses. In summary:

p =φ(c)

Fc = γm(c),Fs = γn(s)

Fpm = γm(p),Fpn = γn(p)

Lc =
∑
k

(Fck −Fpmk )2

Gs = Fs ·F T
s ,Gp = Fpn ·F T

pn

Ls =
∑
k

(Gsk −Gpnk )2

Ltot al =λ1Lc +λ2Ls

(3.1)

3.2.4 Selective Style Transfer for Text

Selective style transfer refers to automatically detecting the relevant areas in the image
(in our case, areas where text is present) and restricting the application of style to the
detected areas only, leaving the rest of the image unchanged. Accordingly, we design
and describe two models that can perform selective style transfer for text.
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Two-Stage Architecture

To stylize only textual areas of the images, we exploit TextFCN. To transfer a text style to
an input image, we first stylize the whole image. The result of stylizing entire images is
shown in Figure 3.4. Then, we compute the pixel-level heatmap of the original image
with TextFCN. To generate the final image where the style is transferred only to textual
areas, we do a blending of the original image and the stylized image weighted with the
TextFCN heatmap (see Figure 3.5). This procedure allows to obtain realistic images,
ensuring that non-textual areas are kept unchanged.

More formally, given a stylized image p and a pre-trained TextFCN δ, we process
the content image c with δ to obtain the per-pixel text probability map Pt . Then we get
only textual areas of the stylized image p by taking its Hadamard product with Pt , and
do the same with c and 1−Pt to get the content of non-textual areas. We sum up the
results to get the final image ptext :

Pt = δ(c)

ptext = Pt ¯p + (1−Pt )¯ c

(3.2)

Figure 3.4: Results stylizing the whole image with three different text styles and the
two-stage architecture.

End-to-end Architecture

The proposed end-to-end architecture that is capable of performing selective style
transfer on text without needing any text detector. Our model is inspired by the distil-
lation strategy from [32]. The basic idea of distillation is to pass the learnt information
of various networks, which are able to solve different tasks, into a single model. In our
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Figure 3.5: Two-stage Selective Text Style Transfer pipeline.

case, we combine the image style transformation network with the text detector. We
take the pretrained image style transformation network and the ground truth anno-
tations for the text to train a randomly initialized image transformation network with
mean squared error loss (see Figure 3.6).

More formally, let φ be the pretrained image style transformation network, M the
masks for the text regions where Mi j ∈ {0,1} and, η the same network asφbut randomly
initialized. We first obtain the stylized image p forwarding the content image c though
φ. We then obtain p̂text as the output of η after feeding it with the content image c.
To get the ground truth for content and for style, θc and θs respectively, we apply the
Hadamard product:

p =φ(c)

p̂text = η(c)

θs = p ¯M

θc = c ¯ (1−M)

(3.3)
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We use mean squared error as our loss to train the selective style transfer net η.
There are two key points in our loss calculation. First of all, we need to apply the mask
M for text regions, and 1−M for content regions to p̂text to make sure our model learns
to differentiate between text and background. Secondly, since text regions in the image
are significantly smaller compared to background, we weight loss contributions of text
and background pixels with two parameters λ1, λ2, with λ1 > λ2. The loss is defined
as:

L =λ1
∑

(p̂text ¯M −θs )2 +λ2
∑

(p̂text ¯ (1−M)−θc )2 (3.4)

Style Transfer
(pre-trained, frozen)

Selective Style Transfer MSE Loss

Figure 3.6: End-to-end Selective Text Style Transfer pipeline.

3.2.5 Experiments

To explore the capabilities of text style transfer in various text domains, we train 3 mod-
els, namely, a model to transfer scene text styles, a model to transfer machine printed
text fonts styles, and a model to transfer handwritten styles.

Scene Text

We trained our baseline style transfer model for two-stage architecture with 34 scene
text styles from COCO-Text dataset [89] using cropped word images as source styles
and ImageNet [37] as the training dataset. Then, we trained our end-to-end model for
selective text style transfer using the COCO-Text [89] dataset (only the images contain-
ing legible text).

Figure 3.7 shows results of the scene text model applied to COCO-Text scene im-
ages, using both the two-stage architecture and the end-to-end architecture to get
the selective text style transfer results. The performance is appealing, transferring the
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source styles with high fidelity in both character shapes and colors to a wide diversity
of scene texts. The text content is preserved quite well in most images, and only in
some cases where the task is very complex due to the original text size or tangled style
the result is illegible. Figure 3.8 shows results of transferring two weighted styles to get
intermidiate text syles.

Machine Printed Text

We train our baseline model with 8 machine printed source text fonts: Arial, Times,
Lubster, Corsiva, Caveat, Pacifico, Consolas and Syncopate and Imagenet [37] training
images. Figure 3.9 shows results of the model applied to machine text. It transfers suc-
cessfully the main features of the source font style, such as line width, text orientation,
and main font character style. However, it fails transferring the specific styles of some
characters, and the final output is influenced by the initial image.

Handwritten Text

The baseline model is trained with 8 styles from different writers, using images from
the IAM dataset [61] as source styles and the ImageNet [37] dataset as training images.
Figure 3.10 shows results of the model applied to IAM dataset images. The model trans-
fers correctly the main features of the text, as the tight characters and the thick stroke
of the style in the first column, and the elongated and italic style of the writer in the
second column. However, it fails on transferring more fine-grained characteristics of
the source writer style, and some words of the resulting text are blurry.

Cross Domain

We can go one step further and test the capability of our text style transfer models to
transfer style to images of other text domains.

Machine Text to Scene Text.

Transferring scene text styles to machine printed text has a huge potential in aug-
mented reality scenarios and as a data augmentation technique, generating synthetic
images with a given text style but different text content. Figure 3.11 shows results of
styling machine printed text with the scene text model. The model successfully trans-
fers scene text style to machine printed text with high fidelity. Figure 3.13 shows some
content augmentation results, where Arial text has been stylized with the destination
scene text font, and the stylized text has been inserted in the image manually.

Handwritten to Scene Text.

Figure 3.11 shows results of styling handwritten text with the scene text model. This
task is quite complex, since the scene text tends to be thick and detached while hand-
written text is tangled formed by tangled thin strokes. However, the scene text style
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Figure 3.7: Applying different styles to various scene text images using the two-stage
and end-to-end architectures with the cropped word styles.



Scene Text Segmentation and Style Transfer 36

Figure 3.8: Extrapolating from “Coco-Cola” to “Rock” style on COCO-Text images.

Figure 3.9: Results of the machine printed text model. The styles of the images on top
are transferred to the images on the left.

Figure 3.10: Results of the handwritten model. The styles of the images on top are
transferred to the images on the left.
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Figure 3.11: Results of the scene text model applied to machine printed text (top) and
handwritten text (bottom) images.

transfer model successfully transfers some style features to it keeping it legible, and re-
sults are a combination of the transferred scene text style and the original handwritten
style.

Scene Text to Machine Text. A model capable to convert any scene text to machine
printed text would be a nice tool to improve scene text understanding pipelines. The
machine printed text model allows us to do so, as shown in Figure 3.14. It correctly
transfers the machine text source style if the scene text is simple, but it fails when scene
text has a complex font, is too small or rotated. Note that the artifacts in those images
are due to noisy high responses of the text detector.

Handwritten to Machine Text. Converting handwritten text to machine printed text could
be very useful in a handwritten text understanding pipeline. Our machine text model
transfers style features from machine fonts to handwritten text, but it breaks the con-
tent, resulting in illegible images, as shown in Figure 3.14.

Machine Text to Handwritten. Converting machine text to handwritten text can be a
great tool to generate synthetic data to train handwritten text understanding models.
However, our handwritten text model fails transferring the font styles to machine text,
as shown in Figure 3.12. It only achieves to copy some general handwritten style fea-
tures to some machine text fonts closer to handwritten styles, like Caveat.
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Figure 3.12: Handwritten text model transferring styles (top) to machine text images
(left).

Figure 3.13: Arial text has been stylized with the original image scene text style (left)
and manually inserted (right).

3.2.6 Data Augmentation

Next Experiments demonstrate the usefulness of the proposed selective scene text style
transfer as a data augmentation tool to improve text detectors’ performance. In the
experiments, we use the consolidated and widely used EAST [110] text detector2. We
consider the following datasets:

• ICDAR 2013 [40]: the dataset contains 229 training images and 229 test images
that capture focused text on sign boards, posters, etc.

• ICDAR 2015 [39]: the dataset contains 1000 training images and 500 testing im-
ages with incidental scene text, which means text that appears in the scene with-
out the user focusing on it.

2EAST text detector code: https://github.com/argman/EAST

https://github.com/argman/EAST
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Figure 3.14: Results of transferring machine printed text styles to scene images (top)
and handwritten images (bottom).

• COCO-Text [89]: the dataset contains 63k images from the COCO [53] dataset
with text regions annotated.

For these experiments, we trained an additional scene text style transfer model us-
ing 96 different styles from the ICDAR 2015 training dataset, and used the two-stage
architecture to perform selective text style transfer. We augment ICDAR 2013, ICDAR
2015 and COCO-Text datasets using the two-stage model with 1 or 4 random addi-
tional styles per image. We train the EAST text detector on the augmented and regular
datasets. Stylizing COCO-Text with ICDAR 2015 training styles, allows to get a COCO-
Text dataset closer to the target testing data, which is ICDAR 2015 testing set. To eval-
uate the trained models, we use the Robust Reading Competition framework (ICDAR
2015 Challenge 4: Incidental Scene Text Localization task and ICDAR 2013 Challenge
2: Focused Scene Text). Results in Table 3.3 show that text style transfer is a useful data
augmentation technique, achieving an improvement in F-Score performance between
2-4% in all the setups just using 1 or 4 augmentations per image.

3.2.7 Conlusions

We have seen that a style transfer model is able to learn text styles as the characters
shapes, line style, and colors, from a single image and transfer them to an input text
preserving the original characters. To do so, it exploits generic texture text features, as
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Training Dataset Testing dataset Augmentations F

ICDAR 13 ICDAR 13 - 70.97
ICDAR 13 ICDAR 13 1 styles per image 74.55
ICDAR 13 ICDAR 13 4 styles per image 75.29

ICDAR 13+15 ICDAR 15 - 80.83*
ICDAR 15 ICDAR 15 - 78.74
ICDAR 15 ICDAR 15 1 style per image 80.60
ICDAR 15 ICDAR 15 4 styles per image 81.83

COCO-Text ICDAR 15 - 68.05
COCO-Text ICDAR 15 1 style per image 69.66
COCO-Text ICDAR 15 4 styles per image 70.71

Table 3.3: Results (F-score) of the EAST text detector with different training data, eval-
uated on ICDAR 2015 Challenge 4 and ICDAR 2013 Challenge 2. *Result reported on
the original EAST github.

TextFCN does to localize text. We have explored the performance of text style transfer
in 3 text modalities: scene text, machine printed text and handwritten text and in cross-
modal scenarios, proving the usefulness of text style transfer as a data augmentation
technique to train scene text detectors.



Chapter 4

Exploiting Images Associated Text as
Supervision

Research Question 3: How can we exploit Social Media images with associated captions
to learn visual features?

Research Question 4: What applications learning with text-supervision from Social
Media data can have?

4.1 Introduction

4.1.1 Self-Supervised Learning

Supervised learning refers to learning from samples with associated labels, and unsu-
pervised learning refers to learn without labels. Those definitions are clear, but there
are other terms referring to intermediate situations, such as weakly-supervised learn-
ing, semi-supervised learning, webly-supervised learning, or self-supervised learning,
that have been using variably in the literature. In this chapter we research on how
to learn from images with associated text using the text as supervision. In our pre-
vious publications, we have stated that the proposed techniques are self-supervised
learning methods, based on the fact that we learn from raw data consisting on images
and text associations that can be found in the Web, and the supervision comes from
the raw data itself. However, we have found that some researchers consider only self-
supervised learning methods that use solely one data modality, exploiting for instance
it’s structure as supervision as proposed in [13, 88, 14, 64, 55]. Other researchers admit
as self-supervised learning methods that exploit paired data modalities such as paired
image and audio [107, 75, 18, 74], but exclude text, as seen in this publication [9] related
work section.

41
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It is true that, when using text as supervision, the frontier between supervised learn-
ing and self-supervised learning is weak. As an example, if one learns from articles
that include images, such as Wikipedia articles [22], the setup is clearly far from super-
vised learning, because Wikipedia articles cannot be considered labels. However, if one
learns from images with tags [59], the setup is closer to supervised learning, since tags
can easily be considered labels, even though they are noisy. In this chapter we learn
from Web and Social Media data consisting on an image and an associated caption.
We refer to the methods proposed as self-supervised learning techniques, because the
supervision comes from the raw data found in the Web: its image and text associations.
However, we understand the different definitions and understandings self-supervised
learning can have. So from now on in this dissertation, we ask the reader to understand
self-supervised learning as learning using images associated text as supervision.

4.1.2 Exploiting Multimodal Web Data

Lately, Web data has been used to build classification datasets, such as in the Web-
Vision Challenge [50] and in this Facebook research [59]. In these works, to build a
classification dataset, queries are made to search engines using class names and the re-
trieved images are labeled with the querying class. In such a configuration the learning
is limited to some pre-established classes, thus it could not generalize to new classes.
While working with image labels is very convenient for training traditional visual mod-
els, the semantics in such a discrete space are very limited in comparison with the rich-
ness of human language expressiveness when describing an image. Instead we define
here a scenario where, by exploiting distributional semantics in a given text corpus, we
can learn from every word associated to an image. The noisy and unstructured text as-
sociated to Web images provides information about the image content that we can use
to learn visual features. A strategy to do that is to embed the multimodal data (images
and text) in the same vectorial space.

Instagram is an image based social network where people tend to post high quality
personal pictures accompanied by a caption. Captions are diverse, but they usually
describe the photo content, the place where the photo was taken or the feelings the
photo brings in. The objective of adding this text, which usually contains hashtags,
is that other Instagram users can find the photo using one of the words and follow
the author if they like what they post. Therefore, the semantic relation between the
image and the text is usually synergetic, and that’s why this data is adequate for self-
supervised learning, were we aim to learnt from pair data modalities where pairs have
an equivalent meaning. In this chapter we exploit Instagram data to learn the visual
features users associate with words, and achieve impressive semantic multimodal im-
age retrieval results learning solely from it. Also, we show that this technique has inter-
esting and immediate applications: We learn which visual features Barcelona tourists
and locals associate with its different neighbourhoods and show how that can be used
to analyze tourism activity.
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4.2 Background on Multimodal Image and Text Embed-
dings

Multimodal image and text embeddings have been lately a very active research area.
The possibilities of learning together from different kinds of data have motivated this
field of study, where both general and applied research has been done. DeViSE [65]
proposes a pipeline that, instead of learning to predict ImageNet classes, learns to in-
fer the Word2Vec [62] representations of their labels. The result is a model that makes
semantically relevant predictions even when it makes errors, and generalizes to classes
outside of its labeled training set. Gordo & Larlus [29] use captions associated to im-
ages to learn a common embedding space for images and text through which they
perform semantic image retrieval. They use a tf-idf based BoW representation over
the image captions as a semantic similarity measure between images and they train
a CNN to minimize a margin loss based on the distances of triplets of query-similar-
dissimilar images. Gomez, Patel et al. [22, 67] use LDA [7] to extract topic probabilities
from a bunch of Wikipedia articles and train a CNN to embed their associated images
in the same topic space. Wang et al. [96] propose a method to learn a joint embedding
of images and text for image-to-text and text-to-image retrieval, by training a neural
net to embed in the same space Word2Vec [62] text representations and CNN extracted
features. Recently and related to our work, Vo et al. [93] work on image retrieval using
multimodal queries formed by an image and a text. They compare different techniques
to combine the image and textual queries and propose a new method to do so based
on residual features.

Other than semantic retrieval, joint image-text embeddings have also been used
in more specific applications. Patel et al. [68] use LDA [7] to learn a joint image-text
embedding and generate contextualized lexicons for images using only visual infor-
mation. Gordo et al. [28] embed word images in a semantic space relying in the graph
taxonomy provided by WordNet [70] to perform text recognition. In a more specific
application, Salvador et al. [79] propose a joint embedding of food images and their
recipes to identify ingredients, using Word2Vec [62] and LSTM representations to en-
code ingredient names and cooking instructions and a CNN to extract visual features
from the associated images.

4.3 Semantic Multimodal Image Retrieval

In this section we represent text using five different state of the art methods and even-
tually embed images in the learnt semantic space by means of a regression CNN. We
compare the performance of the different text space configurations under a text based
image retrieval task. We have published the research explained in this chapter in [25,
26]. Also, an online demo of the semantic multimodal image retrieval method pro-
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posed here is available in 1.

4.3.1 Multimodal Text-Image Embedding

The proposed pipeline is as follows: First, we train the text embedding model on a
dataset composed by pairs of images and correlated texts (I , x). Second, we use the
text embedding model to generate vectorial representations of those texts. Given a text
instance x, we denote its embedding by φ(x) ∈ RD . Third, we train a CNN to regress
those text embeddings directly from the correlated images. Given an image I , its rep-
resentation in the embedding space is denoted by ψ(I ) ∈ RD . Thereby the CNN learns
to embed images in the vectorial space defined by the text embedding model. The
trained CNN model is used to generate visual embeddings for the test set images. Fig-
ure 4.1 shows a diagram of the visual embedding training pipeline and the retrieval
procedure.

Text 
embedding
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Text 
embedding
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 representation“old car”

Image

Text

“old car”

( )

(x)

(xq )

xq 

 

x

Figure 4.1: Pipeline of the visual embedding model training and the image retrieval by
text.

In the image retrieval stage the vectorial representation in the joint text-image space
of the querying text is computed using the text embedding model. Image queries can
also be handled by using the visual embedding model instead of the text embedding
model to generate the query representation. Furthermore, we can generate complex
queries combining different query representations applying algebra in the joint text-
image space. To retrieve the most semantically similar image IR to a query xq , we
compute the cosine similarity of its vectorial representation φ(xq ) with the visual em-
beddings of the test set images ψ(IT ), and retrieve the nearest image in the joint text-

1Semantic Multimodal Image Retrieval Demo: https://gombru.github.io/
MMSemanticRetrievalDemo/

https://gombru.github.io/MMSemanticRetrievalDemo/
https://gombru.github.io/MMSemanticRetrievalDemo/
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image space:

argmin
IT ∈Test

〈φ(xq ),ψ(IT )〉
||φ(xq )|| · ||ψ(IT )|| (4.1)

State of the art text embedding methods trained on large text corpus are very good
generating representations of text in a vector space where semantically similar con-
cepts fall close to each other. The proposed pipeline leverages the semantic structure
of these text embedding spaces training a visual embedding model that generates vec-
torial representations of images in the same space, mapping semantically similar im-
ages close to each other, and also close to texts correlated to the image content.

A CNN is trained to regress text embeddings from the correlated images minimizing
a sigmoid cross-entropy loss. This loss is used to minimize distances between the text
and image embeddings. Let {(In , xn)}n=1:N be a batch of image-text pairs. If σ(·) is the
component-wise sigmoid function, we denote pn =σ(φ(xn)) and p̂n =σ(ψ(In)). Note
pn , p̂n ∈ RD where D is the dimensionality of the joint embedding space. Let the loss
be:

L =− 1
N D

N∑
n=1

D∑
d=1

[ pnd log p̂nd + (1−pnd ) log(1− p̂nd ) ] (4.2)

The GoogleNet architecture [85] is used, customizing the last layer to regress a vec-
tor of the same dimensionality as the text embedding. Cross Entropy Loss is not usually
used for regression problems, where Mean Square Error loss is often used. We chose
Cross Entropy Loss empirically, since it was the one providing an stable training and
better performance. Although Cross Entropy Loss tends to be considered a loss for
classification, it is also suitable for regression problems: despite this loss will not be
zero when the regression solution matches the groundtruth, it will always be minimum
compared to other solutions.

4.3.2 Datasets

We present the datasets used in this work and show some examples of their images and
their associated text.

InstaCities1M

A dataset formed by Instagram images associated with one of the 10 most populated
English speaking cities all over the world (in the images captions one of the names of
these cities appears). It contains 100K images for each city, which makes a total of 1M
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images, split in 800K training images, 50K validation images and 150K test images. The
interest of this dataset is that is formed by recent Social Media data. The text associated
with the images is the description and the hashtags written by the photo up-loaders,
so it is the kind of free available data that would be very interesting to be able to learn
from. The InstaCities1M dataset is available on 2.

WebVision

The Webvision dataset [51] contains more than 2.4 million images crawled from the
Flickr Website and Google Images search. The same 1,000 concepts as the ILSVRC
2012 dataset [37] are used for querying images. The textual information accompany-
ing those images (caption, user tags and description) is provided. The validation set,
which is used as test in this work, contains 50K images.

4.3.3 Results

To evaluate the learnt joint embeddings, we define a set of textual queries and check vi-
sually if the TOP-5 retrieved images contain the querying concept. We define 24 differ-
ent queries. Half of them are single word queries and the other half two word queries.
They have been selected to cover a wide area of semantic concepts that are usually
present in Web and Social Media data. Both simple and complex queries are divided in
four different categories: Urban, weather, food and people.

Tables 4.1 and 4.2 show the mean Precision at 5 for InstaCities1M and WebVision
datasets and transfer learning between those datasets. To compute transfer learning
results, we train the model with one dataset and test with the other. Table 4.3 shows the
mean precision at 5 for InstaCities1M with introduced additional noise and of a model
trained with Mean Square Error loss. The noise is introduced by changing the indicated
% of captions to random captions from the training set. Figures 4.2, 4.3, 4.6, 4.4, 4.5
show the first retrieved images for some complex textual queries. Figure 4.6 also shows
results for non-object queries, proving that our pipeline works beyond traditional instance-
level retrieval. Figures 4.7 and 4.8 show that retrieval also works with multimodal
queries combining an image and text.

For complex queries, where we demand two concepts to appear in the retrieved
images, we obtain good results for those queries where the concepts tend to appear
together. For instance, we generally retrieve correct images for “skyline + night” and
for “bike + park”, but we do not retrieve images for “dog + kid”. When failing with this
complex queries, usually images where only one of the two querying concepts appears
are retrieved. Figure 4.9 shows that in some cases images corresponding to seman-
tic concepts between the two querying concepts are retrieved. That proves that the
common embedding space that has been learnt has a semantic structure. The per-
formance is generally better in InstaCities1M than in WebVision. The reason is that

2InstaCities1M Datset: https://gombru.github.io/2018/08/01/InstaCities1M/

https://gombru.github.io/2018/08/01/InstaCities1M/
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Table 4.1: Performance on InstaCities1M
and WebVision. First column shows the
mean P@5 for all the queries, second for
the simple queries and third for complex
queries.

Text embedding InstaCities1M WebVision
Queries All S C All S C
LDA 200 0.40 0.73 0.07 0.11 0.18 0.03
LDA 400 0.37 0.68 0.05 0.14 0.18 0.10
Word2Vec mean 0.46 0.71 0.20 0.37 0.57 0.17
Word2Vec tf-idf 0.41 0.63 0.18 0.41 0.58 0.23
Doc2Vec 0.22 0.25 0.18 0.22 0.17 0.27
GloVe 0.41 0.72 0.10 0.36 0.60 0.12
GloVe tf-idf 0.47 0.82 0.12 0.39 0.57 0.22
FastText tf-idf 0.31 0.50 0.12 0.37 0.60 0.13

Table 4.2: Performance on transfer
learning. First column shows the mean
P@5 for all the queries, second for the
simple queries and third for complex
queries.

Text embedding
Train: WebVision
Test: InstaCities

Train: InstaCities
Test: WebVision

Queries All S C All S C
LDA 200 0.14 0.25 0.03 0.33 0.55 0.12
LDA 400 0.17 0.25 0.08 0.24 0.39 0.10
Word2Vec mean 0.41 0.63 0.18 0.33 0.52 0.15
Word2Vec tf-idf 0.42 0.57 0.27 0.32 0.50 0.13
Doc2Vec 0.27 0.40 0.15 0.24 0.33 0.15
GloVe 0.36 0.58 0.15 0.29 0.53 0.05
GloVe tf-idf 0.39 0.57 0.22 0.51 0.75 0.27
FastText tf-idf 0.39 0.57 0.22 0.18 0.33 0.03

Table 4.3: Performance on InstaCities1M using GloVe tf-idf introducing noise by
changing the indicated % of captions by random captions from the training set.

Experiment InstaCities1M
Queries All S C
Without introduced noise 0.47 0.82 0.12
10% introduced noise 0.25 0.43 0.07
20% introduced noise 0.18 0.32 0.05
30% introduced noise 0.15 0.25 0.05

the queries are closer to the kind of images people tend to post in Instagram than to
the ImageNet classes. However, the results on transfer learning show that WebVision
is a better dataset to train than InstaCities1M. That’s because WebVision has more im-
ages than InstaCities1M (2.4M training images vs 800k training images) and shows that
the learned models are robust, general and scalable: Having more data, even if it’s not
specifically related with the target task, allows learning embedding models that per-
form better in that task. Results show that all the tested text embeddings methods
work quite well for simple queries. Though, LDA fails when is trained in WebVision.
That is because LDA learns latent topics with semantic sense from the training data.
Every WebVision image is associated to one of the 1,000 ImageNet classes, which in-
fluences a lot the topics learning. As a result, the embedding fails when the queries are
not related to those classes.

The overall conclusion of the performance comparison between text embeddings
in this experiment is that word level text embeddings such as Word2Vec and GloVe
perform better than document level text embeddings (LDA, Doc2Vec) and character
ngrams level text embeddings (FastText). The reason is that captions associated to im-
ages in Social Media tend to be quite concise, so averaging the word-level embeddings
of a caption still gives us an informative representation that allows us to take profit of
the rich semantic space learnt by this kind of embeddings. The fact that this semantic
space is quite sparse allows us to perform arithmetic between embeddings in it, and
also to be able to learn from those representations averaged over caption’s words.
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Figure 4.2: Top-ranked results of combined text queries related with haircuts by our
semantic image retrieval model. The learnt joint image-text embedding permits to
learn a rich semantic manifold even for previously unseen concepts even though they
might not be explicitly present in the training set.

Error Analysis

Remarkable sources of errors are listed and explained below:

• Visual Features Confusion: Errors due to the confusion between visually similar
objects. For instance retrieving images of a quiche when querying “pizza”. Those
errors could be avoided using more data and a higher dimensional representa-
tions, since the problem is the lack of training data to learn visual features that
generalize to unseen samples.

• Errors from the Dataset Statistics: An important source of errors is due to dataset
statistics. As an example, the WebVision dataset contains a class which is “snow
leopard” and it has many images of that concept. The word “snow” appears fre-
quently in the images correlated descriptions, so the net learns to embed to-
gether the word “snow” and the visual features of a “snow leopard”. There are
many more images of “snow leopard” than of “snow”, therefore, when we query
“snow” we get snow leopard images. Figure 4.10 shows this error and how we can
use complex multimodal queries to bias the results.

• Words with Different Meanings or Uses: Words with different meanings or words
that people use in different scenarios introduce unexpected behaviors. For in-
stance when we query "woman + bag" in the InstaCities1M dataset we usually
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Figure 4.3: First retrieved images for complex queries related with basketball with
Word2Vec on InstaCites1M.

retrieve images of pink bags. The reason is that people tend to write "woman"
in an image caption when pink stuff appears. Those are considered errors in our
evaluation, but inferring which images people relate with certain words in Social
Media can be a very interesting research.

CNN Activation Maps Visualization

We have proved that, using only Social Media data, state of the art CNNs can be trained
in a self-supervised way to learn powerful visual features, capable to discriminate among
a huge variety of scenes: from objects to outdoor scenes, abstract concepts or specific
buildings. In this experiment we visualize the images from the InstaCities1M retrieval
set that generated the highest activations in some CNN units, using the GoogleNet
trained from scratch with InstaCites1M and GloVe tf-idf text embedding as self-supervision.
We also show the regions of the images that activated most the selected units. Fig-
ure 4.11 shows the results of a selection of neurons in the pool5 layer of our model.
We can notice that network units are selective to specific buildings, such as Golden
Gate Bridge, objects such as guitars, drums or lights to identify concert scenes, or even
basketball t-shirts.

Visualizing the Learned Semantic Space with t-SNE

We use the t-SNE dimensionality reduction method to reduce the dimensionality of the
joint embedding space to 2 dimensions and we show images in that space to visualize
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Figure 4.4: First retrieved images for textual queries with Word2Vec on InstaCites1M.

its semantic structure. t-SNE is a non-linear dimensionality reduction method, which
we use on our 400 dimensional embeddings to produce 2 dimensional embeddings.
For each one of the given 400 dimensional visual or textual embeddings, t-SNE com-
putes a 2 dimensional embedding arranging elements that have similar representa-
tions nearby, providing a way to visualize the learnt joint image-text space and analyze
qualitatively its semantic structure. As we have learnt a joint image and text embed-
ding space, we can apply t-SNE to both modalities of embeddings at once. We apply
t-SNE to a set formed by the visual embeddings of the images in test set of InstaCi-
ties1M and the text embeddings of the selected querying terms. In this experiment,
we use the Word2Vec model trained on InstaCities1M dataset. For text embeddings,
we use an image containing its words as their representations in the canvas. To get an
interpretable visualization avoiding images overlaps, if two images share any pixel in
the output Figure we omit one of them (prioritizing word images). Therefore, images
surrounding word images are not necessary top retrieval results for that word, but they
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Figure 4.5: First retrieved images for complex textual queries with Word2Vec on In-
staCites1M.

are the nearest images of the ones being represented in the figure.

The joint embeddings 2 dimensional visualization in 4.12 shows the semantic struc-
ture of the learnt space. It shows semantic clusters that the joint embedding has learnt
in a self-supervised way from the data distribution, that correspond to different kind of
images people tend to post on Instagram. For instance, the Figure shows a cluster for
food images, a cluster for sport images, a cluster for sunrise images, or a cluster for an-
imal images. It also shows that images of people are very numerous, and that the joint
embedding groups them correctly. It can also be appreciated how images we might
consider noise, such as images with logos or text, are clustered together. The majority
of those images are far from the semantic clusters, isolated and near the Figure edges.
That is because the joint embedding hasn’t been able to find semantic relations be-
tween these images and the rest, so it assigns to them embeddings that have not rela-
tion with the others. When computing t-SNE, as the objective is to place similar images
nearby, this images without semantic relations are set far from the others. Therefore,
we can conclude that the pipeline is quite robust to Social Media noise. More t-SNE
visualizations of the learnt joint embeddings are avalaible in 3.

3t-SNE visualizations: https://gombru.github.io/2018/08/01/learning_from_web_data

https://gombru.github.io/2018/08/01/learning_from_web_data
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Figure 4.6: First retrieved images for complex queries (left), city related complex
queries (top-right) and non-object queries (bottom-right) with Word2Vec on In-
staCites1M.

Query

-wedding -old

-sea

Top semantically retrieved

+animal

Query Top semantically retrieved

Figure 4.7: First retrieved images for multimodal queries (concepts are added or re-
moved to bias the results) with Word2Vec on WebVision.
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Query Top semantically retrieved
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-sunset

+tooth

+dangerous

-forest

-river

Figure 4.8: First retrieved images for multimodal complex queries with Word2Vec on
WebVision.

building                                                                                      beach                                                                

car                                                                                                 bike                                                                

car                                                                                                 train                                                                

Figure 4.9: First retrieved images for sim-
ple (left and right columns) and complex
weighted queries with Word2Vec on In-
staCites1M.
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Figure 4.10: First retrieved images for text
queries using Word2Vec on WebVision.
Concepts are removed to bias the results.
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Figure 4.11: Top-5 activations for five units in pool5 layer of GoogleNet model trained
from scratch with InstaCities1M using GloVe tf-idf as self-supervision and their activa-
tion maps.
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Figure 4.12: Visualization of the joint embedding with Word2Vec on InstaCities1M
dataset.
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4.3.4 Comparing the Image and Text Embeddings

We analyze the semantic quality of the learnt joint embedding spaces showing how the
CNN has learnt to embed images in them.

R2 = 0.12 R2 = 0.09 R2 = 0.01

Figure 4.13: Text embeddings distance (X) vs the images embedding distance (Y) of
different random image pairs for LDA, Word2Vec and GloVe embeddings trained with
InstaCities1M. Distances have been normalized between [0,1]. Points are red if the pair
does not share any tag, orange if it shares 1, light orange if it shares 2, yellow if it shares
3 and green if it shares more. R2 is the coefficient of determination of images and texts
distances.

Experiment Setup

To evaluate how the CNN has learnt to map images to the text embedding space and
the semantic quality of that space, we perform the following experiment: We build ran-
dom image pairs and we compute the cosine similarity between both their image and
their text embeddings. In Figure 4.13 we plot the images embeddings distance vs the
text embedding distance of 20,000 random image pairs. If the CNN has learnt correctly
to map images to the text embedding space, the distances between the embeddings of
the images and the texts of a pair should be similar, and points in the plot should fall
around the identity line y = x. Also, if the learnt space has a semantic structure, both
the distance between images embeddings and the distance between texts embeddings
should be smaller for those pairs sharing more tags: The plot points’ color reflects the
number of common tags of the image pair, so pairs sharing more tags should be closer
to the axis origin.

As an example, take a dog image with the tag "dog", a cat image with the tag "cat"
and one of a scarab with the tag "scarab". If the text embedding has been learnt cor-
rectly, the distance between the projections of dog and scarab tags in the text embed-
ding space should be bigger than the one between dog and cat tags, but smaller than
the one between other pairs not related at all. If the CNN has correctly learnt to embed
the images of those animals in the text embedding space, the distance between the
dog and the cat image embeddings should be similar than the one between their tags
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embeddings (and the same for any pair). So the point given by the pair should fall in
the identity line. Furthermore, that distance should be nearer to the coordinates origin
than the point given by the dog and scarab pair, which should also fall in the identity
line and nearer to the coordinates origin that another pair that has no relation at all.

Results and Conclusions

The plots in Figure 4.13 for both the Word2Vec and the GloVe embeddings show a sim-
ilar shape. The resulting blob is elongated along the y = x direction, which proves
that both image and text embeddings tend to provide similar distances for an image
pair. The blob is thinner and closer to the identity line when the distances are smaller
(so when the image pairs are related), which means that the embeddings can provide
a valid distance for semantic concepts that are close enough (dog, cat), but fails in-
ferring distances between weak related concepts (car, skateboard). The colors of the
points in the plots show that the space learnt has a semantic structure. Points corre-
sponding to pairs having more tags in common are closer to the coordinates origin and
have smaller distances between the image and the text embedding. From the colors it
can also be deducted that the CNN is good inferring distances for related images pairs:
there are just a few images having more than 3 tags in common with image embedding
distance bigger than 0.6, while there are many images with bigger distances that do not
have tags in common. However, the visual embedding sometimes fails and infers small
distances for image pairs that are not related, as those images pairs having no tags in
common and an image embedding distance below 0.2.

The plot of the LDA embedding shows that the learnt joint embedding is not so
good in terms of the CNN images mapping to the text embedding space nor in terms
of the space semantic structure. The blob does not follow the identity line direction
that much which means that the CNN and the LDA are not inferring similar distances
for images and texts of pairs. The points colors show that the CNN is inferring smaller
distances for more similar image pairs only when the pairs are very related.

The coefficient of determination R2 shown at each graph measures the proportion
of the variance in a dependent variable that is predicted by linear regression and a
predictor variable. In this case, it can be interpreted as a measure of how much image
distances can be predicted from text distances and, therefore, of how well the visual
embedding has learnt to map images to the joint image-text space. It ratifies our plots’
visual inspection proving that visual embeddings trained with Word2Vec and GloVe
representations have learnt a much more accurate mapping than LDA, and shows that
Word2Vec is better in terms of that mapping.
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4.4 Learning from Barcelona Instagram Data

4.4.1 Text Supervision in Social Media for Tourism Analysis

Instagram data can be exploited to obtain information about a city that has interesting
social and commercial applications. Specifically, in this section we analyze images and
captions related to Barcelona. Barcelona is a very touristic city which revives around 10
million tourists every year. That causes conflicts between tourists and locals and be-
tween the tourism industry and other local organizations, conflicts that are highly con-
centrated on neighborhoods with requested tourist attractions. Measuring the tourism
overcrowding per neighborhood is not easy, since some areas receive high touristic in-
terest but they don’t have hotels or tourism installations. This work proposes a method
to do that by exploiting Instagram data.

We perform a multimodal, language separate analysis using the text of the captions
and its associated images, designing a pipeline that learns relations between words,
images and neighborhoods in a self-supervised way. We focus on a per-neighborhood
analysis, and analyze how the differences of tourism activity between Barcelona dis-
tricts and neighborhoods are reflected on Instagram. This work has been published
in [24]. The proposed method works as follows:

1. We split the data depending on whether it contains captions in a local language,
Spanish and Catalan, or English, which we consider to be locals vs tourists pub-
lications.

2. We train a semantic word embedding model, Word2Vec [62], for each language
and show the words that locals and tourists associate with different neighbor-
hood names.

3. Using the semantic word embeddings as a supervisory signal, we train a CNN
than learns relations between images and neighborhoods.

4. Using the trained models in a retrieval approach with unseen data we show,
for each language, the most related images to different neighborhoods. Results
show interesting differences between the visual elements that locals and tourists
associate to each neighborhood.

4.4.2 Dataset

To perform the presented analysis we gathered a dataset of Instagram images related
to Barcelona uploaded between September and December of 2017. That means im-
ages with a caption where the word "Barcelona" appears. We collected around 1.3 mil-
lion images. The resulting dataset, InstaBarcelona, contains 597,766 image-captions
pairs and is made publicly available for download. From those pairs 331,037 are En-
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glish publications, 171,825 Spanish publications and 94,311 Catalan publications. The
dataset is available on 4.

4.4.3 Textual Analysis

We train a Word2Vec model for each one of the analyzed languages: English, Span-
ish and Catalan. The objective is to learn the different contexts where the authors use
words depending on their language. Using the Word2Vec learned models for each lan-
guage, we can infer the words that users writing in English, Spanish or Catalan (tourist
or locals) relate with each one of the Barcelona’s neighborhoods.

Next, we show the closest words in the Word2Vec space to the four Ciutat Vella
neighborhoods using the three Word2Vec models learned. Closest words of the English
trained Word2Vec are shown in red, of the Spanish one in green, and of the Catalan one
in blue. Spelling variants and synonyms have been removed from the results.

Barceloneta
hotelw, seaside, beachlife, beachview, port, bcnbeach
ramblademar, torremapfre, hotelvela, paseomaritimo
portolimpic, hotelwela, vilaolimpica, torremapfre, bogatell

Gotic
cathedral, history, gargoyles, churches, architecture
edadmedia, laribera, carrerdelbisbe, mercadodelborn
carrerdelbisbe, plaçadelrei, catedraldelmar, carrercomtal

Born
barcelonaspots, gothicdistrict, oldtown, catedraldelmar
passeigdelborn, portalnou, callejuelas, rinconesmagicos
mercatdelborn, ccm, banysorientals, cafedelborn, laribera

Raval
cccb, macba, zeligbar, poblesec, elborn, grafity, gotico
rambladelraval, ravalcultural, fueradrogas, narcopisos
ravalcultural, somdebarri, ravalescultura, botigadecomics

This examples show the interests of the different language speakers in the query
neighborhoods. Words related to Barceloneta and El Gòtic neighborhoods in the three
languages are mostly tourist attractions. However, we can appreciate differences be-
tween languages. For instance, when mentioning El Gòtic, Spanish and Catalan speak-
ers use along names of its streets and squares, while English speakers use more general
words. Tourist publications mentioning El Born relate this district to Barcelona’s old
town, while locals publications mention its promenade, its market or its culture cen-
ter (CCM). When mentioning El Raval, tourists publications mention its museums and
other nearby districts. On the contrary, locals publications talk about its cultural activ-
ity, its promenade or its drug presence problem.

The trained Word2Vec models provide information that can be used beyond a dis-
trict analysis. They can infer the words that Instagram users relate to Barcelona and
any other word in the training vocabulary. For the following queries, the translation of
the English query word to the corresponding language has been used, and the transla-
tion of the local languages results to English are shown.

4InstaBarcelona Dataset: https://gombru.github.io/2018/08/02/InstaBarcelona/

https://gombru.github.io/2018/08/02/InstaBarcelona/
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Beach
summer, seaside, sand, sunset, sunny, whotel, seaview
seaview, passeigmaritim, mediterráneo, novaicaria
bogatell, novaicaria, mediterrani, lamarbella, voley

Food
tapas, fastfood, breakfast, sangria, seafood, blackrice
sushi, ham, soup, chicken, hamburguer, fruit
cannelloni, omelette, bread, soup, fruit, fries

Tourism
landscape, architecture, bluesky, spain, aroundtheworld
catalanfood, adventure, crossing, eatanddrink, fair
route, beatifullplaces, mycity, heritage, walking

Neighborhood
quaint, hidden, restaurants, lively, locals, gracia, corners
gotico, turists, citizens, park, streets, shops, people
ribera, citizen, ravalnotforsale, citizenfight, street, walking

This experiments also show clear differences between the models trained with the
different languages. For instance, when mentioning Food English speakers write along
Spanish most characteristic dishes, while locals write about more daily meals. When
mentioning Neighborhood, tourists talk about its restaurants or appearance, while lo-
cals talk more about its people.

4.4.4 Visual Analysis

Word2Vec allows us to find the words that authors relate neighborhoods when using
different languages. That is possible because Word2Vec learns word embeddings to a
vectorial space where semantic similar words (words appearing in similar contexts),
are mapped nearby. Img2NeighCtx (Image to Neighborhood Context) is a Convolu-
tional Neural Network that, learning from images and associated captions, allows us to
find the images that authors relate to the different neighborhoods when using different
languages.

Img2NeighCtx

Walking around gothic 
#Cathedral

Having lunch in La 
Barceloneta #beach

Caption +

Caption - Word2Vec

d(    ,    ) - d (    ,    ) > margin

Neighbourhood 
Space

Neighbourhood
Context

Figure 4.14: Training procedure of Img2NeighCtx. The CNN is trained to maximize the
difference of distances between the image and the positive caption and the image and
the negative caption in the Neighborhood Space space until a certain margin.
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Img2NeighCtx

Word2Vec allows us to compute a similarity between two words. To compute a vec-
tor encoding the similarities of a caption with each of the 82 Barcelona’s districts and
neighborhoods, we sum up the cosine similarities of all the caption words with each
neighborhood name in the Word2Vec space and L2 normalize the vector. We call the re-
sulting vector Neighborhood Context (NC ). Let W be the Word2Vec representations of
all the words in a caption c and N = {n j } j=1:J be all the neighborhoods names Word2Vec
representations (J = 82). The neighborhood context of each word w in the caption is
represented by

NC (w) =
( 〈w,n1〉
||w || · ||n1||

,
〈w,n2〉

||w || · ||n2||
, . . . ,

〈w,n J 〉
||w || · ||n J ||

)
(4.3)

We eventually compute the Neighborhood Context of the caption c as:

NC (c) = ∑
w∈W

NC (w) (4.4)

which is L2 normalized.

Img2NeighCtx is a GoogleNet based CNN that learns to infer NC from images. The
last classification layer is replaced by a fully connected layer with 82 outputs, which
is the dimensionality of the Neighborhood Space, and uses a ranking loss to learn to
embed images with similar captions Neighborhood Contexts nearby. Img2NeighCtx re-
ceives three inputs: the image (i ), its caption embedding (NC+), and a negative cap-
tion embedding (NC−). The negative caption embedding is selected randomly from
the 50% most distant batch caption embeddings. We define the loss by:

L(i , NC+, NC−) = 1
2 max

(
0,m −ΦT

i NC++ΦT
i NC−)

(4.5)

where m is the margin andΦ is the function that embeds the image into the Neigh-
borhood Space. Img2NeighCtx is trained to minimize this loss, which maximizes the
difference between the distances of the image with the positive and negative captions
upon a certain margin. The training pipeline of Img2NeighCtx is shown in Figure 4.14.

Images Associated to Districts

Once Img2NeighCtx has been trained to embed images in the Neighborhood Space,
it can be used in a straightforward manner in an image by neighbourhood retrieval
task. The CNN has learned from the images and the associated captions to extract vi-
sual features useful to relate images to the different neighborhoods. Using as a query
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a neighborhood represented as a one hot vector in the Neighborhood Space, we can
infer the kind of images that Instagram users writing in English, Spanish or Catalan
relate to that neighborhood. To do that we retrieve the nearest images in the Neighbor-
hood Space. Figure 4.15 show the first retrieved images for some of the neighborhoods.
Images in the top row (red) correspond to the English trained model, in the second
(green) to the Spanish one, and in the third (blue) to the Catalan one. When talking
about El Born (Sant Pere) (Fig. 4.15), tourist tend to post photos of bikes, since there
are many tourist oriented stores offering bike renting services there, while locals tend
to post photos of its bars and streets. When posting about El Poblesec 4.15, tourist tend
to post photos of the food they have in its popularity increasing restaurants, while lo-
cals tend to post photos of themselves, its bars or its art galleries. When posting about
El Poblenou 4.15, the kind of images people post using the three languages are similar
and related to design and art. This is because El Poblenou neighbourhood has been
promoted as a technology and design hub in Barcelona, following the 22@ plan. This
plan has attracted many foreign workers to live in the area. Therefore, and in contrast
to other neighborhoods, the majority of English publications related to El Poblenou are
not from tourists but from people that have settled here, and appear to have the same
interests in El Poblenou as the Catalan and Spanish speakers.

Figure 4.15: Img2NeighCtx image by neighborhood retrieval results for different neigh-
borhoods in each of the languages.
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Beyond Districts: Img2Word2Vec

Img2NeighCtx is very useful to retrieve images associated to each neighborhood in
each one of the languages. In a similar way we trained Img2NeighCtx to predict Neigh-
borhood Contexts from images, we can train a net to directly embed images in the
Word2Vec space. We call that net Img2Word2Vec.

First, the embeddings of all the captions in the Word2Vec space are computed as
the mean of its word embeddings and L2 normalized. Img2Word2Vec has the same
structure as Img2NeighCtx, but the last fully connected layer has 300 outputs, which
is the dimensionality of the Word2Vec space. It uses a ranking loss to learn to em-
bed semantically similar images nearby. Img2Word2Vec receives 3 inputs: the image,
its caption Word2Vec embedding, and a negative caption Word2Vec embedding. The
negative caption embedding is selected randomly from the other batch captions. The
training pipeline is similar to the Img2NeighCtx one (Figure 4.14) but leaving out the
Neighborhood Context computation and applying the ranking loss directly to captions
Word2Vec embeddings.

The trained Img2Word2Vec models can be used to relate text and images beyond
districts and neighborhoods names, retrieving images related to any text concept present
in the vocabulary. Figure 4.16 shows retrieval results for different query words. When
using the word food, tourist tend to post photos of themselves in front of "healthy" and
well presented dishes or seafood. As a contrast, locals tend to post photos where only
the food appears, and it tends to be international and more diverse. For friends tourist
tend to post photos of a group of friends in the beach, while locals tend to appear
around a table, though they are more diverse. Associated with the word views, tourists
post photos of Barcelona’s views taken from popular places (Montjuic and Park Güell).
As a contrast, locals photos are more diverse and include photos taken from houses
and of other Barcelona areas, such as the port. When using the word market, tourist
photos are mainly from Mercat de la Boqueria, an old market in Barcelona’s old town
that has turned into a very touristic place. Meanwhile, locals photos are more divers
and include markets where people do their daily shopping.

4.4.5 Applications to Tourism Industry

This self-supervised setup to learn from Social Media images with associated text can
have many applications: We can learn which visual features people associate with any
term. This work, where I learn which visual features people in Barcelona associate with
words, was interesting for the tourist industry and I presented it in ForumTurisTIC 5,
explaining the possibilities of this method and showing examples of what images peo-
ple associate with words related with restaurants, hotels, or nightlife. The industry
showed interest in this research and further developments.

5Forum TurisTIC presentation: https://gombru.github.io/2018/02/11/forumTurisTIC_
presentation/

https://gombru.github.io/2018/02/11/forumTurisTIC_presentation/
https://gombru.github.io/2018/02/11/forumTurisTIC_presentation/
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Figure 4.16: Img2Word2Vec image by text retrieval results for different queries in each
of the languages.

4.4.6 #Barcelona Deep Dream

The Deep Dream algorithm by Google 6 magnifies the patterns that a given layer rec-
ognizes in an input image, and then generates a new image where those patterns are
amplified. We can select any layer and ask the CNN to enhance what it sees. Lower
layers will produce lower level patterns, since they are sensible to basic features, but
higher layers will produce more sophisticated patterns or whole objects. Applying this
algorithm iteratively (to its own output) will result in images where the detected pat-
terns have been more amplified.

If we use Deep Dream to visualize what the Img2Word2Vec net has learnt from In-
staBarcelona we get city recognizable patterns, as the one shown in Figure 4.17. We
can clearly see the shapes of Sagrada Familia, and the lights and color of the Montjuic
Fountain. Those are very popular tourist attractions in Barcelona, so there are many
images of them in Instagram and the net learns consistent patterns for them. The im-
age also clearly shows a dog face, which is probably because of the Imagenet initializa-
tion, and the fact that dog pictures in Instagram are also common. Figure 4.18 shows
the results of amplifying another layer of Img2Word2Vec with Deep Dream. In this case

6https://ai.googleblog.com/2015/06/inceptionism-going-deeper-into-neural.html

https://ai.googleblog.com/2015/06/inceptionism-going-deeper-into-neural.html
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the patterns shown are clearly related to the Football Club Barcelona, another tourist
attraction from Barcelona. The image clearly shows the colors of the club, the field, and
shapes of players. This visualisations show again how powerful can be self-supervised
learning from Social Media images with associated text to learn visual features. Addi-
tional #Barcelona Deep Dream results are available in 7.

Figure 4.17: Deep Dream aplied to Img2Word2Vec.

Figure 4.18: Deep Dream aplied to another layer of Img2Word2Vec.

7#Barcelona Deep Dream Results: https://gombru.github.io/2018/10/10/barcelona_deepdream

https://gombru.github.io/2018/10/10/barcelona_deepdream
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4.5 Conclusions

In this chapter we have researched how Social Media data can be exploited to learn a
joint visual and textual embedding by learning images embeddings on a pre-learned
text representation space. We have shown how that methodology exploits the semantic
structure of the text representations to learn semantic visual embeddings, and allows
to perform semantic image retrieval, going beyond instance-level retrieval. The re-
trieval setup can handle multiple concepts queries and also multimodal queries, com-
posed by a visual query and a text modifier to bias the results.

Also, we have benchmarked state of the art text embeddings in the image retrieval
by text task, concluding that GloVe and Word2Vec have a similar performance and are
the best ones for this data, consisting on images with associated captions. Note that,
related works were I collaborated [67] concluded that LDA works better when we want
to learn from images with longer associated texts, such as Wikipedia articles.

Additionally we showed an application of self-supervised learning from Social Me-
dia data using images and associated text where we learned which visual features peo-
ple associate with a given concept and city. Next, we proposed a method to learn which
images people associate with the different neighbourhoods of a city and performed a
language-separate analysis that showed how it can be useful to analyze the tourism
behaviour of a city.



Chapter 5

Multimodal Learning with Images, Text
and Geolocations

Research Question 5: Which is the best method to learn from images with associated
tags?

Research Question 6: Can location information be exploited to boost image tagging
performance?

Research Question 7: Can we train a retrieva system to find images associated to a given
tag and near to a given location?

5.1 Introduction

Besides text and images, location is a data modality widely present in contemporary
data collections. Many cameras and mobile phones with built-in GPS systems store
the location information in the corresponding Exif metadata header when a picture
is taken. Moreover, most of the web and social media platforms add this information
to generated content or use it in their offered services. In this chapter we leverage
this third data modality: using location information can be useful in an image tagging
task since location-related tagging can provide better contextual results. For instance,
an image of a skier in France could have the tags “ski, alps, les2alpes, neige”, while an
image of a skier in Canada could have the tags “ski, montremblant, canada, snow”.
More importantly, location can also be very useful in an image retrieval setup where
we want to find images related to a word in a specific location: the retrieved images
related to the query tag temple in Italy should be different from those in China.

We propose a new architecture for modeling the joint distribution of images, hash-
tags, and geographic locations and demonstrate its ability to retrieve relevant images
given a query composed by a hashtag and a location. In this task, which we call loca-
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tion sensitive tag-based image retrieval, a retrieved image is considered relevant if the
query hashtag is within its ground-truth hashtags and the distance between its location
and the query location is smaller than a given threshold.

5.2 Background on Location Sensitive Image Retrieval and
Tagging

A common approach to address both image by text retrieval and image tagging is to
learn a joint embedding space for images and words [45, 95, 72, 22], as we have also
seen in Chapter 4. In such a space, images are embedded near to the words with which
they share semantics. Consequently, semantically similar images are also embedded
together. Another approach to handle multiple modalities of data is by scoring tu-
ples of multimodal samples aiming to get high scores on positive cases and low scores
on negative ones [90, 97, 73, 35]. In this setup, instead of strict similarities between
modalities, the model learns more relaxed compatibility scores between them. The
work presented in this Chapter fits under this paradigm. Specifically, we train a model
that produces scores for image-hashtag-coordinates triplets, and we use these scores
in a ranking loss in order to learn parameters that discriminate between observed and
unobserved triplets.

The task of location sensitive retrieval as defined before, has not yet been addressed.
O’Hare et al. [66] presented the need of conditioning image retrieval to location in-
formation, and targeted it by using location to filter out distant photos and then per-
forming a visual search for ranking. Similar location-based filtering strategies have
been also used for landmark identification [10] and to speed-up loop closure in vi-
sual SLAM [47]. The obvious limitation of such systems compared to LocSens is that
they require geolocation annotations in the entire retrieval set. Kennedy et al. [43, 42]
and Rattenbury et al. [71] used location-based clustering to get the most representa-
tive tags and images for each cluster, and presented limited image retrieval results for
a subset of tags associated to a given location (landmark tags). They did not learn,
however, location-dependent visual representations for tags as we do here, and their
system is limited to the use of landmark tags as queries. On the other hand, Zhang et
al. [105] proposed a location-aware method for image tagging and tag-based retrieval
that first identifies points of interest, clustering images by their locations, and then
represents the image-tag relations in each of the clusters with an individual image-tag
matrix [101]. Their study is limited to datasets on single city scale and small number of
tags (1000). Their retrieval method is constrained to use location to improve results for
tags with location semantics, and cannot retrieve location-dependent results (i.e. only
the tag is used as query). Again, contrary to LocSens, this method requires geolocation
annotations over the entire retrieval set. Other existing location-aware tagging meth-
ods [63, 54] have also addressed constrained or small scale setups (e.g. a fixed number
of cities) and small-size tag vocabularies, while in this paper we target a worldwide
scale unconstrained scenario.



69 Multimodal Learning with Images, Text and Geolocations

5.3 Methodology

Given a large set of images, tags and geographical coordinates, our objective is to train
a model to score triplets of image-hashtag-coordinates and rank them to perform two
tasks: (1) image retrieval querying with a hashtag and a location, and (2) image tagging
when both the image and the location are available. We address the problem in two
stages: first, we train a location-agnostic CNN to learn image representations using
tags as supervision. We propose different training methodologies and evaluate their
performance on image tagging and retrieval. These serve as benchmark and provide
compact image representations to be later used within the location sensitive models.
Second, using the learnt image and hashtags best performing representations and the
locations, we train multimodal models to score triplets of these three modalities. We
finally evaluate them on image retrieval and tagging and analyze how these models
benefit from the location information.

5.3.1 Learning with Tags Supervision

Three procedures for training location-agnostic visual recognition models using hash-
tag supervision are considered: (1) multi-label classification, (2) softmax multi-class
classification, and (3) hashtag embedding regression. In the following, let H be the set
of H considered hashtags. Ix will stand for a training image and Hx ⊆H for the set of its
groundtruth hashtags. The image model f (·;θ) used is a ResNet-50 [30] with parame-
ters θ. The three approaches eventually produce a vector representation for an image
Ix, which we denote by rx. For a given hashtag hi ∈H, its representation —denoted vi—
is either learnt externally or jointly with those of the images.

Multi-Label Classification

We set the problem as a standard multi-label classification setup over H classes corre-
sponding to the hashtags in the vocabulary H. The last ResNet-50 layer is replaced by
a linear layer with H outputs, and each one of the H binary classification problems is
addressed with a cross-entropy loss with sigmoid activation, which is sometimes called
Binary Cross-Entropy Loss. Let yx = (y1

x , . . . , y H
x ) be the multi-hot vector encoding the

groundtruth hashtags of Ix and fx = σ( f (Ix;θ)), where σ is the element-wise sigmoid
function. The loss for image Ix is written as:

L =− 1
H

H∑
h=1

[ yh
x log f h

x + (1− yh
x ) log(1− f h

x ) ] (5.1)
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Multi-Class Classification

Despite being counter-intuitive, several prior studies [59, 90] demonstrate the effec-
tiveness of formulating multi-label problems with large numbers of classes as multi-
class problems. At training time a random target class from the groundtruth set Hx is
selected, and softmax activation with a cross-entropy loss is used. This setup is com-
monly known as softmax classification. Notice that during training we simulate that
each image has only one positive class at each iteration, despite the ground-truth is
multi-label.

Let hi
x ∈ Hx be a randomly selected class (hashtag) for Ix. Let also f i

x be the coordi-
nate of fx = f (Ix;θ) corresponding to hi

x . The loss for image Ix is set to be:

L =− log

 e f i
x∑H

j=1 e f
j

x

 (5.2)

In this setup we redefine ResNet-50 by adding a linear layer with D outputs just
before the last classification layer with H outputs. This allows getting compact image
D-dimensional representations rx as their activations in such layer. Since we are in
a multi-class setup where the groundtruth is a one-hot vector, we are also implicitly
learning hashtag embeddings: the weights of the last classification layer with input rx

and output fx is an H ×D matrix whose rows can be understood as D-dimensional
representations of the hashtags in H. Consequently, this approach learns at once D-
dimensional embeddings for both images and hashtags. In our experiments, the di-
mensionality is set to D = 300 to match that of the word embeddings used in the next
and last approach. This procedure does not apply to MLC for which groundtruth is
multi-hot encoded.

Hashtag Embedding Regression

This approach is similar to the one used in Chapter 4. We use pretrained GloVe [69]
embeddings for hashtags, which are D-dimensional with D = 300. For each image Ix,
we sum the GloVe embeddings of its groundtruth hashtags Hx, which we denote as tx.
Then we replace the last layer of the ResNet-50 by a D-dimensional linear layer, and
we learn the parameters of the image model by minimizing a cosine embedding loss.
If, fx = f (Ix;θ) is the output of the vision model, the loss is defined by:

L = 1−
(

tx · fx

‖tx‖‖fx‖
)

(5.3)

This method has benefits as we have seen in Chapter 4. As already stated by [90],
because of the nature of the GloVe semantic space, this methodology has the potential
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advantage of not penalizing predicting hashtags with close meanings to those in the
groundtruth but that a user might not have used in the image description. Moreover, as
shown in [17] and due to the semantics structure of the embedding space, the resulting
image model will be less prone to drastic errors.

5.3.2 Location Sensitive Model (LocSens)

We design a location sensitive model that learns to score triplets formed by an image,
a hashtag and a location. We use a siamese-like architecture and a ranking loss to opti-
mize the model to score positive triplets (existing in the training set) higher than neg-
ative triplets (which we create). Given an image Ix, we get its embedding rx computed
by the image model, the embedding vxi of a random hashtag hi

x from its groundtruth
set Hx and its groundtruth latitude and longitude gx = [ϕx,λx], which constitute a pos-
itive triplet. Both rx and vxi are L2 normalized and latitude and longitude are both
normalized to range in [0,1]. Note that 0 and 1 latitudes fall on the poles while 0 and 1
represent the same longitude because of its circular nature and falls on the Pacific.

The three modalities are then mapped by linear layers with ReLU activations to
300 dimensions each, and L2 normalized again. This normalization guarantees that
the magnitudes of the representations of the different modalities are equal when pro-
cessed by subsequent layers in the multimodal network. Then the three vectors are
concatenated. Although sophisticated multimodal data fusion strategies have been
proposed, simple feature concatenation has also been proven to be an effective tech-
nique [92, 90]. We opted for a simple concatenation as it streamlines the strategy.
The concatenated representations are then forwarded through 5 linear layers with nor-
malization and ReLU activations with 2048,2048,2048,1024,512 neurons respectively.
At the end, a linear layer with a single output calculates the score of the triplet. We
have experimentally found that Batch Normalization [34] hampers learning, produc-
ing highly irregular gradients. We conjecture that all GPU-allowable batch size is in
fact a small batch size for the problem at hand, since the number of triplets is poten-
tially massive and the batch statistics estimation will always be erratic across batches.
Group normalization [102] is used instead, which is independent of the batch size and
permits learning of the models.

To create a negative triplet, we randomly replace the image or the tag of the pos-
itive triplet. The image is replaced by a random one not associated with the tag hi

x,
and the tag by a random one not in Hx. We have found that the performance in image
retrieval is significantly better when all negative triplets are created replacing the im-
age. This is because the frequency of tags is preserved in both the positive and negative
triplets, while in the tagging configuration less common tags are more frequently seen
in negative triplets.

We train with a Ranking loss, with a margin set empirically to m = 0.1, use 6 nega-
tive triplets per positive triplet averaging the loss over them, and a batch size of 1024.
If sx is the score of the positive triplet and sn the score of the negative triplet, the loss is
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written as:

L = max(0, sn − sx +m) (5.4)

Figure 5.1 shows the model architecture and also the training strategies to balance
location influence, which are explained next.

Figure 5.1: The proposed LocSens multimodal scoring model trained by triplet ranking
(bars after concatenation indicate fully connected + group normalization + ReLu acti-
vation layers). During training, location information is processed and inputted to the
model with different strategies.

Balancing Location Influence on Ranking.

One important challenge in multimodal learning is balancing the influence of the dif-
ferent data modalities. We started by introducing the raw location values into the Loc-
Sens model, but immediately observed that the learning tends to use the location in-
formation to discriminate between triplets much more than the other two modalities,
forgetting previously learnt relations between images and tags. This effect is especially
severe in the image retrieval scenario, where the model ends up retrieving images close
to the query locations but less related to the query tag. This suggests that the location
information needs to be gradually incorporated into the scoring model for location
sensitive image retrieval. For that, we propose the following two strategies, also de-
picted in Figure 5.1.

Progressive Fusion with Location Dropout. We first train a model with LocSens archi-
tecture but silencing the location modality hence forcing it to learn to discriminate
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triplets without using location information. To do that, we multiply by α= 0 the loca-
tion representation before its concatenation. Once the training has converged we start
introducing locations progressively, by slowly increasing α until α = 1. This strategy
avoids new gradients caused by locations to ruin the image-hashtags relations Loc-
Sens has learned in the first training phase. In order to force the model to sustain the
capability to discriminate between triplets without using location information we per-
manently zero the location representations with a 0.5 probability. We call this location
dropout in a clear abuse of notation but because of its resemblance to zeroing random
neurons in the well-known regularization strategy [83]. For the sake of comparison, we
report results for the LocSens model with zeroed locations, which is in fact a location
agnostic model.

Location Sampling. Exact locations are particularly narrow with respect to global co-
ordinates and such a fine-grained degree of granularity makes learning troublesome.
We propose to progressively present locations from rough precision to more accurate
values while training advances. For each triplet, we randomly sample the training loca-
tion coordinates at each iteration from a 2D normal distribution with mean at the im-
age real coordinates (µ = gx) and with standard deviation σ decreasing progressively.
We constrain the sampling between [0, 1] by taking modulo 1 on the sampled values.
We start training withσ= 1, which makes the training locations indeed random and so
not informative at all. At this stage, the LocSens model will learn to rank triplets with-
out using the location information. Then, we progressively decrease σ, which makes
the sampled coordinates be more accurate and useful for triplet discrimination. Note
that σ has a direct relation with geographical distance, so location data is introduced
during the training to be first only useful to discriminate between very distant triplets,
and progressively between more fine-grained distances. Therefore, this strategy allows
training models sensitive to different location levels of detail.

5.4 Experiments

5.4.1 Dataset

We conduct experiments on the YFCC100M dataset [86] which contains nearly 100 mil-
lion photos from Flickr with associated hashtags and GPS coordinates among other
metadata. We create the hashtag vocabulary following [90]: we remove numerical
hashtags and the 10 most frequent hashtags since they are not informative. The hash-
tag set H is defined as the set of the next 100,000 most frequent hashtags. Then we
select photos with at least one hashtag from H from which we filter out photos with
more than 15 hashtags. Finally, we remove photos without location information. This
results in a dataset of 24.8M images, from which we separate a validation set of 250K
and a test set of 500K. Images have an average of 4.25 hashtags.

Notice the differences between this data and the data used in Chapter 4. In that pre-
vious Chapter, we learned from images with associated captions, which can be com-
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plete sentences, and which have semantic meanings generally with synergetic rela-
tions with the image content, but not always. In here, we learn from images with asso-
ciated tags, so the text is much more constrained in shape. But also in meaning, since
tags are used to make the images searchable and they have a more strict synergetic
relation with the images. That’s why, in this setup, it makes sense to define a limited
vocabulary of tags and address the problem as a Multi-Class or multi-label classifica-
tion problem, being the tags the categories. Also, this setup is closer to supervised
learning, and tags can easily be called weak supervision.

5.4.2 Image by Tag Retrieval

We first study hashtag based image retrieval, which is the ability of our models to re-
trieve relevant images given a hashtag query. We define the set of querying hashtagsHq

as the hashtags inH appearing at least 10 times in the testing set. The number of query-
ing hashtags is 19,911. The precision@10 of the different location agnostic methods is
as follows: MLC: 1.01, MCC: 14.07, HER (GloVe): 7.02. The multi-class classification
(MCC) model has the best performance in the hashtag based image retrieval task.

5.4.3 Location Sensitive Image by Tag Retrieval

We evaluate the ability of the models to retrieve relevant images given a query com-
posed by a hashtag and a location (Figure 5.2, 5.3). A retrieved image is considered
relevant if the query hashtag is within its groundtruth hashtags and the distance be-
tween its location and the query location is smaller than a given threshold. Inspired
by [91], we use different distance thresholds to evaluate the models’ location precision
at different levels of granularity.

We define our query set of hashtag-location pairs by selecting the location and a
random hashtag of 200,000 images from the testing set. In this query set there will
be repeated hashtags with different locations, and more frequent hashtags over all the
dataset will also be more frequent in the query set (unlike in the location agnostic re-
trieval experiment). This query set guarantees that the ability of the system to retrieve
images related to the same hashtag but different locations is evaluated. To retrieve im-
ages for a given hashtag-location query with LocSens, we compute triplet plausibility
scores with all test images and rank them.

Table 5.1 shows the performance of the different methods in location agnostic im-
age retrieval and in different location sensitive levels of granularity. In location agnos-
tic retrieval (first column) the geographic distance between the query and the results
is not evaluated (infinite distance threshold). The performances are higher because in
this case the query sets contains more instances of the most frequent hashtags. The
upper bound ranks the retrieval images containing the query hashtag by proximity to
the query location, showcasing the optimal performance of any method in this eval-
uation. In location sensitive evaluations the optimal performance is less than 100%
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because we do not always have 10 or more relevant images in the test set.
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Figure 5.2: Top retrieved image by LocSens, our location sensitive model, for the query
hashtag “temple” at different locations.
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Figure 5.3: Top retrieved image by LocSens, our location sensitive model, for the query
hashtag “bridge” at different locations.

Results show how the zeroed locations version of LocSens gets comparable results
as MCC. By using raw locations in the LocSens model, we get the best results at fine level
of location detail at the expense of a big drop in location agnostic retrieval. The rea-
son is that it is relying heavily on locations to rank triplets decreasing its capability to
predict relations between images and tags. As a result, it tends to retrieve images close
to the query location, but less related to the query tag. The proposed dropout training
strategy reduces the deterioration in location agnostic retrieval performance at a cost
of a small drop in the fine levels of granularity. Also, it outperforms the former models
in the coarse continent and country levels, due to its better balancing between using
the query tag and location to retrieve related images. In its turn, the location sampling
proposed approach with σ = 1 gets similar results as LocSens with zeroed locations
because the locations are as irrelevant in both cases. When σ is decreased, the model
improves its location sensitive retrieval performance while maintaining a high location
agnostic performance. This is achieved because informative locations are introduced
to the model in a progressive way, from coarse to fine, and always maintaining triplets
where the location is not informative, forcing the network to retain its capacity to rank
triplets using only the image and the tag.

Figure 5.4 shows the absolute and relative performances at different levels of gran-
ularity while σ is decreased. At σ= 0.05, it can be seen that the location sensitive per-
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Table 5.1: Location sensitive hashtag based image retrieval: P@10. A retrieved image
is considered correct if its groundtruth hashtags contain the queried hashtag and the
distance between its location and the queried one is smaller than a given threshold (in
kilometers in the table)

P@10

Method
Location
Agnostic

Continent
(2500 km)

Country
(750 km)

Region
(200 km)

City
(25 km)

Street
(1 km)

Upper Bound 100 96.08 90.51 80.31 64.52 42.46

Im
g
+

Ta
g MLC 5.28 2.54 1.65 1.00 0.62 0.17

MCC 42.18 29.23 24.2 18.34 13.25 4.66
HER (GloVe) 37.36 25.03 20.27 15.51 11.23 3.65
LocSens - Zeroed locations 40.05 28.32 24.34 18.44 12.79 3.74

Lo
c
+

Im
g
+

Ta
g LocSens - Raw locations 32.74 28.42 25.52 21.83 15.53 4.83

LocSens - Dropout 36.95 30.42 26.14 20.46 14.28 4.64
LocSens - Sampling σ= 1 40.60 28.40 23.84 18.16 13.04 4.13
LocSens - Sampling σ= 0.1 40.03 29.30 24.36 18.83 13.46 4.22
LocSens - Sampling σ= 0.05 39.80 31.25 25.76 19.58 13.78 4.30
LocSens - Sampling σ= 0.01 37.05 31.27 26.65 20.14 14.15 4.44
LocSens - Sampling σ= 0 35.95 30.61 27.00 21.39 14.75 4.83

formances at all granularities have improved with a marginal drop on location agnos-
tic performance. When σ is further decreased, performances at finer locations keep
increasing, while the location agnostic performance decreases. When σ= 0, the train-
ing scenario is the same as in the raw locations one, but the training schedule allows
this model to reduce the drop in location agnostic performance and at coarse levels of
location granularity. The location sampling technique provides LocSens with a better
balancing between retrieving images related to the query tag and their location. Fur-
thermore, given that σ has a direct geographical distance interpretation, it permits to
tune the granularity to which we want our model to be sensitive. Note that LocSens
enables to retrieve images related to a tag and near to a given location, which location
agnostic models cannot do. The performance improvements in Table 5.1 at the dif-
ferent levels of location granularity are indeed significant since for many triplets the
geographic location is not informative at all.

Figures 5.2, 5.3 and 5.5 show qualitative retrieval results of several hashtags at dif-
ferent locations. They demonstrate that the model successfully fuses textual and loca-
tion information to retrieve images related to the joint interpretation of the two query
modalities, being able to retrieve images related to the same concept across a wide
range of locations with different geographical distances between them. LocSens is able
to distinguish between images related to the same concept across a wide range of cities
with different geographical distances between them. Note that, despite some specific
bridges might have a huge amount of images tagged with bridge in the dataset, as the
San Francisco bridge or the Brooklyn bridge in New York, the system manages to re-
trieve images of other less represented bridges around the world. So, first and despite
the bridges samples unbalance, it is learning to extract visual patterns that general-
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Figure 5.4: Left: P@10 of the location sampling strategy for differentσ and models with
zeroed and raw locations. Right: P@10 difference respect to σ= 1.

ize to many different bridges around the world and, second, it is correctly balancing
the tag query and location query influence in the final score. Paper’s Figure 5 shows
LocSens results for hashtags queries in different locations. The model is able to retrieve
images related to a wide range of tags, from tags referring to objects, such as car, to tags
referring to more abstract concepts, such as hiking, from the 100.000 tags vocabulary.
It goes beyond learning the most common images from each geographical location, as
it is demonstrated by the hiking results in El Cairo or the car results in Paris, which are
concepts that do not prevail in images in those locations, but the system is still able to
accurately retrieve them.

Challenging queries

Figure 5.6 shows LocSens results for hashtag queries in different locations where some
queries are incompatible because the hashtag refers to a concept which does not oc-
cur in the given location. When querying with the beach hashtag in a coastal location
such as Auckland, LocSens retrieves images of close-by beaches. But when we query
for beach images from Madrid, which is far away from the coast, we get bullfighting
and beach volley images, because the sand of both arenas makes them visually simi-
lar to beach images. If we try to retrieve beach images near Moscow, we get scenes of
people sunbathing. Similarly, if we query for ski images in El Cairo and Sydney, we get
images of the dessert and water sports respectively, which have visual similarities with
ski images.

.
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Figure 5.5: Query hashtags with different locations and top 3 retrieved images.

5.4.4 Image Tagging

In this section we evaluate the ability of the models to predict hashtags for images in
terms of A@k (accuracy at k). We evaluate accuracy at k = 1 and k = 10, which measure
how often the first ranked hashtag is in the groundtruth and how often at least one of
the 10 highest ranked hashtags is in the groundtruth respectively. A desired feature of
a tagging system is the ability to infer diverse and distinct tags [100, 99]. In order to
measure the variety of tags predicted by the models, we measure the percentage of all
the test tags predicted at least once in the whole test set (%pred) and the percentage of
all the test tags correctly predicted at least once (%cpred), considering the top 10 tags
predicted for each image.

Table 5.2 shows the performance of the different methods. Global Frequency ranks
the tags according to the training dataset frequency. Among the location agnostic
methods, MCC is the best one. This finding corroborates the experiments in [59, 90]
verifying that this simple training strategy outperforms others when having a large
number of classes. To train the LocSens model we used the image and tag represen-
tations inferred by the MCC model, since it is the one providing the best results.
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Figure 5.6: Query hashtags with different locations where some queries are incompati-
ble because the hashtag refers to a concept which does not occur in the query location.

Table 5.2: Image tagging: A@1, A@10, %pred and %cpred of the frequency baseline,
location agnostic prediction and the location sensitive model

Method A@1 A@10 %pred %cpred

Global Frequency 1.82 13.45 0.01 0.01

MLC 8.86 30.59 8.04 4.5
MCC 20.32 47.64 29.11 15.15
HER (GloVe) 15.83 31.24 18.63 8.74
LocSens - Zeroed locations 15.92 46.60 26.98 13.31

LocSens - Raw locations 28.10 68.21 44.00 24.04

To get the highest scoring tags for an image with location with LocSens, we compute
triplet plausibility scores with all the tags and rank them. LocSens - Zeroed locations
stands for a model where the location representations are zeroed, so it only learns to
rank image and tag pairs. The aim of training this model is to check whether LocSens
additional capacity and training strategy are providing a boost on location agnostic
tagging. Results confirm they are not, since A@10 is comparable for both measures and
A@1 drops significantly. This later deterioration is due to the softmax activations used
in MCC, which foster highly frequent tags and penalize infrequent ones. Moreover, the
training strategy of the LocSens model does not penalize infrequent tags that much but
suffers greatly from the missing labels problem.

LocSens - Raw locations stands for the model where the raw triplets locations are
always inputted both at train and test time. It outperforms the location agnostic meth-
ods in accuracy, successfully using location information to improve the tagging results.
Moreover, it produces more diverse tags than location agnostic models, demonstrating
that using location is effective for augmenting the hashtag prediction diversity. Fig-
ure 5.7 shows some tagging examples of a location agnostic model (MCC) compared
to LocSens, that demonstrate how the later successfully processes jointly visual and lo-
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Figure 5.7: Images with their locations and groundtruth hashtags and the correspond-
ing top 5 hashtags predicted by the location agnostic MCC model and LocSens.

cation information to assign tags referring to the concurrence of both data modalities.
As seen in the first example, besides assigning tags directly related to the given loca-
tion (london) and discarding tags related to locations far from the given one (newyork),
LocSens predicts tags that need the joint interpretation of visual and location informa-
tion (thames). Figure 5.8 shows LocSens tagging results on images with different faked
locations, and demonstrates that LocSens jointly interprets the image and the location
to assign better contextualized tags, such as caribbean if a sailing image is from Cuba,
and lake if it is from Toronto. Similarly, Figure 5.9 demonstrate that LocSens is able
to exploit locations to assign better contextualized tags, jointly interpreting both query
visual and location modalities. For instance, it assigns to the river image lake and west-
lake if it is from Los Angeles, since Westlake is the nearest important water geographic
accident, while if the image is from Rio de Janeiro it tags it with amazonia and rainfor-
est, and with nile if it is from El Cairo. In the example of an image of a road, it predicts
as one of the most probable tags carretera (which means road in spanish) if the image
is from Costa Rica, while it predicts hills, Cumbria and Scotland if the image is from
Edinburgh, referring to the geography and the regions names around. If the image is
from Chicago, it predicts interstate, since the road in it may be from the United States
interstate highway system. These examples prove the joint interpretation of the visual
and the location modalities to infer the most probable tags, since predicted tags are
generally related to the image content while clearly conditioned by the image location.
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Figure 5.8: LocSens top predicted hashtags for images with different faked locations.
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Figure 5.9: LocSens top predicted hashtags for images with different faked locations.

5.4.5 Conclusions

In Chapter 4 we saw the benefits of exploiting pre-learned semantic text representa-
tions to learn image embeddings using text supervision. However, in this Chapter we
have seen that in a tags supervision setup a simpler approach delimiting a vocabulary
and setting the task as a classification problem results in better performance. Partic-
ularly, we have seen that a multi-class classification setup is the best method to learn
image and tag representations using tags supervision when a large number of classes
is available.

Using the learned image and tags embeddings, we have trained LocSens to rank
image-tag-coordinates triplets by plausibility. We have shown how it is able to perform
image by tag retrieval conditioned to a given location by learning location-dependent
visual representations, and have demonstrated how it successfully utilizes location in-
formation for image tagging, providing better contextual results. We have identified a
problem in the multimodal setup, especially acute in the retrieval scenario: LocSens
heavily relies on location for triplet ranking and tends to return images close to the
query location and less related to the query tag. To address this issue we have pro-
posed two novel training strategies: progressive fusion with location dropout, which
allows training with a better balance between the modalities influence on the ranking,
and location sampling, which results in a better overall performance and enables to
tune the model at different levels of distance granularity.
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Chapter 6

Multimodal Hate Speech Detection

Research Question 8: Can we exploit the joint context provided by textual and image
data for hate speech classification?

6.1 Introduction

In Chapter 4 we exploited captions associated to images in Social Media data and pre-
learned text representations as supervision to learn visual features. In Chapter 5 we
learned visual and textual representations from images with associated tags using a
multi-class classification setup were each tag is understood as a category. Also, we
learnt a model to score triplets formed by an image, tag and a location by plausibility.
In this Chapter we also work with images with associated text, but addressing a mul-
timodal data classification task. Specifically, we want aim to classify multimodal data
formed by an image, an associated text, and text we might find in the image as hate
speech or not hate speech. Differently from previous chapters, to solve this tasks we’ll
join visual and textual representations, set the problem as a binary classification task
and address it with a Binary Cross-Entropy Loss.

Social Media platforms such as Facebook, Twitter or Reddit have empowered indi-
viduals’ voices and facilitated freedom of expression. However they have also been a
breeding ground for hate speech and other types of online harassment. Hate speech
is defined in legal literature as speech (or any form of expression) that expresses (or
seeks to promote, or has the capacity to increase) hatred against a person or a group
of people because of a characteristic they share, or a group to which they belong [31].
Twitter develops this definition in its hateful conduct policy 1 as violence against or
directly attack or threaten other people on the basis of race, ethnicity, national origin,

1Twitter hateful conduct policy : https://help.twitter.com/en/rules-and-policies/
hateful-conduct-policy
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sexual orientation, gender, gender identity, religious affiliation, age, disability, or seri-
ous disease.

Modern social media content usually include images and text. Some of these mul-
timodal publications are only hate speech because of the combination of the text with
a certain image. That is because the presence of offensive terms does not itself signify
hate speech, and the presence of hate speech is often determined by the context of
a publication. Moreover, users authoring hate speech tend to intentionally construct
publications where the text is not enough to determine they are hate speech. This
happens especially in Twitter, where multimodal tweets are formed by an image and a
short text, which in many cases is not enough to judge them. In those cases, the image
might give extra context to make a proper judgement. The research presented in this
Chapter was also published in [23].

In this Chapter:

• We present the novel task of hate speech detection in multimodal publications,
collect, annotate and publish a large scale dataset.

• We evaluate state of the art multimodal models on this specific task and compare
their performance with unimodal detection. Even though images are proved to
be useful for hate speech detection, the proposed multimodal models do not
outperform unimodal textual models.

• We study the challenges of the proposed task, and open the field for future re-
search.

6.2 Background

6.2.1 Background on Multimodal Hate Speech Detection

The literature on detecting hate speech on online textual publications is extensive [80,
78, 12, 16, 106]. However, although often modern social media publications include
images, not too many contributions exist that exploit visual information. Zhong et
al. [108] worked on classifying Instagram images as potential cyberbullying targets, ex-
ploiting both the image content, the image caption and the comments. However, their
visual information processing is limited to the use of features extracted by a pre-trained
CNN, the use of which does not achieve any improvement. Hosseinmardi et al. [33]
also address the problem of detecting cyberbullying incidents on Instagram exploiting
both textual and image content. But, again, their visual information processing is lim-
ited to use the features of a pre-trained CNN, and the improvement when using visual
features on cyberbullying classification is only of 0.01%.

Parallel to this work, Yang et al. [103], working at Facebook, addressed the same
problem as us but with a dataset made by user-reported publications from their social
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network with further platform moderation, which has not been published. They ex-
plore different multimodal feature fusion strategies which provide small performance
boosts compared to a simple feature concatenation. Also, Sabat et al. [77] worked on
the similar problem of detecting hate speech memes using both images and the text
extracted from them. Recently Facebook [44] published a reduced but accurately an-
notated dataset for hate speech detection in multimodal memes, and opened a chal-
lenge to push forward the research in the task 2. We have seen that, since we started
working on multimodal hate speech detection, it has became a hot topic which will
probably lead to a big research effort in the following years.

6.2.2 Background on Visual and Textual Data Fusion

A typical task in multimodal visual and textual analysis is to learn an alignment be-
tween feature spaces. This approach is applied in tasks such as image captioning [41]
and multimodal image retrieval [29]. On the other hand, instead of explicitly learn-
ing an alignment between two spaces, the goal of Visual Question Answering (VQA) is
to merge both data modalities in order to decide which answer is correct. This prob-
lem requires modeling very precise correlations between the image and the question
representations. The VQA task requirements are similar to our hate speech detection
problem in multimodal publications, where we have a visual and a textual input and
we need to combine both sources of information to understand the global context and
make a decision. We thus take inspiration from the VQA literature for the tested mod-
els. Early VQA methods [109] fuse textual and visual information by feature concate-
nation. In a recent work, Gao et al. [19] propose a feature fusion scheme to overcome
these limitations. They learn convolution kernels from the textual information –which
they call question-guided kernels– and convolve them with the visual information in
an earlier stage to get the multimodal features. Margffoy-Tuay et al. [60] use a similar
approach to combine visual and textual information, but they address a different task:
instance segmentation guided by natural language queries. We inspire in these latest
feature fusion works to build the models for hate speech detection.

6.3 The MMHS150K Dataset

Existing hate speech datasets contain only textual data. We create a new manually an-
notated multimodal hate speech dataset formed by 150,000 tweets, each one of them
containing text and an image. We call the dataset MMHS150K, and made it available
online 3.

We used the Twitter API to gather real-time tweets from September 2018 until Febru-
ary 2019, selecting the ones containing any of the 51 Hatebase terms that are more
common in hate speech tweets, as studied in [16]. From that selection, we kept the

2https://www.drivendata.org/competitions/64/hateful-memes/
3MMHS150K Dataset: https://gombru.github.io/2019/10/09/MMHS/

https://www.drivendata.org/competitions/64/hateful-memes/
https://gombru.github.io/2019/10/09/MMHS/
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ones that included images and downloaded them. We aim to create a multimodal hate
speech database where all the instances contain visual and textual information that
we can later process to determine if a tweet is hate speech or not. But a considerable
amount of the images of the selected tweets contain only textual information, such as
screenshots of other tweets. To ensure that all the dataset instances contain both vi-
sual and textual information, we remove those tweets. To do that we use TextFCN [6, 4],
explained in Chapter 3, a Fully Convolutional Network that produces a pixel wise text
probability map of an image. We set empirical thresholds on the image text probability
sum to discard images that have a substantial text probability.

We annotate the gathered tweets using the crowdsourcing platform Amazon Me-
chanical Turk. There, we give the workers the definition of hate speech and show some
examples to make the task clearer. We then show the tweet text and image and we ask
them to classify it in one of 6 categories: No attacks to any community, racist, sexist,
homophobic, religion based attacks or attacks to other communities. Each one of the
150,000 tweets is labeled by 3 different workers to palliate discrepancies among work-
ers.

Figure 6.1: Percentage of tweets per class in MMHS150K.

Figure 6.2: Percentage of hate and not hate tweets for top keywords of MMHS150K.

We do a majority voting between the three annotations to get the tweets category.
At the end, we obtain 112,845 not hate tweets and 36,978 hate tweets. The latest are
divided in 11,925 racist, 3,495 sexist, 3,870 homophobic, 163 religion-based hate and
5,811 other hate tweets (Figure 6.1). In this work, we do not use hate sub-categories,
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and stick to the hate / not hate split. We separate balanced validation (5,000) and test
(10,000) sets. The remaining tweets are used for training. As far as we know, this dataset
is the biggest hate speech dataset to date, and the first multimodal hate speech dataset.
One of its challenges is to distinguish between tweets using the same key offensive
words that constitute or not an attack to a community (hate speech). Figure 6.2 shows
the percentage of hate and not hate tweets of the top keywords.

The images and texts of the tweets in this dataset, can have different semantic rela-
tions. Some of them, where the text and the image carry the same information, will be
synergetic. In those cases hate speech could be detected by unimodal models. Others
will be complementary, and in those the images and the text might have to be inter-
preted toguether to detect hate speech. Those tweets are undetetable by an unimodal
hate speech detection system, and detecting them is the objective of this research.
Other tweets won’t have a relevant semantic relation between images and text, and
in those the joint context provided by both modalities won’t help on the detection.

6.4 Methodology

6.4.1 Unimodal Treatment

Images

We use a CNN as the image features extractor which is an Imagenet [37] pre-trained
Google Inception v3 architecture [85]. The fine-tuning process of the Inception v3 lay-
ers aims to modify its weights to extract the features that, combined with the textual
information, are optimal for hate speech detection.

Tweet Text

We train a single layer LSTM with a 150-dimensional hidden state for hate / not hate
classification. GloVe [69] embeddings are used as word input representations. Since
our dataset is not big enough to train a GloVe word embedding model, we used a pre-
trained model that has been trained in two billion tweets 4. This ensures that the model
will be able to produce word embeddings for slang and other words typically used in
Twitter. To encode the tweet text and input it later to multimodal models, we use the
LSTM hidden state after processing the last tweet word. Since the LSTM has been
trained for hate speech classification, it extracts the most useful information for this
task from the text, which is encoded in the hidden state after inputting the last tweet
word.

4Pretrained GloVe word embedding model: https://nlp.stanford.edu/projects/glove/

https://nlp.stanford.edu/projects/glove/
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Image Text

The text in the image can also contain important information to decide if a publication
is hate speech or not, so we extract it and also input it to our model. To do so, we use
Google Vision API Text Detection module. We input the tweet text and the text from
the image separately to the multimodal models, so it might learn different relations
between them and between them and the image. For instance, the model could learn
to relate the image text with the area in the image where the text appears, so it could
learn to interpret the text in a different way depending on the location where it is writ-
ten in the image. The image text is also encoded by the LSTM as the hidden state after
processing its last word.

6.4.2 Multimodal Architectures

The objective of this research is to build a hate speech detector that leverages both tex-
tual and visual data and detects hate speech publications based on the context given by
both data modalities. To study how the multimodal context can boost the performance
compared to an unimodal context we evaluate different models: a Feature Concatena-
tion Model (FCM), a Spatial Concatenation Model (SCM) and a Textual Kernels Model
(TKM). All of them are CNN+RNN models with three inputs: the tweet image, the tweet
text and the text appearing in the image (if any).

Feature Concatenation Model (FCM)

The image is fed to the Inception v3 architecture and the 2048 dimensional feature vec-
tor after the last average pooling layer is used as the visual representation. This vector
is then concatenated with the 150 dimension vectors of the LSTM last word hidden
states of the image text and the tweet text. This vector is then processed by three fully
connected layers until the dimensions are reduced to two, the number of classes, in
the last classification layer. The FCM architecture is illustrated in Figure 6.3.
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Figure 6.3: FCM architecture. Image and text representations are concatenated and
processed by a set of fully connected layers.
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Spatial Concatenation Model (SCM)

Instead of using the latest feature vector before classification of the Inception v3 as
the visual representation, in the SCM we use the 8 × 8 × 2048 feature map after the
last Inception module. Then we concatenate the 150 dimension vectors encoding the
tweet text and the tweet image text at each spatial location of that feature map. The
resulting multimodal feature map is processed by two Inception-E blocks [84]. After
that, dropout and average pooling are applied and, as in the FCM model, three fully
connected layers are used to reduce the dimensionality until the classification layer.

Textual Kernels Model (TKM)

The TKM design, inspired by [19] and [60], aims to capture interactions between the
two modalities more expressively than concatenation models. As in SCM we use the
8×8×2048 feature map after the last Inception module as the visual representation.
From the 150 dimension vector encoding the tweet text, we learn Kt text dependent
kernels using independent fully connected layers that are trained together with the
rest of the model. The resulting Kt text dependent kernels will have dimensionality of
1× 1× 2048. We do the same with the feature vector encoding the image text, learn-
ing Ki t kernels. The textual kernels are convolved with the visual feature map in the
channel dimension at each spatial location, resulting in a 8×8× (Ki +Ki t ) multimodal
feature map, and batch normalization is applied. Then, as in the SCM, the 150 dimen-
sion vectors encoding the tweet text and the tweet image text are concatenated at each
spatial dimension. The rest of the architecture is the same as in SCM: two Inception-E
blocks, dropout, average pooling and three fully connected layers until the classifica-
tion layer. The number of tweet textual kernels Kt and tweet image textual kernels Ki t
is set to Kt = 10 and Ki t = 5. The TKM architecture is illustrated in Figure 6.4.

Training

We train the multimodal models with a Cross-Entropy Loss and an ADAM optimizer
with an initial learning rate of 1e −4. Our dataset suffers from a high class imbalance,
so we weight the contribution to the loss of the samples to totally compensate for it.
One of the goals of this research is to explore how every one of the inputs contributes
to the classification and to prove that the proposed model can learn concurrences be-
tween visual and textual data useful to improve the hate speech classification results
on multimodal data. To do that we train different models where all or only some in-
puts are available. When an input is not available, we set it to zeros, and we do the
same when an image has no text.
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Figure 6.4: TKM architecture. Textual kernels are learnt from the text representations,
and convolved with the image representation.

6.5 Results

Table 6.1 shows the F-score, the Area Under the ROC Curve (AUC) and the mean ac-
curacy (ACC) of the proposed models when different inputs are available. T T refers
to the tweet text, I T to the image text and I to the image. It also shows results for
the LSTM, for the Davison method proposed in [12] trained with MMHS150K, and for
random scores.

First, notice that given the subjectivity of the task and the discrepancies between
annotators, getting optimal scores in the evaluation metrics is virtually impossible.
However, a system with relatively low metric scores can still be very useful for hate
speech detection in a real application: it will fire on publications for which most anno-
tators agree they are hate, which are often the stronger attacks. The proposed LSTM to
detect hate speech when only text is available, gets similar results as the method pre-
sented in [12], which we trained with MMHS150K and the same splits. However, more
than substantially advancing the state of the art on hate speech detection in textual
publications, our key purpose in this research is to introduce and work on its detection
on multimodal publications. We use LSTM because it provides a strong representation
of the tweet texts. The FCM trained only with images gets decent results, considering
that in many publications the images might not give any useful information for the
task.
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Model Inputs F AUC ACC

Random - 0.666 0.499 50.2
Davison [12] TT 0.703 0.732 68.4
LSTM TT 0.703 0.732 68.3
FCM TT 0.697 0.727 67.8
FCM TT, IT 0.697 0.722 67.9
FCM I 0.667 0.589 56.8
FCM TT, IT, I 0.704 0.734 68.4
SCM TT, IT, I 0.702 0.732 68.5
TKM TT, IT, I 0.701 0.731 68.2

Table 6.1: Performance of the proposed models, the LSTM and random scores. The
Inputs column indicates which inputs are available at training and testing time.

Despite the model trained only with images proves that they are useful for hate
speech detection, the proposed multimodal models are not able to improve the detec-
tion compared to the textual models. Besides the different architectures, we have tried
different training strategies, such as initializing the CNN weights with a model already
trained solely with MMHS150K images or using dropout to force the multimodal mod-
els to use the visual information. Eventually, though, these models end up using almost
only the text input for the prediction and producing very similar results to those of the
textual models. The proposed multimodal models, such as TKM, have shown good
performance in other tasks, such as VQA. Next, we analyze why they do not perform
well in this task and with this data:

• Noisy data: A major challenge of this task is the discrepancy between annota-
tions due to subjective judgement. Although this affects also detection using
only text, its repercussion is bigger in more complex tasks, such as detection us-
ing images or multimodal detection.

• Complexity and diversity of multimodal relations: Hate speech multimodal
publications employ a lot of background knowledge which makes the relations
between visual and textual elements they use very complex and diverse, and
therefore difficult to learn by a neural network.

• Small set of multimodal examples: Although we have collected a big dataset of
150K tweets, the subset of multimodal hate there is still too small to learn the
complex multimodal relations needed to identify multimodal hate.
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6.6 Conclusions

We have explored the task of hate speech detection on multimodal publications. We
have created MMHS150K, to our knowledge the biggest available hate speech dataset,
and the first one composed of multimodal data, namely tweets formed by image and
text. We have trained different textual, visual and multimodal models with that data,
and found out that, despite the fact that images are useful for hate speech detection,
the multimodal models do not outperform the textual models. Finally, we have ana-
lyzed the challenges of the proposed task and dataset. Given that most of the content in
Social Media nowadays is multimodal, we truly believe on the importance of pushing
forward this research.



Chapter 7

Conclusions

In this thesis we have researched on techniques for scene interpretation when both
visual and textual data are available. In each Chapter we have worked with multimodal
image and textual data that had different format relations and also potentially different
semantic relations. Also, we have addressed different tasks that require dealing with
the multimodal data in diverse ways, and we have investigated which techniques are
the best ones for each one of the cases.

Text Detection and Style Transfer: Learning the Image Text Texture

In Chapter 3 we researched on detection of scene text appearing in images content.
We presented a Fully Convolutional Network to segment text in images at pixel level,
TextFCN. We analyzed the patterns the FCN is learning to detect text, and found that
is learning generic texture patterns that are robust to detect text with high recall in any
language, but that also detects as text other symbols with similar textures as text, but
do do not belong to any alphabet. Therefore, the text detection is based on the text
texture, and not in recognizing its specific symbols. Also, we saw how TextFCN can be
exploited to improve an objects proposals plus text recognizer pipeline for scene text
detection by suppressing non-textual image areas in the object proposals stage.

Later in Chapter 3, we proposed a style transfer network able to learn text style
patterns from a single image and to transfer them to other texts, and which works in
handwritten text, machine printed text and scene text. The proposed style transfer is
based on the text texture patterns TextFCN learns for text detection. Text fonts have
generic styles for all characters, such as a given tilt, stroke width, color, or shadow.
The proposed style transfer network learns this generic font patters and, learning the
same powerful texture patterns instead of character patterns, is able to apply them
to another texts without recognizing the individual characters. This results in a power-
ful, simple and efficient text style transfer method compared to character-by-character
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style transfer approaches. First, we start with a model that uses TextFCN to transfer the
style only to textual areas. Then, we propose a model that learns to detect textual areas
and perform the style transfer at once.

A further research line related to this chapter would be researching if neural style
transfer is an effective data augmentation method for other tasks, such as generic ob-
ject detection.

Learning from Social Media Images with Associated Captions

In Chapter 4 we explained our research on exploiting Social Media data consisting in
images with associated captions to learn visual features using text supervision. Cap-
tions are very diverse, but generally have a synergetic semantic relation with images,
and that is why they can be exploited as supervision. We proposed a pipeline to ex-
plode the semantic structure of pre-learned text representation methods to learn im-
age embeddings in a space with semantic structure. We showed that applying that
method to semantic multimodal image retrieval allows us to retrieve images semanti-
cally related to different queries, and to perform complex queries by combining con-
cepts with arithmetics. We compared state of the art text representations methods in
that setup, concluding that Word2Vec [62] and GloVe [69] are the ones providing better
performance. However, later experiments showed that when using data consisting on
long articles with associated images, such as Wikipedia articles, LDA works better.

Multimodal semantic image retrieval is a task which is addressed by many researchers
but lacks a consistent benchmark and evaluation. Some of the works working on it use
the COCO [52] dataset, which consist on images with associated captions, to evaluate
image by text (by caption) retrieval. But that setup and evaluation is very limited since
the dataset is small and limited in semantics, it does not consider image queries or
multimodal queries, and queries are captions which are less appropriate to evaluate
the semantics of the results than queries consisting on arithmetic between concepts.
So future work for the community would be to create a consistent multimodal seman-
tic image retrieval, or at lest semantic image retrieval by text, benchmark.

Later in Chapter 4 we showed how learning from Social Media data by text supervi-
sion can have very interesting applications. We showed how, by training on Instagram
data associated to a city, we can learn which visual features people associate with dif-
ferent concepts. Also how, by doing a language-separate analysis, we can learn which
images different language speakers (and tourist and locals) associate with the different
neighbourhoods of a city, and so learn how differently the neighbourhoods are per-
ceived and lived.

This Chapter and other related works show that learning from images with asso-
ciated text using the text as supervision is a powerful method to learn visual features
for different tasks. That fact, together with the extensive literature on self-supervised
learning and unsupervised learning, announces that traditional supervised learning
might be expendable in a near future.
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Learning from Social Media Images with Associated Tags and Locations

In Chapter 5 we learned from Social Media data consisting on images with tags and
geolocation. First, we studied which one is the best technique to learn using the tags
as supervision. Tags are words we use to make images searchable, so they have a syn-
ergetic semantic relation with images. Despite the advantages of using pre-learned se-
mantic text representations shown in Chapter4, we found that when the data consists
on images with associated tags is better to setup the learning as a simple classifica-
tion problem. Particularly, we found that in this case where we have a huge number
of tasks, setting the problem as a multi-class classification using Softmax activations
(using a randomly selected tag from the positives) and a Cross-Entropy Loss results in
better performance. Despite setting a multi-label problem, where we have multiple
positive classes, as a multi-class problem with Softmax activations is counter-intuitive,
both this work and the work by Veit [90] prove it results in the best performance.

After finding the best method to learn visual representations using tags supervi-
sion, we present the novel task of location-sensitive image retrieval, were we aim to
retrieve images related to a given tag and near to a a given location, and image tagging
with location information. We propose LocSens, a model that learns to score image,
tag and location triplets by plausibility. We show how it correctly exploits location in-
formation to improve image tagging and how, using proposed techniques to manage
tag and location influence, is able to retrieve images related to a given tag and near to
a given location at different granularities.

Deep learning techniques are evolving very fast, and are being applied to many data
modalities with impressive results. The research panorama has been revolutionized by
neural networks in many fields by improving previous methods results loudly. How-
ever, most of the published research deals only with one data modality, and at most
with two. But the data on the Web and Social Media is multimodal, and further research
on how to deal with different data modalities in deep learning models is required. Re-
cently Wang et al. [98] analyzed the challenges of training a network with multimodal
data and proposed a method to balance the gradients of the different modalities that
achieve superior results on video recognition. Training neural networks with multi-
modal data is still an open problem and an interesting research line.

Multimodal Hate Speech Classification

In Chapter 6 we address a problem were we need to classify multimodal data consisting
on an image, an associated text and text that might appear in the image. Specifically,
we address multimodal hate speech classification of tweets. Differently from Chap-
ters 4 and 5 in this case we have inputs of two different modalities to a neural network
and we want to jointly analyze the information to make a decision. To do that, we first
learn unimodal visual and textual representation, and then merge then inside a neural
network. Several techniques to merge representations of different modalities in a neu-
ral network have been proposed in the literature, but none of them showed significant
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improvements over a simple feature vectors concatenations.

Despite nowadays most of the Social Media content is multimodal, the problem of
hate speech detection on multimodal publications has never been properly addressed.
That is why we created the first multimodal hate speech dataset MMHS150K, which we
publish for further research. We conduct experiments using different multimodal clas-
sificaiton models, and conluded that, even though visual information is useful for hate
speech detection, multimodal detection do not outperform unimodal textual detec-
tion. We analyze the challenges of this task which are related with the image and text
semantic relations we find in multimodal hate speech. We find tweets where the im-
ages and the text have synergetic relations in which ones, despite the text solely might
be sufficient to detect they are hate speech, the image can provide valuable informa-
tion. We find tweets where the images and text have a complementary semantic re-
lation, where both modalities should be interpreted together to detect they are hate
speech. Those tweets are indetectable by unimodal models, and detecting them is the
objective of our research. Finally, we find tweets where the image and the text have
no relevant semantic relation. We suspect that the amount of tweets with complea-
mentary image-text semantic relations are not sufficient in MMHS150K to make the
proposed multimodal models outperform the unimodal textual detection models.

Multimodal hate speech detection is a task with big scientific, social and political
interests, and with the work presented in Chapter 6 we aim to open the field for fur-
ther research. In future research on this task, the community could consider transfer
learning from other domains (such as visual features relevant in hate images) in order
be able to learn with less amount of labeled hate speech data. Multimodal hate speech
detection has attracted a lot of attention lately. Facebook exploited Social Media user
reports and interactions to create a dataset to train hate speech detection models [103],
however, they do not publish the used dataset. Recently, also Facebook created a syn-
thetic multimodal hate speech detection dataset [44], published it, and opened a de-
tection challenge 1.

General Conclusions

In this PhD we have experimented how to use latest computer vision and natural lan-
guage processing techniques, which shown a solid performance on controlled datasets,
to learn from high scale and unconstrained multimodal Social Media data. We have
benchmarked different techniques under diverse types of data, such as images from
Instagram accompanied by a caption, or images from Flickr accompanied with tags.
Finally, we have addressed specific tasks with direct social or industry applications
learning from Social Media data: Analyze which visual perception users have from city
neighbourhoods, retrieving images related to a given tag and near to a given location,
or detecting hate speech in multimodal publications. We believe that, despite research
under controlled scenarios and data is necessary to evaluate improvements, experi-
mentation under uncontrolled scenarios and addressing applied tasks is also neces-

1ai.facebook.com/blog/hateful-memes-challenge-and-data-set

ai.facebook.com/blog/hateful-memes-challenge-and-data-set
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sary to ascertain how that research can benefit or affect our society.
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