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ABSTRACT

Opportunistic Networks are networks where communication happens op-
portunistically between nodes, end-to-end connectivity is not guaranteed
and disruptions and delays are to be expected. There is plenty of work
studying the routing strategies, architecture, dynamic congestion and
network gestion, but not much work has been devoted to providing private
and anonymous communication in these networks. However, it is pretty
important to ensure user’s privacy and provide anonymous communication
in such networks as open access.

In this thesis, we have studied the anonymous and privacy technologies
on opportunistic networks. More specifically, we divided the opportunistic
networks into predictable pattern and generic pattern. To predictable op-
portunistic networks, we built an anonymous schema on onion routing. We
designed two efficient routing finder algorithms. To generic opportunistic
networks, we exploited mix networking strategy to ensure anonymous
communication.

Furthermore, we have proposed several anonymous metrics to measure
the anonymity property. We used the Jaccard distance to evaluate the
routing path difference. Meanwhile, we exploited path degree measure
to measure the anonymity degree of each routing path. To evaluate the
performance of our proposed methods, we conducted all the experiments
with real traces. From our observations, our designed methods can provide
anonymous communication in opportunistic networks.
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RESUM

Les xarxes oportunistes són xarxes on les comunicacions es produeixen de
manera oportunista entre nodes, no es garanteix la connectivitat de punt
a punt i s’han de tolerar interrupcions i retards. Hi han molts estudis
fets sobre estratègies d’encaminament, arquitectura, congestió dinàmica i
gestió de xarxes, però no s’ha dedicat molta feina a proporcionar serveis
de comunicació privats i anònims en aquestes xarxes. No obstant això,
és força important assegurar la privadesa de l’usuari i proporcionar una
comunicació anònima en aquestes xarxes. Com a problema afegit, aquestes
xarxes solen utilitzar comunicacions sense fils, cosa que fa l’anàlisi del
trànsit més fàcil que en xarxes cablejades més tradicionals.

En aquesta tesi, hem estudiat l’aplicació de tecnologies per l’anonimat
i la privadesa en xarxes oportunistes. Més concretament, hem dividit les
xarxes oportunistes en xarxes que presenten un comportament predictible
i xarxes genèriques no predictibles. En el cas de les xarxes oportunistes
predictibles, vam crear un esquema anònim basat en onion routing. En
vam dissenyar dues estratègies d’encaminament eficients i segures per
utilitzar onion routing. Per les xarxes oportunistes genèriques, hem util-
itzat una estratègia basada en mix networks per garantir comunicació
anònima.

A més, hem proposat diverses mètriques per mesurar l’anonimat. Aque-
stes mètriques mesuren diversos aspectes com la diferencia entre rutes
d’encaminament de cara a la seva predictibilitat, o el grau d’anonimat
d’una ruta concreta. Per avaluar el rendiment dels nostre mètodes pro-
posats, hem realitzar tots els experiments amb dades basades en traces
reals. A partir de les nostres observacions, els nostres mètodes dissenyats
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poden proporcionar comunicacions anònimes en xarxes oportunistes.
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1
INTRODUCTION

W ith the development of network technology and the Internet, the connection

between people and devices in the world is getting more prevalent and perva-

sive. Network technology in general is built upon some assumptions regarding

the continuous connectivity and relatively static topology of the network and the devices

that conform such networks. There are however environments and situations where we

might find a dynamic network topology, or poor connectivity between devices. This means

that the network will present long delays and even disruptions. The routing in such

networks is somehow problematic due to this changing topology and potential delays

and disruptions.

In these situations the use of typical network technologies such as the TCP/IP protocol

stack is not convenient and might even not be possible. Unlike traditional communication

networks, there is no stable connectivity in such extreme network conditions. Thus, the

communication mode between each node is opportunistic. Some specific technologies have

been developed to address this situations. Under the name of Opportunistic Networks

(OppNets) or Delay-disruption Tolerant Networks (DTNs), these technologies allow to

route messages and provide basic network services in the presence of disruptions and dy-

namic topologies. Applications for this networks include Terrestrial Mobile Networks [1],

Airborne Networks [2], Military Ad-Hoc Networks [3], or Sensor/Actuator Networks [4].

In order to promote efficient communication in such opportunistic and delay tolerant
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CHAPTER 1. INTRODUCTION

networks, most of the research has been focused on routing protocols [5–8], architec-

ture [9–12], dynamic topology [13, 14], and network congestion [15–18]. However, not

much work has been devoted to provide private or anonymous communications in these

networks. The fact that these networks are usually wireless makes it relatively easy

to monitor the traffic of the whole network and the possibility to provide some form

of anonymity is undoubtedly interesting. Privacy is becoming an important issue in

all kinds of communication networks nowadays and OppNets are also an interesting

scenario, where the use of private communications can provide new applications and

uses.

In this thesis we will focus on studying anonymous communications in OppNets. In

general we consider a typical scenario in OppNets, where a node of the network sends

a single short message to a destination node. We want to be able to hide the sender

and/or destination addresses or identifiers from the message routing mechanism. In

some sense this can be achieved in non opportunistic environments such as the Internet

with techniques like onion routing and Mix networks.

We focus the work presented in this thesis precisely in the study of the application of

onion routing and Mix networks to OppNets in order to provide anonymous communica-

tions in different OppNets scenarios. More precisely we consider generic OppNets and a

the special case of predictable OppNets.

1.1 Generic opportunistic networks and predictable
opportunistic networks

Opportunistic Networks (OppNets) are networks where communication happens oppor-

tunistically between nodes, end-to-end connectivity is not guaranteed and disruptions

and delays are to be expected [19]. They are also denoted as Delay and Disruption

Tolerant Networks (DTNs), although the term DTNs usually describes OppNets which

use the specific Bundle protocol [20].

Among OppNets there are those where the contacts between the nodes follow an

specific pattern [21]. In such cases the behavior of the network nodes can be predicted to

some extend, and thus the communication and interactions between them can be known

in advance. Such networks are usually denoted as Predictable Opportunistic Networks

(POppNets). This predictability can be exploited to improve routing in the network for

2



1.1. GENERIC OPPORTUNISTIC NETWORKS AND PREDICTABLE OPPORTUNISTIC
NETWORKS

instance. Predictability here, refers to the fact that the connectivity, the topology of

the network, and its evolution over time, can be predicted ahead of time. We focus our

work in the specific POppNet that raises from a network build on public transportation

systems. Consider that all public buses in a city carry a simple network node allowing

them to opportunistically exchange messages. Given the routes and timetables of the

buses one can predict when interactions between nodes will occur during the day, and

thus these networks can be used as a low cost urban networks. Routing can be more

efficiently solved in POppNets than in generic OppNets due to their predictability, and

we believe that some security services can also be improved. More precisely, anonymous

routing is a difficult and complex problem in OppNets. Current solutions to provide

anonymous routing in OppNets require complex cryptographic solutions, and complex

setups. This is due to the fact that traditional solutions such as onion routing [22] cannot

be directly applied in such networks. We will show however that the predictability in

these networks can be exploited to actually use a simplified onion routing approach to

provide anonymous routing for messages in POppNets.

1.1.1 Privacy and anonymity in OppNets

With the development of technology, more and more people are connecting on the network.

In order to get more personal service, more and more applications online requiring our

profile and other review caches. However, this somewhat leaks our information. Now,

more and more people are caring about the personal privacy and want to communicate

with others in an anonymous way. Privacy and anonymity have very similar meaning

but with different objectives. From Wikipedia, privacy is the ability of an individual

or group to seclude themselves or information about themselves, and thereby express

themselves selectively. And Anonymity describes situations where the acting person’s

name is unknown. Some writers have argued that namelessness, though technically

correct, does not capture what is more centrally at stake in contexts of anonymity. The

important idea here is that a person be non-identifiable, unreachable, or untrackable.

Anonymity is seen as a technique, or a way of realizing, a certain other values, such as

privacy, or liberty.

3



CHAPTER 1. INTRODUCTION

1.2 Objective and contributions of the thesis

As a summary, the main objective of this thesis is to study the applicability of onion

routing and Mix networks in OppNets. That is, the deployment of common techniques

used in conventional networks to provide anonymity in the context of OppNets or DTNs.

One of the goals of the study was to be able to apply onion routing and Mix networks

solutions in a direct and simple manner. We aimed to provide solutions without the need

for complex cryptographic schemes or use approaches designed ad-hoc for very specific

scenarios. To that end the use of onion routing and Mix networks is relatively simplified,

focusing the work on the evaluation and the achieved privacy and specific nature of the

networks such as their dynamic behavior.

This has been articulated through two main objectives, and therefore results, which

are the outcome of the work performed during the thesis.

1. Onion routing for POppNets. Given the predictability on network behavior and the

possibility of using, to some extend, source routing, we will show that the use of

onion routing is not only possible but can also be a good solution for anonymous

communications.

2. Mix networks for general OppNets. In the case where we lack the avility to perform

some sort of source routing we will show that a good alternative is the use a solution

based on Mix networks.

In all cases we have considered and evaluated the proposals using realistic data. For

the case of POppNets we use a network created from the public transportation buses of

a big city, Seattle. Buses carry a network node and contacts between nodes are produced

when two buses are in range. The fact that node, thus buses, follow a fix schedule makes

the network behavior predictable to some extend. There will obviously be errors in the

prediction due to traffic issues but in general is considered a good example of POppNets.

For the evaluation of generic OppNets we have used different datasets obtained from

real network traces which are commonly used in OppNet research: mobility traces from

people obtained during a conference, contacts from students of a research group within a

university campus, and the contacts from taxis in a big city. With this approach we try to

validate our results with common scenarios commonly used by the research community.

There will be obviously very specific cases of OppNets and POppNets which differ from

4



1.2. OBJECTIVE AND CONTRIBUTIONS OF THE THESIS

those we have used, but in general the datasets are considered relatively standard in the

community.

1.2.1 Publications

As a result of the thesis we have produced the publications listed here.

• D. Chen, G. Navarro-Arribas and J. Borrell: On the Applicability of Onion Routing

on Predictable Delay-Tolerant Networks, 2017 IEEE 42nd Conference on Local

Computer Networks (LCN), Singapore, 2017.

In this paper, we proposed the idea of using an onion routing based

method to provide anonymous communication in predictable delay tol-

erant networks. We introduced a random algorithm to find the routing

path and our results showed the good performance of using such strategy.

This is the start of our work and gave us essential support for our future

work.

• D. Chen, G. Navarro-Arribas, C. Perez-Sola and J. Borrell: Message anonymity on

predictable opportunistic networks. Journal of Ambient Intelligence and Human-

ized Computing, 2019.

In this paper, we presented and formalized the main contribution related

to the use of onion routing in POppNets. We introduced a total random

path finder and forward-backward finder routing strategies to ensure

the anonymous communication in predictable OppNets. We analyzed

the anonymity performance and the efficiency of these methods with

experimental results. This work will be mainly presented in chapter 3.

• D. Chen, G. Navarro-Arribas, C. Perez-Sola and J. Borrell: A review of Message

Anonymity on Predictable Opportunistic Networks. In Actas de las V Jornadas

Nacionales de Investigacion en Ciberseguridad (JNIC2019), pages 316-317, C

aceres, Spain, June 2019. Universidad de Extremadura.Servicio de Publicaciones

This paper is an extended summary of the previous journal publication.

• D. Chen, C. Borrego and G. Navarro-Arribas: A privacy-preserving routing protocol

using Mix networks in Opportunistic networks, under review, 2020.
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CHAPTER 1. INTRODUCTION

In this paper, we introduced the Mix networking based method to ensure

anonymous communication in generic opportunistic networks. This work

will mainly be described in chapter 4.

1.3 The organization of this thesis

There are five chapters in this thesis. The structure of this thesis is organised as follows.

This Chapter 1 is a general introduction of this work’s motivation and contributions.

This chapter gives the background of the whole thesis and points out the importance of

our work. In chapter 2, we introduce preliminaries techniques with some details and

some related work on this thesis. In chapter 3, we focus on onion-based mechanism to

ensure anonymous communication in predictable OppNets, and, in chapter 4, the Mix

networking mechanism is used for generic OppNets. Chapter 5 gives a conclusion of this

thesis and points out the potential future work.

6
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2
PRELIMINARIES AND RELATED WORKS

The preliminaries and related work will be introduced in this chapter. As previously

stated, the main objective of this thesis is to enhance privacy and anonymous com-

munications in Opportunistic networks (OppNets). As we will show, OppNets can be

roughly divided into predictable OppNets and general OppNets. Section 2.1 will give

an introduction of general OppNets, and in Section 2.1.1, we will introduce predictable

OppNets. We will provide an overview of routing strategies in OppNets in Section 2.1.2.

The work of the thesis, that will be presented in the following chapters, will intro-

duce some solutions for anonymous communications in both predictable OppNets and

general OppNets. There are two main anonymous mechanisms used in this thesis: onion

routing-based and Mix networking-based methods. More precisely, we will adapt them

to its use in different OppNet scenarios. Section 2.2 will give an overview of these two

anonymous communication mechanisms. Section 2.3 summarizes related work on privacy

and anonymity for OppNets.

In our contributions we will use a formalization of OppNets as dynamic graphs, which

we will introduce in Section 2.4.

7



CHAPTER 2. PRELIMINARIES AND RELATED WORKS

2.1 Opportunistic Networks

In Opportunistic Networks [23] we usually assume that users carry mobile devices to

communicate with each other and data is exchanged between those devices. The commu-

nications are performed in an opportunistic manner, and high delays and disruption are

to be expected.

We can differentiate between two different types of OppNets depending on the

predictability of their topology and behavior: predictable and non predictable OppNets.

A generic OppNet, or non-predictable OppNet, is a network where the contacts

between nodes cannot be predicted. This is the general case, usually considered when one

deals with OppNets of DTNs. We have considered think type of networks in Chapter 4,

but we also considered the special case of predictable OppNets.

2.1.1 Predictable Opportunistic Networks

Among OppNets, there are those where the contacts between the nodes follow an specific

pattern [21]. In such cases the behavior of the network nodes can be predicted to some

extend, and thus the communication and interactions between them can be known in

advance. Such networks are usually denoted as Predictable Opportunistic Networks

(POppNet). This predictability can be exploited to improve routing in the network for

instance. Predictability here, refers to the fact that the connectivity, the topology of the

network, and its evolution over time, can be predicted ahead of time.

The study of POppNet in the literature is usually focused on improving routing as

compared to generic OppNet. POppNet appear in specific scenarios, such as satellite

networks, public bus networks, or even human mobility [24]. In this sense, one of our

main research work is in the specific POppNet that raises from a network build on

public transportation systems (see Chapter 3). For example, consider that all public

buses in a city carry a simple network node allowing them to opportunistically exchange

messages. Given the routes and timetables of the buses one can predict to some extent

when interactions between nodes will occur during the day. These networks can be

used as a low cost urban networks. or even emergency backup networks in case of

failure of traditional infrastructure networks. Routing can be more efficiently solved in

POppNet than in generic OppNet due to their predictability, and we believe that some

security services can also be improved. More precisely, anonymous routing is a difficult

8
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and complex problem in OppNets. Current solutions to provide anonymous routing in

OppNets require complex cryptographic solutions, and complex setups. This is due to

the fact that traditional solutions such as onion routing [25] cannot be directly applied

in such networks. We will show however that the predictability in these networks can

be exploited to actually use a simplified onion routing approach to provide anonymous

routing for messages in POppNet in Chapter 3.

2.1.2 Overview of Routing protocols in OppNet

Among all proposed routing protocols for OppNets, there are three main categories:

message-ferry-based, opportunity-based and prediction-based [26]. We summarize here

the main routing strategies in order to take a quick look on how routing works in OppNets

as opposed to common computer networks. The particularities of such routing problems

is what lies in our proposals to provide anonymous communications for OppNets. In our

case, as we will see, we will use simple routing protocols in our proposals in order to

focus our efforts in the privacy part of the routing itself.

2.1.2.1 Message ferry based routing protocol

Message ferry based routing protocols make use of an extra node, referred as ferry, to

assist in message forwarding [27]. In this schema, the ferry moves around its deployed

area with a known trajectory, and its responsibility is to carry the message received from

regular nodes and forward it to destination nodes or other ferries. In such kind of ferry

based schema, the control of the route and mobility of the ferry has a significant impact

on the performance of the whole system [28].

There are two different approaches in these routing protocols: single ferry and

multiple ferries. The advantage of using a single ferry is that the route design is easy to

control. However, it is more vulnerable to ferry failures. With multiple ferries system, it

would be more complex to control the routes and it will consume more energy.

The ability to deploy a ferry will depend on the specific network and scenario. In the

general case it might be difficult to assume that we will have a ferry or the possibility of

using one.

9
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2.1.2.2 Opportunistic-based routing protocol

Opportunistic-based methods use every node in the system to forward the message from

one node to another until reaching the destination [29, 30]. Usually, when two nodes

are in their communication range, they can exchange messages. There are roughly two

different ways to deliver messages: one copy and multiple copies. In one copy mode,

each node will forward only one copy per message to the system. One copy mode can

significantly reduce the resources but it leads to low delivery ratios and high latencies.

Another way to delivery messages is to exploit multi-copy mode which forwards multiple

copies per message. The multi-copy mode increases the message delivery ration but can

take up a lot of network resources. Thus, one should choose between this two modes

according to its network properties and requirement.

One of the most popular routing protocols for OppNets i the so called epidemic routing,

which is a type of multi-copy opportunity routing. In this case a node that receives a

message and has to forward it, will always perform a broacast to all contacted nodes

during some limited period of time. This type of protocols usually provide relatively good

delivery ratios and latencies at the cost of generating traffic in the network.

2.1.2.3 Prediction based routing protocol

The above two types of protocols assume that the mobility of nodes in an OppNet is

totally random. However, in some specific scenarios, the movement pattern is predictable.

We have seen POppNets where we can predict the whole network behavior, there are

alos hybrid cases where we can predict only some aspects of the topology and network

behavior over time.

In the first case, we can use time based source routing. The source node can predict

the future evolution of the network and find a path that will deliver its message to the

destination. There is always a failure rate to be expected due to possible errors in the

predictions, but in general routing it can be relatively efficient.

In other cases, where the full network behavior cannot be predicted, there is usually

some information that can be used to model the future behavior of nodes or contacts. For

example, if a node has visited an specific place in the past, it will more likely visit it in

the future. In [31], Juang et. al proposed a history-based protocol to relay the data in

OppNets, where the basic assumption is that nodes that were previously within range of

10
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the base station will still be close in the future.

Lindgren et. al proposed a probabilistic routing strategy called PROPHET which uses

a delivery probability metric to compute the probability of two nodes encountering [32].

PROPHET has three different situations to update the delivery predictability: the

encountering of two nodes, the time (or age) the two nodes having not encountered

and the intermediate frequency encountering node. The main idea of updating the

delivery predictability is that the more frequent two nodes meet, the higher the delivery

predictability between them will be. In PROPHET, a message is transmitted from one

node to the other if the delivery predictability to the destination node is higher than a

given threshold.

MaxProp [33] uses the rank of packets to decide whether to transmit the packet

or delete it. In order to rank its packets, a node in MaxProp firstly divides all packets

received in its buffer storage into two categories according to the number of hops they

have traversed. If the count for a given packet is less than a specific threshold, the packet

belongs to the high rank set, which will be transmitted first in a short hop count order.

Otherwise, packets will belong to the low rank which will more likely be deleted.

Liu and Wu presented a hierarchical routing approach to ensure the scalability and

delivery of OppNet[34]. In their schema, they assume that the contacts in the network are

predictable. To ensure the scalability and delivery ratio, they use multilevel clustering

and hierarchical routing. The multilevel clustering and hierarchical characteristics help

the network build its level topology which is composed of cluster heads on different levels.

The main idea of this routing method is to find the common cluster head on the higher

level. And then it traverses the lower level to find the next hop to forward the message.

2.1.2.4 Other proposed routing protocols

In [35], Chen et. al proposed a coding and replication based routing method. Coding based

routing strategy divides the message into several small blocks, and once the destination

node received all the small parts, the original message can be reconstructed by these

small blocks.
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2.2 Anonymous Communication

There are a variety of technologies trying provide anonymous communication. Onion

routing and Mix networks are two of the most popular solutions in communication

networks. Onion routing uses layered encryption to wrap the message to hide the

transmitting flow. As the message is transmitted, each node on the routing path should

peel of (or decrypt) it in a sequential order. A Mix network, on the other way, uses Mix

nodes to collect a set of messages and shuffle them before sending them to the next hop.

Each Mix node will wait for a threshold number of messages and forward them at the

same time. So, the messages in a Mix network do not need to be synchronous.

These two techniques are commonly deployed in computer networks where connec-

tivity is guaranteed but might present some problems when considering an OppNet

scenario. As we will see in this thesis several adaptations are proposed in order to

consider the use of onion routing and Mix networks in OppNets.

2.2.1 Onion routing

Onion routing [36] is commonly used to provide anonymous communications for computer

networks such as the Internet. An onion routing schema is composed of a set of Onion

Routers (ORs). Each user chooses several ORs in order to construct an anonymous

channel or circuit. The main idea of onion routing is to use layered encryption to encrypt

the original message so each OR on the path peels off its layer and forwards the message

to the next OR or destination.

The message, encrypted with different layered keys, ensures that each router on

the path only has knowledge of its previous and next hops. Thus, only the entry OR

has the knowledge of the message origin or user identity, which has constructed the

forwarding message. It is important to note that by user identity we refer to the network

address of the user. That is, we are only protecting the origin of the message. Whether

the message content discloses information about the user or origin is out of the scope of

these frameworks.

Figure 2.1 shows a simplified example of message transmission using onion routing.

Here, the sender wants to send message MSG to the receiver. The routing path is

composed of 3 onion routers. So, firstly the sender will establish the virtual circuit by

using these three onion routers’ public keys to encrypt the message and then forward to

12
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Figure 2.1: An example of message transmission in onion routing

the next hop. Each OR has its own private and public key. The sender first constructs a

layered encryption message with these three OR’s public key PK1, PK2, PK3. Thus, the

encrypted message transmitted to OR1 is EPK1(EPK2(EPK3(MSG)))). Router 1 receives

the triple encrypted message and uses its private key SK1to decrypt and peel off the

first layer onion message. Router 1 parses the data package and gets the forwarding

destination router 2 and the message EPK2(EPK3(MSG))) . And then it forwards the

2 layered encrypted message to router 2. The following routers are doing the same

procedure. And the receiver gets the message MSG from the last onion router OR3. In

this process, the intermediate node can only know its preceding and following nodes

and cannot establish the link between the sender and the receiver because of the multi-

layered encryption(usually at least 3 layers).

2.2.1.1 Message forwarding

There are mainly three phases in onion routing, i.e., connection initiation, data forward-

ing, and connection termination. In the first phase the source node stablishes a path

through at least three intermediary onion routers (ORs). It collects the public keys of

the ORs in the path to set up the circuit. And then the source node sends the mes-

sage through the circuit. Each OR receives the message and peels off its layer with

its private key. Before sending the message to the next hop, each OR it will pad the

message to maintain a fixed size. The communication process can be terminated by any

13
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Figure 2.2: The estimated number of directly-connected users around the world

OR on the routing path or the final destination node. To prevent an eavesdropper or

any compromised OR to trace the message flow, all messages should use a uniform size,

making it hard to identify each message according to its size [37].

One of the core issues before message forwarding is the constructing the layered

encrypted message. Anonymity is ensured because each OR in the routing path has

limited knowledge of the path. There are three kinds of routers in a path, i.e., entry,

middle and exit. The middle OR only has the knowledge of the other two OR neighboring

nodes. Also the entry and exit routers have partial information of the message flow.

Since the size of each message is fixed, it is impossible to identify the two parties

communication according to its message structure.

As an example of the use of onion routing we find the Tor project [38]. Tor uses onion

routing to provide anonymous communications in the Internet, by defining the protocols

and providing an open network of ORs. The popularity of Tor can be seen in Figure 2.2.

As in common onion routing schemes, there are three different ORs composing a Tor

circuit of three ORs: entry guard OR, middle OR and the exit OR. The entry guard OR

14
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is the first router connecting to sender and the exit OR is the router closer to the receiver.

The middle ORs are other routers on the routing path between the entry guard and the

exit node. In order to improve the security and performance in the Tor network, there

are plenty of works focused on path selection mechanism [39–41]. Before sending the

message in the Tor network, the user should choose the onion routing path first. The

path is chosen based on several criteria such as node bandwidth, network congestion,

and availability. It is important however to maintain a certain degree of randomness in

the selection of nodes to increase anonymity [39].

Choosing random onion routers can ensure higher anonymous degree. However, this

not the case in some scenarios. In [42], Roger et. al pointed out that using a single

fast entry OR is better than three different entry guards, which means only choosing

random entry guard for each connection can not ensure the best anonymous. The fast

entry guard, which can ensure enough bandwidth to forward message and provide high

degree of anonymity. This means that routers with different capacity can largely affect

the performance and anonymity of the Tor network. Only randomly selecting OR will

not be good enough for the anonymous communication. This is because that reducing the

number of guard nodes can reduce the probability that the nodes are compromised by

the relay adversary.

As from the above introduction of the Tor network, we can see that there is some

difficulty on balancing security and performance. Other than improving the performance

and security of Tor network, there are some works investigating the weakness of the

system. Because of the limited number of Tor Onion services and resources, it is par-

ticularly vulnerable under fingerprinting attacks. Rebekah et. al analyze the impact

of fingerprinting attacks on Tor Onion services[43]. Fingerprinting attacks exploit the

traffic traces to link the sender and receiver. Adversaries collect the fingerprint of target

website or service and compare it with the with the victims’ traffic. Since the openness of

the network service, adversaries can observe the victim’s traffic with economic resources.

2.2.2 Mix Networks

Chaum [44] first proposed the concept of Mix and Mix network in 1981. A Mix network

(MixNet) is an anonymous communication protocol where each proxy node (referred

as Mix) shuffles a bunch of messages from multiple senders before forwarding them to

the next destination [44]. To ensure the shuffling, each message will be encrypted with
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Figure 2.3: An example of message transmission in Mix networking

the public key of the Mix servers. Similarly to onion routing, Mix servers decrypt each

arriving message with its private key.

There are different approaches to implement a Mix network but the main structure

is quite similar in all cases. Figure 2.3 broadly shows how a Mix networking works.

Before sending the message to the Mix network, the sender will create a onion-like

encrypted data structure with each Mix node’s public key. upon receiving the message,

each Mix node will peel off its current layer with private key and forward it to the next

Mix node. This operation is repeated until the last Mix node extracts its destination

address. The last Mix node decrypts the message and transfers it to the destination user.

The message flow is very similar to the onion routing process. The difference is that each

Mix node waits until it has received a given number of messages before forwarding them

to the next node. The forwarding of all messages is performed at the same time giving

the effect of shuffling the messages. That is, making it hard for an external observer to

correlate input and output messages.

There are two main related parameters or factors in a Mix network, i.e., the number

of messages it collects and the delay it needs to send these messages [45]. If the node

receives a high load of messages the delay will be shorter, while if it receives few messages

will produce higher delays. These two factors impose a trade-off between performance
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and anonymity.

2.3 Privacy for Opportunistic Networks

Anonymous communications have been studied in the context of Opportunistic networks

and Delay-tolerant networks. In general, due to the lack of end-to-end connectivity on

these kind of networks, security solutions for them are difficult and complex. Further-

more, it is commonly assumed that one cannot relay on common solutions from more

conventional connected networks due to the need to support disruptions and delays.

In this regard, [46] proposes a security architecture for DTNs using Identity-Based

Encryption (IBE) with support for anonymous authentication with pseudonyms. Anony-

mous routing is somehow achieved by using gateways that hide the sender/receiver.

A common approach in several works is to apply an onion routing strategy in DTNs

by creating onion groups. That is, nodes are grouped and onion layers are based on

those groups. Any node of the group can forward the message of the corresponding layer.

This usually implies that all nodes of the group can decrypt the layer. ARDEN [47]

uses groups of nodes to perform the layering process and broadcast messages between

these groups. The message route between groups is chosen randomly. To perform the

cryptographic layers attribute based encryption (ABE) is used. Similarly, [48] also uses

onion groups and allows several copies of the message. In [49], authors allow such groups

to be dynamic, but use straightforward public key cryptography, having all members of

the group sharing the same private key. Another interesting work is [50]. Here authors

want to hide the physical location of the sender. They propose to fragment the message

and send the fragments to different receivers, with the aim of creating confusion for the

attacker.

In this line, another approach to achieve anonymous communications in dynamic

networks in general, is precisely to introduce noise in the communications. This approach

is very common in traditional data privacy (including Statistical Disclosure Control, or

Privacy-preserving Data Mining) [51]. As an example [52] attempts to ensure differential

privacy for several observable characteristics or metadata. These approaches are quite

different from the ones presented in this thesis, and can be seen as alternate methods.

We believe that knowing the network behavior in advance makes our approach more

suitable for fast transmission of single short messages.
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In [53], Rui et. al present a protocol based on social relationship and encryption to

provide location privacy in OppNet. This work also presents the problem where, in order

to save energy, storage and computing resources, some nodes may behave selfishly and

might not be willing to participate in relaying. In IPAD [54], each node exploits a family

of unlinkable pseudo-IDs and periodically changes its current pseudo-ID for privacy

preservation.

In [55], authors proposed a multiple encryption method to provide privacy content

based opportunistic networks. The main idea is to use an onion routing-liked multiple

layer commutative encryption to encrypt the message several times with different keys.

Hence, the intermediate nodes can only decrypt one layer without leaking the metadata

of the message.

Wang et. al uses attribute-based encryption and a security-based mobility prediction

method to provide privacy and improve the forwarding efficiency [56]. A k−order Markov

chain of encountered nodes can be trained to predict the next contact. The node with

more relevant centrality will be chosen as the next forwarding node.

In [57], Zakhary et. al use a Markov-based stochastic model for location prediction,

and use a k-anonymity-based protocol to ensure better privacy. Using the Markov model

to predict the routing path. Due to the lack of stable connections, the message forwarding

process needs to exploit any possible encounter to transfer it. Meanwhile, the OppNet

mobility is usually modeled as a random walk. Therefore, the Markov-based stochastic

model can be chosen to predict such kind of behavior.

2.3.0.1 Anonymous communication in predictable opportunistic networks

In the special case of POppNets, the predictability of the network has been used to

improve routing performance [58–60]. The use of such predictability to improve or design

security related services or mechanisms in the context of OppNet has not be exploited

yet to our knowledge.

Most of the existing works on anonymous communications deal with general OppNet,

where predictability of network behavior is not considered. We are not aware at the

time of writing about publications on anonymous communication in POppNet. Solutions

from non predictable networks can obviously be applied to POppNet, but taking into

account its predictability allows to simplify and improve the anonymous routing in such
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networks.

2.4 A model for Opportunistic Networks

In this section we will introduce a model for OppNets based on dynamic graphs. This

model will be used in the following chapter to present our contributions. The model

allows to abstract the main parameters and particularities of OppNets and POppNets

and helps in formulating the problems that we will present.

An OppNet can thus be modeled as a dynamic graph. That is, a graph with dynamic

components, which in our case are the presence of edges and vertices or nodes. Vertices

represent network nodes and edges represent the fact that there is a connection between

two nodes. These graphs are also denoted in the literature as temporal networks [61]

[62], time-varying graphs [63], temporal graphs [64], or evolving graphs [65]. In our

case, each edge has a temporal presence based on the time that a connection can be

established between the two nodes, usually based on the coverage of the network nodes.

For our scenario we consider the dynamic graph to be undirected because a connection

between two nodes represents the fact that these two nodes can communicate in both

directions. We denote such an undirected dynamic graph as G(V ,E), where V is the set

of nodes, and E is the set of edges. Each edge, denoted as e = (u,v, t,λ), is a temporal edge
between nodes u and v, starting at time t, with a duration of λ. Note that (u,v, t,λ) =
(v,u, t,λ). For simplicity we will use λ(e) as the duration of the link in edge e, and t(e) as

the starting time for edge e, or simply λ and t if the edge can be easily inferred from the

context. We will not consider the timed presence of nodes. Note that a node presence can

be modeled by eliminating all its edges during the time when the node disappears.

We also consider a unique transmission time τ for all messages to be sent in the

network. This can easily be extended to a variable transmission time specific for each

message, or edge. The transmission time includes the time required to establish the

connection, send, and receive the message. We also assume that for any edge e ∈ E for

a given graph G(V ,E), λ(e) ≥ τ. That is, all edges in the graph can be used to send a

message. Edges that do not address this constraint can be removed from the graph in a

pre-processing step.

The graph G∗(V∗,E∗) is the static undirected graph obtained from G by considering
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all its edges without time constraints (all edges are present in the graph independently of

time). We use N(v) to denote all neighbors of node v in G∗. That is, N(v)= {u | (v,u, ti,λi) ∈
E∗,∀i}.

We provide some definitions here that will be used in the thesis.

Definition 1. The time forward neighbors or future neighbors of a given node u ∈V at
time tc for the dynamic graph G(V ,E) are defined as: N t+(u, tc)= {v | (u,v, t,λ) ∈ E, tc ≤
t+λ−τ}.

Similarly,

Definition 2. The time backward neighbors or past neighbors of v ∈ V at time tc are
defined as: N t−(v, tc)= {u | (u,v, t,λ) ∈ E, t+τ≤ tc}.

In general, N t+(u, ti)∪N t−(u, ti)= N(u). From a practical point of view, we usually

want to consider time forward and backward neighbors up to a maximum delay or carry

time. If a node wants to deliver a message to another node, the first one can carry the

message up to a maximum time. In such case, for simplicity we define a unique maximum

carry time for all nodes denoted as δM . The extension to a variable carry time depending

on the node is straightforward.

Definition 3. The time forward neighbors with carry of node u ∈ V at time tc consid-
ering a maximum delay or carry time δM for the dynamic graph G(V ,E) are the nodes:
N t+

C
(u, tc,δM)= {v | (u,v, t,λ) ∈ E, t−δM ≤ tc ≤ t+λ−τ}.

Definition 4. The time backward neighbors with carry of node u ∈V at time tc consid-
ering a maximum delay or carry time δM for the dynamic graph G(V ,E) are the nodes:
N t−

C
(u, tc,δM)= {v | (u,v, t,λ) ∈ E, t+τ≤ tc ≤ t+λ+τ+δM}.

We also consider the degree of a node at a given time. That is, the degree of a node

will be time dependent. In our case we are interested in looking for the degree associated

to time forward neighbors with carry, and time backward neighbors with carry. We thus

define the time forward degree and time backward degree of a node as follows.

Definition 5. The time forward degree of a node u at time tc with a maximum delay δM

is defined as: degt+
C

(u, tc,δM)=| N t+
C

(u, tc,δM) |, and the time backward degree is defined
as degt−

C
(u, tc,δM)=| N t−

C
(u, tc,δM) |

20



2.5. CONCLUSIONS

P = 〈(v1, t1), (v2, t2), . . . , (vl , tl)〉 denotes a path in the dynamic graph G(V ,E), where

(vi, ti) represents the node in the path and the time that the message arrives to such

node. Given the path P the length of the path is the number of nodes included in path.

The duration of a path P is the time taken by the message to arrive to destination. That

is, for P = 〈(v1, t1), . . . , (vl , tl)〉, duration(P)= tl − t1.

2.5 Conclusions

In this chapter we have briefly introduced the base and building blocks of our proposals.

We have described OppNets and the particular case of POppNets including an overview

of common routing strategies. As we will see in the following chapter our work is within

the application of onion routing and Mix networks to these kind of networks. We have

also seen that although there exists related work on anonymous communications for

OppNets, it usually concerns complex setups and cryptographic mechanisms. We will

see that our approach is to make use of simplified onion routing and Mix networks. This

simplification has the drawback that the scenario of application is restricted and will

introduce some performance penalty in message routing. As we will demonstrate, the

penalty is however tolerable in most situations.

Finally we have introduced a model for OppNets based on dynamic graphs, which

serves as a generic abstraction over which we will present our contributions in the

following chapters.

21





C
H

A
P

T
E

R

3
ANONYMOUS COMMUNICATIONS IN POPPNETS

When considering privacy preserving routing, both OppNets and POppNets present

some challenges. Given its nature it is clear that common privacy-preserving routing

strategies such as Onion Routing are difficult to implement directly. In this chapter we

consider privacy preserving routing in POppNets.

In the case of POppNets, the fact that we can predict the future network behavior

can enable the use of source routing. The sender can select the path that the message

will follow to reach its destination, which could enable the use of Onion Routing. This is

of course a bad option for onion routing, since an attacker could use the known network

topology to infer information about such path. We need thus, to design routing strategies

for POppNets, which can introduce enough randomness to be hard to guess by an attacker.

In such case, we argue that Onion Routing could be a solution to anonymous routing in

POppNets.

In this chapter, we will present two stochastic routing strategies which could be

used to implement Onion Routing in POppNets. We will also introduce some anonymity

metrics, and provide an evaluation of the performance of the proposed solutions using

data from a public transportation network.
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3.1 Predictable OppNets

Routing in OppNets is a difficult problem due to the unforeseeable nature of contacts

between nodes, which leads most of the times to the adoption of (limited) broadcast

approaches for routing [66–68]. However, the fact that we are dealing with predictable

opportunistic networks (POppNets) greatly simplifies such routing. Routing can be seen

as establishing paths in the time-based dynamic graph that represents the network [21].

Solutions exists to determine shortest paths in such networks. This is however not a

good solution from a privacy perspective if we consider an onion routing strategy. In

this case, the predictability of the chosen path is a key issue that needs to be protected.

We introduce two stochastic strategies to determine paths in dynamic graphs, and thus,

POppNets. The main objective of these approaches is to determine a path to be used for

onion routing in such networks. The stochastic nature of both algorithms has the goal of

keeping the predictability of the path as low as possible.

3.2 Privacy-preserving routing strategies in
POppNets

In this section we introduce our proposed strategies to establish a source path with

enough randomness to be used in onion routing. The first one is based on performing a

constrained time-based random walk. In the second case we attempt to improve the path

efficiency in terms of length and delivery time by providing a more efficient search of

possible paths.

In order to evaluate our proposals we can compare the use of the selected paths to the

optimal solution. That is, the path that we will select if we where not going to use onion

routing. The common approach is to look for the shortest path from source to destination.

We will also present this routing strategy in the following section. This path is obviously

a bad choice to implement onion routing since it can be predicted by an attacker having

knowledge of the network behavior. Instead it will be used as a benchmark to evaluate

our proposed algorithms.

3.2.1 Optimal routing

There are several options to find an optimal path in a dynamic graph. Such optimal

path can be determined based on different criteria. We can look to optimize the path
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length (shortest number of hops), the shortest time path (or foremost), or the fastest

path (earliest arrival). We have used the shortest path optimal algorithm as it provides

a good simple base.

The shortest path in a dynamic graph can be seen as an adaptation of the well known

Dijkstra shortest path algorithm to the case of dynamic graphs. That is, taking into

account the time based evolution of the graph. To that end, the algorithm exploits the

fact that given a shortest path from s to d arriving at time t, then the prefix path from s
to u, where u is the node in the path just before d, is shorter than all paths from s to u
ending before t [65]. That is, given a shortest path P = 〈(s, t0), . . . (u, tu), (d, td)〉 then the

prefix 〈(s, t0), . . . (u, tu)〉 is shorter for tu < td.

Data: G(V ,E) is a dynamic graph; s ∈V is the source node; d ∈V is the destination node; ts is the
starting time; T is the tree of pairs (v,t)

Result: The shortest path tree T.
begin

T = (s, ts);
earliest(s)= 0;
earliest(u)= Max;
d = 0;
location(s)= (s, ts);
while location(u)== NULL and u ∈V do

foreach (u,t) in tree at depth d do
Get all the neighbour pairs (v, tc) of (u, t);
if location(v)==NULL then

location(v) = (v, tc)
end

end
if earliest(v) > tc then

earliest(v) = tc;
(v, tc) is a child of (u, t) in T;

end
d = d + 1;

end
return T;

end
Algorithm 1: Optimal routing path finder.

The actual algorithm in shown in Algorithm 1. Here, the earliest(v) is the function

to find the earliest path of node v, which tells when node v is arrived earliest in the

routing path tree. location(v) is the function to find the location of node v. Since a node

v might appear several times in routing path tree, location(v) will tell where node v in

the tree to represent the shortest journal from source node s to node v.
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3.2.2 Random Path Finding

The first strategy we propose to use in order to apply onion routing in POppNets is to

use a time-based random walk on the graph. We denote it as random path finding and it

is intended to ensure that the predictability of the path is very low. The idea is that this

will be somehow similar to randomly choosing the onion routing nodes in Tor.

Data: G(V ,E) is a dynamic graph; s ∈V is the source node; d ∈V is the destination node; ts is the
starting time; tc is the current time; Lmin is the minimum path length; Lmax is the
maximum path length; τ is the transmission time;

Result: Path P from s to d, such that Lmin ≤ length(P)≤ Lmax.
begin

P = 〈(s, ts)〉;
tc = ts;
continue = True;
while continue do

u = getLastNode(P);
select a random edge e = (u,v, t,λ) such that e ∈ N t+(u, tc);
if tc > t(e) then

tc = tc +τ;
end
else

tc = t(e)+τ;
end
P = P +〈(v, tc)〉;
if v is repeated in P then

P = mergeNodePath(P,v);
end
if v = d and Lmin < length(P)< Lmax then

continue = False;
end
else if N t+(u, tc)=; or length(P)> Lmax then

P = 〈(s, ts)〉;
tc = ts;

end
end
return P;

end
Algorithm 2: Random path finder.

The algorithm, shown in Algorithm 2, allows inclusion of repeated nodes but per-

forms a shrink or merge of the path if a repeated node is found (mergeNodePath(P,v)),

eliminating the intermediate nodes. This intermediate nodes do not provide additional

security in the path given that the repeated node could correlate traffic received twice.

For example, in path P = 〈(v0, t0), (v1, t1), (v2, t2), (v3, t3), (v4, t4), (v5, t5)〉, if we know

that node v2 is the same as node v4, the resulting merged path will be: P = 〈(v0, t0), (v1, t1), (v2, t2), (v5, t5)〉.
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That is, node v2 carries the message until time t4 to send it then to node v5. We have

found this approach to be faster than just backtracking or re-starting the path search if

a repeated node appears.

For practical reasons we bound the search to prevent very long paths (both in time

and number of nodes). The search is restarted in no path is found within the constraints.

This bound can be set based on different parameters: maximum path length, duration,

computation time, . . . . In our case, we have set the bound to a maximum path length

(Lmax) and a maximum number of executions of the main loop (set to 10M in the

experiments of the evaluation). As we will see in Section 3.4 the algorithm produces

paths with reasonable length and duration.

3.2.3 Forward and Backward Path Finding

In order to improve the random path finding algorithm, we have designed another

stochastic approach using a meet-in-the-middle strategy. The idea is to use information

from both source and destination nodes to perform a stochastic path search from both

nodes at the same time. As we will see, this approach is more likely to find the path in

case it exists and can produce shorter paths.

This algorithm is denoted as the Forward-Backward path finder (FB), and is shown

in Algorithm 3.

The algorithm performs a partial path search starting from the source node, where

a path will be randomly selected from potential forward neighbors. At the same time

the analogous procedure is performed from the destination node selecting backward

neighbors. Actually, to increase uncertainty, the algorithm keeps track of all potential

forward and backward partial paths to finally randomly select an intersection, yielding

the final path. In order to speed up the process, both forward and backward searches are

done at the same time, so each step of the algorithm increases the path length by two

new nodes.

In Algorithm 3, the partial paths are kept in an array-like structure, P f [i] and Pb[i],
for forward and backward partial paths respectively, where i is the number of nodes

included in the partial path. This is shown to ease the understanding of the algorithm,

but from an implementation perspective, these partial paths have to be stored in a more

efficient data structure such as a tree. A partial forward path tree keeps the source node
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Data: A dynamic graph G(V ,E) ; the source node s ∈V ; the destination node
d ∈V ; the starting time ts; the maximum arriving time td; the
transmission time τ; the minimum forward time t f ; the maximum
backward time tb; the forward-backward count c f b; the set of partial
forward paths P f ; the set of partial backward paths Pb.

Result: A path P from s to d.
begin

c f b = 0;
tc = ts;
P f [c f b]= {〈(s, ts)〉};
Pb[c f b]= {〈(d, tb)〉};
while True do

if c f b ≥ 2 then
Ln = commonNodes(P f [c f b], Pb[c f b], G, τ);
if Ln 6= ; then

P = getPathByNodes(P f [c f b],Pb[c f b],Ln);
return P;

end
Le = commonEdges(P f [c f b], Pb[c f b], G, τ);
if Le 6= ; then

P = getPathByEdges(P f [c f b],Pb[c f b],Le);
return P;

end
end
tmpForwardSet =;;
foreach tmpForwardPath ∈ P f [c f b] do

tmpForwardSet =
tmpForwardSet∪ extendForwardPath(G, tmpForwardPath,τ);

end
P f [c f b +1]= tmpForwardSet;
get the minimum forward time t f ;
tmpBackwardSet =;;
foreach tmpBackwardPath ∈ Pb[c f b] do

tmpBackwardSet = tmpBackwardSet∪
extendBackwardPath(G, tmpBackwardPath,τ);

end
Pb[c f b +1]= tmpBackwardSet;
get the maximum backwardTime tb;

if t f > tb or c f b ≥
⌊

Lmax−2
2

⌋
then

there is no path between s and d;
return NULL;

end
P f [C f b +1] = removeRedunantFpaths(P f [C f b +1], tb);
Pb[C f b +1] = removeRedunantBpaths(Pb[C f b +1], t f );
c f b = c f b +1;

end
return P;

end
Algorithm 3: Forward-backward path finder.
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for the forward paths and all possible paths as successive branches. Each node stores the

earliest time the node is visited. The same is analogously done for the partial backward

nodes.

The intersection between forward and backward partial paths can be done looking for

an intersecting node (yielding an odd path length) or edge (yielding an even path length).

Given a partial path P ′ = 〈(v1, t1), . . . , (vl , tl)〉 of length l, we use last(P ′) = (vl , tl) to

denote the last node and associated time, and f irst(P ′)= (v0, t0) to denote the first node

and its associated time of the partial path.

The CommonNodes function, gets all common nodes that can be used to intersect

forward and backward paths. The function will use P f and Pb and try to compare the

last node of partial paths in P f , and the first node of partials paths in Pb to check if

there are common nodes. That is, if slast(P f ) = {vi|(vi, ti) = last(P ′),∀P ′ ∈ P f } denotes

the set of last nodes from the set of partial paths P f , and s f irst(Pb) = {v j|(v j, t j) =
f irst(P ′′),∀P ′′ ∈ Pb} the set of first nodes of partials paths in Pb, then CommonNodes =
slast(P f )∩ s f irst(Pb).

Similarly, the function CommonEdges will attempt to find the path based on common

edges of the last nodes from P f and first nodes from Pb. More specifically, in this function

it will check if there are some valid edges which satisfy the time requirement of the

path. CommonEdges = {e = (s,d, t,λ) | e i ∈ E, t+λ≥ timeP f (s)+τ, t ≤ timePb(d)−τ,∀s ∈
slast(P f ),d ∈ s f irst(Pb)}. Where timeP f (v) returns the time associated to v in the

corresponding partial path from the set P f , and timePb(v) the time associate to v in Pb.

Then, the function getPathByNodes or getPathByEdges will select a random node

or edge from CommonNodes (Ln) or CommonEdges (Le) respectively to construct the final

path.

When the algorithm cannot get the path at the current iteration, it will use extendForwardPath

and extendBackwardPath functions to increase the length of the partial paths both in

P f and Pb with all possible time-valid neighbors. The presence of loops is avoided by

avoiding repeating a node when extending each path.

In order to reduce memory requirements the algorithm prunes partial paths from

the forward and backward set. Paths which will not be possible to use for node or edge

intersection are removed in each loop by the functions removeRedundantFpaths and
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removeRedundantBpaths. Forward partial paths, where the time of the last node is

greater than tb, and backward partial paths, where the time of the first node is lower

than t f are removed. As described in the algorithm, t f is the minimum time of the last

node among all paths in P f , and tb is the maximum time of the first node from all paths

in Pb.

3.2.4 Discussion

As expected, applying onion routing using the proposed path finding algorithms will

enhance the communication privacy but will also lead to lower utility. In this case utility

is understood as efficient communication in terms of path length, message delivery time,

and even potential decrease in delivery ratios. It is difficult to quantify the utility loss

and privacy gain in our scenario. To that end we have proposed several metrics to provide

some measure of privacy and we also provide estimations of communication efficiency

when compared to an optimal path finding algorithm. This will allow us to establish a

measure of the trade-off between privacy and utility.

3.3 Privacy metrics

As OppNets are usually implemented as wireless network, we usually assume that the

attacker can exploit this open access property to analyze the traffic in the whole network.

Determining the anonymity achieved by using onion routing with a given path will

depend on several factors. Even with our stochastic approaches from the previous section,

the topology and behavior of the network are key issues to take into considerations. In

this chapter we will describe measures that can help in determining the anonymity

achieved based on several aspects of the chosen path and the network topology and

temporal behavior.

3.3.1 Anonymity set and anonymity degree

In order to estimate the anonymity in onion routing schemes it is quite common to rely

on k-anonymity models [69] and entropy based metrics [70–72]. In our case we will

assume two different and analogous adversarial models depending on the knowledge

of the attacker. In general we assume that the attacker knows the dynamic behavior of
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the network (which is usually public knowledge). Then, we consider two different cases,

where the attacker knows:

1. The destination node and the time the message arrives to such node. In this case

the goal of the attacker is to guess the source node of the communication.

2. The source node and the time when the message departed from such node. Now

the attacker will attempt to guess the destination node.

The first model is the most commonly considered in generic onion routing schemes.

There, the common scenario is for a given client to use TOR to connect to a given server.

The client wants to hide its identity (IP address) from the server. In our case, we have

considered both cases in terms of completion. The second case will be such that the

attacker is observing (monitoring) the source node and will try to guess the destination

of the message.

In this section we will present the definition of anonymity set and anonymity degree
for the first model. The second one is analogous.

The anonymity set, S(v, t), of a node v ∈V that has received a message at time t, is

the set of all possible source nodes (possible origins of the message). In the general case,

S(v, t)⊆V for any v and t. The size of S(v, t) can be used as an estimation of privacy or

anonymity as it is done in typical k-anonymity models.

To complement this measure, we determine the entropy of the anonymity set, by

considering the probability associated to each possible source node, which might not be

uniform. We introduce the measure of such probability based on the number of existing

simple paths that can reach the destination node from all possible source nodes. A simple
path is a path that does not repeat nodes.

As an example, in Figure 3.1, we can see two different scenarios with an anonymity

set of size 3 for the destination node d at time ts, S(d, ts)= {v1,v2,v3}, the dashed arrows

represent simple paths and we consider that all edges are present all the time to simplify

the example.

We denote the set of simple paths from v1 to d arriving at node d at time td as

Ptd (v1,d), so |Ptd (v1,d)| is the number of different simple paths from v1 to d. With this in
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d

v1

v2

v3

(a) |S| = 3,H(S)= 1.25

d

v1

v2

v3

(b) |S| = 3, H(S)= 1.58

Figure 3.1: Example of the same anonymity set with different entropy.

mind, it is clear that the anonymity degree should be different in each case of Figure 3.1.

We define the probability of a given node v of being the source node of a path arriving

at node d at time td as:

(3.1) Pd,td (v,d)= |Ptd (v,d)|∑
ui∈S |Ptd (ui,d)|

We can then compute the entropy of the anonymity set S for the destination node d at

time td, detnoted as S(d, td), as follows.

(3.2) H(S(d, td))=− ∑
vi∈S

Pd,td (vi,d) logPd,td (vi,d)

Following with the example, we have that H(S(d, td)) for Figure 3.1a is 1.25 while for

Figure 3.1b is 1.58. Intuitively it is reasonable to have greater entropy for the second

case, where the uncertainty about the origin is greater based on the possible paths to the

destination node.

The maximum entropy of the anonymity set is achieved when S =V and the proba-

bility for all vi ∈ S is uniform. Thus, we define the maximum entropy for the anonymity

set as:

(3.3) HM = log(|V |)

Now we can introduce the anonymity degree A for a given destination node d ∈ V
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and time td as:

(3.4) A (d, td)= H(S(d, td))
HM

We are assuming here that the path is constructed following an stochastic approach

and all paths from source to destination are equally probable.

The minimum possible value of the anonymity degree is 0, and will be achieved when

there exists just one possible path ending at the destination node v at time t. In this

case, the entropy of the anonymity set is 0, because there is no uncertainty about the

source node. In turn, the maximum possible value of the anonymity degree is 1−ε for

a small ε, and it is reached when the entropy of the anonymity set is maximal, that is,

when all nodes in the graph are valid sources and the probability of a path starting in

each of them is exactly the same. Note that the entropy will never reach log(V ), since

the destination node v itself will never be a valid source node (we are requiring paths to

be simple paths). As a consequence, the maximum anonymity degree tends to 1, but can

not be exactly 1.

The anonymity degree informs about the privacy of a destination node at a given

time in the context of a network of a certain order. Therefore, it can be used to compare

the anonymity of nodes inside the same network or with nodes of other networks of the

same order.

Although networks with high density are intuitively better from a privacy perspective,

and will be so in the general case, we can not ensure that the anonymity degree in higher

density networks will always be better. Think, for instance, in a very dense network

where most of the paths end up at the same node.

On the contrary, if we only consider the size of the anonymity set, higher density

networks will always present bigger (or equal) anonymity sets.

An important drawback of this anonymity measure is that its computation is not

feasible for high density networks. Finding all simple paths has exponential memory

requirements making it unfeasible for common desktop computers. We have used a

time constrained modification of the Rubin algorithm [73] to compute all simple paths

in relatively low density networks. For higher density networks we had to develop an

approximated method.
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The approximated method computes the approximated anonymity set, entropy of

the anonymity set, and anonymity degree of a given destination node d which receives

a message at time td by repeatedly searching backwards for simple paths ending at d.

That is similarly as doing a time constraining reversed random walk repeatedly.

At each iteration of the algorithm, a new path ending at node d at td is searched by

randomly selecting the previous hop of the path between the time backward neighbors

(see Section 2.4) of the current node that have not been visited previously (i.e., that are

not already part of the path).

At each hop of the path, the current time is updated and each of the iterations stops

whenever one of the following conditions is reached:

1. the target number of hops is reached,

2. the maximum duration time is exceeded.

When the target number of hops of the path is reached, the iteration finishes and the

last node is considered the source node of the path. On the contrary, when the maximum

duration time is exceeded, the path is discarded. The approximated anonymity set of d at

starting time td, S′(d, td), is then the set of source nodes found during all the iterations

of the algorithm.

Given an execution of the algorithm with n iterations, p(v) is the number of times

one of the iterations ends up in each source node v. Then, the estimated probability of

node v being a source for a path ending at d at time td, P ′
d,td (v,d), is p(v)/n.

Finally, the approximated entropy, H′, and the approximated anonymity degree, A ′,
can be computed with equations 3.2 and 3.4, using P ′ instead of P .

On the one hand, notice that |S′| will always be less than or equal to |S|, but this

relation does not necessarily hold for A and A ′. On the other hand, the greater the

number of iterations n of the algorithm, the more closer the results of the approximated

algorithm should be with the exact ones.

We have seen how to compute S, A (and S′, A ′) for the first adversarial model, where

the attacker knows the destination node and the time that the message arrives to such

node. From now on we will denote these measures as
←−
S ,

←−
A (and

←−
S′,

←−
A ′). Analogous
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measures of the anonymity set and the anonymity degree can be computed for the second

adversary model. In this case the attacker knows the source node and the starting time

and we can find all possible paths starting at such node in such given time. The definition

of these measures is analogous to the ones we have seen and will be denoted from now

on as
−→
S ,

−→
A (and

−→
S′,

−→
A ′)

3.3.2 Path-degree measure

We have considered another metric based on the degree of all the nodes of a given path.

In some sense these degrees give an estimation of the path uncertainty in each node. If

an attacker knows a partial path, or can identify a given node in the path, the degree of

the node and following unknown nodes can be seen as the difficulty in guessing the rest

of the path. Moreover, the degree of a node in the path can be seen as the probability

that an attacker has in guessing the next node of the path knowing only the current

node and time.

Given a path P = 〈(v1, t1) . . . (vl , tl)〉, of length l, its path-degree measure D is defined

as:

(3.5) D(P)= 1
2

(
l∏

i=1

(
degt+

C (vi, ti,δM)
)−1 +

l∏
i=1

(
degt−

C (vi, ti,δM)
)−1

)

The path-degree measure combines the time forward and backward degrees of the

nodes in the path in order to give a generic measure. The measure is defined in the

interval [0,1]. The value 1 is given by the worst case, where the degree of each node in

the path, both forward and backward, is 1. On the contrary, values close to 0 are better

from a privacy perspective since they denote higher degrees in the path.

For example, if we have a path s → r1 → r2 → r3 → d. We can quantify the forward

path degree from source node s to destination node d by considering the forward time

neighbors of s, r1, r2, and r3 at a given valid time determined by the time of each node

in the path. If there are c0 neighbors of s at the starting time, then the probability of

choosing r1 should be
1
c0

. And the same applies to r1, r2 and r3, respectively c1, c2,

and c3 neighbours according to different valid time. Thus, the forward path degree

of the whole path from the source node to the destination node can be calculated as:∏l
i=1

(
degt+

C
(vi, ti,δM)

)−1 =
1
c0

1
c1

1
c2

1
c3

. Similarly, we can compute the backward path

degree from node d to node s using the same strategy.
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The measure is not normalized with respect to the path length because we believe

that such length should be taken into consideration. Higher lengths are better for privacy

and will yield lower values for the path-degree measure.

3.3.3 Path Jaccard Distance

In the case of the random path finding algorithm we have considered the possibility of

measuring how different are the paths found by the algorithm. That is, if we use the

algorithm to repeatedly find a given number of paths, how different are those paths.

They can be very similar, for example differing only in one node, or very different. The

first case is obviously worst for privacy since it could lead to an attacker guessing the

path with some minimum knowledge about it.

To that end, we use the Jaccard distance (JD) or Jaccard index to measure how

different is one path from another. The formulation of the JD is as follows:

(3.6) JD(S1,S2)= |S1 ∩S2|
|S1|+ |S2|− |S1 ∩S2|

S1 and S2 are the two different sets, we note the value of the JD of S1,S2 as JD(S1,S2).

The value of JD(S1,S2) belongs to [0,1], where, if S1 and S2 are the same sets, it gives

1, and if the sets are completely different it will give a value of 0.

In our case, we consider each path as a set of nodes and compute the Jaccard index

between such sets. This is obviously an approximate measure since it does not take into

account the order of the nodes, but on the contrary it provides a measure, which can

be computed very efficiently, and that we believe can closely estimate the idea that two

paths are similar or different.

In our experiment for the next following chapter, the results of the JD between paths

selected show that the possible paths found in our scenario are quite different. We obtain

values very close to 0.

3.3.4 Discussion about the privacy measures

When considering privacy in our proposal, the anonymity set size measure can be

comparable to the well known k-anonymity model. The related anonymity degree helps

in better understand the actual distribution of probabilities within such anonymity set.

It is important to note that we need to provide both measures together, given that the
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anonymity degree is given as a ratio of the maximum possible entropy. As an example,

we can have two different anonymity sets with the same anonymity degree but with

very different sizes. In such case, clearly the case with the bigger set is better for privacy.

When the size of the anonymity set is the same, the cases with higher entropy are better

for privacy. In some sense, the anonymity degree can be seen as a measure of diversity

related to the anonymity set, similarly as l-diversity [74] is related to k-anonymity. It

gives information about the distribution of probabilities within the anonymity set.

On the other hand, the path-degree measure, gives information about how easy or

difficult it might be to obtain a given path by a random walk (forward and backwards). It

gives information about the diversity of alternatives to follow in the path. They main

idea is to summarize in a very broad and general manner, the possible difficulties that

an attacker observing a partial path can have to complete the whole path.

Both types of measures are not directly related since they measure different things.

The anonymity set and anonymity degree are possibly the most interesting ones, and

the ones that have more relation to how anonymity is traditionally measured. We think

however that the path-degree measure is an interesting complement to the other ones.

As we will observe in the evaluation (see Chapter 5), in general, all privacy measures

are highly related to the density of the network. Higher density will yield better privacy

measures.

3.4 Evaluation

In this section we present the evaluation of our proposal and the results we obtain. First,

we introduce the dataset and setup of the experiments, and then the results regarding

performance and anonymity.

3.4.1 Dataset

In our experiments we have used the CRAWDAD rice/ad_hoc_city dataset [75]. This is a

wireless ad hoc opportunistic network based on the Seattle public bus transportation.

Each network node is located in a bus and contacts between them are established based

on the coverage of the two nodes (ability to send a message between them). It can be

considered as a POppNet due to the high predictability in bus timetables and itineraries.

The network contains close to 1200 buses covering a 5100 square kilometer area. It is
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clear that there will be errors in the predictability of the network but we assume these

errors to be tolerable in the application domain (e.g. the use of our proposal in live critical

communication systems is completely discouraged). This is something usually assumed

and accepted in opportunistic networking. Transmission time is assumed to be 1 second

(this includes establishing the connection and sending a short message).

Network |V | |E| avg. degree graph density

N1 1179 543692 922.293 0.783
N2 1179 271813 461.091 0.391
N4 1177 135976 231.055 0.196
N8 1178 67896 115.273 0.098
N16 1170 34090 58.274 0.050
N32 1157 17064 29.497 0.026

Table 3.1: Datasets

The network that we consider spans through 24 hours, and has a high density with

more than 500,000 dynamic edges during this time interval. Network density is a key

issue in our proposal. Higher density means it is easier to construct paths and more

difficult for an attacker to predict possible potential paths. In order to test our results

with lower density networks we have produced different versions of the same Seattle

network with lower number of edges. More precisely, we have obtained networks N2,

N4, N8, N16, N32, by randomly selecting 1/2, 1/4, 1/8, 1/16, 1/32 number of edges of the

original network denoted as N1. Table 3.1 shows the number of edges, average degree,

and graph density for each network taken from their corresponding static graph G∗.

Given that they correspond to the same network, with the same number of nodes and the

same overall behavior it makes the comparison between them to be focused exclusively

on the network density.

We also note that the distribution of the edges overtime is not uniform, as expected

in a real network based on a public transportation system. There are hours with higher

density than others, presumably corresponding to rush hours as shown in Figure 3.2.

We have performed our experiments in different time frames. We consider two types

of starting times for our experiments. The experiments denoted as zero are paths that

start at a random time from the interval [0,10000], while experiments denoted as rush
are starting in the interval [20000,35000].
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Figure 3.2: Distribution of edges for networks N1, N4, N16, and N32 over 24 hours
(time given in thousands of seconds).

The performance experiments from Section 3.4.2 have been executed in a desktop

computer, Intel i7 CPU at 3.4GHz, 16GB memory. For the exhaustive computation of the

anonymity degree (cf. Table 3.4) we used a computer with an Intel Xeon E3-1230 V2 at

3.30GHz, and 30 GB of memory.

Given the stochastic nature of our proposed algorithms, and the different scenarios

that can happen in real networks, each experiment is composed of 100 cases for zero and

rush starting times, giving a total of 200 executions. For each case a different pair of

nodes (source and target), and starting time are randomly selected, then the average is

usually considered. We also separate zero and rush experiments in order to be able to

appreciate different situations.

We will denote our random algorithm as R (Section 3.2.2), and the forward-backward

algorithm as FB (Section 3.2.3). In order to properly evaluate our proposal, we need

to consider the penalty introduced by using our algorithms. That is, what do we have

to sacrifice in terms of performance as compared to a non-anonymous routing. For

such purpose we denote the shortest path algorithm from Section 3.2.1 as X . As we

previously noted this algorithm is deterministic and thus, not desirable for anonymous
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communications.

We have conducted experiments both in terms of performance and privacy. Per-

formance experiments show how good are the stochastic algorithms in terms of their

efficiency, while privacy experiments evaluate their security.

3.4.2 Performance

We show here the performance evaluation of finding paths using the algorithms from

Section 3.2 by evaluating several parameters or characteristics and usually comparing

them to the results obtained with the shortest path algorithm X . The X algorithm can

be considered in most cases the best performance achievable.

3.4.2.1 Applicability related to network density

To be applicable, our algorithms need to be able to find a number of paths from source to

destination. An algorithm can fail in finding a path from source to destination either due

to the nonexistence of this path or because it is just not able to find an existent path due

to its stochastic nature. Not only we need to find a path but a minim number of paths big

enough to provide good anonymity. We compare the behavior of R, and FB algorithms

to that of X , and related to the density of the network in Figure 3.3. The failure rate

indicates the average percentage of paths not found on each network. Clearly, if a path

exists between two nodes X will provide such path, while R, and FB might fail.

Figure 3.3: Applicability of the algorithms on networks with different density.
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We can see that any algorithm can be successfully applied more than 95% of the times

on networks with high density (N1 to N4), while, when density decreases, the behavior

of FB is very close to that of X and thus is preferable over R. FB can still be successfully

applied more than 90% of the times on N8 and N16. However, on N32, which has a very

low density, the applicability of any algorithm sharply decreases.

3.4.2.2 Execution time

(a) Execution time for FB. (b) Execution time for R.

(c) Execution time for X .

Figure 3.4: Average execution time

Figure 3.4 shows the execution time of X , R, and FB on networks with different

density. In general our algorithms R and FB are faster than X , notably R. As expected,

execution time is proportional to the network density, although the difference is less

appreciable in R.

3.4.2.3 Path length

The minimum path length should be always 5, since it is the minimum path length

required for onion routing to be secure. Even so, larger paths can be found by R and

FB given their stochastic behavior. We compare the results of R and FB with the actual

shortest path obtained from X .
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Net FB R X

N1 5.0 (0.0) 6.8 (1.4) 4.0 (1.0)
N2 5.0 (0.0) 6.9 (1.5) 4.0 (1.0)
N4 5.0 (0.0) 7.1 (1.6) 4.0 (1.0)
N8 5.1 (0.6) 7.2 (1.7) 4.2 (1.7)
N16 5.2 (0.9) 6.8 (1.5) 5.0 (1.0)
N32 5.5 (1.3) 7.1 (1.3) 5.8 (2.5)

(a) Zero time

Net FB R X

N1 5.0 (0.0) 6.8 (1.0) 3.5 (1.1)
N2 5.0 (0.0) 6.7 (1.2) 3.7 (1.0)
N4 5.1 (0.4) 7.1 (1.7) 3.7 (1.1)
N8 5.1 (0.6) 7.3 (1.7) 4.4 (1.5)
N16 5.2 (0.9) 7.1 (1.2) 4.5 (1.5)
N32 5.5 (1.3) 7.2 (1.6) 5.0 (1.8)

(b) Rush time.

Table 3.2: Average path length. Standard deviation is shown in parenthesis.

Table 3.2 shows the average path length for each execution of FB and R and the

shortest path, X . FB obtains paths closest to the required minimum due to its meet-in-

the-middle strategy. Paths from R are larger but within a reasonable range.

3.4.2.4 Duration time

Figure 3.5 shows the path duration time (c.f. Section 2.4) for all the algorithms and

networks in zero and rush times.

(a) Zero time (b) Rush time

Figure 3.5: Duration time

Shortest duration times are obtained in rush time experiments, and in general FB
paths have a shorter duration than R. In any case we consider the penalty in duration

time, as compared to X , to be quite acceptable for our scenarios.

3.4.2.5 Path Jaccard distance

Figure 3.6 depicts the path Jaccard distance of the possible paths found with the random

path finding algorithm R. For each pair of nodes, we compute 100 different paths. We
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Figure 3.6: Jaccard distance index

then compute the path Jaccard distance for each pair of paths, and we get the average

value of all these Jaccard distance indexes. We can see from the results that the paths

are quite different which makes it difficult for a potential attacker to guess the correct

routing path.

3.4.3 Anonymity

In order to evaluate the privacy achieved by our proposal we rely in the measures

described in Section 3.3.

3.4.3.1 Anonymity set and degree

As mentioned in Section 3.3.1, the anonymity set size and the anonymity degree can

be difficult to compute in high density networks. We can however use the approximate

method also introduced in Section 3.3.1. We have computed the anonymity set size and

anonymity degree for both adversarial scenarios from Section 3.3.1, that is
←−|S|, ←−A , and−→|S|, −→A , and their respective approximated values.

Table 3.4 shows the exact anonymity degree and anonymity set size for N32, and

N16. Those are the only networks where we could compute the exact values with our

equipment (cf Section 3.4.1). On the other hand, Table 3.6 shows their approximation

using the approach described in Section 3.3.1. The results where obtained using a fixed

path length of five nodes and fixing the maximum duration of the path to the average

of the cases obtained from algorithm R as detailed in the previous section. One million

iterations of the algorithm were performed for each analyzed source node.
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Net |←−S | ←−
A

N32 834.47 (228.5) 0.7969 (0.16)
N16 1045.61 (120.5) 0.8703 (0.10)

(a) Zero hours

Net |←−S | ←−
A

N32 712.36 (316.8) 0.7632 (0.21))
N16 1022.83 (141.6) 0.8717 (0.11)

(b) Rush hours

Table 3.3: Exact anonymity set size (|←−S |) and degree (
←−
A ) for N32, N16, N8. Standard

deviation is shown in parentheses.

Net |−→S | −→
A

N32 923.66 (272.4) 0.8229 (0.14)
N16 1096.6 (154.85) 0.8703 (0.10)

(a) Zero hours

Net |−→S | −→
A

N32 822.03 (344.2) 0.7855 (0.22)
N16 1038.69 (226.6) 0.8551 (0.12)

(b) Rush hours

Table 3.4: Exact anonymity set size (|−→S |) and degree (
−→
A ) for N32, N16, N8. Standard

deviation is shown in parentheses.

Net |←−S′| ←−
A ′

N32 801.19 (222.01) 0.854596 (0.12)
N16 951.89 (97.27) 0.904594 (0.03)
N8 1004.04 (81.24) 0.912801 (0.03)
N4 1025.11 (65.5) 0.916637 (0.02)
N2 1036.66 (46.6) 0.918900 (0.02)
N1 1043 (46.93) 0.919998 (0.02)

(a) Zero hours

Net |←−S′| ←−
A ′

N32 566.5 (271.46) 0.746111 (0.23)
N16 849.6 (127.59) 0.875215 (0.05)
N8 930.81 (77.11) 0.895185 (0.03)
N4 964.9 (68.14) 0.901639 (0.03)
N2 969.28 (62.61) 0.902211 (0.03)
N1 989.09 (63.57) 0.905207 (0.03)

(b) Rush hours

Table 3.5: Approximated anonymity set size (|←−S′|) and degree (
←−
A ′). Standard deviation is

shown in parentheses.

We consider the approximated approach to be very accurate for the anonymity degree.

The estimation error is given in Table 3.7 for both adversary models The estimation error

on the anonymity set size is a bit bigger, but we consider it also to be acceptable (see the

relative error from Table 3.7). This is due to the fact that finding all possible paths with

the approximated approach is difficult. This approach will more likely find destination

nodes with higher number of paths, which makes the anonymity degree more accurate

that the anonymity set approximations.

Note that the results of both privacy measures (namely, the anonymity set size and the

anonymity degree) increase with the density of the network. Moreover, in this scenario,
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Net |−→S′| −→
A ′

N32 792.88 (297.7) 0.825724 (0.2)
N16 970.88 (253.8) 0.889494 (0.12)
N8 1027.2 (236.74) 0.908159 (0.07)
N4 1061.1 (203.28) 0.920988 (0.05)
N2 1067.69 (196.53) 0.922615 (0.04)
N1 1074.93 (195.42) 0.924665 (0.04)

(a) Zero hours

Net |−→S′| −→
A ′

N32 565.77 (304.9) 0.736670 (0.26)
N16 852.38 (292.27) 0.842796 (0.18)
N8 966.36 (241.81) 0.891140 (0.09)
N4 1020.53 (221.87) 0.909172 (0.05)
N2 1027.16 (218.55) 0.909134 (0.06)
N1 1042.02 (204.87) 0.913349 (0.05)

(b) Rush hours

Table 3.6: Approximated anonymity set size (|−→S′|) and degree (
−→
A ′). Standard deviation is

shown in parentheses.

utility can be understood as the ability to successfully and efficiently send messages.

Therefore, utility also increases with the density of the network (see Section 3.4.2): when

more edges are kept in the network, it is more probable to find a valid path that can be

used to send a message. As a consequence, in this scenario privacy and utility go hand

by hand.

Net Time |←−S | error
←−
A error

absolute relative absolute relative

N32
Zero 33.28 0.0399 0.0577 0.0724
Rush 145.86 0.2048 0.0171 0.0224

N16
Zero 93.72 0.0896 0.0343 0.0394
Rush 173.23 0.1694 0.0035 0.0041

Net Time |−→S | error
−→
A error

absolute relative absolute relative

N32
Zero 130.78 0.1416 0.0028 0.0034
Rush 256.26 0.3117 0.0488 0.0621

N16
Zero 125.72 0.1146 0.0192 0.0220
Rush 186.31 0.1794 0.0123 0.0143

Table 3.7: Estimation error in the approximated calculations.

We can also compute the path degree measure from Section 3.3.2 using the paths

found in Section 3.4.2. As an example, the averages of all cases for each network and

time interval for paths found with the FB algorithm are given in Table 3.8.

We can see that, although the path-degree measure increases as the network density
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D(P)
Network Zero Rush

N1 1.26E−20 1.22E−18
N2 4.65E−19 9.60E−18
N4 2.96E−16 1.78E−15
N8 2.89E−15 2.82E−14
N16 4.94E−11 3.26E−09
N32 6.10E−09 5.00E−14

Table 3.8: Path-degree measure

decreases, the values for the lower density network are still very low. This measure

gives an idea of the degree of each node in the path, or the difficulty for an attacker of

guessing the next node (given a concrete node on the path) in both directions, forward

and backward.

3.5 Conclusions

In this chapter we have presented the applicability of Onion Routing to POppNets.

We have introduced two different approaches to determine the onion routing paths

introducing randomness in the path selection. We also introduced different metrics

to measure some privacy related characteristics of the path and specific scenarios. In

this regard we have considered an specific network, which is taken from a public bus

transportation network. Focusing in a realistic scenario allows us to validate our results.

It is clear that a different scenario might produce different results which might not be so

good. We believe however that we have provided enough mechanisms to evaluate the

convenience and suitability of our approach to specific scenarios. For instance networks

with low density will produce worst results regarding both performance and privacy.

This gives an estimation of the applicability of our proposal.
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4
ANONYMOUS COMMUNICATION IN OPPNETS WITH MIX

NETWORKING

When considering general OppNets, as opposed to the POppNets from the previous

chapter, the application of mechanisms based on onion routing becomes more complicated.

Although these could be interesting approaches, some scenarios of OppNets need to

address the problem of traffic analysis. Contrary to the use of onion routing in the

Internet for example, in some OppNets scenarios having and attack model where the

attacker has access to the whole communication medium is not rare. Typical OppNets

use wireless connections where traffic analysis imposes a dangerous threat. Attacks can

exploit the message flow to detect the whole onion routing path, which will leak the

communication pattern between sender and receiver, assuming that the whole network

traffic is not extremely high. A common approach to deal with this problem is to generate

dummy network traffic to mask the actual traffic in the form of noise. Another alternative,

which has not been very investigated, is the us of Mix networks (Mixnets). We propose in

this paper the use of a Mixnet mechanism to provide privacy in OppNets.

As we will show, Mixnets can be used to provide anonymous communications in

OppNets without incurring in a high impact on the normal operation of the network.

Some nodes from the network will act as Mix nodes enabling the implementation of

different strategies. To the best of our knowledge, our anonymous schema is the first work

to propose the use of Mixnets in OppNets. Our main contributions are the followings:
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Firstly, we design the Mixnet-based communication approach for OppNets. Secondly,

we validate and show the particularities of our proposed schema in the ONE simulator

(a common network simulator specially focused towards OppNets). Thirdly, we have

analyzed the performance and the privacy property of our proposed mechanism.

4.1 Opprtunistic Mix networking

Our proposal is based on the use of a Mixnet in an OppNet. The main idea is to be

able to use a relatively simple Mixnet schema, without requiring complex cryptographic

mechanisms. As we will see, this approach not only is feasible in some OppNet scenarios

but can also set the base for interesting solutions to anonymous communications in

dynamic networks.

In order to implement the Mixnet, each network has a set of m Mix nodes M =
M1, . . . , Mm, such that M ⊆ V . Our proposal will exploit the fact that there could be

several Mix nodes, and the source node is free to choose which ones it uses to send a

message. Moreover, the sender can also choose the number of Mix nodes to use in a

cascade fashion (network) from the set M . In this sense our approach follows what could

be denoted as a restricted free route Mix network, it is a free route Mixnet [76, 77], but

the selection of nodes is limited to a subset of the nodes of the network. We will assume

that there is a key distribution mechanism so each Mix node has an asymmetric key pair,

and the public key of each Mix node is known to all nodes.

We will consider a typical decryption Mixnet. For example, consider a sender node

Vs that chooses three Mix nodes M1, M2, M3 to send the message x to the destination

Vd. Each node has a corresponding public key PKs,PK1,PK2,PK3,PKd. To that end Vs

builds an onion-based encryption scheme such as:

PK1(r1,PK2(r2,PK3(r3,PKD(rd, x))))

Where r i are random nonces ensuring that the messages can not be correlated to their

encrypted versions in any step. The message is received by M1, decrypted, and send

it to M2 after performing the Mix. Each node does the same until the message arrives

at the destination Vd. Each node Vi waits until it has received ki messages, and then

forward these ki messages, making it hard to an attacker to correlate input messages

with output messages.
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In the general case, the Mix nodes are a subset of the whole network nodes, M ⊆V .

The source node selects a path of Mix nodes Mi ∈ M of length p, and encrypts the

message x as:

PK1(r1, . . .PKp(rp,PKD(rd, x)) . . .)

We assume that each Mix node has enough capacity to perform the cryptographic

operations and memory to store the required ki messages. Which nodes act as Mix

nodes will depend on the specific scenario, and the parameterization of our approach.

If we assume that we can choose such nodes, it is important to note that this can have

implications in several ways. It could seem that having more Mix nodes will provide

more privacy. The sender can choose randomly from the set of Mix nodes and thus

make it harder for an attacker to follow the message through the network. On the other

hand, having a lot of Mix nodes can make the delay associated to each Mix bigger, since

each node will need to wait for ki messages. We can also consider other approaches to

selecting potential Mix nodes, for instance it seems reasonable that those nodes with

more interactions will obviously be more interesting to use. We will discuss this in

Section 4.3.

4.2 Message routing

Routing messages in our opportunistic Mixnet approach differs greatly from a common

Mixnet implemented in a more classical network. Messages might not be easily routed

and source routing cannot generally be used. Thus, when the source node chooses the

path of Mix nodes, delivering the message to such nodes might require routing it through

other intermediary nodes. To that end our proposal uses epidemic routing.

In epidemic routing, each node forwards a message to all its neighbours until the

message reaches its destination. It can produce a lot of flooding in the network and,

although it is not the most efficient routing strategy for OppNets, it is the most generic

an basic approach and serves us as a good base to evaluate our proposal.

As an example, Figure 4.1, shows a possible message delivery from the source node

Vs to the destination node Vd. The source node chooses three Mix nodes M1, M2, M3. The

delivery of the message needs to use intermediary nodes denoted as Vi for i = 1, . . . ,8.

The dashed lines denote epidemic routing, which is used to deliver the message from

Vs to M1, then from M1 to M2, and so on. We denote these routes between each Mix

node and source and destination nodes as routing steps. The number of intermediate
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Figure 4.1: Example of opportunistic Mixnet.

nodes used in each routing step will depend on the network behaviour at the moment.

As described before, each Mix node will have to wait until receiving ki messages, which

will introduce an additional penalty to message delivery time.

4.3 Choosing Mix nodes

As described before, the localization of Mix nodes in the network is an important issue.

In order to evaluate our opportunistic Mixnet proposal, we will choose a set of network

nodes M which can act as Mix nodes. The size of M , denoted as |M |, or more precisely

its size with respect to |V | will determine the overall performance of the Mixnet. A part

from its size, another important decision is how to choose such set M . There are existing

routing strategies in free route Mixnets to optimize the anonymity of the system [78].

These strategies however assume that all nodes are reachable and routing does not occur

opportunistically. In order to evaluate the use of our proposal we have opted to provide

two selection strategies focused on the performance of the opportunistic Mixnet.

That is, we use two different strategies to select the set M :

• Random selection: M is randomly selected among all nodes V . This is a relatively

simple idea where the nodes acting as Mixes can be any node from the network.

No other characteristic is taken into account.

• Centrality-based selection: M is selected as the |M | nodes from V with higher

centrality. Here the idea is to promote the use of highly connected nodes to act as

Mixes. This should improve the performance on the overall network. In order to

simulate this idea we look at nodes with higher centrality. As centrality measure

we use the historic number of neighbours of each node. That is, a node with more

contacts over time will have higher centrality. More precisely the centrality of a

node v ∈V is denoted as C(v)= |N∗(v)|. In a real situation this could be equivalent
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to select nodes which we know that will have higher centrality or connectivity. E.g.

in some vehicular networks, road side units are known by every member of the

network and they are central nodes also.

Intuitively, the centrality-based strategy will yield better delivery ratios and better

delivery time. Those nodes will have better connectivity and messages will be more

efficiently routed among them.

The size of the set M with respect to V has also performance and privacy implications

but such implications might not be that obvious. For instance a big set of potential Mix

nodes will imply:

• Increase privacy: as more nodes can be used as Mix nodes, the attacker will need to

monitor more nodes attempting to correlate inputs with outputs. This introduces

confusion as a mean of privacy. It is important to note that privacy is actually

determined by the number of messages that each Mix node accepts, and the number

of Mix nodes each message uses. The fact that there are more Mix nodes present

in the network hiders the task of the attacker in monitoring such nodes and

can provide a better privacy due to the distribution of links in the whole Mix

network [78].

• Introduce more time delays: as there are more Mix nodes that can be used, filling

each node with its corresponding ki messages will take more time and the delay

introduced by each Mix node is expected to be higher. This will obviously depend

on the actual traffic of the network (number of messages exchanged over time), but

in the general case, more Mix nodes will produce higher delay times.

4.4 Threat model

The objective of the adversary is to link the sender and receiver of a message in the

OppNet. Specifically, we assume that the attacker has the ability to access the whole

communication network. It can wiretap, forward and delete messages. The attacker can

also compromise the user and Mix nodes in the network. However, we assume that there

is at least some honest Mixes.
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Our threat model is based on [79]. As we all know, there is no prefect security

defender that could resist all kinds of attacks. In our assumption, we mainly consider

three different threats.

• Traffic analysis. An attacker A can conduct a traffic analysis to find the link

between the sender node S and the receiver node D. A has the capacity to get

access to every single message M and its goal is to speculate that S and D are

communicating with each other with a high probability.

• Compromised user nodes. We also assume that the attacker A can compromise

the user nodes. Thus, A can obtain the message M and forward it.

• Compromised Mix nodes. The Mix nodes can also be compromised but at least

one of them should be honest. The compromised Mix nodes can conduct the link

attack to deanonymize the system.

4.5 Simulation and results

We present an experimentation using an enhanced version of the Opportunistic Network

Environment (TheONE) simulator [80], that includes our Mixnet anonymous routing.

We have chosen different scenarios to analyse the performance of our schema. Node

contacts from the scenarios are defined by physical contacts obtained from real mobility

traces from the Crawdad database1, a community resource for collecting wireless data at

Dartmouth College. Each scenario corresponds with a different network, with different

nodes and different mobility and contact patterns.

The first scenario, the Info5 scenario, is based on real mobility traces [81] obtained

during the 2005 edition of the Infocom conference in the course of almost 3 days. Contacts

from these mobility traces represent 22459 contacts from 41 different nodes. The second

scenario, the Cambridge scenario, is based on 10641 real contact traces from 51 students

from the System Research Group of the University of Cambridge carrying small devices

for six days [82]. Finally, the third scenario, Taxis [83], contains 449226 mobility contacts

from 304 taxis during one month in the city of Roma.

Table 4.1 summarizes the main characteristics of the three scenarios. These include

the connections per minute, which is the average number of connections a network has
1http://crawdad.org/.
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Scenarios
Cambridge Info5 Taxis

Number of nodes 51 41 304
Connections per minute 0.9979 8.035 15.13

Total connection time (sec.) 1383082 2145974 6189716
Max node degree 12 14 12

Average node degree 0.2996 0.6433 0.4713

Table 4.1: The characteristics of the 3 used scenarios.

in one minute during the whole duration of the scenario; total connection time the sum

of the duration of all connections in the network,
∑

e i∈G λ(e i); and the maximum and

average degree of all nodes v ∈V∗, where the degree of the node is determined by N∗(v)

(see Section 4.1).

These scenarios are commonly used in the evaluation of routing algorithms in the

Oppnet literature. They provide a realistic setup to measure the feasibility of our pro-

posal.

In our experiment, we set the simulation time of 86400 seconds (24 hours). That is,

we simulate each scenario during 1 day.

4.5.1 Performance metrics

One of the main concerns when using not only Mixnets but any means to provide anony-

mous communications in a network, is the penalty that such solution could introduce

worsening the overall performance on the network. This is specially relevant in Oppnets

where we already do not usually have good performance in message delivery. The use of

Mix nodes will introduce latency in message delivery and decrease the delivery ratio. The

goal is to see if these penalties are tolerable or not. To that end we have measured mes-

sage latency and delivery ratio in several simulations, for the three proposed scenarios

and using different setups and parameterizations.

We have mainly focused our experiments to observe:

• Message latency: the average time it takes for a message to reach its destination.

• Delivery ratio: the ratio of successfully delivered messages.
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• Average routing step path length: the average number of hops that one packet

needs to traverse in each routing step using epidemic routing (see Section 4.2).

That is, the number of nodes used to route a message from the source node to the

first Mix node, from the first Mix node to the second one, and so on.

There are two main parameters that influence how our proposal is deployed in a given

scenario. One is the percentage of Mix hosts, i.e., the percentage of nodes can be cho-

sen as Mix hosts or the size of M with respect to V . Those are 20%,40%,60%,80%,100%.

The other parameter is the number of Mix nodes used in cascade. That is, the

number of Mix nodes that each message will go through. In our experiment, we set

the number of Mix nodes from 0 to 6. Here the value set to 0 means not using any

Mix node. In this case, routing is performed using epidemic routing from the source

to the destination. To simulate a real OppNet environment, the TTL of each message

set to a relative large value of 5.5 hours (20000 seconds). We assume that each node

has enough buffer to store the messages. During the simulation, every 100 seconds,

a randomly selected node sends a message of size 1 byte to a randomly chosen node.

This is performed in all three scenarios. And the parameter ki = 10 for each Mix node i
mentioned in previous sections.

4.5.2 Results

Running the simulations we can measure the penalty introduced by using the oppor-

tunistic Mixnet approach in the three above mentioned scenarios.

Figure 4.2 shows the delivery ratio for each scenario. In each case the figure shows the

delivery ratio based on the number of nodes used in cascade to communicate. Note that 0

Mix nodes corresponds to the case of not using our opportunistic Mixnet approach. Each

line corresponds to a different size for the set M of Mix nodes. We use sizes corresponding

to the 100%, 80%, 60%, 40%, and 20% of the total nodes. This size is selected randomly

from the whole set of nodes of the network. Similarly Figure 4.3 shows the same data

but the selection of the set of Mix nodes is performed using the node centrality.

We can observe that in general the selection of nodes with higher centrality as Mix

nodes provides slightly better results in terms of delivery ratio. This improvement is

however relatively small in most cases.
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(a) Cambridge (b) Info5

(c) Taxis

Figure 4.2: Delivery ration with random Mix nodes.

We also note that using a higher number of nodes as Mix nodes, that is higher size for

the set M , usually provides lower delivery ratios. This is due to the fact that increasing

the number of Mix nodes also increases the delay introduced by each one of them. Recall

that the source node selects the Mix nodes from M randomly. With more possible nodes

the distribution of messages for each Mix node decreases and the Mix nodes need more

time to receive their corresponding ki messages to be able to flush them. This is an

interesting point since increasing the size of M increases the privacy provided by the

system but on the other hand introduces a clear observable penalty.

In Figures 4.4 and 4.5 we show the latency of delivered messages for each scenario

using different sizes for the set M . Those sizes are 100%, 80%, 40%, and 20% of the

total number of nodes for each case. The delay is also shown for different number of
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(a) Cambridge (b) Info5

(c) Taxis

Figure 4.3: Delivery ratio with centrality Mix nodes.

cascaded Mix nodes. As the previous figures, 0 number of Mix nodes is the case of sending

messages without the use of the opportunistic Mixnet.

Again, Figure 4.4 shows the case when the set of Mix nodes is chosen randomly and

Figure 4.5 when those nodes are selected by their centrality.

The results obtained in this case are quite analogous to the ones observed for the

delivery ratio. When using nodes based on their centrality as Mix nodes, we obtain

slightly better results. The same happens for smaller sizes of the set M .

In overall we can see that the penalty introduced by using the opportunistic Mixnet

approach is not very large and could be easily tolerable in most scenarios and applications

of opportunistic networks.
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(a) Size of M : 100% (b) Size of M : 80%

(c) Size of M : 40% (d) Size of M : 20%

Figure 4.4: Latency with random Mix nodes.

4.6 Discussion

In this section, we present the discussion of the anonymity and performance of Mix

networking strategy and show its good performance and privacy.

4.6.1 Protection against traffic attacks

Traffic analysis can be exploited to trace the link between the sender and receiver. Traffic

analysis can be divided into two types: passive traffic attacks and active traffic attacks.

For passive traffic attacks, an attacker A will monitor the whole system traffic to get

the traffic pattern. To resist such kind of attack, Mix networking schema can make each

packet forwarding asynchronous and make it hard to predict packet timings. An active
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(a) Size of M : 100% (b) Size of M : 80%

(c) Size of M : 40% (d) Size of M : 20%

Figure 4.5: Latency with centrality Mix nodes.

traffic analysis attacker can generate some traffic with an specific pattern, which can be

used to trace the link between one end of communication path and identify it at the other

end. However, as we can choose the range of Mix nodes and the number of Mix nodes

on the path, it will be difficult to locate the real communication on both sides. In order

to enhance the resistance of traffic analysis, as we will describe in the later part, the

system can generate dummy packets. Through these dummy traffic, the disconnected

system can be constructed as more dense network. Thus, the attacker would find it more

difficult to conduct traffic analysis.
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Net 20% 40% 60% 80% 100%

0 3.6 3.6 3.6 3.6 3.6
1 3.5 3.4 3.4 3.7 3.8
2 3.4 3.5 3.5 3.3 3.6
3 3.3 3.5 3.7 3.9 3.5
4 3.2 3.8 3.5 3.5 3.7
5 3.4 3.3 3.4 3.7 3.6
6 3.3 3.5 3.6 3.7 3.7

(a) Cambridge.

Net 20% 40% 60% 80% 100%

0 3.7 3.7 3.7 3.7 3.7
1 3.9 4.0 4.0 3.8 3.8
2 3.9 3.9 4.0 4.1 3.9
3 3.8 4.0 3.9 3.8 4.0
4 3.7 4.0 3.8 3.7 4.0
5 3.7 3.8 3.8 3.9 3.9
6 3.6 3.9 3.7 3.7 3.8

(b) Info5.

Net 20% 40% 60% 80% 100%

0 5.6 5.6 5.6 5.6 5.6
1 5.7 5.4 5.5 5.5 5.6
2 5.8 5.5 5.4 5.6 5.7
3 5.4 5.2 5.5 5.5 5.6
4 5.7 5.4 5.7 5.8 5.7
5 5.9 5.8 5.6 5.5 5.7
6 6.0 5.2 5.1 5.9 6.2

(c) Taxis.

Table 4.2: Average routing step path length with random Mix nodes.

4.6.2 Resistance to compromised Mix nodes and user nodes

In our threat model, the Mix nodes and user nodes can be compromised, but both the

entry and exit nodes have to be honest (non-compromised). This means that messages

can be transmitted through the compromised nodes provided the exit and entry nodes

are not. As we know from our Mix networking structure, each Mix node knows only the

previous and next node in a routing path. The entry and exit node know the sender and

receiver of the message respectively. Therefore, unless the route only goes through a

single node, compromising a Mix node won’t trivially enable an attacker to probe the

sender-receiver privacy.

4.6.3 Anonymity

Anonymous communication with a Mix network ensures the anonymity of the sender

and received through multi-hop Mix nodes. To ensure anonymous communication in

OppNets, our proposed method firstly selects nodes as Mixes. Secondly, a user will select

a different routing path according to the time. On this level, the attacker cannot detect
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Net 20% 40% 60% 80% 100%

0 3.3 3.3 3.3 3.3 3.3
1 3.2 3.7 3.6 3.9 3.7
2 3.2 3.6 3.4 3.6 3.3
3 3.0 3.4 3.6 4.0 4.1
4 2.9 3.7 3.7 3.7 3.4
5 3.1 3.6 3.6 4.0 3.7
6 2.9 3.7 3.6 3.9 4.0

(a) Cambridge.

Net 20% 40% 60% 80% 100%

0 3.9 3.9 3.9 3.9 3.9
1 3.7 3.7 3.9 3.8 3.8
2 3.8 3.8 3.6 3.9 3.8
3 3.4 3.7 3.6 4.0 4.0
4 3.6 3.8 3.6 3.6 3.9
5 3.5 3.7 3.7 3.8 3.9
6 3.3 3.8 3.7 3.9 3.9

(b) Info5.

Net 20% 40% 60% 80% 100%

0 6.2 6.2 6.2 6.2 6.2
1 5.6 5.7 5.7 5.9 5.7
2 5.3 5.5 5.7 5.5 5.7
3 5.3 5.3 5.5 5.6 5.3
4 5.4 5.3 5.5 5.6 5.8
5 5.4 5.3 5.5 5.7 5.5
6 6.4 5.4 5.4 5.4 5.3

(c) Taxis.

Table 4.3: Average routing step path length with centrality Mix nodes.

the correspondence between the sender and receiver in the network directly. The Mix

networking strategy can use these two parameters (number of Mix nodes in the network

and number of Mix nodes in the path) to make the path selection more random. The

attacker cannot get the solid routing model to analyze the behavior of nodes in OppNet.

Since the delay tolerant characteristic of OppNet, the encryption and decryption of each

message can still tolerate dalys in the data transmission process as one can set a relative

long TTL to each message. Thus, Mix networking is a suitable tool to provide anonymous

communication in OppNet.

4.6.4 Performance

As from our empirical evaluation result, we can have the conclusion that our proposed

method is a lightweight schema. The average routing path from one hop to another

changes slightly compared with non Mix networking way. In general OppNets, one

message needs to be transmitted through several hops.
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4.7 Conclusions

In this chapter, we have presented a Mix networking schema to ensure anonymous

communication in OppNets. In our scenarios, one can select the number of Mix nodes to

use. This kind of methodology can ensure better anonymity and at the same way add

slight penalty on latency. We have tested our proposed method on the ONE simulator

and the results shows that using nodes with higher centrality to act as Mix nodes can

improve the overall delivery ratio.

There are some further methods that we can be used to enhance the anonymous

communication with Mix networking in OppNets.

• Dummy messages. The use of dummy messages is a common practice in Mixnet

systems. These are messages whose only purpose is to confuse possible traffic

analysis attacks and at the same time provide enough network traffic to improve

the potential delay caused by the Mix nodes. There are several different types of

dummy messages that can be used in our Mix networking schema. The general

user node can generate dummy message while there is no message to send during

some time. This kind dummy message can be sent to any random receiver in the

network or to itself as a loop message. The message can simply be deleted by the

receiver or dropped when beyond TTL. Another type of dummy message can be

generated by Mix nodes. A Mix node can exploit some independent time series

function to generate dummy messages (it means that the probability of generating

each packet its equal, so the attack can not get any information from the network

traffic analysis). Those dummy message can help the system cover up the message

traffic which will misguide the attacker to conduct an active attack like traffic

analysis.

• Mix networking path selection. The routing path is a critical factor in our Mix

networking method. The random routing length increases the uncertainty of the

attacker to trace the link between the input message and output message. For each

message, the sender can select its routing path according to the number of Mixes

and the optional Mix range. However, the dis-connectivity property of OppNets

cannot ensure that the message can be transmitted to the destination node. So,

selecting a path with more links is helpful.
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CONCLUSION AND FUTURE WORK

Opportunistic networking is a promising technology, which can be used to connect

network nodes in situations where there might not be a direct path between all

nodes. Disruptions and delays are prevalent and contacts between nodes occur in

an opportunistic manner. There are plenty of routing protocols proposed to enhance the

routing performance in OppNets. Our work focused on studying and providing privacy

and anonymous communications in OppNets.

In this thesis, we have defined the problem of anonymous communications in op-

portunistic networks. We designed the attack model and analyzed the weakness of

Opportunistic networks. In our work, we have divided the problem into two research

aspects. First we propose the use of an onion routing based mechanism to ensure anony-

mous communications in predictable opportunistic networks. The second contribution is

the proposal to use Mix networking to enhance the anonymous communication in generic

opportunistic network.

5.1 Conclusion

Opportunistic networks are potential network structure to connect entities without

ensuring the whole connectivity. In this thesis, we study the privacy and anonymity of

OppNets. Our work mainly studied from two aspects of OppNets: using onion-based

method to ensure anonymous communication in POppNets and using Mix networking to
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provide privacy and anonymity for general OppNets.

We studied the predictable opportunistic network and proposed onion routing based

schema to ensure anonymous communication in POppNets. We conducted our exper-

iments on a concrete network from the Seattle public bus transportation system. We

evaluated path establishment and anonymity degree in this network with variable net-

work density. We have also provided tools to asses the anonymity for the paths. These are

concrete anonymity measures that can help in evaluating several characteristics related

to path anonymity. It is clear that our approach will be very dependent on the actual

network topology and behavior and thus, we provide tools to evaluate the convenience of

using onion routing in these types of networks. Our proposal is especially suitable in high

density networks, allowing anonymous routing with relatively simple mechanisms as

compared to other OppNet solutions. We have used a very simplistic approach for onion

routing using only the public keys of the nodes to build the onion layers. We assume

that we can directly use each node public key instead of establishing a session key, as

this establishment incurs in more penalty than gain. This is convenient in our scenario

and in general in OppNets but more advanced solutions could be exploited for other

applications.

We have also not considered the performance needed by nodes to perform the crypto-

graphic operations since they are negligible if compared to the network delays. As future

work we also consider the combination of this approach with different anonymity tech-

niques. One of such techniques is the introduction of noise or confusion in the network

through synthetic network messages. The combination of these two approaches can be

useful in for example lower density networks where path predictability could be more

difficult to ensure.

Finally, we investigated general OppNets and proposed a Mix networking strategy

to support anonymous communication in OppNets. In our schema, each user can be

designated as normal node or a Mix node. There are two main parameters that can be

selected to set the anonymous communication environment: the Mix nodes range and

number of Mix nodes. We implemented the whole schema in the ONE simulator and the

result showed the efficiency and possibility to use Mix networking in OppNets.

64



5.2. ADDITIONAL FUTURE WORK

5.2 Additional Future Work

Besides some future work already outlined in the previous section, we point out the

potential research direction to extend our work in the future.

1. Improve anonymity metrics: Anonymous metrics are important measure, and

very important to study the anonymity in OppNets. Literature is scarce on such

measures and more work can be devoted to evaluate anonymity in such networks.

2. Improve routing efficiency: There are plenty of routing protocols in OppNets.

We have relayed in our proposals mainly in generic routing. Source routing for

POppNets and epidemic routing for OppNets. However some specific scenarios in

OppNets can make use of specific and more advanced routing protocols. As it is

relatively common in OppNet routing, anonymity is usually not considered in such

protocols.

3. Study the use of dummy traffic to introduce perturbation or confusion: The genera-

tion of false traffic can provide anonymity by means of introducing uncertainty to

the traffic analysis. This is specially relevant in specific cases where the density of

the networks is very low. Although the use of such techniques is relatively common

in Mix networking scenarios, given the nature of OppNets it can also be beneficial

in the onion routing scheme.

4. Study the impact of using more complex Mix networking strategies: This will help

enhance the potential resistance to blending attacks and ensure more sophisticated

environment.
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