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in partial fulfillment of the requirements for the degree of

DOCTOR OF PHILOSOPHY

Ph.D program on Signal Theory and Communications
CommSensLab - Unidad de Excelencia Maŕıa de Maeztu
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Abstract
Geological hazards, such as earthquakes, volcanoes, landslides, cause significant threats to
human life and property all over the world. In general, most of the geological hazards are
associated with ground movement. Synthetic Aperture Radar Interferometry (InSAR)
has been proved its unprecedented ability and merits of monitoring ground deformation
on large scale with centimeter to millimeter scale accuracy. However, several factors affect
the reliability and accuracy of its applications. Among them, atmospheric artifacts due
to spatial and temporal variations of atmosphere state often pose noise to interferograms.
Therefore, atmospheric artifacts mitigation remains one of the biggest challenges to be
addressed in the InSAR community.

State-of-the-art research works have revealed atmospheric artifacts can be partially
compensated with empirical models, temporal-spatial filtering approach in InSAR time
series, pointwise GPS zenith path delay and numerical weather prediction models. In this
thesis, firstly, we further develop a covariance weighted linear empirical model correction
method. Secondly, a realistic Line of Sight (LOS) direction integration approach based on
global reanalysis data is employed and comprehensively compared with the conventional
method that integrates along zenith direction. Finally, the realistic integration method
is applied to local Weather Research and Forecasting Model (WRF) numerical forecast
model data. Moreover, detailed comparisons between different global reanalysis data and
local WRF model are assessed.

In terms of empirical models correcting methods, many publications have studied
correcting stratified tropospheric phase delay by assuming a linear model between them
and topography. However, most of these studies have not considered the effect of tur-
bulent atmospheric artefacts when adjusting the linear model to data. In this thesis, an
improved technique that minimizes the influence of turbulent atmosphere in the model
adjustment has been presented. In the proposed algorithm, the model is adjusted to the
phase differences of pixels instead of using the unwrapped phase of each pixel. In addi-
tion, the different phase differences are weighted as a function of its Atmospheric Phase
Screen (APS) covariance estimated from an empirical variogram to reduce in the model
adjustment the impact of pixel pairs with significant turbulent atmosphere. The good
performance of the proposed method has been validated with both simulated and real
Sentinel-1 SAR data in the mountainous area of Tenerife island, Spain.

Considering methods using meteorological observations to mitigate APS, an accurate
realistic computing strategy utilizing global atmospheric reanalysis data to estimate at-
mospheric artifacts has been implemented. With the approach, the realistic LOS path
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CONTENTS

along satellite and the monitored points is considered, rather than converting from zenith
path delay. Compared with zenith delay based method, the biggest advantage is that
it can avoid errors caused by anisotropic atmospheric behaviour. The accurate integra-
tion method is validated with Sentinel-1 data in three test sites: Tenerife island, Spain,
Almeŕıa, Spain and Crete island, Greece. Compared to conventional zenith method, the
realistic integration method shows great improvement in our cases.

A variety of global reanalysis data are available from different weather forecasting
organizations, such as ERA-Interim, ERA5, MERRA2. In this study, the realistic inte-
gration mitigation method is assessed on these different reanalysis data. The results show
that these data are feasible to mitigate APS to some extent in most cases. The assess-
ment also demonstrates that the ERA5 performs the best statistically, compared to other
global reanalysis data. Moreover, as local numerical weather forecast models have the
ability to predict high spatial resolution atmospheric parameters, by using which, it has
the potential to achieve APS mitigation. In this thesis, the realistic integration method
is also employed on the local WRF model data in Tenerife and Almeŕıa test sites. It is
known that the local WRF model depends on the initial atmospheric conditions as well as
the parameters setup. In our cases, the latest global meteorological ERA5 data as initial
and different setups are used to evaluate the performance of the WRF model. However, it
turns out that the WRF model performs worse than the original global reanalysis data.
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Chapter 11
Introduction

Differential synthetic aperture radar interferometry (DInSAR), also known as Persistent
Scatters Interferometry (PSI), has already proven to be an extraordinary geodetic ap-
proach for ground deformations measurement at large scale and high accuracy (centimeter
to millimeter) related to earthquakes [1–3], tectonic movement [4,5], volcanic actions [6–8],
and landslides [9, 10]. With the unprecedented development of SAR missions (such as
Sentinel-1, TerraSAR-X, ALOS-2, COSMO-SkyMed, RADARSAT-2, PAZ, Gaofen-3 and
the planned NISAR), large amounts of SAR data are or will be available with short repeat
cycles and wide swath modes. It is therefore believed that InSAR technique can provide
an efficient and near-real-time way for monitoring dynamic processes on the Earth’s sur-
face on a global scale [11–13]. Their high accuracy is achieved in correspondence to the
high phase quality of interferograms, assuming they are not influenced by other phase
components. However, atmospheric perturbation, hereafter called the APS, caused by
the differences in humidity, temperature and pressure between two acquisitions, may in-
duce additional fringes on differential interferograms. The extra fringes can result in a
biased estimation of the geophysical signal from InSAR stacks. In the InSAR community,
it is well known that the APS remains one of the major limitations for InSAR techniques,
which cannot be ignored in order to retrieve useful geophysical information more reliably.

1.1 Atmospheric artifacts

Initial studies [10, 14–16] related to atmospheric artifacts in InSAR demonstrated that
atmospheric perturbations are caused by temporal and spatial changes of the atmosphere
state, such as temperature, pressure and humidity. Consequently, the refractivity of the
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atmosphere is not constant. When microwaves get through the different atmospheric
layers, the speed of propagation changes as the refractivity index does and the two-
way trip delay is affected as well. Meanwhile, the state of the atmosphere is temporally
dependent and it will be usually different at the times the two images of the interferogram
had been acquired. As a result, additional fringes would appear in the interferogram not
related with neither topography nor deformation. Atmospheric delays cannot be thus
ignored because they can often be comparable, or even much larger, in magnitude to
the geophysical signals of interest. For example, the work in [15] showed that spatial and
temporal changes of just 20% in relative humidity can result in 10 cm errors in deformation
products. The work in [16] reported that the atmospheric delay can be of the order
of several centimeters. The same previous study by Hanssen [16] further showed that
the atmospheric propagation delay in an interferogram can be categorized into vertical
stratification and turbulence components mixing. In the former, APS correlates with
topographic variations, while in the latter, APS presents a spatial correlation length that
can typically be described by the slope of its power spectral density based on Kolmogorov’s
theory.

1.2 Compensation based on temporal-spatial filters

To remove the two categories of APS from interferograms, to date, numerous methods
have been explored to mitigate APS, all of which generally can be summarised in three
categories. The classical approaches in time series analysis take advantage of the proper-
ties of APS and deformation in the interferometric phase. Turbulent atmospheric phase
artifacts are highly correlated in space, but they can be assumed to be uncorrelated in
time. At the same time, the phase terms associated to deformation present a higher
temporal correlation and, usually assumed, a lower spatial correlation. Thus, the phase
terms coming from atmospheric artifacts can be estimated and partially removed from the
interferometric phase by applying different spatial and temporal filters [17–20]. However,
with no prior information about the atmospheric artifacts and/or the deformation signal
characteristics, it is difficult to determine the proper shape/extension of the spatial filter
and the optimal length of the temporal one. In order to optimize the filtering approaches,
some researchers have tried to obtain the statistical properties of the atmospheric ar-
tifacts from auxiliary data (such as numerical weather prediction (NWP) products) as
a priori information [21, 22]. It has been proved that this is an alternative method to
improve atmospheric artifacts mitigation. Besides, the work in [23] studied the spatial
autocorrelation of APS and its impact when retrieving geophysical signals. Although
this approach is efficient with large datasets of SAR images under the assumption that
atmospheric artifacts present a Gaussian distribution, it is still challenging in terms of
filtering parameters optimization according with the atmospheric characteristics. There
is always the risk of filtering in excess the deformation or contaminating the time-series
with atmospheric noise.

2
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1.3 Compensation based on empirical models

Another class of techniques considers that APS is correlated with topography [24], which
can happen in mountainous areas. Stratified APS contribution in interferograms can be
modelled by analysing the phase-elevation relationship with a linear model [25–28]. To
estimate the stratified APS more accurately, recent improvements have been made by
analysing phase-elevation relationship with a multiple-regression model [29]. In addition,
a power law model has also been applied to remove tropospheric APS, which accounts
for the spatial variation of the tropospheric properties [30]. The main limitation of these
model related methods is that other phase terms (e.g., turbulent atmospheric artifacts,
deformation related phase, decorrelation noise) can influence the estimate of the coeffi-
cient that relates phase with elevation. In practice, Persistent Scatters (PSs) are usually
selected to calculate the coefficient in order to reduce the impact of decorrelation noise.
Although such attempt can be more effective to some extent [31], the influence of tur-
bulent atmospheric artifacts can not be neglected. If the real situation fails to meet the
basic assumption that the observed phase is stratified APS only, or in other words if
the stratified and turbulent APS are mixed, current phase-elevation based methods may
obtain an incorrect coefficient estimation.

1.4 Compensation based on ancillary observation data

The third category of mitigation methods utilize various auxiliary information sources,
which include Zenith Total Delay (ZTD) from GPS measurement [32–36], multi-spectral
observations [37,38] and either local meteorological models [39–42] or Global Atmospheric
Models (GAM) [27, 43]. The main drawbacks reported from the above mentioned refer-
ences are the low spatial and/or temporal resolution and precision of the external datasets.
Although [44] proposed a framework to correct APS routinely using a GPS-based method,
GPS stations are still sparsely distributed or even absent in many regions. Additionally,
some GPS datasets are still not freely available to the public. Fortunately, with the de-
velopment of the numerical weather prediction, GAM are able to provide accurate and
higher resolution parameters for characterizing the atmosphere state, such as ERA5 data
generated using Copernicus Climate Change Service Information [45]. Moreover, the
GAM datasets (e.g. ERA-Interim, ERA5, MERRA2) are freely available to the public
on a global scale. Consequently, GAM based methods are considered as a promising and
practical technique for APS mitigation. Previous studies have validated the potential
ability of using GAM [27, 43, 46], in which the zenith path delay is estimated firstly, and
then the phase delay along LOS direction is obtained geometrically by considering the
incidence angle. However, in real situations, the calculation based on converting zenith to
LOS direction (hereafter called Z-LOS approach) can produce biases if the atmospheric
delay is spatially anisotropic, especially in cases where the incidence angle is big. Some
other studies [47, 48] have introduced a direct integration method along LOS direction
(hereafter called D-LOS approach) based on GAM. However, the magnitude of the differ-
ence between Z-LOS and D-LOS method has not been carefully compared and analysed in
previous studies. Consequently, the Z-LOS method, which is an approximate calculation
strategy compared to D-LOS method, is still widely used in recent studies [43,49,50].
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1.5 Motivation

From the aforementioned research background, each type of method has the ability to
remove atmospheric artifacts to some extent. Filtering approaches always aim at turbulent
APS estimation, while modelling methods can estimate and mitigate the topography-
related APS to some extent. Ancillary data, like weather forecast models, can partially
provide both turbulent and stratified signals. However, There still exist some aspects
remaining to be improved or further analysed in APS mitigation, with a few topics studied
in this thesis.

1. In stratified and turbulent mixed situations, stratified APS can influence the perfor-
mance of the filtering-based methods. On the contrary, estimating stratified components
using conventional linear models is not accurate in situations where the turbulent compo-
nent exists. Facing the dilemma, is it possible to mitigate one type of atmospheric artifacts
more accurately by considering the characteristics of the other type of atmospheric arti-
facts?

In order to address this issue, we proposed a new stratified APS correction technique
that can be applied to mountainous areas in which the topography-related and turbulent
APS are mixed together. As the turbulent component is correlated in space while the
stratified one is correlated with topography, the proposed method is based on utilizing
the phase differences among nearby pixels, which are within the correlation distance of
turbulent APS, to estimate the coefficient value of a linear model. The biggest improve-
ment of this technique is that the influence of turbulent components are minimized when
modelling the stratified APS.

2. In term of weather forecast model based mitigation methods, most attempts made
by other researchers calculate the APS with an approximate assumption, i.e., integrating
atmospheric parameters along zenith direction. Only a few attempts consider integration
along the realistic LOS path. Is the difference between zenith and LOS method small
enough to be ignored?

In this thesis, in order to avoid errors caused by the anisotropic behaviour of atmo-
sphere, the D-LOS methodology based on GAM data is implemented by considering the
realistic path between satellites and ground points. The D-LOS method is explicitly vali-
dated with Sentinel-1 data in Tenerife island (Spain) and applied also to Almeŕıa (Spain)
and Crete island (Greece) test sites, emphasizing the comparison to zenith approach.
The performance of the advanced method in all sites demonstrates its robustness and
capability of mitigating APS.

3. A various of global weather forecast models are available to the public. Which one
is better for atmospheric artifacts mitigating in InSAR applications?

The well-known global weather forecast models are the Integrated Forecast System
(IFS) from the European Center for Medium-Range Weather Forecasts (ECMWF) and the
Goddard Earth Observing System Data Assimilation System Version 5 (GEOS-5) from the
National Aeronautics and Space Administration (NASA), providing ERA-Interim, ERA5
and MERRA2 global reanalysis data. In this thesis, the realistic integration method is
applied to the three global reanalysis in three test sites (Tenerife, Almeŕıa, Crete), in
order to figure out the best performance of current global forecast data.
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4. Compared to global weather forecast data, local numerical weather prediction models,
such as WRF, are able to provide atmospheric parameters with much higher spatial and
temporal resolution. Can the higher resolution local data perform better than global forecast
data in APS compensation?

Using global weather forecast data as initial and boundary conditions, the local nu-
merical weather prediction models have the ability to simulate atmospheric conditions
more locally. Many researchers may believe the local ones can achieve a better APS mit-
igation compared to the global ones. In this study, the advanced WRF model is taken
as an example for APS correction, compared to the global reanalysis data. Furthermore,
based on the latest global ERA5 data as initial conditions, different model settings are
also tested in our cases.

1.6 Objectives of the thesis

The aim of this thesis is to mitigate atmospheric artifacts as much as possible for InSAR
techniques. To achieve this research target, the detailed objectives are defined as follows.

• Develop a covariance-weighted linear empirical model to mitigate tropospheric delay
for InSAR techniques.

• Develop a realistic integration method based on numerical weather forecast data
to correct APS for interferograms, emphasizing the comparison with conventional
zenith-based method.

• Assess the performance of different global atmospheric reanalysis data using the
realistic integration method for APS compensation.

• Evaluate the performance of the realistic integration method based on the local
WRF model by adjusting model setups, using the latest global ERA5 data as the
initial meteorological conditions.

1.7 Structure of the thesis

• Chapter 1 introduces the motivation of APS mitigation in the InSAR community,
the state-of-the-art of APS compensation techniques, as well as the outline of the
thesis.

• Chapter 2 introduces the basic concepts related to SAR, InSAR, Differential SAR In-
terferometry (DInSAR), multi-temporal InSAR techniques and the SUBSIDENCE-
GUI software used in this thesis. Besides, several factors limiting the InSAR appli-
cations, especially the tropospheric phase delay, are also explained in this Chapter.

• In Chapter 3, a covariance-weighted empirical linear model method based on InSAR
data has been developed to correct APS for interferograms. The proposed method
is explicitly evaluated in Tenerife island, Spain. The assessment is carried out by
analysing phase dispersion of residual phase after APS correction. The traditional
linear model method and ERA5 correction result are referred as comparison.
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• Chapter 4 explains a realistic integration method along LOS path to simulate tro-
pospheric delay based on the global meteorological reanalysis ERA5 data. The
accurate method is implemented step by step in Tenerife, Spain and is applied to
Almeŕıa, Spain as well as Crete, Greece in this Chapter. A detailed comparison and
great improvement can be found in the three test sites, compared to conventional
zenith direction based method. Moreover, the advanced method is also applied to
other global reanalysis data, such as ERA-Interim, MERRA2. Readers may take our
experience as a reference to choose the proper global data for APS compensation.

• In Chapter 5, the realistic LOS integration method is applied on the local weather
forecast WRF model to mitigate APS. Compared to global weather forecast models,
the WRF model is able to predict atmospheric parameters in a relative high spatial
resolution (up to 1 km). Therefore, it is expected that the local WRF model may
demonstrate a better performance than the original global reanalysis data. In this
Chapter, although the WRF model setups are carefully adjusted, the performance
of the WRF model is just on the contrary to the expectations.

• In Chapter 6, all the developed methods in this thesis are applied to Gansu, China
test site, where deformation signal and strong atmospheric artifacts exist in a single
interferogram simultaneously. The feasibility and performance of these APS correc-
tion methods has been further proven to separate the two mixed signals in a real
situation.

• The conclusions and future research lines are summarised in Chapter 7.
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Chapter 22
InSAR and tropospheric

delay on InSAR

This Chapter is intended to introduce the fundamentals involved in this thesis such as
SAR, InSAR, DInSAR as well as the sources of errors. Among the limitation factors,
tropospheric phase delay is the main error source that will be mitigated in the thesis.

2.1 SAR

A space-borne SAR system is an active imaging radar mounted on an aircraft or satellite.
Compared with the passive optical sensors, it can obtain complex reflectivity images of the
Earth surface in all-weather day-and-night conditions. In addition, radar remote sensing
has advantages on its sensitivity to dielectric properties, surface roughness, man made
objects, target structure and accurate distance measurements.

The first space-borne SAR experiments were performed by Carl Wiley on a valida-
tion system known as DOUSER in 1950s at Goodyear, Arizona [51]. After the initial
test, a big step moving forward came with the experiences of the L-band airborne SAR
system onboard Seasat in the 1960s and 1970s. The next milestone of SAR system is
related to the success of SIR-A and SIR-B Space Shuttle missions in L-band by NASA in
the early 1980s. Based on the success of the mentioned SAR missions, European Space
Agency (ESA) launched its first C-band SAR satellite in 1991: European Remote Sensing
Satellite (ERS-1) and later in 1995, the twin of ERS-1: ERS-2 was launched. The spectac-
ular SAR images from the twins preserved an excellent phase quality and thus the twins
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Chapter 2. InSAR and tropospheric delay on InSAR

satellites indeed shaped the radar interferometry community. Afterwards, Japan launched
L-band Japanese Earth-Resources satellite (JERS) in 1992. Unfortunately, the bad orbit
control and maintenance limited its practical usage for interferometry. Canadian Space
Agency (CSA) jointed to the study of SAR and launched its C-band satellite Radarsat
in 1995. Similar to the Japanese JERS, the orbit was not as precise as designed, which
limited its interferometry applications. The attempts and experience with SAR system
missions culminated in the Shuttle Radar Topography Mission (SRTM) mission, con-
ducted between 11 and 23 February 2000 by NASA. The Space Shuttle mission mainly
carried two radar antennas in C and X band with a fixed 60 m boom to obtain a pair of
SAR images simultaneously. The zero temporal baseline can avoid temporal decorrelation
and atmospheric artifacts. The C-band system was designed to topographic mapping for
about 80% of the land surface of the Earth. The X-band data can produce topographic
maps at a higher resolution than the C-band data, but cannot have the near-global cov-
erage. All the mentioned SAR missions helped to shape and promote the development
of SAR system designs, SAR interferometry and variety of SAR-based applications. Af-
terwards, more and more advanced, stable SAR satellites successors have been launched
to the space to provide new data and information of the Earth. Among them, the most
significant ones are Envisat, Advanced Land Observation Satellite (ALOS)-1, Radarsat-
2, TerraSAR-X, COSMO-SkyMed, TanDEM-X, ALOS-2, etc. These satellites have been
providing large amounts of SAR data with high quality for the scientific research and
commercial applications. It is important to remark that the new generation SAR satellite
of ESA, Sentinel-1, has an unparalleled mapping capacity in a reliable, continuous and
continent-wide way since its launch in 2014 for Sentinel-1A and 2016 for Sentinel-1B.
Recently, China also joined in it and launched its first C-band Gaofen-3 SAR satellite
in August 2016. Besides, Paz, a Spanish Earth observation and reconnaissance satellite,
was launched on 22 February 2018, which is operated in a constellation with the German
SAR fleet TerraSAR-X and TanDEM-X on the same orbit. A sensational news in the
SAR community is the start-up company ICEYE, who will launch the largest satellite
constellation of 18 microsatellites equipped with SAR sensors in the world by the end of
2019 [52]. By now, ICEYE-X1, the first satellite under 100 kilograms, was launched in
January 2018 successfully and ICEYE-X2 satellite was also delivered into orbit by SpaceX
Falcon9 rocket on December 2018. Nowadays, SAR has been in a golden age. More than
15 space-borne SAR satellites are being in service and many new SAR systems will be
launched in the near future [53]. With all the SAR satellites and data distribution policy,
SAR data issues become a thing of the past. Fig. 2.1 provides an overview of historical
and current SAR satellites and their status.

The space-borne SAR sensors have a side-looking imaging geometry and are always
mounted on a moving platform, traveling in the along-track or azimuth direction. The
perpendicular to the flight path is called across-track or slant range direction. For the
sake of simplicity, illustration of a typical stripmap SAR is shown in Fig. 2.2, showing the
acquisition system and SAR imaging geometry. The illuminated area is called footprint.
Under the imaging geometry, the SAR coordinate system is defined in two-dimensions by
the azimuth and slant range directions. Thus, complex reflectivity images of the Earth
obtained from a SAR system are in two-dimensions. The active radar system transmits
electromagnetic pulses with high power and at the same time receives the echoes of the
backscattered signal. From the received amplitude and phase of the backscattered signal,
the radar is able to extract certain information of the reflecting objects such as geometry,
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Fig. 2.2. An example of SAR geometrical configuration.

roughness and electrical properties. However, visualizing raw SAR data does not give
any visible information of the scene. The raw data acquired by the sensor has to be
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focused in range and azimuth directions to obtain, after some processing, the Single Look
Complex (SLC), in which phase as well as amplitude are preserved for InSAR processing
afterwards. The amplitude in the complex SLC images is associated to the backscattering
coefficient of the ground target and the phase records the travelled distance information.
The phase of a SAR image can be expressed as [54]

ϕ = −4π
λ
· r + ϕscattering (2.1)

Where λ is the wavelength, r is the range associated to travel path from the sensor and
ground and ϕscattering is the phase due to the target backscattering property.

Based on the complex images, both amplitude and phase can be utilized for many
applications. On the one hand, amplitude and phase information can be used for change
detection, moving target indication and etc. Fig. 2.3 shows one example of amplitude
of SAR image (Barcelona area) acquired by PAZ (Fig. 2.3(a)) and Gaofen-3 satellite
(Fig. 2.3(b)). On the other hand, the SAR community mainly takes advantage of the
phase information by making interferometry processing based on multiple images. The
derived techniques include InSAR for topography construction, DInSAR for displacements
measuring such as volcano and earthquake monitoring and Polarimetric SAR Interferom-
etry (Pol-InSAR) for forestry such as forest height estimation.

(a) (b)

Fig. 2.3. Amplitude of PAZ and Gaofen-3 SAR images over Barcelona. (a) Amplitude of
stripmap SAR image acquired by PAZ on 26 April, 2018. (b) Amplitude of spotlight mode
SAR image acquired by Gaofen-3 on 19 November, 2018.
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2.2 InSAR and DInSAR

InSAR is a well-established remote sensing technique that has the ability to measure geo-
physical parameters such as topography, ground subsidence as well as structure stability
with high accuracy. The key idea of InSAR is to combine phase component of two SAR
images acquired from slightly different orbital positions and/or at different times. The so
called interferogram is the new product of interferometry processing, which is conducted
by the following equation based on two SLC images [55].

I = S1S
∗
2 (2.2)

Where I is the interferometric phase, S1, S2 are the two SLC images. According to
Eq. (2.1), interferometric phase φ of a single pixel in an interferogram can be expressed
as:

φ = −4π
λ
· (r1 − r2) + (ϕscattering1 − ϕscattering2) (2.3)

In Eq. (2.3), as the backscattering characteristics of targets have not changed between
the two acquisitions, the backscattering components ϕscattering1 and ϕscattering2 are very
similar. Then the interferometric phase in Eq. (2.3) only depends on distance factors r. It
is also important to point out that the measured distances are influenced, in practice, by
some factors for example atmospheric artifacts and other sources of noise. The relation
between phase and geophysical information is not clear until the Eq. (2.3) is derived to
more specific parameters. By means of geometry calculation, the interferometric phase
can be derived to geophysical components related to topography, deformation and others
as [16]:

∆φ = 4π
λr0
· Bn ·∆r
tanθ

+ 4π
λr0
· Bn ·∆h

sinθ
+ 4π

λ
·∆ρ+ ∆φAPS + ∆φnoise (2.4)

The variables in Eq. (2.4) are:

• ∆φ: the phase difference between two pixels in an interferogram.

• λ: the wavelength of the carrier frequency.

• r0: the distance between the sensor and the terrain, usually known as range.

• θ: the local incidence angle.

• Bn: the perpendicular baseline.

• ∆r: the difference of range between two pixels.

• ∆h: the topographic difference between two pixels.

• ∆ρ: the deformation difference in range direction between two pixels.

• ∆φAPS : the atmospheric artifacts.

• ∆φnoise: other noise terms.
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The interferometric phase ∆φ in Eq. (2.4) consists of several phase components as
follows:

• 4π
λr0
· Bn·∆r
tanθ : The phase component is so called flat Earth contribution φflat, which

is a phase ramp from the near-range to the far-range.

• 4π
λr0
· Bn·∆h

sinθ : This phase refers to topographic information. The terminology for it
is φtopo in the InSAR community. The phase value depends on spatial baseline as
well as height difference between two pixels.

• 4π
λ ·∆ρ: This term is the main phase component φdef for deformation measurement.

• ∆φAPS : The atmospheric phase term φAPS is caused by different atmospheric status
between two SAR images acquisitions. It is the main error source to be solved in
the thesis.

Focusing on the different phase components in Eq. (2.4), InSAR techniques exploit
the phase information in a variety of applications, which are described in Section 2.3.

DInSAR is the main branch of InSAR based techniques. If deformation information is
the main purpose, then DInSAR is the tailored technique to measure the displacements.
By using an external DEM, the topographic phase and flat phase components can be
extracted from the interferogram, leading to a differential SAR interferogram in which the
main residual phase item refers to displacement between two acquisitions. Theoretically,
DInSAR can achieve an accuracy in the order of the wavelength along the LOS direction.
However several aspects limit the performance of this technique. Section 2.4 will explain
details of the error factors.

Fig. 2.4 illuminates an example of an interferogram (Fig. 2.4(a)) and the differential
interferogram (Fig. 2.4(b)) after removing topographic information over Mojave, Califor-
nia obtained with two PAZ images acquired with 11 days time span. The deformation
phase component should be the only term that remains in the differential interferogram.

2.3 InSAR derived techniques and their applications

In the beginning, SAR images were mainly interesting from the science and engineering
point of view. Nowadays, more and more public departments are aware of its usefulness
and importance in different application fields due to its all-weather day-and-night imaging
capability.

As described in Eq. (2.4), their phase components are related with different geophys-
ical parameters. If we pay attention to the topographic phase item φtopo, it opens the
door to topography estimation applications. This can be achieved by eliminating the
flat Earth phase component, and reducing other noise phase contributions (deformation,
atmospheric artifacts, etc.) as much as possible. In order to reduce the impact of defor-
mation, two SAR acquisitions with a short time interval are usually chosen. Regarding
atmospheric variability, interferograms with apparent APS are abandoned. After remov-
ing the flat Earth component, a phase unwrapping process has to be applied to the residual
phase. And then, the unwrapped phase can be converted into height and the reference
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(a) (b)

Fig. 2.4. An example of one interferogram (a) and differential interferogram (b) from two
SLC images acquired by PAZ over Mojave, California on May 20th and May 31st 2018.

altitude can be calibrated through known points. The early experiment can trace back to
the reference [56], in which a topographic map of a portion of the San Fracisco Bay Area
was derived. A mature and eminent application was the SRTM mission, using single-pass
interferometry. As the data were acquired at the same time, atmospheric influence and
deformation signal were reduced to minimum. This mission obtained the most complete
high-resolution digital topographic database of the Earth on a near-global scale during
only 11 days in February 2000. TanDEM-X is another milestone of topography mea-
surement by using SAR. TanDEM-X allows the generation of the WorldDEM with an
unprecedented accuracy, coverage and quality. Available since 2014, WorldDEM is to
feature a vertical accuracy of 2 m (relative) and 4 m (absolute) [57].

In Eq. (2.4), DInSAR and its derived PSI techniques are focused on phase component
related to terrain deformation. These techniques have already proven to be extraordi-
nary geodetic approaches for large scale and high accuracy ground deformations measure-
ment to monitor and characterize earthquakes [1–3], tectonic movements [4, 5], volcanic
actions [6–8], landslides [9, 10] and subsidence phenomena [58, 59]. With the unprece-
dented development of SAR missions (such as Sentinel-1, TerraSAR-X and TanDEM-X,
ALOS-2, COSMO-SkyMed, RADARSAT-2, PAZ, Gaofen-3 and the planned NISAR),
large amounts of SAR data are or will be available with short repeat cycles and wide
swath modes. It is therefore believed that DInSAR techniques can provide an efficient
and near-real-time way for monitoring dynamic processes on the Earth’s surface on a
global scale [11–13].

In the last decade, SAR based techniques have extended to Pol-InSAR [60] for ob-
taining information of volume scatterers [61]. Scattering polarimetry is sensitive to the
shape, orientation, and dielectric properties of scatterers. This allows the identification
and separation of different scattering mechanisms of natural and artificial volume scatter-
ers [60, 62]. There are three main application fields of Pol-InSAR techniques. Firstly, it
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has the ability to investigate the three-dimensional structure of vegetation cover. In [63],
a first-order estimator for tree height was introduced based on the phase difference be-
tween interferograms acquired at different polarisations. In [60], an inversion algorithm
based on a coherent scattering model was introduced for the estimation of forest height,
average forest extinction, and underlying topography. Secondly, Pol-InSAR is also devel-
oped for the quantitative estimation of agricultural vegetation [64,65]. In literature [66],
researchers demonstrated the retrieval of vegetation height from agricultural crops by
means of Pol-InSAR technique. The most challenging applications of Pol-InSAR are with
respect to understanding ice layering and snow depth [53, 67, 68]. However, the devel-
opment by now is in the early stage, on account of limited experimental and validation
data, as well as the limited understanding of the coherent interaction with ice volumes.

2.4 Coherence and error sources

The performance of any InSAR technique relies on the phase quality of the interferograms.
Several aspects usually contaminate the interferometric phase, influencing its accuracy or
even making this technique unreliable. These errors sources can have a small correlation
length, also defined as decorrelation, and a large correlation length, such as APS and
orbital errors.

2.4.1 Coherence

The main parameter to evaluate the interferometric phase quality is coherence, which is
defined as [16]:

γ = E {S1S
∗
2}√

E
{
|S1|2

}
E
{
|S2|2

} , 0 ≤ γ ≤ 1 (2.5)

where S1 and S2 is a pixel from the master and slave image, E {·} means the expectation
operator and |·| stands for the modulus operator. Based on this definition, in theory, the
expectation values in Eq. (2.5) are obtained by using an ensemble average from multiple
observations for each pixel. In other words, large amounts of interferograms are acquired
simultaneously under the same circumstances. Then an ensemble average is applied to
obtain the expectation values. Unfortunately, in the real case, every pixel is observed only
once during each SAR acquisition. So, in practice, it is assumed that the accuracy of phase
observations is stationary. Under the assumption of ergodicity, the expectation operator is
replaced by averaging in space. This assumption is used to obtain the maximum likelihood
estimator as [16]:

|γ̂| =

∣∣∣∑N
n=1 S

(n)
1 S

∗(n)
2

∣∣∣√∑N
n=1

∣∣∣S(n)
1

∣∣∣2∑N
n=1

∣∣∣S(n)
2

∣∣∣2 (2.6)

where N is the estimation window.
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The coherence magnitude |γ| can be expressed as a function of the Signal-to-Noise
Ratio (SNR) of the interferogram as follows:

|γ| = SNR

SNR+ 1 (2.7)

The absolute value of the coherence, ranging from 0 to 1, can be used as a measure for
the quality of the interferogram. A zero coherence stands for a totally uncorrelated scene,
while a coherence close to one accounts for a perfect interferogram. Fig. 2.5 presents an
example of coherence image obtained from a pair of stripmap SAR images acquired by
PAZ over Mojave, California. A short temporal baseline (11 days) allows obtaining a
terrific quality interferogram, presenting high values in the coherence map.

0.0
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1.0

Fig. 2.5. The coherence map calculated from two SAR images acquired by PAZ over Mojave,
California on May 20th and May 31st 2018. The estimation window is 5x5.

2.4.2 Decorrelation factors

The phase quality of an interferogram can be affected by several aspects. The decorrela-
tion is defined as the noise caused by error sources that have a correlation length smaller
than a regular coherence window. This category of error source does affect the coherence.
Several sources of decorrelation are listed as follows [16]:

• Temporal decorrelation. An interferogram is usually formed by repeat-pass of
SAR acquisitions. During the two acquisitions, the surface of the observed ter-
rain cannot remain unchanged. Surface changes will definitely influence the phase
quality of an interferograms, which is called temporal decorrelation. The temporal
decorrelation could be caused by several physical mechanisms, ranging from weather
events, human-driven land-cover change to vegetation phenology (such as the pres-
ence of a snow layer in winter seasons) [69]. It is difficult to assess the amount of
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temporal decorrelation, as it depends on stochastic factors, such as the structure
of the scatterers, environmental processes occurring between the SAR acquisitions.
Meanwhile, proper temporal baselines are in favor of terrain deformation retrieve.
As a rule of thumb the decorrelation rate for temporal baselines is on the order of
30-45 days at C and L band radar frequency provided by the data of the ESA and
JERS missions [70].

• Geometric decorrelation. In the case of repeat-pass interferometry, two SAR
images, forming an interferogram, are acquired from different looking directions.
The slightly different observation angle can introduce a spectral shift in the range
direction between two images. Note that when generating an interferogram, only
the common part of spectra is useful, while the non-common band contributes noise
in the interferogram. Therefore, in order to reduce the geometrical decorrelation, a
common-band filtering is preferred to be applied.

• Volume scattering. This decorrelation source is caused by penetration of the
radar waves in the scattering medium. When observing targets within the reso-
lution cell with different heights, backscattering from different heights leads to a
spectral shift in the height direction. The volume decorrelation depends on the
radar wavelengths, height distribution of the targets and the scattering medium.

• Doppler Centroid. This decorrelation source is similar with the geometric decor-
relation factor, but it is corresponding to spectral shift in azimuth direction. This
is caused by the Doppler centroid differences between SAR acquisitions. Similar to
the geometric one, azimuth filtering can improve the interferogram quality.

• Misregistration. Prior to generating an interferogram, a precise coregistration
process is essential. Misregistration introduces loss of the coherence, i.e., degrading
the quality of interferometric phase. It is reported in the reference [71] that an
accuracy of 0.1 pixels is usually sufficient to obtain high-quality interferograms for
conventional stripmap acquisition mode. For Terrain Observation by Progressive
Scans (TOPS) mode, the registration requirement is much more demanding [72].

• Thermal decorrelation. The influence of thermal noise depends on the SNR of
a specific SAR system.

2.4.3 Other sources of error

There are other sources of errors that have a correlation length larger than a regular
coherence estimation window. Although they do not have any impact on the coherence,
they do affect the interferometric phase in interferograms [16].

• Orbital errors. For the purpose of topographic mapping or terrain deformation
retrieve, the flat Earth phase and topographic phase contributions in Eq. (2.4)
need to be subtracted firstly. In order to do this, the orbit information of the two
SAR acquisitions are crucial. If significant orbital errors exist, in general a phase
ramp or orbital fringes will appear in the residual phase. The more accurate of
the orbit vector is, the less errors would be propagated to the deformation maps or
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topographic height. In order to mitigate the effects of the orbital errors, tie points
distributed over the whole processing area can be used to constrain the reference
phase. Note that the tie points should be carefully selected from stable area, without
contamination by other phase components, such as atmospheric delays or ground
deformation. Nowadays, the modern SAR satellites, Sentinel-1 for example are
flying in a small orbit tube with radius of 50 m (rms), which provides small InSAR
baselines with small orbital errors.

• Digital Elevation Model (DEM) error. As mentioned in Eq. (2.4), topographic
phase is one of the important components in an interferogram. It requires to be
removed when the purpose is estimating the ground deformation or refining the to-
pography. In practice, it is accomplished by using an approximate DEM. Therefore
an approximate DEM will introduce errors to the remaining phases. Fortunately,
the DEM error is proportional to the perpendicular baselines of interferograms.
Thus, an uniform distribution of spatial baselines is able to benefit the estimation
of DEM error.

• Atmospheric artifacts. In addition to the above mentioned error sources, an-
other important source of errors is atmospheric artifacts which usually cannot be
neglected in topographic mapping or generating deformation maps. As it is known
an interferogram is formed from two images with a temporal gap. Among the two
acquisitions, spatio-temporal variations in the propagation medium can lead to a
variable refractive index, which is mainly due to the water vapor content in the tro-
posphere. As a result, the electromagnetic waves propagate at different velocities
compared to the vacuum speed of the light. Thus the measured distance between
the satellite and the ground points is affected by the variable refractive index. As
any InSAR technique relies on the measured distance wrapped in the observation
phase, the phase delays caused by the atmospheric artifacts can produce significant
phase changes. The order of magnitude can be 2-4 meters [53]. In other reference,
the phase delay can lead to 10-14 cm errors in deformation products if there is a
20% difference in the relative humidity [15].

Based on their spatio-temporal characteristics, the atmospheric artifacts can be
classified into two categories [16]. The first is height dependent phase delays, also
known as stratified atmospheric artifacts. The second category is called turbulent
mixing of water vapor component. Fig. 2.6 presents two examples of the atmospheric
artifacts, dominating the phase component in each differential interferogram. The
temporal baseline for the two interferograms is relatively short, therefore it is as-
sumed that the deformation phase component is insignificant. In addition, the phase
variation is clearly correlated with topography. Therefore it is reasonable to believe
that it is the atmospheric artifacts that dominates the phase components in the two
interferograms. Note that in the first case Fig. 2.6(a), the atmospheric phase delay
can reach values up to 40 rad. While in the second case Fig. 2.6(b), the value
is also up to 20 rad. Both are too significant to be ignored. The two examples
will be further used as case studies in Chapter 4 and Chapter 6 to demonstrate the
performance of APS correction based on weather forecast data.
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(a)

(b)

Fig. 2.6. Two examples of atmospheric artifacts. (a) shows the atmospheric artifacts existing
in the interferogram 20160721-20160814 in Tenerife, Spain. (b) presents the APS affecting
the interferogram 20160418-20160512 in Gansu, China.

2.5 PSI techniques and the Coherent Pixels Technique

As described in Section 2.4, several factors limit the practical use of DInSAR tech-
nique using just a single interferogram. Over the decades, PSI techniques, involving
the processing of multiple-temporal interferograms, have enhanced the ability of defor-
mation mapping with InSAR. The proposed PSI approaches can be broadly classified
into two categories, namely, Permanent Scatters [17, 73, 74] and Small Baseline Sub-
sets (SBAS) [18, 19, 75, 76]. The Coherent Pixels Technique (CPT) technique, contain-
ing the two mainstream approaches, has been developed and maintained by the Comm-
SensLab in Universitat Politècnica de Catalunya (UPC) since the late 1990s. This tech-
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nique is used in the PhD thesis and also the framework that the developed APS module
is adapt to. This Section is to give an overview of PSI techniques and CPT.

Despite the many successful applications of DInSAR techniques, temporal and geomet-
rical decorrelation often prevent standard techniques from being a fully operational tool
for slow surface deformation monitoring in a long time period. In addition, atmospheric
disturbances can strongly compromise the accuracy of the results. More importantly, the
conventional DInSAR techniques based on two or three SAR images processing can only
be applied to analyse a single deformation episode. With the increasing number of SAR
images at disposal, from the end of the 1990s, the scientific community began to look
for ways of addressing the limitations of conventional DInSAR techniques by process-
ing multi-temporal sets of SAR images. Simultaneously, the interest of InSAR research
community was moved from a single episode deformation towards the study of the time
series analysis of the deformation. In this context, several approaches have been already
developed and widely used [17, 18, 74–82]. Among these procedures, the one referred
to as Persistent Scatterers SAR Interferometry (PSInSAR) [17, 74, 80] involves utilizing
PSs, whose scattering characteristics remain stable over the whole observation period and
when observed from slightly different looking angles. PSs can be identified depending on
the characteristics of the targets. For instance, deterministic targets, which correspond
to point-wise scatterers, can be identified through its amplitude stability or its spectral
behavior along the dataset and they are only slightly affected by spatial and temporal
decorrelation. These targets are also known as Permanent Scatterers. On the other
side, Distributed Scatterers (DSs), corresponding to independent small scatterers within
a resolution cell sharing similar reflectivity values, can be identified through its coherence
along the generated interferograms. The former works at full image resolution and it is
more suited for urban areas, while the latter with multi-look (averaged) interferograms is
more adequate for rural areas.

The key issue of the PSI techniques is that the different phase terms (related with
terrain motion, atmosphere and topography) can be estimated and separated due to their
different dependencies with the temporal and spatial baselines and behaviors in time and
space. Basically a model is adjusted to the interferometric data to obtain the linear
terms and then a filter is used to separate the atmospheric artifacts and non-linear de-
formation. Finally the deformation time-series are obtained by combining the linear and
non-linear deformations. Submeter DEM accuracy and millimetric terrain motion detec-
tion can be achieved after processing large datasets of images [17, 83, 84]. Sharing the
same principles there are different implementations. The ones using the Permanent Scat-
terers approach [17] work at full resolution and with, at least theoretically, no restrictions
regarding temporal and spatial baselines. Others, known as SBAS, involve making use of
many multi-looked differential interferograms formed with small geometric and temporal
baselines to limit the decorrelation phenomena [18, 19, 75, 85, 86]. Advantageously, the
SBAS technique increases the temporal sampling rate by combining the different small
base (SB) acquisition subsets.

Among these techniques mentioned above, the CPT technique is able to work with
both approaches to estimate the linear and non-linear components of displacement. This
technique is implemented in the SUBSIDENCE-GUI software. It is the achievement of
many research work at CommSensLab, initially started at the mid 1990s [76,87–89], later
developed by several researches [20,90–92]. With long-term development and a wealth of

19



Chapter 2. InSAR and tropospheric delay on InSAR

experience, the SUBSIDENCE-GUI software is stable to process almost all SAR data from
large variety of sensors, such as Radarsat-1/2, ALOS-1/2, Sentinel-1A/B, TerraSAR-X,
COSMO-SkyMed, as well as GB-SAR data from RiskSAT sensor developed by the Comm-
SensLab. Moreover, this software supports the entire processing chain from interferogram
generation to final geophysical products such as geocoded deformation maps, DEM as well
as time-series subsidence. These features are achieved by four main blocks: interferograms
preparation and pixels selection, linear components estimation, non-linear term estima-
tion and final product generation. The first block is designed to prepare the data for
the following blocks. The linear block is focused on the estimation of linear parameters,
namely the linear velocity of ground deformation and the topographic error term. Af-
ter the linear block processing, the residual phases still contain non-linear contributions
which are mainly composed of atmospheric artifacts and non-linear deformation. The
following non-linear block is devoted to separate these components in order to obtain
the time-series of the deformations. Finally, the product generation block is aimed at
geocoding and projection of the results. An overview layout of the SUBSIDENCE-GUI
software is shown in Fig. 2.7. The detailed explanation of each block will be presented in
the following sections.
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Chapter 2. InSAR and tropospheric delay on InSAR

2.5.1 Interferograms preparation and pixels selection

As mentioned in Section 2.5, the high accuracy of PSI approaches is only achieved in
correspondence of interferograms and pixels with high phase quality. The higher the
phase quality, the more reliable the final DInSAR products will be. In addition, the
spatial and temporal distribution of interferograms also plays an important role in the
linear parameters estimation. Therefore, prior to applying any DInSAR technique, it
is mandatory to select interferograms with an appropriate distribution of baselines and
pixels with high phase quality.

• Interferograms selection. The main purpose of this step is to generate a subset of
interferograms for the later linear block. Several aspects have been studied related
to interferograms selection for retrieving linear components better in the literature
[20,90]. In this Section, main features will be summarized.
First of all, in the step of linear parameters estimation, a linear model containing
linear deformation and DEM error is usually used to adjust to the interferograms.
The linear model is as follow:

∆φmodel = 4π
λ
· T ·∆v + 4π

λ
· B

r0 · sin θ
·∆ε (2.8)

where T and B is the temporal and spatial baseline, r0 is the distance between
the satellite and the terrain, θ is the incidence angle, ∆v and ∆ε are the linear
deformation velocity and DEM error to be estimated.
Actually, the basic idea of PSI techniques is that each individual interferogram can
sample an episode of deformation and topography error. Thus in order to recover
the signal precisely, the signal should be well sampled. The impact of distribution
on the minimization function has been detailed analysed in the reference [93]. To
summarize, as the linear deformation is related to the temporal baseline, a wide
uniform distribution of temporal baselines is preferred to estimate the linear defor-
mation. Similarly, the DEM error depends on the spatial baseline, a wide uniform
distribution of spatial baselines is necessary to estimate this parameter accurately.
In CPT, firstly, a 3D Delaunay triangulation, in the spatial, temporal baseline and
Doppler frequency space, is applied to generate an initial subset of interferograms.
At this stage, the initial subset still contains redundant information. In order to re-
fine the selection, a Minimum Spanning Tree strategy is employed to the subset [93].
Furthermore, in practice, interferograms selection also depends on the main infor-
mation to be retrieved from InSAR stack. For example, if the main goal is to obtain
the linear deformation, an homogeneous distribution of temporal baselines and in-
terferograms with short spatial baselines are preferable. The estimation of linear
deformation will be better by degrading the reliability of DEM error estimation.
The same principle can be applied to DEM error estimation.

• Pixels selection. In PSI techniques, only pixels preserving high quality phase
are used to retrieve geophysical parameters. There are two mainstream categories
of scatterers, i.e., PSs and DSs. PSs have stable phase history as the echo of the
backscattered signal is dominated by a point-wise scatterer. DSs pixels, such as
debris area, desert, are partially coherent throughout the time series of observation.
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2.5 - PSI techniques and the Coherent Pixels Technique

In order to select coherent pixels, two main criteria are available for the estimation
of the pixels’ quality. Firstly, the coherence value has been used as a criterion
to evaluate pixels’ phase quality. The pixels whose coherences are higher than
a given threshold are selected as candidates for processing. This pixel selection
criterion has been widely used in SBAS approaches [19, 82]. Secondly, the well-
known amplitude dispersion value is used as a criterion to estimate the phase quality
for PSs candidates when working at full resolution [17]. CPT can select stable pixels
according to the nature of the scatterers and the number of available images by using
both the coherence stability criterion and the amplitude criterion [20].
More recently, a new approach based on sub-look coherence was proposed to select
stable scatterers [94] and implemented to CPT. It utilizes scatterers’ spectral prop-
erties along time rather than their amplitude stability. Since this selection method
uses a different stability characteristic of the scatterers compared to the conventional
one, the combination of both approaches yields to a significant increase of pixels’s
density. Moreover, this method can be used to select reliable point-like scatterers
with a reduced number of images.

2.5.2 CPT linear module

Time series deformation product generated by PSI techniques is composed of linear de-
formation and non-linear deformation. Linear deformation retrieve is one of the most
important procedures in InSAR stack processing. In order to retrieve the linear defor-
mation component, in general a linear model (refer to Eq. (2.8)) is adjusted to the well-
selected interferograms. In addition to the linear deformation, DEM error component is
also recovered by the linear model.

Once a proper set of interferograms and high quality pixels have been selected in the
previous steps, the observed phase in interferograms should be organized appropriately,
tailored for the linear model adjustment. The initial idea in CPT is to use arcs among
selected pixels as new observation phase rather than absolute value of each pixel. It is
well-known in the classic PSI [17] and SBAS [18] InSAR techniques, the phase unwrapping
is compulsory. But by using arcs strategy, it can work with wrapped interferograms. In
practice, a Delaunay triangulation is applied to the selected pixels to generate the arcs
connecting neighboring pixels. Meanwhile, atmospheric artifacts are considered as a low
spatial frequency signal [16], so using arcs also benefits the linear components estimation
by reducing the influence of atmospheric artifacts.

The linear deformation and DEM error can be estimated by minimizing the following
Model Adjustement Function (MAF) [76]:

Γ = 1
N

N∑
i=1

∣∣∣e−j∆φi
obs − e−j∆φ

i
model

∣∣∣2 (2.9)

Where N is the number of interferograms, ∆φobs is the phase for each arc in a differential
interferogram and ∆φmodel is the linear model described in Eq. (2.8). Note that this
function is working in the complex space. So once again it can avoid potential error
caused by phase unwrapping. The minimization function is applied to each arc. Once
it is accomplished, the increment of linear deformation velocity and DEM error for each
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relationship will be obtained. The next step is to convert the increment for each arc to
the absolute value for each pixel. In order to achieve this goal, the Conjugate Gradient
Method (CGM) algorithm has been used in CPT.

To summarize, Fig. 2.7 shows a detailed layout of the CPT linear module, consisting
of triangulation, phase increments organization, model adjustment, linear increments es-
timation as well as CGM integration. As a result of the linear module, a deformation
map and DEM error map will be generated.

2.5.3 CPT non-linear module

To obtain a complete ground deformation for a certain period, besides the above discussed
linear deformation, non-linear deformation is also an important component to be retrieved.
The non-linear deformation term is usually coupled with other phase components, mainly
the atmospheric artifacts in the residual phase. The residual phase can be calculated as
follow:

∆φres = ∆φintf −∆φlinear (2.10)

in which ∆φintf is the phase in a differential interferogram. ∆φlinear is the estimated
linear phase component, containing the linear deformation and DEM error.

In general, it is very difficult to retrieve the non-linear deformation accurately unless
an accurate model in terms of its characteristics is available. There are two strategies to
deal with the non-linear term in CPT. On the one hand, if a prior model or information
about deformation is available, CPT is capable of integrating these models to differen-
tial interferograms to extract non-linear deformation phase component. For example, in
coal mining areas, large-scale deformation usually occurs in a short temporal gap. It is
the non-linear deformation that dominates the time-series deformation phenomena. For
these areas, some models, such as the probability integration model, are usually able to
predict the subsidence. Once the non-linear deformation is removed partially from the
interferograms, it is believed the estimation for the linear term will be more reliable.

On the other hand, in most cases where prior information of non-linear deformation
term is unavailable, a spatio-temporal filter is usually applied to the residual phase in order
to decouple non-linear deformation and atmospheric artifacts. The filtering approaches
take advantage of different spatio-temporal characteristics of atmospheric artifacts and
non-linear deformation. Namely, atmospheric artifacts are correlated in space rather than
in time, while on the contrary the deformation term is correlated in time, not in space.
The filtering methods are effective, but it is impossible to separate them completely. In
addition, as atmospheric artifacts can be obtained by auxiliary data, such as weather fore-
cast data, it provides an alternative to retrieve the non-linear deformation by subtracting
the estimated atmospheric artifacts.

2.5.4 CPT products module

Once the linear and non-linear modules have been completed, the SUBSIDENCE-GUI
software ends up with the final products generation block, including geocoding, projection
and geographical results formatting.
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It is well well-known that SAR images are acquired under slant-range geometry, while
for geoscience applications, maps with geographical coordinates are preferable. In or-
der to generate user-friendly InSAR products, geocoding them to match the geometry
of geographical information is one key step. In SUBSIDENCE-GUI, the general idea of
geocoding is to establish the relationship between a general pixel at slant-range coordinate
system and its coordinates at geographic geometry. In general, the relationship can be
established based on precise orbit, geometry of SAR images acquisition, velocity of satel-
lites and an external DEM. A detailed geocoding procedure in CPT has been explained
in the literature [91].

In addition to geocoding, it is also worth pointing out that in practice projection
should be taken into consideration in terms of the deformation term. SAR images are
acquired under the slant-range coordinates and as a result, the retrieved displacement by
InSAR techniques is only sensitive along the LOS direction. In fact, it is a projection of
the real displacement. Hence, prior to applying the deformation products retrieved by
InSAR techniques, a re-projection procedure should be realized. The projection algorithm
implemented in CPT has been discussed explicitly in [90,91].

After implementing the geocoding and projection, the software is able to generate all
the geographical products, including deformation maps, time-series deformation, DEM
error (or refined DEM) and atmospheric artifacts, in multiple formats, such as Keyhole
Markup Language (KML), GeoTIFF.
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Chapter 33
Empirical model for

tropospheric delay
compensation

Stratified atmospheric artifacts can be estimated with an empirical linear model as stud-
ied in some references [24–28, 31]. These studies have demonstrated the feasibility of
mitigating stratified component in some cases. However, the estimation of coefficient
for stratified APS is not always reliable if the turbulent component exists as well. On
account of that the stratified APS and turbulent one present different characteristics,
it is possible to refine the coefficient estimation for stratified component by taking the
advantage of the spatial characteristics of turbulent atmospheric artifacts. In this Chap-
ter, a covariance-weighted linear model based on the interferograms themselves has been
proposed for correcting stratified APS more reliably. This Chapter starts with an intro-
duction of conventional linear models, followed with a spatial covariance matrix estimation
for characterising turbulent APS in Section 3.1. Section 3.2 demonstrates the feasibility
of the proposed method with simulated data. After that in Section 3.3, the developed
method is evaluated in Tenerife island, Spain, including phase dispersion analyses as well
as comparison with the global weather forecast data ERA5 correction method.
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Chapter 3. Empirical model for tropospheric delay compensation

3.1 Covariance weighted linear model

3.1.1 Weighted linear model to estimate stratified APS

In mountainous areas stratified APS linearly correlates with topography, which can be
modelled as follows [24–28,31]:

φmodel = Kh+ φ0 (3.1)

Where K is the key coefficient to be estimated; h is the elevation, which can be derived
from an auxiliary DEM; and φ0 is a phase offset.

As the phase quality of any interferogram is not homogeneous due to the different
decorrelation sources, K has to be estimated from a set of high quality pixels, this is
PSs. As resolution is not a constrain, the quality of the interferograms can be improved
with multi-looking and the PSs selected imposing a simple coherence threshold. Since
the coefficient K is assumed to be constant in a specific interferogram, it is possible to
obtain a good estimation of K by adjusting the linear model, φmodel Eq. (3.1), to the
observation phase, φobs. The coefficient K can be estimated by minimizing a MAF [76]
defined as follows:

Γ = 1
N

N∑
i=1

∣∣∣e−jφi
obs − e−jφ

i
model

∣∣∣2 (3.2)

Where N is the number of selected PSs. The main advantage of working in the complex
space is that it can be done with wrapped interferograms, so no phase-unwrapping is
necessary and a potential source of errors is avoided.

Other papers dealing with the estimation of coefficient K have been published in the
last years [26, 28]. In [26], a preliminary deformation is estimated and removed prior
the calculation of K to avoid the “noise” contribution of deformation. Alternatively,
in [28], improvements have been made by analysing the observed phase with a multiple
spatial scales approach. Using these methodologies, topography related APS can be
estimated correctly with the assumption that there is no turbulent APS in the phase
φobs. Unfortunately, if the interferogram contains turbulent artifacts the estimation of K
will be jeopardized.

In order to make more robust the model adjustment in presence of turbulent APS,
in this Chapter it is proposed to use phase differences among the selected PSs instead
of the absolute values. This improved method has been called Linear Model Resisting
Turbulent Atmosphere Delay (LMRTA). Under LMRTA approach, it is possible to reduce
the impact of turbulent APS significantly.

The implementation of the LMRTA is presented below. Considering the situation with
turbulent APS, the observation phase φobs consists of φatm stra and φatm turb components.

φobs = φatm stra + φatm turb (3.3)

As φatm stra component correlates with topography, but φatm turb component not, adjust-
ing directly the model φmodel with the observation phase φobs may lead to an incorrect
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3.1 - Covariance weighted linear model

coefficient K. Taking advantage of the spatial correlation of φatm turb, the differential
phases among neighbouring pixels can be used instead. A new observation phase between
two pixels i and j, ∆φi,jobs, can be defined to reduce the impact of turbulent APS in the
model adjustment. The new phase is defined as,

∆φi,jobs = ∆φi,jatm stra + ∆φi,jatm turb

= φiatm stra − φ
j
atm stra + φiatm turb − φ

j
atm turb

(3.4)

Correspondingly, LMRTA model can be defined now as

∆φi,jmodel = Khi −Khj + φi0 − φ
j
0

= K(hi − hj)
(3.5)

φ0 is a constant value for all pixels of the interferogram. Under the practical point of
view, the selected pixels can be related thanks to a Delaunay triangulation, where the pixel
locations constitute the nodes and the relations among them the arcs. These arcs define
the phase differences to be used during the model adjustment step. Different limitations
can be set to improve the performance of K estimation, for instance the maximum arc
length or the minimum number of arcs reaching any pixel of the triangulation.

Many studies indicate that the turbulent atmospheric artifacts correlate spatially [16].
The level of correlation decreases as the pixels’ distance increases. Therefore, when es-
timating the coefficient of stratified APS, the influence of ∆φi,jatm turb component can be
partially weakened by weighting in the MAF the different pixel pairs. The farther the
pixels the lower its weight in MAF. To be more specific, for two close pixels i and j located
at short distance the turbulent term for each one is very similar, so ∆φi,jatm turb should
be close to zero. On the contrary, for other pixels with a large separation, the turbulent
APS may be totally uncorrelated and the impact of ∆φi,jatm turb in MAF is considerable.
Based on this concept, an appropriate covariance matrix involving the correlation length
would be beneficial for weighting the different pixels’ pairs.

3.1.2 Spatial covariance matrix

Previous studies show that a stochastic model can be used to properly characterise tur-
bulent atmosphere phase delay [23]. Turbulent atmosphere artifacts are characterised by
its high spatial correlation. In spatial statistics the theoretical variogram is a function
that describes the degree of spatial dependence of a spatial random field. So it is actually
the variogram of atmospheric artifacts that can characterise the correlation of turbulent
APS.

In geostatistics the empirical variogram is an estimate of the theoretical variogram
and measures the spatial variability of an isotropic and stationary area. The empirical
variogram γ̂(h) is defined as [95]:

γ̂(l) = 1
2|Nl|

∑
(i,j)∈Nl

|zi − zj |2 (3.6)

Where Nl is the set of pairs of pixel i, j within distance l, |Nl| is the total number of
pairs within distance l and z would be in this case the turbulent atmospheric phase value.
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Chapter 3. Empirical model for tropospheric delay compensation

In practice, the turbulent phase is mixed with other components that are expected to be
less correlated in space. Hence, the variogram of the turbulent atmospheric artifacts can
be empirically estimated from the interferograms.

The turbulent atmospheric covariance matrix Σ of one interferogram can be derived
from the empirical variogram.

Σ =
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...
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nm,12 . . . σ2
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nm,22 . . . σ2
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(3.7)

where n, m are the maximum pixel indices in azimuth and range directions respectively.
Each element σ2

hi,jk in the covariance matrix can be derived as follows:

σ2
hi,jk = σ2(0)− γ̂hi,jk(l) (3.8)

Where σ2(0) is the covariance at distance l = 0. In practice, σ2(0) is the limit of the
variogram tending to infinity lag distances, and h, j ∈ {1, 2, . . . , n}, i, k ∈ {1, 2, . . . ,m}.
γ̂hi,jk(l) is calculated from Eq. (3.6).

Once the covariance matrix of turbulent APS has been estimated, it can be used to
weight the different arcs of the triangulation when adjusting the LMRTA model.

In real situations, three aspects limit the variogram-based estimation accuracy of the
turbulent APS covariance matrix: the density and quality of PSs, the real shape of the
variogram, and the last but not the least, the different phase components present in the
interferograms that can disguise the turbulent APS [90].

3.2 Simulated study

The LMRTA method proposed in this Chapter is being validated firstly with simulated
data in order to perform tests under perfectly controlled conditions. In comparison with
real data cases, the true values of the different parameters involved are known, which
can be compared with the estimated ones. In the simulated test, firstly, both topography
related APS and turbulent APS are simulated. Secondly, the method aforementioned has
been implemented to separate stratified APS from turbulent APS. Finally, an accuracy
study has been done to evaluate the results of the new method compared with those of
the conventional one.

3.2.1 Simulation of the different phase components

The following synthetic scenario is simulated based on the parameters presented in Ta-
ble 3.1. Details on how to simulate the different atmospheric components are discussed.
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Table 3.1: Parameters over a synthetic scenario

Parameters Value
Size of Images (pixels) 256 x 256
Number of Images 51
Number of Interferograms 135
Minimum temporal baseline (days) 11
Size of pixels (m) 30
Number of pixels 726
Number of links 2132
Maximum coefficient 0.2
Minimum coefficient 0.16
Standard deviation of coefficient 0.01
Maximum topography (m) 2000
Minimum topography (m) 1600

On the one hand, in terms of the turbulent atmospheric artifacts from Section 3.1.2,
it is clear that the spatial variance is the key point. A large number of methods have been
exploited to simulate Gaussian random fields [96, 97]. In these approaches, the spatial
correlation matrix has to be firstly defined, and then the Cholesky decomposition can
be applied to a random process [23] or the circular embedding method [96] can be used
to Gaussian stochastic simulations. As mentioned in Section 1.1, Kolmogorov’s theory
can generally describe the turbulent atmospheric artifacts and the spatial correlation
follows approximatively an exponential law. In addition, a wide range of correlation
models can describe the Kolmogorov’s turbulence, which include Matérn-family models,
Bessel family models, Gaussian, exponential and spherical models. Different models are
compared in [21]. In the following, the covariance of turbulent atmospheric artifacts has
been simulated through a spherical model.

γ(l) =
{
σ2(0)[ 3l

2a −
1
2 ( la )3], l ≤ a

σ2(0), l > a
(3.9)

Where σ2(0) means the variogram value for distances far away from the correlation
distance, l is the distance and a indicates the correlation window. Examples of simulated
turbulent atmospheric artifacts are shown in Fig. 3.1(a) and Fig. 3.1(c).

On the other hand, the topography related atmospheric artifacts are modelled us-
ing a simple linear model. For simplicity, a topography based on a paraboloid and a
semi-empirical coefficient K are chosen in the simulated scene. Examples of simulated
topography related atmospheric artifacts are shown in Fig. 3.1(b) and Fig. 3.1(d). We
refer them as pair I1 and I2.
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Fig. 3.1. Two examples of true and estimated turbulent APS (first and third column) and
topography related APS (second and fourth column). The first two columns are for I1 and
last two columns are for I2. The first row subfigures are for original APS, second row for
conventional method, third row for distance weighted D-LMRTA and last row for variogram
weighted V-LMRTA.
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3.2.2 Stratified atmospheric artifacts estimation

The first step of the algorithm is to select pixels with good phase quality, this is the
PSs. The classical PSs coherence-based selection over the multi-looked interferograms
can be used. The number of PSs selected will depend on the coherence threshold and the
particularities of the interferogram. Once selected, they are connected using a Delaunay
triangulation, as explained in Section 3.1.1. In the simulation, 726 pixels have been
randomly selected. The selected pixels and triangulation are shown in Fig. 3.2.
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Fig. 3.2. Delaunay triangulation for selected PSs in the simulator.

As mentioned previously, experimental variograms of APS are important to provide
the parameters that characterise the spatial properties of turbulent atmospheric artifacts.
In the simulated case, Eq. (3.6) has been used to do the variogram analysis. In the network
of selected pixels, the minimal and maximal distances are 30 m and 10380 m respectively.
Distance bins have been set to 30 m wide, the same resolution of the interferogram, in the
variogram computation. The variograms calculated from the simulated turbulent APS
I1 and I2 are shown in Fig. 3.3. Variogram values for arcs larger than 8 km are not
represented as the number of pixels was too few for providing a reliable estimation. As
it can be seen, the variogram values for distances over 3 km show an oscillation behavior
around a specific value, σ2(0). In other words, both plots in Fig. 3.3 show that the
correlation distance of the atmospheric artifacts is about 3 km. The values of σ2(0) for I1
and I2 are 3.4 mm2 and 5.8 mm2 respectively, which is the average of variogram values for
distance over 3 km for each case. Finally, the covariance matrix Σ for each interferogram
can be filled using Eq. (3.8).

In the following, both conventional and LMRTA methods are applied to the synthetic
data to separate the stratified and the turbulent APSs. The optimal coefficient Kopt can
be estimated by a brute-force method testing all reasonable values of Kopt in [−1, 1] with
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Fig. 3.3. Experimental variograms (dots) for turbulent APS I1 and I2. Dashed lines indicate
σ2(0) for both cases.

a step of 0.0001 in function Γ(K).

Kopt = arg min
K∈[−1,1]

Γ(K) (3.10)

The LMRTA algorithm uses the phase differences among connected pixels as a new
observation phase to mitigate the impact of turbulent APS. In order to further reduce its
impact, each arc can be weighted in such a way that the contribution of short distance
pairs (less affected by turbulent APS) is increased in front of longer ones (more affected
by turbulent APS). Based on this idea, the LMRTA algorithm can be improved by
considering a weight matrix. Consequently, the MAF can be rewritten as follows.

Γ(K) = 1∑L
l=1 wi,j

L∑
i=1

∣∣∣wi,j(e−j∆φi,j
obs − e−j∆φ

i,j
model)

∣∣∣2}) (3.11)

Where L is the number of total arcs established among pixels and wi,j is its weight.
∆φi,jobs and ∆φi,jmodel are detailed in Eq. (3.4) and Eq. (3.5) respectively. The best weighting
strategy would be to use the covariance matrix Σ derived from the empirical variogram,
as presented Section 3.1.2. However, with real data covariance matrix can be costly
to build in large scenes and prone to errors depending on the interferograms’ quality.
Alternatively, links’ distances can be used as a practical alternative for determining the
weight for each link. Namely, pairs with short distances are assigned higher weights than
pairs with longer distances.

3.2.3 Evaluation of results and sensitivity analysis

Fig. 3.1(a)–(d) show the original APS for two different cases with both turbulent and
stratified atmosphere. Fig. 3.1(e)–(h) show the estimated turbulent APS and topography
related APS obtained using the conventional method. Visually comparing with the true
APS, the errors in the estimation of the stratified APS, which are translated to the
estimation of the turbulent APS, are clearly visible. The benefits of the two versions
of LMRTA, the Distance Weighted LMRTA (D-LMRTA) and the Variogram Weighted

34



3.2 - Simulated study

LMRTA (V-LMRTA), are evident from a visual comparison of the results with the original
APS. Fig. 3.1(i)–(l) show the results for D-LMRTA while Fig. 3.1(m)–(p) for V-LMRTA.

Table 3.2 shows a comparison of the true and estimated values of K for the different
methods. As it can be seen, the estimated coefficients for D-LMRTA and V-LMRTA are
closer to the true values than the conventional method demonstrating the robustness of the
proposed strategy when turbulent APS is presented. The performance of D-LMRTA and
V-LMRTA is very similar, thus the distance-based weighting is an efficient alternative
to avoid the calculation of the covariance matrix of turbulent APS from the empirical
variogram.

Table 3.2: True and estimated coefficients. K is the true value, while K1, K2, K3 are the
estimated results using conventional method, D-LMRTA and V-LMRTA.

Interferograms True K Conventional
K1

D-LMRTA
K2

V-LMRTA
K3

I1 0.0100 0.0273 0.0151 0.0140
I2 0.0046 0.0442 0.0061 0.0056
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Fig. 3.4. Minimization Function. Red lines refer to conventional method and blue lines
refer to D-LMRTA.

It is also interesting to study the sensitivity of the minimization step to demonstrate
the robustness of LMRTA approach. Fig. 3.4(a) and Fig. 3.4(b) show the behaviour
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of MAF, Γ(K), for the conventional and D-LMRTA methods when interferograms have
stratified atmosphere only. The absence of the turbulent component allows both methods
to find the exact value but the conventional method is more sensitive. The quadratic
behaviour of the function near the minimum is narrower than with D-LMRTA. The dif-
ferences arise when turbulent APS and a linear deformation pattern are added to the
interferograms. Fig. 3.5 shows the deformation pattern added to the interferograms,
which covers the center of the scene. The results shown in Fig. 3.4(c) and Fig. 3.4(d)
validate the robustness of D-LMRTA. D-LMRTA is able to retrieve a good approxima-
tion of the correct K while the conventional method fails. Looking at the plots, also
the conventional method presents many local minima. This will make the minimization
results very sensitive to any additional source of noise presenting in the interferometric
phase. The linear deformation phase contribution definitely contaminates the estimation
of K with the conventional method. However, the same advantages of D-LMRTA (or
V-LMRTA) in front of turbulent APS, thanks to its phase difference approach, also apply
to the low-pass behaviour of the linear deformation.
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Fig. 3.5. Linear deformation pattern in simulated interferograms.

Besides explicit discussion on the above two interferograms I1 and I2, statistical anal-
yses are carried out to evaluate the performance of LMRTA on other simulated pairs.
Three methods are compared, conventional, unweighted LMRTA and covariance weighted
V-LMRTA. Phase Standard Deviation (SD) is used as a metric to assess their perfor-
mance. Detailed SD analyses are shown in Table 3.3 for four different pairs. Inter-
ferograms’ phase components contain linear deformation, turbulent and stratified APS.
Reference phase components include all of them except the stratified one. Corrected phase
means residue after removing the estimated stratified component. The magnitude of the
simulated turbulent APS is determined with the parameter σ(0). The larger σ(0) the
stronger the turbulent component. As it can be seen in Table 3.3, for a mild turbulent
component (Ifg1, σ(0) = 0.710), all three methods provide a good estimation of stratified
APS. More specifically, SD vaules of the corrected phases are close to the reference one,
SD (0.514), and the relative errors are very small. Even though the differences are not
significant, the smaller error is for V-LMRTA. When the turbulent component increases
the performance of the conventional method starts to degrade. Ifg2, Ifg3 and Ifg4 show
different cases with raising turbulent component. As expected, the relative errors for the

36
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conventional method raise as well. At the same time both LMRTA methods keep the rel-
ative errors small. The worst value for unweighted LMRTA is 2.73% and for V-LMRTA
is 1.04%, but they do not occur with the interferogram with strongest turbulent APS.
Once again, the best performance is provided by V-LMRTA.

Table 3.3: Performance of different correction methods for four selected interferograms.
Values in parentheses are relative error (|Corrected−Reference|/Reference).

Ifg. σ(0) Ifg phase
SD

Reference
phase SD

Corrected
phase SD

All phase
components

No stratified
component

Conventional
method

Unweighted
LMRTA

V-LMRTA

Ifg1 0.710 2.071 0.514 0.508 (1.17%) 0.509 (0.97%) 0.510 (0.78%)
Ifg2 1.574 1.834 1.546 1.761 (13.91%) 1.525 (1.36%) 1.530 (1.04%)
Ifg3 2.586 2.574 2.416 3.426 (41.81%) 2.482 (2.73%) 2.419 (0.12%)
Ifg4 3.310 3.235 2.547 3.491 (37.06%) 2.534 (0.51%) 2.535 (0.47%)

Finally, a statistical comparison is applied to a set of 135 simulated interferograms
with σ(0) ranging from 0.71 to 3.53. The results are shown in Table 3.4. For the cor-
rection with conventional method only 39% pairs have a relative error below 1.5% while
this rate increases dramatically to around 70% for both LMRTA. The number of pairs
with relative error above 5.0% decreases from the 44.4% obtained with the conventional
method to only 3.7% for both LMRTA. Meanwhile, the two LMRTA methods show a
similar statistical performance. Moreover, a scatter plot for the 135 simulated interfer-
ograms relating σ(0) and absolute SD error is shown in Fig. 3.6. It is clear that all the
three methods present similar performances in interferograms with mild turbulent com-
ponents. The better performance of LMRTA is evident in pairs with strong turbulent
contamination.

Table 3.4: Statistical comparison of different correction methods for all simulated interfer-
ograms in terms of relative error.

Correction performance Numbers (Percentage)
Relative error Conventional method Unweighted LMRTA V-LMRTA
0-1.5% 53 (39.3%) 95 (70.4%) 94 (69.6%)
1.5%-3.5% 10 (7.4%) 24 (17.8%) 26 (19.3%)
3.5%-5.0% 12 (8.9%) 11 (8.1%) 10 (7.4%)
Above 5.0% 60 (44.4%) 5 (3.7%) 5 (3.7%)
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Fig. 3.6. The scatter plot between σ(0) and absolute SD error for 135 interferograms with
conventional, unweighted LMRTA and V-LMRTA methods.
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3.3 Validation with real SAR data

3.3.1 Test site and data set

To demonstrate the performance of LMRTA on real data, Tenerife island (Spain, see
Fig. 3.7) has been selected as test site. Tenerife is a volcanic island, whose eruptive
system is dominated by the Las Canadas Caldera and the extinct Teide volcano. In
2004, a seismic crisis occurred in Tenerife, which produced surface gravity changes and
displacements [98–100]. It is worth to point out that in this test site, the topography
ranges from sea-level up to 3700 m. In such mountainous regions, the atmospheric artifacts
can be deeply correlated with the topography. In addition, over coastal areas, atmospheric
turbulences are usually strong [27], which can interfere the estimation of stratified APS
with conventional methods. Consequently, this region is a perfect scenario to evaluate the
correction capabilities of LMRTA. The dataset is composed by 55 Sentinel-1A satellite
images acquired in the period covering from 2014 to 2016. From the available images 99
differential interferograms, with perpendicular and temporal baselines shorter than 400m
and 70 days respectively, have been produced. All processing has been carried out with
SUBSIDENCE-GUI, the software implementation of CPT [20] developed at UPC.
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Fig. 3.7. Location of Canary Archipelago just off the southern coast of Morocco and map
of Tenerife Island. The red rectangle indicates the area of interest, centred on Teide.

By analysing the relationship between unwrapped phase and topography, it has been
found that 14 out of the 99 interferograms present strong phase artifacts linearly correlated
with topography. Fig. 3.8 shows 6 interferograms with different temporal and spatial
baselines. The labels indicate the acquisition dates of the master and slave images with the
format year-month-day (yyyymmdd). In order to exclude that the fringes were produced
by inaccuracies of the DEM used to remove topography, Fig. 3.9(a) shows a differential
interferogram with a moderate baseline with almost no fringes on the slopes of Teide.
Moreover, Fig. 3.9(b) shows a scatter plot of the spatial baseline and the number of
fringes of the interferograms. Clearly, the number of fringes is not correlated with the
spatial baseline. The performance of the proposed algorithm is assessed based on the
aforementioned 14 pairs.
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Fig. 3.8. Wrapped differential interferograms with strong topography-related APS.

3.3.2 Processing chain

The block diagram that summarizes LMRTA algorithm processing chain is shown in
Fig. 3.10. As it can be observed, there are three main steps. Firstly, a preliminary linear
model, which includes linear deformation and DEM error, is adjusted to the stack of multi-
looked differential interferograms to cancel, as much as possible, the influence of these two
phase components. Secondly, a weighted LMRTA model is adjusted to the residue phase
to model stratified APS. Weighting can be obtained either from the covariance matrix or
the pixels’ distances. For the former, phase unwrapping is necessary in order to estimate
the covariance matrix from the experimental variogram. In this thesis interferograms have
been unwrapped using SNAPHU [101]. For the latter, unwrapping can be skipped. Once
the topography correlated APS have been estimated with LMRTA, it can be removed
from the interferograms. CPT is then applied to the compensated interferograms, which
can be now at full-resolution, to determine the remaining velocity of deformation and
DEM error. In practice, the first low-resolution linear model adjustment is affected by

39



Chapter 3. Empirical model for tropospheric delay compensation

0

200

400

600

A
zi

m
ut

h

0 200 400 600

Range

20160111_20160123

Baseline = 36.8m

−3

−2

−1

0

1

2

3
(rad)

(a)

2

4

6

8

N
um

be
r 

of
 F

rin
ge

s

0 10 20 30 40 50

Spatial Baseline (m)

(b)

Fig. 3.9. (a) is the 20160111-20160123 differential interferogram. (b) is the relationship
between the number of fringes and spatial baseline.

Linear velocity 
and DEM error

Phase Model

Covariance 
Calculation

Phase 
unwrapping

Distances 
of links

Weighting 
strategy

Residues 
phase

LMRTA 
Model

Stratified APS 
estimation

Multi-looked 
Differential 

Interferograms

Multi-looked 
Differential 

Interferograms

Compensated Differential 
Interferograms

Coherent Pixel Technique (CPT)

Fig. 3.10. LMRTA diagram for atmospheric artifacts compensation.

40



3.3 - Validation with real SAR data

APS and the processing can be benefited by an iterative procedure, as shown in Fig. 3.10.
The iteration over the residues does not need to recalculate the covariance matrix as the
experimental variogram would not be reliable if residual phases were used. The iterative
procedure helps to better estimate the stratified APS and the linear terms.

3.3.3 Stratified atmospheric artifacts compensation

The performance of LMRTA is evaluated using Sentinel-1A data. Among all differential
interferograms, the pair (20151031-20151206) has been selected to visualize the behavior
of LMRTA. Firstly, pixels with coherence values higher than 0.7 from the multilooked,
5x25 (Azimuth x Range), interferograms are selected as PSs. The 15305 pixels selected
are linked using a Delaunay triangulation to generate the observation vector ∆φi,jobs. Then,
Eq. (3.6) is applied to calculate the empirical variogram, and after that the covariance ma-
trix using Eq. (3.8). Finally, conventional, unweighted LMRTA and V-LMRTA methods
are used to retrieve the model coefficients that better fit the observation vector ∆φi,jobs.

Fig. 3.11 presents the results using the different methods over the selected pair. In
detail, Fig. 3.11(a) is the original wrapped differential interferogram, where fringes are
strongly correlated with the topography. After the stratified APS compensation, wrapped
residual phases for conventional linear model, unweighted LMRTA and V-LMRTA are
shown in Fig. 3.11(b), Fig. 3.11(c) and Fig. 3.11(d) respectively. It is clear from the
residual fringes that the three methods are able to reduce the number of fringes to some
extent. To be specific, one evident fringe still exists in the residue after conventional
correction, while there are no apparent topographic related fringes in the residues from
both LMRTA, which produces visually almost identical results. The SD analysis on
the unwrapped residue phases in Section 3.3.4 shows that V-LMRTA performs better
than unweightedt LMRTA. Unwrapped phases for differential interferograms and phase
residues have been obtained with SNAPHU [101]. Subfigures in the second row of Fig. 3.11
show scatter plots of unwrapped phases and elevation of the selected PSs. It is clear from
Fig. 3.11(f) that the unwrapped phase of the original differential interferogram shows a
clear linear topographic trend. Conventional model and both LMRTA are able to correct
this trend. An inspection of the phase residues shows the better performance of LMRTA
compared with the conventional method, which still presents a residual linear trend as
seen in Fig. 3.11(g). The third row in Fig. 3.11 shows the unwrapped phases of PSs
over the radar brightness image. Once again, it is clear that LMRTA outperforms the
conventional method.
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3.3 - Validation with real SAR data

The model adjustment could be benefited of an iterative procedure, as shown in
Fig. 3.10, that would allow a refinement of the stratified APS estimation. The iterative
procedure has been evaluated with the three methods using, as example, two different in-
terferograms. The performance after each iteration is evaluated with the SD of the phase
residue. Fig. 3.12(a) shows the 20151031-20151206 case, in which the three methods al-
most converge after the first regression. After the second iteration there is no significant
improvement in the solution. As expected, V-LMRTA provides the solution with the
lowest SD. Conversely, Fig. 3.12(b) shows a situation in which the conventional method
diverges but unweighted LMRTA and V-LMRTA present identical performance as with
the previous case. It can be concluded that the iterative procedure can refine the solution
with just a single iteration and, in most of the cases, the marginal benefit obtained does
not compensate its computational cost.
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Fig. 3.12. SD of phase residues at each iteration. Red, magenta and blue represent con-
ventional, unweighted LMRTA and V-LMRTA respectively. (a) 20151031-20151206 interfer-
ogram, (b) 20150715-20150808 interferogram.

3.3.4 Validation with global meteorological reanalysis data

The proposed method is validated by comparing the phase delays estimated with those
obtained from GAM reanalysis data. ERA5 data has been selected for the validation as
it is a relative new generation of climate reanalysis data with better performances than
other datasets (e.g. ERA-interim, MERRA).

ERA5 is the fifth global ECMWF reanalysis product produced by Copernicus Climate
Change Service, providing estimates of temperature, pressure, humidity and geopotential
height along 37 pressure levels, with 31 km resolution. These reanalysis parameters are
hourly available covering the period from 1979 to present [45].

Based on the vertical profiles of temperature, pressure, and relative humidity on coarse
grid nodes provided by GAM, the refractivity index N can be calculated with an empirical
equation [102] at different height levels. Once the refractivity index N is computed, the
absolute phase delay can be obtained for each pixel of the interferogram by integration.
The integration of N along the LOS requires the interpolation of N at the required
locations and an external DEM to consider the local topography of each pixel. Details
on the derivation of tropospheric delays from the atmospheric reanalysis products are
described in [43, 46, 103]. In this Chapter, based on the idea of integrating atmospheric
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Chapter 3. Empirical model for tropospheric delay compensation

parameters along zenith direction in Python-based Atmospheric Phase Screen (PyAPS)
[43,46], an improved method calculating APS along LOS direction [104] has been used to
validate the algorithm. The improved method will be presented in Chapter 4 in detail.

Fig. 3.11(e), Fig. 3.11(j) and Fig. 3.11(o) show the wrapped phase residue, the scatter
plots of unwrapped phase residue versus elevation and the PSs unwrapped phase residue
over the radar brightness image after ERA5 APS compensation. Comparing ERA5 result
Fig. 3.11(j) with both LMRTA results Fig. 3.11(h) and Fig. 3.11(i), it can be observed
that they look very similar. Both LMRTA and ERA5 phase residues present a similar
magnitude and fluctuations around zero, despite the latter has a lower SD. This can be
explained by the fact that ERA5 can remove the turbulent APS to some extent. However,
phase residue from the conventional method (Fig. 3.11(g)) shows a linear trend, which is
not consistent with ERA5 result.

After applying a statistical analysis on PSs unwrapped phases obtained from each
method, it has been observed that unweighted LMRTA and V-LMRTA can reduce SD
from 13.02 to 3.425 and 2.95 rad respectively, while SD from the conventional method is
4.22 rad. With ERA5 method, SD is reduced to 3.141 rad, which is closer to the results
provided by V-LMRTA. The statistical comparison further validates that V-LMRTA
outperforms the conventional linear method.

3.3.5 Statistical analyses on all interferograms

Besides detailed analyses on the above specific interferogram, a statistical comparison of
original differential phases and phase residues using the different methods for 14 inter-
ferograms with significant stratified APS has been carried out. In the comparison, the
phase SD is used as a quality metric and ERA5 APS is used as reference. As it can be
seen from the original interferogram column in Table 3.5, phase SD values are large due
to the presence of strong atmospheric artifacts. After applying the different correction
methods, SD of the phase residues are listed for each one.

Interferogram 20151112-20151218 (Ifg4) has been selected as example for a detailed
analysis. Ifg4 was obtained from two images during the rainy season with a temporal
baseline of 36 days and spatial baseline of 20.5 m. As it can be seen from Fig. 3.8(c),
the wrapped phase exhibits a clear topography-related pattern that can be associated
to stratified APS. After applying the conventional correction method, the SD of phase
residue decreased a 51.0%, from 4.696 to 2.303 rad. Moreover, the residue can be reduced
up to 1.649 and 1.678 rad using unweighted LMRTA and V-LMRTA respectively. Both
LMRTA strategies produce similar results that are closer to the one provided by ERA5.

44



3.3 - Validation with real SAR data
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Chapter 3. Empirical model for tropospheric delay compensation

Another two interesting pairs (Ifg2 and Ifg13) show that SD phase residues even
increased after applying the conventional method, while the other methods can reduce
the phase residue to similar levels. It is believed that the poor correction performance
for the two pairs with the conventional method is caused by strong turbulent or local
atmospheric artifacts. Fig. 3.13 can further prove it. Fig. 3.13(a) shows the original
wrapped phase of Ifg2, from which it is clear that the turbulent atmospheric artifacts are
significant in area A. Fig. 3.13(b) shows the selected PSs used for estimating the stratified
APS for Ifg2. It can be seen that a large amount of pixels are selected in area A for the
calculation. A similar pattern can also be found in Ifg13. Fig. 3.13(c) and Fig. 3.13(d)
shows the original interferogram and selected PSs of Ifg13, respectively. For this pair,
many pixels in area B, C and D, where the interferogram suffers turbulent atmospheric
artifacts, are used for stratified APS estimation. Therefore, it can be concluded from the
two case studies that the conventional method may fail for stratified APS estimation when
turbulent atmospheric component is significant, while the proposed LMRTA method is
more robust than the conventional method.
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Fig. 3.13. Two case studies, 20150715-20150808 (Ifg2) and 20160709-20160826 (Ifg13).
(a) The original wrapped phase of Ifg2. (b) The selected PSs for APS estimation for Ifg2.
(c) The original wrapped phase of Ifg13. (d) The selected PSs for APS estimation for Ifg13.

For all pairs in Table 3.5 except Ifg1, LMRTA based methods show more SD reduction
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3.4 - Summary

than the conventional one. For Ifg1 case, the conventional method exhibits a correction of
51.5% compared with a 48.3% for the unweighted LMRTA and 46.7% for V-LMRTA, while
ERA5 based correction shows the worst performance, 35.9%. The comparison between
unweighted LMRTA and V-LMRTA shows that both produce comparable results in SD
reduction and, depending on the case, one may achieve a better reduction than the other.
The same idea can be applied to the ERA5 based compensation.

In all cases, both LMRTA strategies and ERA5 were able to reduce the APS but they
are not able to cancel it completely. For the former, the turbulent APS is not considered
in the linear model and thus it can not be compensated. For the latter, the coarse 30 km
grid of the atmospheric parameters makes that strong local atmospheric artifacts would
not be correctly modelled.

3.4 Summary

In this Chapter, a covariance weighted linear model for removing atmospheric artifacts
in mountainous areas has been presented. The proposed approach, LMRTA, includes an
improved linear model between stratified APS and topography based on phase differences
among selected pixels, PSs, that reduces the impact of turbulent atmosphere. All selected
pixels are related using a Delaunay triangulation. The model adjustment step also con-
siders a weighting strategy that minimizes the effect of those arcs between pixels affected
by turbulent atmosphere. The weights can be obtained either from the spatial covariance
matrix derived from the empirical variogram or simply penalizing the longer links that
are prone to be affected by turbulent APS. The performance of this technique has been
verified with simulated data and Sentinel-1A SAR data of Tenerife island.

One important feature of the proposed algorithm is that topography related APS can
be estimated from interferograms with no need of any auxiliary data, except a DEM.
Besides, a distinctive advantage of the proposed approach is its robustness in situations
where the interferogram contains turbulent APS or spatially low-pass deformation. The
spatial covariance matrix, which characterises turbulent APS, is estimated from the in-
terferogram itself. With the usage of covariance as a weighting strategy in the improved
model, the influence of turbulent component can be reduced. As sometimes the estimation
of the covariance matrix can be time consuming or prone to errors for heavily decorrelated
interferograms, the weighting can also be established using the pixel’s distance of each
arc. Shorter arcs are considered to be more reliable in the model adjustment than longer
ones.

Both simulated and real data have shown than LMRTA approach can robustly estimate
the stratified atmosphere in presence of turbulent one and, partially, compensate APS in
the interferograms. It is important to highlight the good agreement between LMRTA
results and ERA5 based APS.

Further investigations will focus on more accurate variance-covariance matrix estima-
tion, which is a critical step to characterise turbulent APS conditions.
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Chapter 44
Tropospheric delay

mitigation using global
weather forecast models

The improved empirical linear model has been proved to be effective for correcting linear
correlated atmospheric artifacts over mountainous regions in Chapter 3. However, in
situations where the stratified APS is not correlated to topography with a model, no
matter how advanced the model is, it definitely cannot lead to a correct APS mitigation.
Trying to propose more suitable models, such as a power-law model, or a self-adaptive
model is always challenging. As the global weather forecast models, such as ERA5,
MERRA2 datasets, are available globally, they provide an alternative way to mitigate
atmospheric artifacts. Previous studies [43, 46, 49] conducted by other researchers have
demonstrated its feasibility for APS compensation. Although most attempts calculate the
phase delays by integrating atmospheric parameters along zenith direction, which is in
fact an approximation, a promising compensation can be achieved in some cases. In this
Chapter, a realistic integration strategy along LOS direction has been used for estimating
atmospheric artifacts based on global reanalysis data. Section 4.1 describes drawbacks of
conventional zenith method and the improvements of the direct LOS method. Section 4.2
gives a description of the test sites, datasets. In Section 4.3, Section 4.4 and Section 4.5
the algorithm validation and applications have been carried out in three different test sites,
emphasizing the comparison between zenith and LOS method. Finally, in Section 4.6,
the performance of different global reanalysis data for APS mitigation has been studied.
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Chapter 4. Tropospheric delay mitigation using global weather forecast models

4.1 Methodology

4.1.1 Traditional methods based on global atmospheric models

Variations of temperature, pressure and humidity in the troposphere make the refractivity
index, N , to be not constant. It is well known that APS is caused by the velocity change
of electromagnetic waves, and it is linearly dependent on N , when passing through the
troposphere along the LOS direction. The tropospheric medium is mainly made up of
a wet component (water vapor) and a dry (hydrostatic) component, so the refractivity
index N includes both. Ndry depends on the partial pressure of dry air, P , while Nwet
depends on the water vapour partial pressure, e. Both refractivity components depend
on the temperature, T . The relation of N and the different atmospheric parameters can
be expressed as: [102]

N(T, P, e) = k1
P

T
+ k2

e

T
+ k3

e

T 2

= Ndry +Nwet

(4.1)

Where k1 = 0.776KPa−1, k2 = 0.716KPa−1, and k3 = 3.75e3K2Pa−1.
The atmospheric phase delay term, φatm, of a two-way travelling path between two

points, ~r1 and ~r2, is proportional to the integration of the total refractivity N(T, P, e)
along the line joining them:

φatm = −4π
λ

10−6
∫ ~r2

~r1

[Ndry(~r) +Nwet(~r)]d~r = −4π
λ

10−6
∫ ~rsat

~rground

[Ndry(~r) +Nwet(~r)]d~r

(4.2)
Where λ is the radar wavelength. For an orbital SAR image, ~r2 will be the location of
the satellite when the image was acquired, ~rsat, and ~r1 will be the ground location of the
pixel for which the atmospheric artifacts are calculated, ~rground. For an interferogram,
the differential atmospheric delay ∆φatm is the difference between both acquisitions.

With Eq. (4.2), APS correction methods based on meteorological models can calculate
phase delays by using atmospheric parameters from local or global weather models. Global
and regional atmospheric reanalysis data provide atmospheric variables of temperature,
geopotential height, pressure and humidity with relatively high temporal and spatial
resolution. To calculate phase delays from these data, for each grid point, the geopotential
variable is first converted to a regular vertical metric grid parameter, the geopotential
height. Atmospheric parameters are then interpolated from pressure levels to altitude
levels based on the geopotential height parameter.

The different methods found in the literature [40, 41, 43, 46, 49] determine the at-
mospheric phase delays with an approximation. Instead of integrating along the LOS
direction with Eq. (4.2), the phase delays are calculated by integrating along the zenith
one. So Eq. (4.2) becomes Eq. (4.3),

φatm = −4π
λ

10−6

cos(θ)

∫ htop

hground

[Ndry(h) +Nwet(h)]dh (4.3)

Where θ is the local incidence angle (derived from the LOS direction), hground the height
of the ground location and htop the maximum zenithal height.
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4.1 - Methodology

Once atmospheric phase delays are integrated along a zenithal path on the grid points
using Eq. (4.3), a cubic spline interpolation in the vertical direction and a bilinear in-
terpolation in the horizontal one are performed to obtain the phase delays for the entire
SAR scene from the sparse grid points. Once having the ZTD along the vertical direction,
the cosine of the incidence angle is accounted for back-projecting the result to the LOS
direction. The effectiveness of the compound method is validated in several geographic
and tectonic settings [40,41,43,49].

4.1.2 Drawbacks of the zenith total delay approach

The way of converting delay from zenithal path to LOS is to divide it by a factor, cosθ,
that depends on the local incidence angle, θ, under the assumption that the atmosphere
is isotropic. In reality, this is not always true as the atmosphere is a dynamically com-
plex system which is rarely isotropic in nature. Fig. 4.1 provides a simple example to
illustrate the heterogeneity of the atmosphere. The cloud located in vortex P clearly
affects the path along LOS while it is not present in the zenithal path. So the projec-
tion of the zenithal delay is not a good approximation of the LOS delay. In practice,
water vapour, pressure and temperature parameters can change spatially under naturally
chaotic weather conditions making isotropic assumption unacceptable.

Satellite

Ground point

☁P

Grid points

Points along LOS

⃗LOS ⃗ZTD

θ

Fig. 4.1. An example of realistic atmospheric heterogeneities along the LOS path. The
cloud clearly affects on the LOS directional but not in the zenithal one.

Besides, the new generation of SAR satellites can operate TOPS acquisition mode,
such as Sentinel-1 and TerraSAR-X. TOPS employs a rotation of the antenna in both
along track and cross track directions. Consequently, incidence angle varies in a relatively
large range when compared with using conventional stripmap mode. Fig. 4.2 shows
Interferometric Wide Swath (IW) and Extra Wide Swath (EW) modes of Sentinel-1,
which are implemented as three and five subswaths TOPS SAR modes. The incidence
angle range for IW and EW is 29.1◦ - 46.0◦ and 18.9◦ - 47.0◦, respectively [105]. Hence
atmospheric heterogeneity along zenithal and LOS direction occurs with high probability
in such a big incidence angle. Consequently, the projection of ZTD to LOS delays is not
a reliable approach.
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Height:
 ~700km

IW1

IW3

IW1

IW5

Flight Direction

Incidence
 angle

IW mode EW mode

Fig. 4.2. Sentinel-1 IW and EW acquisition modes. Incidence angle varies in a relative big
range.

4.1.3 Precise LOS phase delay calculation

In order to avoid possible errors caused by the approximation in Z-LOS method, the tro-
pospheric delays actually can be estimated more accurately by integrating the refractivity
along the LOS direction using Eq. (4.2).

The steps of the D-LOS algorithm are the following:
1) Determination of the sampling locations along the LOS path
The locations of both ground points and zero-Doppler satellite locations are expressed

in Cartesian coordinates using the World Geodetic System 1984 (WGS84) ellipsoid with
ellipsoidal heights, see the geometry in Fig. 4.3. For a general point, firstly, the three di-
mensional Cartesian coordinates for the ground-range point ~rground and its corresponding
satellite zero-Doppler location ~rsat are determined. An external DEM is back-projected
to slant-range coordinates using the precise orbits to determine for each pixel of the im-
age its corresponding geodetic coordinates. The LOS vector, −−−→LOS, is calculated from the
Cartesian coordinates of the ground point and the satellite,

−−−→
LOS = ~rsat − ~rground (4.4)

After calculating the LOS vector, the direction vector ûLOS , which describes the LOS
direction, is calculated from the unit vector

ûLOS =
−−−→
LOS

‖
−−−→
LOS‖

= [ûx, ûy, ûz] (4.5)

Once the direction vector is determined, the coordinates (Pix, Piy, Piz) for any arbitrary
point Pi along LOS can be easily obtained. The required sampling, ∆LOS, depends on
the resolution of the available GAM data. In practice, for an efficient computation and
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z

x

yo

Satellite
S

G

Pi

Earth surface

⃗rsat

⃗rgrou nd

⃗LOS

Fig. 4.3. Geometry of LOS path in Cartesian coordinate system.

with no loss of reliability a LOS spatial sampling of 200 m has been set.

Pix = Gx + (∆LOS · i)ûx
Piy = Gy + (∆LOS · i)ûy
Piz = Gz + (∆LOS · i)ûz

(4.6)

with i an integer.
With the above equations, locations along LOS for each ground-range point can be

determined. After that, an interpolation strategy is designed to obtain the atmospheric
parameters on these locations from the available GAM data.

2) Interpolation of atmospheric parameters
What GAM datasets provide are a grid in geographic coordinates of meteorological

parameters, which include pressure, temperature and humidity. For example, with ERA5
data, sampling values of the grids are 37 pressure levels in altitude and 31 km in horizontal.
In order to obtain the required finer spatial sampling of the atmospheric state parameters
on the desired locations, a cubic spline interpolation along the vertical direction and a
bilinear interpolation in the horizontal plane are utilized. Additionally, as refractivity
N above a reference elevation is relatively stable, locations with elevations higher than
a specific threshold can be considered negligible. The determination of the reference
elevation is discussed in Section 4.3.1.

When dealing with the vertical interpolation, the atmospheric parameters need to be
interpolated with the same datum of the DEM, WGS84 in this paper. The different height
types, geoidal or ellipsoidal, and all geodetic datums should be taken into consideration.
One parameter included in GAM data is the geopotential, Φ(h), which is widely used in
the meteorology community. It can be easily converted to geopotential height, Hp, simply
dividing by the gravity constant at mean sea level, g,

Hp = Φ(h)
g

(4.7)
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Chapter 4. Tropospheric delay mitigation using global weather forecast models

Then, the geometric altitude Hg referring Earth’s mean sea level is a function of the
geopotential altitude Hp:

Hg = EHp

E −Hp
(4.8)

in which E is the Earth radius. Finally, as the DEM used considers ellipsoid heights, the
ellipsoid altitude He is obtained by adding the geoid height N obtained from the Earth
Gravitational Model 1996 (EGM96) geopotential model.

He = Hg +N (4.9)

Once all altitudes are ellipsoidal referred to the WGS84 datum, the atmospheric parame-
ters can be interpolated along the vertical direction. It has to be noticed that the precise
orbits of the satellites are also in Cartesian coordinates referred to WGS84 and so all
calculations are unified to the same framework.

4.2 Test sites, ERA5 dataset and SAR data processing

4.2.1 Tenerife island, Spain

Tenerife island is situated in the Atlantic Ocean opposite the northwestern coast of Africa.
It is a rugged and volcanic island sculpted by successive eruptions throughout its history.
Fig. 4.4a shows the location of the test site. The center of the island is dominated by the
volcano Teide. With an elevation of 3718 m above sea level it is the third largest volcano
in the world. A total of 15 eruptions have been historically recorded on the island [106].
Among various geodetic monitoring tools spread on this island, InSAR techniques have
demonstrated its capacity for volcano monitoring purposes [107–109]. However, as the
topography variation (from sea level to 3718 m) on Tenerife is significant jointly with
the proximity of the sea, most differential interferograms are affected by both stratified
and turbulent atmospheric artifacts. The work in [110] applied a method using the WRF
model [111] to mitigate atmospheric effects, but without considering the realistic phase
delay calculation along LOS. Their results show WRF as a promising tool for APS
mitigation while failing at anisotropic atmospheric situations.
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Chapter 4. Tropospheric delay mitigation using global weather forecast models

4.2.2 Crete, Greece

The island of Crete is located in the Eastern Mediterranean (Fig. 4.4), which lies within
the outer fore-arc of the largest and most active subduction zone in Europe. PSI tech-
niques have been explored to detect the active vertical surface deformation patterns across
Crete [112]. However, its offshore location and significant topography incur atmospheric
artifacts which need to be considered. Previous study [103] showed that Crete is an ideal
study area, because it represents a complicated set of tropospheric conditions involving
maritime-terrestrial heating and moisture contrasts combined with extensive topograph-
ical variations.

4.2.3 Almeŕıa, Spain

Almeŕıa basin lies in one of the most arid parts of Europe, receiving an average rain-
fall of only 250 mm per year [113]. Given historical patterns of agricultural and urban
development, the water demand has been largely supplied from ground water, leading
to the situation of water overexploitation. Consequently, Almeŕıa basin suffers ground
subsidence induced by aquifer exploitation. PSI has become the optimum technique for
periodically monitoring subsidence. A study from [113] by using DInSAR revealed that
between 2003 and 2009, this region suffered a subsidence rate ranging from 1.7 to 5
mm/year. Unfortunately, interferograms in this area are also vulnerable to APS contam-
ination due to the strong topography and its coastal location (Fig. 4.4c), which may lead
to unreliable estimations of subsidence patterns and values.

4.2.4 ERA5

In this thesis, the advanced D-LOS algorithm is validated using ERA5 dataset, which is
a global atmospheric reanalysis product provided by the ECMWF. ERA5 is the latest
generation of atmospheric reanalysis data after ERA-Interim generated using Copernicus
Climate Change Service Information [45]. This product covers the period from 1979 to
present as ERA-Interim covers. Compared with the 6 hours temporal and 79 km spatial
sampling of ERA-Interim data, ERA5 provides a much higher resolution in both time
and space. Hourly reanalysis data is available at a horizontal resolution of 31 km with
ERA5 data. The higher temporal resolution minimizes the errors due to the time dif-
ference between SAR acquisition and meteorological data. The nearest ERA5 data to
the SAR images acquisition times are selected. Another advantage of ERA5 data is that
uncertainty estimates for all parameters are available at 3-hour intervals and at a hor-
izontal resolution of 62 km. The uncertainties can be used as reliability weights when
interpolating the atmospheric parameters, as well as potentially applied to evaluate the
trustworthiness of the calculated APS maps.

4.2.5 SAR datasets and data processing

The performance of Z-LOS and D-LOS algorithms are evaluated based on Sentinel-1
SAR datasets from the ESA. In the three test sites, the selected SAR images are ac-
quired under complex weather conditions from different seasons in order to validate the
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4.3 - Algorithm validation in Tenerife island

general applicability of the corrections. Differential interferograms were generated using
SUBSIDENCE-GUI software, developed by UPC [20], with USGS SRTM DEMs and pre-
cise orbits from Copernicus POD Service to remove topographic phase components. All
differential interferograms have been unwrapped using the SNAPHU package [114].

4.3 Algorithm validation in Tenerife island

The D-LOS algorithm is being validated demonstratively in Tenerife island using Sentinel-
1 and ERA5 data, with explicit comparison with Z-LOS. The SAR images in Tenerife are
acquired at 07:02 in the morning, very close to the hourly ERA5 reanalysis data. The
atmospheric conditions between SAR images and ERA5 data are assumed functionally
simultaneous, as each are separated by only two minutes.

4.3.1 Implementation of the improved method

1) Cubic spline interpolation of atmospheric parameters
Although ECMWF provides 37 pressure levels reanalysis data higher than 40 km

above the sea level, in practice beyond a certain elevation the parameters can be con-
sidered constant. A cubic spline interpolation is applied on grid points from sea level to
a reference elevation for the temperature, the pressure and the relative humidity along
the vertical direction. Fig. 4.5 visualizes the vertical interpolation results for different
parameters at the grid point A (see Fig. 4.4a). It is clear that the curves for all pa-
rameters are smooth, with no abrupt changes, and so the cubic spline interpolation is
adequate. The interpolation results at the point A represent a general situation of the
low-pass behaviour of the parameters. The interpolated data along the vertical direction
will further provide input data for the horizontal interpolation on the desired locations
along the LOS direction.

2) Maximum altitude determination
As mentioned above, refractivity of tropospheric changes in both temporal and spatial

domains. However, since the interferometric phase is the pixel-wise difference between
two SAR acquisitions, the atmospheric delays depend on the refractivity variations rather
than their singly imaged absolute values. Other meteorological measuring tools such as
sounding measurements provide detailed vertical profile of atmospheric state. The work
in [16] analysed radiosonde data in De Bilt, the Netherlands, and found that the variability
of the refractivity above 5 km can be considered negligible. The work in [43] assumed
negligible effects of atmospheric stratification above 30 km. The work in [30] studied
weather balloon data and found that relative delays above 7-13 km height do not differ
significantly. In the Tenerife island case and for grid point A, 153 relative phase delays
obtained from all possible combinations of 18 ERA5 data from different days are displayed
as a scatter plot in Fig. 4.6. It can be clearly seen that the relative phase delays converge
to zero with the increasing of altitude. In order to optimize the integration of refractivity
along the LOS direction it is not necessary to consider all elevations but only those that
affect the relative phase delays. The maximum altitude to consider, htop, can be set to
those for which the standard deviation of the relative delays is smaller than 1 rad. The
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Fig. 4.5. Spline interpolation for temperature, pressure and water vapour pressure along
the vertical direction.

maximum altitude value to be considered in the integration for the Tenerife case can be
set to 28 km.

Fig. 4.6. Relative tropospheric phase delay along vertical direction. The darker the color
is, the more the scatters overlap.
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4.3.2 Tenerife island case study analysis

In order to reduce as much as possible the phase contributions caused by DEM inaccu-
racies and deformation in the interferometric phase, the spatial perpendicular baselines
and temporal baselines have been limited to be less than 50 m and 36 days, respectively.
In addition, as it can be seen in Table 4.1, the interferograms are all made from two
acquisitions covering two consecutive months to minimize the temporal baseline and, at
the same time, maximize the phase quality. The one year time span also guarantees a
diversity of climate and weather conditions. Fig. 4.7 shows all the selected differential
interferograms covering the period from September 2015 to September 2016. At a first
glance the phases are strongly correlated with topography. This phase pattern can also
be caused either by errors on the DEM or the orbital information. In order to exclude
this factor, the relationship between the number of fringes and the spatial baseline has
been analysed. Fig. 4.8 shows a scatter plot of the interferograms, in which it is evident
that the number of fringes does not follow a linear trend with the spatial baselines.

Table 4.1: Statistical comparison of different mitigation methods for 12 Sentinel-1 inter-
ferograms used over the Tenerife island. Values in parentheses are correction percentage
(Original-Residual)/Original.

Ifg. SLC1 SLC2 Baseline Phase SD
Original Z-LOS residual D-LOS residual

Ifg1 25/09/2015 07/10/2015 18.2 m 5.32 3.57 (33%) 1.94 (64%)
Ifg2 07/10/2015 12/11/2015 -29.7 m 5.66 2.89 (49%) 2.54 (55%)
Ifg3 12/11/2015 18/12/2015 20.5 m 4.59 2.44 (47%) 1.65 (64%)
Ifg4 06/12/2015 11/01/2016 -14.1 m 5.99 1.75 (71%) 1.40 (77%)
Ifg5 23/01/2016 04/02/2016 10.6 m 4.23 3.30 (22%) 2.75 (35%)
Ifg6 28/02/2016 11/03/2016 20.0 m 4.15 2.36 (43%) 2.14 (48%)
Ifg7 11/03/2016 16/04/2016 -11.6 m 3.74 2.39 (36%) 2.04 (45%)
Ifg8 04/04/2016 10/05/2016 44.9 m 4.01 3.25 (19%) 2.47 (38%)
Ifg9 10/05/2016 15/06/2016 -12.2 m 2.98 3.62 (-) 2.30 (23%)
Ifg10 15/06/2016 09/07/2016 19.9 m 3.46 2.97 (14%) 2.37 (32%)
Ifg11 21/07/2016 14/08/2016 17.5 m 6.79 3.83 (44%) 2.62 (61%)
Ifg12 26/08/2016 07/09/2016 21.7 m 6.62 4.85 (27%) 2.64 (60%)
Mean (37%) (50%)

To underscore the complexity of atmospheric artifacts in Tenerife, a scatter plot re-
lating height and unwrapped original phase of 105,137 selected PSs for interferogram
20160721-20160814 (Ifg11) is shown in Fig. 4.9(f). From the scatter plot, it is clear that
there is no strict linear or apparent power-law correlation between atmospheric artifacts
and topography, therefore correction methods based on empirical models may fail for
interferograms having similar characteristics as this one.

Fig. 4.9 shows the correction results of Ifg11 by using different methods, in which
the first row presents the original interferogram, the predicted APSs and its correspond-
ing residuals. The unwrapped phase-elevation scatter plots are shown in the second
row. Atmospheric artifacts can be clearly seen in the unwrapped original interferogram
(Fig. 4.9(a)), with phase patterns increasing from coast (low elevation) towards the center
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Chapter 4. Tropospheric delay mitigation using global weather forecast models

of the area (top of the mountain). The short temporal baseline also ensures that the phase
disturbances due to localized terrain deformation are extremely small and therefore do
not affect the analysis of the overall behavior of the atmospheric compensation.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

−3 −2 −1 0 1 2 3
rad

Fig. 4.7. Original wrapped differential interferograms covering one entire year over Tenerife
island, Spain. Each interferogram connects two consecutive months. Detailed temporal and
spatial baselines information for each interferogram can be found in Table 4.1.
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Chapter 4. Tropospheric delay mitigation using global weather forecast models

With the traditional zenith to LOS method (Z-LOS), i.e., zenith path delay is first
calculated and then back-projected to LOS divided by a factor cosθ, APS can be mitigated
to some extent. Fig. 4.9(b) and Fig. 4.9(c) show the estimated Z-LOS APS and its residual
phase after APS correction, respectively. From the predicted APS, a similar delay trend
is observed across the whole interferogram. After correcting with Z-LOS delays, long-
wavelength tropospheric delays can be removed. As it can be seen from the residual
phase, the phase dispersion has been reduced. But Z-LOS method fails in places where the
topography changes abruptly. As a result, the residual phase (Fig. 4.9(c)) exhibits a large
variation around the top of the mountain and a significant residual phase appears along the
SW to NE direction in the middle of the interferogram. Besides, the corresponding phase-
elevation scatter plots of predicted APS (Fig. 4.9(g)) and residual phase (Fig. 4.9(h)) also
prove the limitations of Z-LOS method estimating delays, especially at elevations between
2000 m and 3700 m, where the phases vary significantly. Looking at the residual phase-
elevation plots (Fig. 4.9(h)), phases fluctuate around zero, but with a wide variation.
From the statistical point of view, the Z-LOS method reduces for this particular case the
SD from 6.79 to 3.83 rad.

With the D-LOS method, both predicted APS and residual phase show a better per-
formance when compared with Z-LOS. Specifically, D-LOS predicted APS presents a very
similar phase pattern with the original interferogram in terms of magnitude and location,
especially at the center of the interferogram. The uniformity of the residual phase in
Fig. 4.9(e) further demonstrates its excellent performance. Compared with the Z-LOS
results, the residual interferogram presents a smaller phase dispersion. The clear im-
provement can also be seen when comparing the estimated APS phase-elevation scatter
plots (Fig. 4.9(i)) with the original one (Fig. 4.9(f)) as they both show an almost identical
trend. A further inspection of the phase residues in Fig. 4.9(j) shows that the residual
phases are distributed around zero with a narrow variation. After applying the D-LOS
correction the SD is being reduced by a 61%, down to 2.62 rad.

4.3.3 Statistics analyses

To evaluate whether the improvements shown in the above case can also be achieved in a
more general situation, statistical analyses of 12 short temporal baseline interferograms
in Tenerife covering an entire year have been carried out. In Table 4.1, the Original
column shows large phase SD for each differential interferogram, due to strong APS
contamination. After applying the Z-LOS correction method, all interferograms except
Ifg9 present a phase SD reduction. For Ifg9, the SD even increased from 2.98 to 3.62
rad. In other words, the Z-LOS method cannot correct the APS properly in this specific
case. In the best case (Ifg4), the Z-LOS approach achieved a 71% SD reduction. On the
other side, the D-LOS method performance is comprehensively better than the Z-LOS
method. For all pairs, D-LOS can achieve a considerable SD reduction. The best case
occurs in Ifg4, reducing the SD a 77% from 5.99 to 1.40 rad, while even in the worst case
(Ifg9), it provides a 23% reduction. The statistical SD values of Original, Z-LOS residual
and D-LOS residual in Table 4.1 are visualized in Fig. 4.10. Once again, it is clear that
both Z-LOS and D-LOS can mitigate APS delay, but D-LOS consistently outperforms
the Z-LOS approach.
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rected from Z-LOS method (blue bars) and residual phases after D-LOS correction (green
bars) on all the 12 pairs in Tenerife.

4.4 Application for Crete, Greece

In Crete, strong variation of topography and an extensive coastline is prone to suffering
tropospheric phase delays. From the one year dataset of Sentinel-1 images, eight represen-
tative interferograms, each one covering two consecutive months (see Table 4.2) have been
generated. They represent almost one year of climate conditions except the period from
December to March. The interferograms from December to March have been discarded as
the area was affected by snow on the Lefka Ori mountain, making the differential phases
useless. It is also noted that in this area the time difference between Sentinel-1 acqui-
sition and ERA5 reanalysis is 24 minutes. It is acceptable compared with other global
reanalysis data (e.g. ERA-Interim, MERRA) with 6 hours interval.

Table 4.2: Statistical comparison of different mitigation methods for 8 Sentinel-1 interfer-
ograms used in Crete, Greece. Values in parentheses are correction percentage (Original-
Residual)/Original.

Ifg. SLC1 SLC2 Baseline Phase SD
Original Z-LOS residual D-LOS residual

Ifg1 24/04/2017 06/05/2017 -15.8 m 5.12 3.30 (36%) 1.31 (74%)
Ifg2 06/05/2017 11/06/2017 -21.6 m 4.20 2.17 (48%) 2.08 (50%)
Ifg3 11/06/2017 29/07/2017 40.9 m 4.04 3.82 (5%) 3.43 (15%)
Ifg4 17/07/2017 22/08/2017 -52.8 m 5.14 4.78 (7%) 4.33 (16%)
Ifg5 22/08/2017 03/09/2017 -28.1 m 4.66 4.17 (11%) 3.12 (33%)
Ifg6 27/09/2017 09/10/2017 -37.4 m 4.80 3.69 (23%) 2.89 (40%)
Ifg7 21/10/2017 02/11/2017 -12.8 m 5.63 4.13 (27%) 3.01 (47%)
Ifg8 26/11/2017 08/12/2017 44.0 m 2.88 2.34 (19%) 2.07 (28%)
Mean (22%) (38%)
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In Fig. 4.11 one interferogram (Ifg8), formed from two acquisitions during the wet sea-
son, is selected to illustrate the performance of the D-LOS algorithm. The short temporal
and spatial baseline preclude deformation and DEM phase errors, so the primary phase
component can be considered as atmospheric artifacts in the original unwrapped inter-
ferogram (Fig. 4.11(a)). The main visible feature is the phase trend from low elevations
to the top of the mountains. This feature is more visible looking at the phase-elevation
scatter plots in Fig. 4.11(f).

With the Z-LOS method, this feature can be partly estimated (Fig. 4.11(b)) and so
the dominant trend can be removed with the correction, as it can be seen in Fig. 4.11(c).
However, paying attention to certain areas the Z-LOS method has over-predicted the
tropospheric delay locally. The scatter plots of Z-LOS predicted and corrected phases
shown in Fig. 4.11(g) and Fig. 4.11(h) further prove this. From these plots, it is clear
that the Z-LOS predicted phase delay shows a large variance, producing relatively large
fluctuations in the residual phases. Statistically, the phase SD is reduced a 19% from 2.88
to 2.34 rad.

With the D-LOS algorithm, the patterns of predicted APS in Fig. 4.11(d) show a
good correspondence with the original interferogram, both in location as well as ampli-
tude. The D-LOS corrected interferogram (Fig. 4.11(e)) shows relatively small phase
values, fluctuating around zero. The observed D-LOS phase-elevation pattern shown in
Fig. 4.11(i) matches the features of the original interferogram. Additionally, it is impor-
tant to highlight the smaller variance in the residual phase compared with the Z-LOS
one. The good correspondence between original interferogram and D-LOS prediction is
also confirmed by a significant SD reduction in the phase residues, a 28% from 2.88 to
2.07 rad.

Additionally, statistical analyses for all eight interferograms have been carried out and
listed in Table 4.2. In this test site, both Z-LOS and D-LOS methods can achieve variance
reductions for all interferograms. Moreover, once again the D-LOS algorithm outperforms
the Z-LOS approach for each individual pair in terms of SD reduction. For Z-LOS, the
best correction case is achieved for Ifg2, showing a 48% variance reduction. While Ifg1 is
the best case for D-LOS, where the phase SD is reduced a 74%. For both methods, the
worst correction is for Ifg3, with reductions of 5% and 15% respectively. Fig. 4.12 shows
graphically the performance of both methods detailed in Table 4.2.
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Fig. 4.12. SD comparison of original interferograms (magenta bars), residual phases cor-
rected from Z-LOS method (blue bars) and residual phases after D-LOS correction (green
bars) on all the 8 pairs in Crete.

4.5 Application for Almeŕıa, Spain

Almeŕıa is a region located in the southeast of the Iberian Peninsula. Its southeast coast-
line opens to western Mediterranean Sea, while its interior northwest is mountainous. It
is interesting to highlight that, in the center of the study area, there is a basin surrounded
by mountains, so the atmospheric conditions were expected to be complicated due to the
Mediterranean climate and the presence of mountains. To evaluate the performance of
APS correction, twelve interferograms covering one year with short temporal spans are
selected in this test site. Among them, the pair 20171031-20171124 (Ifg11) is explicitly
analysed as a typical example (Fig. 4.13).

The time difference between ERA5 and Sentinel-1 acquisition is less than 10 minutes in
this case. Again, it can be assumed that the atmospheric conditions would be very similar
in such a short time difference. Fig. 4.13(a) shows how the differential interferometric
phase due to the atmospheric artifacts is strongly correlated with the topography. The
Z-LOS predicted phase, shown in Fig. 4.13(b), is able to partially retrieve the trend of the
original interferogram, especially in the flat areas, but it fails at some of the mountainous
locales. The bad performance of the estimated APS is better highlighted with the residual
phases shown in Fig. 4.13(c). The phase SD is reduced only a 8%, from 2.54 to 2.33 rad
with the Z-LOS correction. A significant improvement in the performance can be observed
with the D-LOS approach. Specifically, the D-LOS prediction shown in Fig. 4.13(d)
exhibits a very similar phase pattern with the original one in terms of the shape and
amplitude. As Fig. 4.13(e) shows, the tropospheric delays all-over the interferogram have
been reduced except in some localized areas located near the top of some mountains.
With the D-LOS method, the phase SD is reduced a 39% to 1.79 rad.
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Chapter 4. Tropospheric delay mitigation using global weather forecast models

Both methods have been applied to the all the interferograms and the performance
results are listed in Table 4.3 and graphically illustrated in Fig. 4.14. It is clear from
Fig. 4.14 that, for most interferograms, the Z-LOS mitigation has reduced the tropospheric
delays, except for Ifg3 and Ifg7. For these two cases, the SD values actually have been
increased. After correcting with the D-LOS method, all interferograms show an obvious
SD reduction. Overall, compared with the average 14% mitigation achieved by the Z-LOS
method, the D-LOS algorithm is able to achieve a 29% reduction on average.

Table 4.3: Statistical comparison of different mitigation methods for 12 Sentinel-1 interfer-
ograms used in Almeŕıa, Spain. Values in parentheses are correction percentage (Original-
Residual)/Original.

Ifg. SLC1 SLC2 Baseline Phase SD
Original Z-LOS residual D-LOS residual

Ifg1 17/12/2016 10/01/2017 81.5 m 4.19 4.09 (2%) 3.52 (16%)
Ifg2 22/01/2017 27/02/2017 -43.1 m 4.13 3.81 (8%) 3.46 (16%)
Ifg3 27/02/2017 11/03/2017 28.4 m 5.38 6.28 (-) 3.29 (39%)
Ifg4 11/03/2017 28/04/2017 -12.4 m 5.13 4.28 (17%) 3.86 (25%)
Ifg5 04/04/2017 10/05/2017 -14.1 m 4.37 4.01 (8%) 3.68 (16%)
Ifg6 28/05/2017 09/06/2017 33.8 m 5.93 4.23 (29%) 3.25 (45%)
Ifg7 09/06/2017 03/07/2017 -31.8 m 4.60 5.20 (-) 3.22 (30%)
Ifg8 27/07/2017 08/08/2017 -19.4 m 6.12 4.71 (23%) 3.54 (42%)
Ifg9 08/08/2017 01/09/2017 43.0 m 7.53 6.97 (7%) 5.52 (27%)
Ifg10 01/09/2017 07/10/2017 -25.3 m 4.66 3.50 (25%) 3.17 (32%)
Ifg11 31/10/2017 24/11/2017 22.3 m 2.95 2.71 (8%) 1.79 (39%)
Ifg12 12/11/2017 06/12/2017 -49.5 m 2.54 2.33 (8%) 2.00 (21%)
Mean (14%) (29%)
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Fig. 4.14. SD comparison of original interferograms (magenta bars), residual phases cor-
rected from Z-LOS method (blue bars) and residual phases after D-LOS correction (green
bars) on all the 12 pairs in Almeŕıa.
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4.6 - Comparison of different global atmospheric models

4.6 Comparison of different global atmospheric mod-
els

The improvements of D-LOS correction method compared with Z-LOS based method have
been validated in the above sections using ERA5 pressure levels data. Nowadays, besides
ERA5 global reanalysis data, other global weather forecast models, which are developed
by different institutions and designed for variety of climate applications, are also available
for public use. On account of different mathematical models are used in those global
numerical prediction models, the reanalysed weather forecast data can be distinct from
one model to the others. Thus, it is interesting to explore the capability of those reanalysis
data for mitigating APS application. In this Section, with D-LOS calculation algorithm,
the performance of using different global weather forecast datasets (ERA-Interim, ERA5
and MERRA2) to correct APS for InSAR are evaluated and discussed in the three test
sites.

4.6.1 ERA-Interim

The ERA-Interim is a global atmospheric reanalysis data produced by the ECMWF, which
was started from 2006 and was maintained until the end of 2018. ERA-Interim is based
on IFS release Cy31r2, used for operational forecasting at ECMWF. Its product covers
the period from 1979 to 2019, describing weather, ocean-wave, land-surface conditions,
troposphere as well as stratosphere. It provides atmospheric variables every 6 hours with
an approximate spatial resolution of 79 km [115]. In terms of ERA-Interim model levels
data, there are 137 levels defined. In this Chapter, for the purpose of mitigating APS
for InSAR, it is straightforward to use the 37 pressure levels, which is interpolated from
model levels data.

4.6.2 MERRA

Modern Era-Retrospective Analysis for Research and Applications (MERRA) is a NASA
global reanalysis product using the GEOS-5, providing estimates of temperature, water
vapor partial pressure, and geopotential height along 42 pressure levels, at 1/2x2/3 de-
grees resolution along longitude and latitude respectively. These reanalysis parameters
are generated every 6 hours (at 00:00, 06:00, 12:00 and 18:00 UTC) daily covering the
period from 1979 to present [116]. There are two versions of MERRA data: MERRA
and MERRA2. Compared to MERRA, the assimilation system in MERRA2 enables
assimilation of modern hypersperctral radiance and microwave observations, along with
GPS-Radio Occultation datasets. The MERRA2 will replace the original MERRA dataset
and is the one used in this Chapter.

In order to explore the performance of different global forecast data for correcting
APS, the above described datasets, including ERA5, are utilized in this Chapter. The
main parameters for these models are summarized in Table 4.4. In addition to this table,
the distribution of grids points for each dataset on the three test sites is displayed in
Fig. 4.15, in which grids points in each rectangle are used for the calculation of APS.
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(a)

(b) (c)

Fig. 4.15. Distribution of meteorological data for Tenerife (a), Almeŕıa (b) and Crete (c)
test sites. Red stars represent the ERA-Interim data. Purple triangles correspond ERA5
grids data. Blue circles stand for MERRA2 grids. Each rectangle shows the range of grids
data used for APS calculation.

Table 4.4: Comparison of different global atmospheric models, ERA-Interim, ERA5 and
MERRA2.

Dataset Spatial resolution Temporal resolution Pressure levels
ERA-Interim 0.75x0.75 deg 6 hours 37
ERA5 0.28x0.28 deg 1 hour 37
MERRA2 0.50x0.67 deg 6 hours 42

4.6.3 Tenerife, Spain

Firstly, to simulate the atmospheric phase delay closer to the SAR acquisitions, the closest
weather assimilation data are chosen. In Tenerife test site, all the SAR images used in
the experiment are acquired at 07:02 Coordinated Universal Time (UTC) in the morning.
Therefore, the global reanalysis data at 06:00, 07:00 and 06:00 UTC for ERA-Interim,
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Fig. 4.16. 20160721-20160814 (Ifg11) case study of APS compensation over Tenerife using
ERA-Interim, ERA5 and MERRA2 reanalysis data. (a) represents the original interferogram.
(b), (d) and (f) shows D-LOS predicted APS using ERA-Interim, ERA5 and MERRA2 data
respectively. (c), (e) and (g) represents the corresponding residual phase.
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Fig. 4.17. 20160721-20160814 (Ifg11) case study of phase-elevation scatters for APS com-
pensation over Tenerife using ERA-Interim, ERA5 and MERRA2 reanalysis data. (a) is
phase-elevation scatters for the original interferogram. (b), (d) and (f) represents the phase-
elevation scatters for ERA-Interim, ERA5 and MERRA2 prediction. (c), (e) and (g) is the
scatters for the residual after ERA-Interim, ERA5 and MERRA2 correction respectively.

ERA5 and MERRA2 are used respectively. Similar to the discussion in Section 4.3.2
in Chapter 4, the interferogram 20160721-20160814 (Ifg11) is taken as an example for
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4.6 - Comparison of different global atmospheric models

detailed interpretation, while the remaining 11 pairs will be analysed statistically.
Fig. 4.16 represents compensation results using different global weather forecast mod-

els. As it is clearly labeled in the subfigures, Fig. 4.16(a) shows the original unwrapped dif-
ferential interferogram. Fig. 4.16(b), Fig. 4.16(d) and Fig. 4.16(f) illustrates the estimated
APS from ERA-Interim, ERA5 and MERRA2 reanalysis data respectively. Fig. 4.16(c),
Fig. 4.16(e) and Fig. 4.16(g) shows the corresponding residual phase after correction. In
general, all the three reanalysis data have the ability to mitigate the tropospheric delays
to some extent for this particular case. As it can be seen that the simulated APS by
the three datasets have a similar pattern with the original interferogram. Meanwhile, the
phase fluctuation in the residual phases after each correction has reduced to a relative
low level.

It is hardly to evaluate which one has the best performance visually, no matter from
the estimated APS or the residual phases. Hence, phase-elevation scatters results are
presented in Fig. 4.17 as well, to further explore the capability that the different reanal-
ysis datasets can achieve. The phase-elevation scatters from ERA-Interim (Fig. 4.17(b)),
ERA5 (Fig. 4.17(d)) and MERRA2 (Fig. 4.17(f)) shows a very similar trend to the one
from the original interferogram. On account of the fact that neither a strict linear regres-
sion nor a power-law function can model this trend, the empirical model based methods
would definitely overestimate or underestimate the topography related atmospheric arti-
facts. From this point of view, the weather forecast data can lead to a better correction
than empirical models. The relative slight fluctuation in the phase-elevation scatters
(Fig. 4.17(c), Fig. 4.17(e), Fig. 4.17(g)) from the residual figures also demonstrates the
significant mitigation by the three global reanalysis data. Once again, their performances
are similar with each other from the phase-elevation scatters, consequently it is hardly to
conclude which one is the best.

During the period of this interferogram, there are no apparent activities related to
ground movement. Therefore, in such a short spatial baseline (17.5 m) and temporal
baseline (24 days), the phase deviation should mainly come from atmospheric artifacts.
The SD of the original interferogram is 6.79 rad, while the SD for the residual phase
is 2.56 rad, 2.62 rad and 2.49 rad after ERA-Interim, ERA5 and MERRA2 correction
respectively, corresponding to 62%, 61% and 63% phase reductions. From the statistical
point of view, the differences between the three datasets correction are small enough to
be ignored.

Fig. 4.18 visually presents the differences between the estimated APS by using the
three datasets. It can be seen clearly that these values are quite consistent over the
entire island. Once again, it proves that the three datasets have demonstrated a similar
feasibility for APS correction for this particular case.

To further investigate the correction performance of these global weather reanalysis
data, a statistical analysis is applied to all the 12 interferograms. As it can be seen
in Table 4.5, using SD as an assessment metric, the correction based on ERA-Interim
and MERRA2 can achieve SD reduction for almost all the interferograms except the
one Ifg9, in which the SD even increases after ERA-Interim and MERRA2 correction.
Statistically, the ERA-Interim data can achieve 49.0% SD reduction on average for the
11 interferograms, while the MERRA2 results have a 48.7% phase reduction on average.
Compared to the ERA-Interim and MERRA2 datasets, on the one hand, the ERA5 data
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(a) (b) (c)
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Fig. 4.18. Differences between the estimated APS for the 20160721-20160814 (Ifg11) case
study over Tenerife. (a) is the difference between ERA-Interim APS and ERA5 one. (b)
represents the APS difference between ERA-Interim and MERRA2. (c) is the APS difference
between ERA5 and MERRA2.

Table 4.5: Statistical comparison using D-LOS mitigation method with different GAM data
for 12 Sentinel-1 interferograms in the Tenerife island. Values in parentheses are correction
percentage (Original-Residual)/Original.

Ifg. Interferogram pair Phase SD SD residual
Original ERA-Interim ERA5 MERRA2

Ifg1 20150925-20151007 5.32 3.63 (32%) 1.94 (64%) 2.77 (48%)
Ifg2 20151007-20151112 5.66 2.81 (50%) 2.54 (55%) 3.31 (42%)
Ifg3 20151112-20151218 4.59 2.20 (52%) 1.65 (64%) 2.65 (42%)
Ifg4 20151206-20160111 5.99 1.68 (72%) 1.40 (77%) 3.23 (46%)
Ifg5 20160123-20160204 4.23 2.25 (47%) 2.75 (35%) 1.53 (64%)
Ifg6 20160228-20160311 4.15 1.90 (54%) 2.14 (48%) 1.82 (56%)
Ifg7 20160311-20160416 3.74 1.71 (54%) 2.04 (45%) 1.87 (50%)
Ifg8 20160404-20160510 4.01 2.61 (35%) 2.47 (38%) 2.66 (34%)
Ifg9 20160510-20160615 2.98 3.18 (-) 2.30 (23%) 3.15 (-)
Ifg10 20160615-20160709 3.46 2.33 (33%) 2.37 (32%) 2.49 (28%)
Ifg11 20160721-20160814 6.79 2.56 (62%) 2.62 (61%) 2.49 (63%)
Ifg12 20160826-20160907 6.62 3.43 (48%) 2.64 (60%) 2.45 (63%)
Mean (49.0%) (50.2%) (48.7%)

has the ability to reduce phase SD for all the interferograms, including the one Ifg9. On
the other hand, the SD reduction that the ERA5 can achieve is up to 50.2% for the 12
interferograms, which is higher than the other two datasets.

In order to further explore the distinctive correction performance for the Ifg9 case,
Fig. 4.19 presents the original interferogram, estimated APS by using ERA-Interim, ERA5
and MERRA2 data. It can be seen visually from the original interferogram (Fig. 4.19(a))
that there is a phase trend from the South-West to the North-East in the region with
relatively low altitude. Besides, at the top of the mountain, atmospheric artifacts are sig-
nificant as well. Among the three estimated APS, the one using ERA5 data (Fig. 4.19(c))
can obtain a similar atmospheric artifacts trend especially in the South-West and North-
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(a) (b)

(c) (d)
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Fig. 4.19. 20160510-20160615 (Ifg9) case study of APS compensation in Tenerife using ERA-
Interim, ERA5 and MERRA2 reanalysis data. (a) represents the original interferogram. (b),
(c) and (d) shows D-LOS predicted APS using ERA-Interim, ERA5 and MERRA2 data
respectively.

East area. But it fails to correct the part at the top of the mountain and in the North. As
a result, the ERA5 correction can only reduce the SD by 23%. The other two reanalysis
data perform worse on this correction. From Fig. 4.19(b) and Fig. 4.19(d) it can be seen
that they can hardly obtain the atmospheric artifacts pattern. After the two corrections,
the SD values even increase compared to the original one.

4.6.4 Almeŕıa, Spain

The comparison analyses of ERA-Interim, ERA5 and MERRA2 APS correction are also
applied to Almeŕıa, Spain. In this case, the weather reanalysis data at 18:00 UTC,
very close to the Sentinel-1 SAR images acquisition time (18:10 UTC), for all the three
datasets are chosen to simulate the atmospheric artifacts. Similar to the Tenerife test site,
a case study for Ifg11 and statistical comparison for 12 interferograms will be discussed
in Almeŕıa as following.
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Fig. 4.20. 20171031-20171124 (Ifg11) case study of APS compensation over Almeŕıa using
ERA-Interim, ERA5 and MERRA2 reanalysis data. (a) represents the original interferogram.
(b), (d) and (f) shows D-LOS predicted APS using ERA-Interim, ERA5 and MERRA2 data
respectively. (c), (e) and (g) represents the corresponding residual phase.

76



4.6 - Comparison of different global atmospheric models

The compensation results for the Ifg11 case is shown in Fig. 4.20, depicting the orig-
inal interferogram, estimated APS from ERA-Interim, ERA5 and MERRA2, as well as
the residual phases after correction. For this particular case, an apparent difference can
be observed from the three global reanalysis data corrections. To be more specific, from
Fig. 4.20(b), the ERA-Interim data can obtain a similar atmospheric pattern than the
original interferogram, but it underestimates the magnitude of the phase delay. As it can
be seen that with the same color scale, the color for the ERA-Interim estimated APS
is more intense compared to the original phase, especially in the North-West mountain-
ous area (dark red) and the South-East coastal line (dark blue). The residual phase in
Fig. 4.20(c) further demonstrates the underestimation, in which the magnitude is still
significant, particularly in the North-West mountainous region and the South-East bay.
Compared to the ERA-Interim, a significant improvement can be noticed in the ERA5
compensation from both the estimated APS and residual phase. The ERA5 simulated
APS (Fig. 4.20(d)) looks like a duplicate of the original interferogram not only from
the pattern but also from the magnitude point of view. As a result, the residual phase
(Fig. 4.20(e)) after employing the correction shows a relative uniform distribution, with-
out significant phase fluctuation. In terms of the MERRA2 data, it cannot model the
atmospheric artifacts for this particular case. On the one hand, the phase magnitude
simulated by MERRA2 data (Fig. 4.20(f)) is much less than the original interferogram
as well as the ones estimated by ERA-Interim and ERA5 data. On the other hand, an
inconsistent phenomenon among different bursts can be seen from the estimated APS in
Fig. 4.20(f). It is probably caused by the discontinuous atmospheric parameters among
the grid points provided by MERRA2 in this test site. The MERRA2 correction conse-
quently even deteriorates the original interferogram. After applying it, substantial phase
variation can be observed from the residual phase in Fig. 4.20(g). From the above visual
analysis, the ERA5 correction performs the best among the three global weather forecast
data. While the MERRA2 leads to the worst correction. A statistical analysis also agrees
the above conclusion. The best SD reduction is conducted by ERA5 correction, which
decreases the SD from 2.95 rad to 1.79 rad by a 39% reduction. The ERA-Interim ranks
the second, decreasing the SD up to 2.13 rad, with 28% reduction. However, after apply-
ing MERRA2 correction, the SD even increases, which means a deterioration caused by
the MERRA2 data.

Moreover, statistical analyses are conducted to all the 12 pairs to further explore the
APS mitigation by global reanalysis datasets. The results in Table 4.6 show distinct
difference among the three weather forecast data. Firstly, regarding the ERA-Interim
mitigation, it is true that the phase SD is reduced for all the 12 interferograms. But an
attentive observation reveals that the SD reduction is very slightly for 5 pairs (Ifg2, Ifg5,
Ifg7, Ifg8 and Ifg12), only ranging from 1% up to 8%. Therefore, it is hardly to conclude
the correction for the five pairs is reliable or not. For the other seven interferograms,
the ERA-Interim data can perform better from the SD reduction point of view. Overall,
15.7% phase reduction can be achieved on average for the 12 interferograms by ERA-
Interim data correction. Secondely, using ERA5 data, an outstanding performance is
presented in terms of SD reduction. In general, every simulated atmospheric artifacts
by ERA5 is able to decrease the phase deviation for a corresponding interferogram. In
the best case (Ifg6), the estimated phase delays can reduce the variance by 45%, while
even the worst cases (Ifg1, Ifg2 and Ifg5) the SD reduction is up to 16%. Compared
to the average 15.6% reduction by ERA-Interim, the number almost doubles for ERA5
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Table 4.6: Statistical comparison using D-LOS mitigation method with different GAM
data for 12 Sentinel-1 interferograms in Almeŕıa, Spain. Values in parentheses are correction
percentage (Original-Residual)/Original.

Ifg. Interferogram pair Phase SD SD residual
Original ERA-Interim ERA5 MERRA2

Ifg1 20161217-20170110 4.19 3.71 (11%) 3.52 (16%) 3.80 ( 9%)
Ifg2 20170122-20170227 4.13 4.10 ( 1%) 3.46 (16%) 3.70 (10%)
Ifg3 20170227-20170311 5.38 4.03 (25%) 3.29 (39%) 4.26 (21%)
Ifg4 20170311-20170428 5.13 3.55 (31%) 3.86 (25%) 3.16 (38%)
Ifg5 20170404-20170510 4.37 4.27 ( 2%) 3.68 (16%) 4.33 ( 1%)
Ifg6 20170528-20170609 5.93 4.67 (21%) 3.25 (45%) 4.33 (27%)
Ifg7 20170609-20170703 4.60 4.38 ( 5%) 3.22 (30%) 5.87 (-)
Ifg8 20170727-20170808 6.12 5.61 ( 8%) 3.54 (42%) 6.61 (-)
Ifg9 20170808-20170901 7.53 5.90 (22%) 5.52 (27%) 6.89 ( 8%)
Ifg10 20170901-20171007 4.66 3.17 (32%) 3.17 (32%) 4.18 (10%)
Ifg11 20171031-20171124 2.95 2.13 (28%) 1.79 (39%) 3.29 (-)
Ifg12 20171112-20171206 2.54 2.50 ( 2%) 2.00 (21%) 2.32 ( 9%)
Mean (15.7%) (29.0%) (14.8%)

data, 29.0% to be exactly. Thirdly, the correction based on MERRA2 data provides the
worst results. In detail, this data is unable to model the atmospheric artifacts for three
interferograms, i.e. Ifg7, Ifg8 and Ifg11, in which the phase SD increases after MERRA2
compensation. It is also hardly to mitigate the APS for Ifg5, because the phase deviation
only decreases from 4.37 rad to 4.33 rad by 1% reduction. Overall, the MERRA2 data
can only achieve an average 14.8% phase SD reduction in the Almeŕıa test site.

From the above discussion, it can be concluded that the ECMWF family datasets
(ERA-Interim and ERA5) provide better APS compensation than MERRA2 for the 12
interferograms in Almeŕıa. Furthermore, the latest generation ERA5 data outperforms
the last ERA-Interim comprehensively.

4.6.5 Crete, Greece

The compensation method based on different global reanalysis datasets is further applied
to Crete, Greece. The SAR images are acquired at 04:24 UTC. For the purpose of
minimizing the influence of time difference, ERA-Interim data at 06:00, ERA5 at 04:00
and MERRA2 at 06:00 UTC are used to simulate atmospheric artifacts. In the following,
a case study (Ifg8) is visually depicted and discussed, followed by statistical analyses for
all the interferograms.

Fig. 4.21 displays the original interferogram, estimated APS as well as residual phases
for the Ifg12 case study by using the three global reanalysis datasets. Visually, it seems
that the simulated APS (Fig. 4.21(b), (d) and (f)) from the three datasets represents a
similar pattern with the original interferogram, a phase trend correlated with the topog-
raphy. If we inspect them in a meticulous way, minor differences can be found. With
respect to the original interferogram, besides a phase trend from the low terrain to the
mountainous region, localized atmospheric artifacts (blue clusters) can also be found in
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Fig. 4.21. 20171126-20171208 (Ifg8) case study of APS compensation over Crete using ERA-
Interim, ERA5 and MERRA2 reanalysis data. (a) represents the original interferogram. (b),
(d) and (f) shows D-LOS predicted APS using ERA-Interim, ERA5 and MERRA2 data
respectively. (c), (e) and (g) represents the corresponding residual phase.
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the low terrain regions. Regarding the APS estimated from ERA-Interim in Fig. 4.21(b),
an additional trend along the North to South direction is apparent. In terms of the APS
simulated from ERA5 data in Fig. 4.21(d), there is an extra trend from the West to the
East. From this point of view, the MERRA2 provides a better APS prediction. As no
additional trend is generated in Fig. 4.21(f) except the APS trend related to topography.
All the three datasets can hardly capture local atmospheric components. The residual
phase after each correction provides more information for the assessment. As it can be
seen from Fig. 4.21(c), a considerable trend has been removed from the original inter-
ferogram, but a slight trend along West-East and a comparative large residual phase in
the North coastline still exist. Compared to ERA-Interim correction, a more apparent
West-East residual trend can be seen from the ERA5 residual phase Fig. 4.21(e). Among
the three residual phases, MERRA2 shows the best APS correction. It can be seen in
Fig. 4.21(g) that the residual phase is consistent over the entire image. Unfortunately, it
seems that the three global weather forecast datasets are unable to simulate and compen-
sate localized atmospheric artifacts. As the blue clusters are still noticeable among the
three residual phase figures.

In order to evaluate the goodness of the correction performance on the case study
that can be achieved for other interferograms, statistical analyses are carried out to all
the eight interferograms by evaluating its phase deviation. Overall, as it can be seen
in Table 4.7 the phase SD is reduced for all the interferograms by all the ERA-Interim,
ERA5 and MERRA2 data, with no exception. Among them the MERRA2 data achieves
the best performance, with an average reduction of 43.8% for the eight pairs. Regarding
the ECMWF family datasets, the latest ERA5 is continuing to perform better, having an
average SD reduction of 37.9%, compared to 29.9% for ERA-Interim. But for 2 (Ifg3 and
Ifg8) out of 8 cases, the ERA5 has a slight worse performance than ERA-Interim. For the
specific case study (Ifg8), the phase variance is decreased by 45%, 28% and 48% for ERA-
Interim, ERA5 and MERRA2 respectively, which agrees the visual analyses discussed in
Fig. 4.21.

Table 4.7: Statistical comparison using D-LOS mitigation method with different GAM
data for 8 Sentinel-1 interferograms in Crete, Greece. Values in parentheses are correction
percentage (Original-Residual)/Original.

Ifg. Interferogram pair Phase SD SD residual
Original ERA-Interim ERA5 MERRA2

Ifg1 20170424-20170506 5.12 2.46 (52%) 1.31 (74%) 2.18 (57%)
Ifg2 20170506-20170611 4.20 3.63 (14%) 2.08 (50%) 2.48 (41%)
Ifg3 20170611-20170729 4.04 3.13 (23%) 3.43 (15%) 2.11 (48%)
Ifg4 20170717-20170822 5.14 4.60 (11%) 4.33 (16%) 3.95 (23%)
Ifg5 20170822-20170903 4.66 4.04 (13%) 3.12 (33%) 3.11 (33%)
Ifg6 20170927-20171009 4.80 3.09 (36%) 2.89 (40%) 2.56 (47%)
Ifg7 20171021-20171102 5.63 3.10 (45%) 3.01 (47%) 2.65 (53%)
Ifg8 20171126-20171208 2.88 1.57 (45%) 2.07 (28%) 1.50 (48%)
Mean (29.9%) (37.9%) (43.8%)

From the above discussion for Crete, Greece test site, it can be concluded that the
MERRA2 data provides more benefit for APS compensation than the ECMWF family
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datasets (ERA-Interim and ERA5). The ERA5 data shows better results than ERA-
Interim in statistic, even though in few situations, the ERA-Interim exhibits its advantage.

4.7 Summary

In this Chapter, a realistic calculation strategy based on the ERA5 atmospheric reanalysis
data has been implemented to mitigate atmospheric artifacts for InSAR. Compared to the
conventional Z-LOS method, the advanced D-LOS approach calculates the tropospheric
delay along the real LOS path rather than an approximation. Detailed comparison analy-
ses between the two methods have been carried out over Tenerife, Crete and Almeŕıa with
Sentinel-1 data. The advanced D-LOS method in all the three test sites demonstrates its
robustness and better performance than the Z-LOS method.

Overall, the realistic D-LOS method outperforms the Z-LOS method in all the three
test sites. On the one hand from the statistical point of view for all the interferograms,
D-LOS approach presents more significant variance reduction than does using the Z-
LOS method. In Tenerife island, D-LOS can achieve 23-77% SD reduction for twelve
interferograms with an average level of 50%, while Z-LOS achieved only 14-71% and an
average decrease of 37%. In Crete, Greece site, after applying D-LOS correction, the
SD decreased around 15-74%, with an average reduction of 38%, compared with 5-48%
and corresponding average level of 22% for the Z-LOS method for eight interferograms.
Over Almeŕıa, the Z-LOS method achieved a SD reduction of 14% on average, while
the D-LOS strategy showed a better performance, reaching a 29% on average for twelve
interferograms. On the other hand, D-LOS approach succeeds to mitigating atmospheric
artifacts in some specific interferograms where SD of residual phases even increases with
Z-LOS approach.

It is noted that both Z-LOS and D-LOS strategies can remove long-wavelength tro-
pospheric delays partially. Consequently, SD reductions can be seen with the both meth-
ods for most interferograms. Moreover, D-LOS approach demonstrates its robustness in
correcting atmospheric artifacts in some localized areas (e.g. areas with high-elevation
and/or surface heterogeneity) where Z-LOS method fails. This merit has been proved by
exhibiting more SD reductions after D-LOS correction than Z-LOS method.

After the comparison analyses of the Z-LOS and D-LOS algorithm, the D-LOS method
is further applied to different global reanalysis datasets, ERA-Interim, MERRA2, for
correcting APS in the same three test sites. In general, all the three datasets have shown
the feasibility to correct atmospheric artifacts partially. Among them, the latest ERA5
data from the ECMWF family is the robustest, especially compared to the last generation
of ERA-Interim data. In the Tenerife and Almeŕıa test sites, statistical analyses show
a better performance of ERA5 data compared to ERA-Interim and MERRA2 data. In
the Crete site, MERRA2 demonstrates the best correction in terms of the average SD
reduction on the eight interferograms. While in this case for most interferograms, the
difference between ERA5 and MERRA2 is not significant. From our test, it seems that
the MERRA2 data may not provide a stable APS compensation. Because it provides
the worst correction in Almeŕıa and a moderate correction in Tenerife. By contrast, the
ERA5 data is more reliable.

81



Chapter 4. Tropospheric delay mitigation using global weather forecast models

The APS correction technique based on GAM data can be applied to all weather
conditions globally without any empirical model assumption. With the development of
GAM, on account of its global coverage, both high temporal and spatial resolution and
more accurate atmospheric parameters, the compensation method is very promising for
near real-time InSAR applications.

As atmospheric artifacts from differential interferograms are in great agreement with
APS from atmospheric reanalysis data, it demonstrates a potential ability to study at-
mospheric dynamic using InSAR. On the one hand, it is possible to retrieve atmospheric
water vapour mapping from differential interferograms. Compared with GPS data, InSAR
is a promising technique to retrieve water vapour product with global coverage and higher
resolution. On the other hand, InSAR technique can also provide potential enrichment
of datasets used for research using numerical weather models, especially in very localized
areas for turbulent atmosphere research. Even now, the latest suite of numerical weather
prediction models have difficulty in accurately predicting meso- and micro-scale atmo-
spheric dynamics, due mainly to computational discretization and observational scarcity.
It is believed that atmospheric delays from InSAR can provide a promising observation
dataset for weather data assimilation.
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Chapter 55
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prediction models

In Chapter 4 reanalysis datasets from global numerical models have been used to mitigate
APS in interferograms. Its feasibility has been demonstrated with different case studies,
in which for most of the interferograms the original APS was dramatically reduced. How-
ever, due to the relative large scale in time and space of global reanalysis data, some strong
and localized APS cannot be retrieved correctly. In this Chapter, local numerical models
will be exploited to correct atmospheric phase delays from interferograms. Compared to
global reanalysis data, owing to the relative higher spatial and temporal resolution of local
numerical models, it can be expected they have better capacity to mitigate local atmo-
spheric artifacts. The main contents in this Chapter focus on runing the local numerical
WRF model, APS estimation based on the WRF output, and mitigation from interfero-
grams, as well as results comparison with GAM data. An introduction of APS mitigation
using local numerical weather models is provided in Section 5.1. Section 5.2 describes
details of local numerical weather models, particular the WRF model and its setups. In
Section 5.3, the D-LOS calculation method is applied to the WRF output to correct APS.
Moreover, the correction performance is discussed by setting different resolution domains
in the WRF model. Finally, its performance is also evaluated by comparing the results
to the ones from the ERA5 data in Section 5.3.
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5.1 Introduction

Atmospheric artifacts can be estimated from weather forecast data. The detailed cal-
culation procedures of the D-LOS method based on global numerical models have been
given in Chapter 4. It has demonstrated its feasibility to correct APS, especially for
stratified atmospheric artifacts component in large scale areas. However, global reanal-
ysis datasets from the ECMWF, NCEP or others have a relative large scale in spatial
and temporal domain. As a consequence, they may make the correction unreliable for
local atmospheric artifacts in high spatial resolution interferograms. Compared to global
forecast models, local numerical models have the possibility to solve the low resolution
problem. As it indicates in reference [111] that regional models, the WRF for example,
can predict finer atmosphere parameters from continental to regional scale with resolu-
tions from hundreds of kilometers down to below a kilometer, and can also simulate the
atmosphere at the acquisition times of SAR images. Several studies for APS mitigation
based on regional numerical models are available in the literature. The reference [40]
explores atmospheric noise mitigation based on the NCAR-Penn State Mesoscale Model
Version 5 (MM5) weather model. Its application over Hawaii shows variance reduction
at wavelengths of 30 km. In the literature [117], authors present a Medium Resolution
Imaging Spectrometer (MERIS) and MM5 combined method to recover atmospheric arti-
facts in Mount Lebanon nearby the Mediterranean Sea, showing promising results. With
the WRF, the up-to-date local numerical model, more encouraging compensation results
have been presented in references [21, 110, 118, 119]. From all the available experiments
and results in the literature, it has been proved that the local numerical weather forecast
models work in some case studies. However, the performance of regional weather models
is essentially dependent on the initial constrains and model physics parameters settings,
etc. In some complex situations, the numerical weather models may fail to simulate at-
mospheric artifacts. The authors in reference [120] found that in the study area around
Mount St. Helens, USA, the MM5 model is unable to model the refractive changes and
provides no mean benefit for mitigating APS in interferograms. Fortunately, due to the
development in weather forecast modeling research area, including a wide range of data
sources, more satellites atmosphere measuring, GPS stations, etc., the more accurate and
spatially dense meteorological data can improve the performance of weather forecast mod-
elling. For example, using the latest global reanalysis ERA5 data as initial conditions,
the latest WRF model has the potential to improve the weather parameters predictions
in contrast to using the MM5 model based on relative outdated reanalysis data such as
ERA-Interim.

In this Chapter, we have extended APS estimation and compensation for interfero-
grams based on the latest WRF model. On the one hand, the latest global reanalysis
ERA5 data is used as initial atmosphere state for running the local WRF model. On the
other hand, different physics parameters setups, including resolutions, land surface and
the way of nesting domains, in the WRF model running are tested and discussed. More-
over, the more accurate D-LOS APS calculation is used rather than the Z-LOS method.
The schematic diagram of using local numerical models to compensate APS is shown in
Fig. 5.1, which is composed of three main blocks, i.e. collecting observation data as input,
local model running and APS simulation and compensation in interferograms.
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Fig. 5.1. Diagram of local NWP model for high resolution weather parameters simulation
and APS compensation for interferograms.

5.2 Local numerical weather prediction models

Numerical weather models use mathematical models constructed with primitive dynami-
cal equations based on current weather conditions to produce meteorological information
for future time at given locations. In principle, it can solve these equations with param-
eterizations for soil, vegetation, surface water, turbulent diffusion, convection, etc. With
all the parameters solved, the atmospheric models then can predict microscale atmosphere
phenomena such as tornadoes, turbulent flow over buildings, synoptic and global flows.
NWP models began in the 1920s by Lewis Fry Richardson [121]. It was not until the
advent of the computer in 1950 that numerical calculation promoted its development to
practical use. Nowadays more powerful computers are able to handle with more compli-
cated equations and increase the size of initial datasets. As a result, weather prediction
is more accurate and reliable. The principle of numerical weather prediction is based on
the fluid of atmosphere. Numerical weather models take advantage of the current state of
atmosphere at a given time and use the equations of fluid dynamics and thermodynam-
ics to predict the atmosphere conditions at some time in the future. In order to do so,
initial atmosphere state as constrains and a certain dynamical model are compulsory. To
determine the initial atmosphere conditions, a wide variety of methods are used to gather
observational atmosphere data such as radiosondes, weather satellites, pilot reports along
aircraft routes, ship reports, weather stations at ground level as well as buoys at sea.
After gathering all the observations, the irregularly spaced data are processed by data
assimilation to obtain regular values usable by model mathematical algorithms. The nu-
merical weather models then handle regular atmosphere parameters as inputs to produce
high spatial and temporal resolution weather parameters in three dimensions.
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From the scale point of view, a numerical weather model can be either a global,
covering the continent, or a local one, covering only the interested area. Atmospheric
models, in general, work on horizontal domain and vertical domain. Global models usually
use spectral methods for the horizontal domain and finite-difference methods for the
vertical dimension, while regional ones often use finite-difference methods in all the three
dimensions. Regional models use finer grid spacing to resolve explicitly smaller-scale
meteorological phenomena, since their smaller domain decreases computational demands.
Normally regional models use a compatible global model for initial conditions of the edge.
By now, many agencies, institutes and universities around the world have developed a
variety of numerical weather prediction models appropriate to different applications. A
list of these models is summarized in Table 5.1. Among them, some of the well known
global numerical models include Global Forecast System (GFS) developed by the National
Oceanic and Atmospheric Administration (NOAA) and IFS developed by the ECMWF.
The well known regional numerical models contain MM5 and WRF developed by the
NCEP, NCAR. For the purpose of compensating APS in interferograms, indispensable
outputs from the local weather models are temperature, geopotential height, pressure as
well as humidity.

Table 5.1: Comparison of different numerical weather prediction models.

Model Agency Coverage Resolution
GFS NOAA Global up to 28 km
IFS ECMWF Global up to 9 km
NOGAPS US Navy Global 0.5◦ ( 50 km)
GEM Meterorological Service of Canada Global up to 24 km
UM UK Met Office Global up to 4.4 km
ICON German Weather Service Global up to 6.5 km in Europe
WRF NCEP, NCAR Regional under 1 km
NAM NCEP Regional 12 km in North America
RAMS Colorado State University Regional under 1 km
MM5 Penn State University, NCAR Regional up to tens of meters
ARPS University of Oklahoma Regional up to the tornado-scale
GEM-LAM Meterorological Service of Canada Regional up to 2.5 km

5.2.1 WRF

The WRF model is the next-generation mesoscale numerical weather prediction system
designed for both atmospheric research and operational forecasting applications. Based
on actual atmospheric observations, WRF can produce simulations by taking advantage of
physics, numerics and data assimilation. WRF can be used in a wide range of applications,
such as meteorological studies, idealized simulations, data assimilations, across scales
ranging from tens of meters to thousands of kilometers. The WRF system contains
two dynamical cores, the Advanced Research WRF (ARW) core and the Nonhydrostatic
Mesoscale Model (NMM) core. The ARW has been developed and maintained by NCAR’s
Mesoscale and Misroscale Meteorology Laboratory. The NMM core was developed by the
National Centers for environment prediction, and is currently used in their hurricane WRF
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system. The ARW core is more suitable for our study to produce desired atmospheric
parameters.

One important input for the WRF system is a global atmosphere data with a relative
coarse spatial and temporal resolution as an initial. After a series of complicated process-
ing steps, the WRF model can produce atmosphere parameters at a higher resolution.
Fig. 5.2 shows one example of using the WRF model to improve the resolution. Fig. 5.2(a)
and Fig. 5.2(b) are the temperature of the first layer (from bottom to top) of 31 km ERA5
data at 18:00:00, 19:00:00 UTC time on 31 October 2017, respectively. Fig. 5.2(c) is the
corresponding temperature predicted by the 5 km WRF model at 18:10:00 UTC.

(a) (b)

(c)

Fig. 5.2. Comparison of temperature between ERA5 and the WRF prediction in the
Mediterranean region. (a) The 31 km resolution of temperature (the bottom layer) from
the ERA5 model level data at 18:00:00 UTC time on 31 October, 2017. (b) The same
temperature data as (a), but from the ERA5 at 19:00:00 UTC time. (c) The predicted
temperature from 5 km resolution WRF model at 18:10:00 UTC.
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5.2.1.1 WRF model scheme

The flow chart (Fig. 5.3) shows how does the WRF system generate finer atmosphere
parameters. It consists of the WRF Preprocessing System (WPS) and ARW module. The
WPS module is mainly used for preparing data for real data simulation. The preparation
includes defining simulation domains, interpolating terrestrial data (such as terrain, land
use, and soil types) to the simulation domain, describing and interpolating meteorological
data from external source to the simulation domain. The ARW module is composed of
several initialization programs for idealized, real-data simulations, and the numerical
integration program. Several basic features related the WPS and ARW module will be
explained in the following part. It can be very easy for experts in the weather forecast
community, but probably not so simple for the InSAR community.
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Fig. 5.3. The flow chart of the WRF model, which is mainly composed of the WPS and
ARW module.

The WPS consists of three programs (geogrid, ungrib and metgrid) whose functions
are to prepare input data for the ARW model to do real-data simulations. All the three
programs read parameters from a common file named namelist.wps, in which the record
for each of the programs is separated. The functions of the three programs are listed as
follows.

• geogrid: The geogrid program defines model domains and interpolates static ge-
ographical data to the grids. The required parameters determining the model
domains can be read from the above mentioned namelist.wps file. With these
parameters, the geogrid program will compute the latitude, longitude and map
scale factors at each grid point. Additionally the geogrid will integrate varieties of
static geographical data, such as soil categories, terrain height, land use category,
vegetation fraction. The static geographical data are available in different resolu-
tions and can be downloaded from the WRF users page (http://www2.mmm.ucar.
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edu/wrf/users/download/get_sources_wps_geog.html). Generally a resolution
of the data near to that of the simulation domain is preferred for integration pro-
cessing. The fields and interpolation methods are described in a table file called
GEOGRID.TBL. To run the WRF model successfully, several mandatory fields are
required. Meanwhile some static data are optional for specific applications. For the
purpose of APS mitigation, the mandatory fields are based on the description in the
WRF website (http://www2.mmm.ucar.edu/wrf/users/download/get_sources_
wps_geog.html). It is also briefly described in Table 5.2.

• ungrib: The ungrib program extracts meteorological fields in GRIB-formatted files,
provided by a global or regional model, and writes these fields into an intermediate
file. GRIB files from other models typically contain more fields than that needed
to initialize the WRF model, so the ungrib uses a table called Vtables to define
the desired fields. The WRF package provides the most common used Vtables,
including variable tables for NCEP/NCAR, GFS, ECMWF, etc. Users can also
create their own Vtable for other models by using any of the provided Vtables as a
template.

• metgrid: The metgrid horizontally interpolates the intermediate-format data pro-
duced by the ungrib program onto the simulation domains defined by the geogrid
program. Outputs from the metgrid program are used as inputs to the ARW pro-
gram. Parameters controlling the interpolation procedure, such as interpolation
method for each individual field, are provided in the METGRID.TBL file.

The above three steps are essential to run the WPS module and provide input data
for the following ARW module. The ARW is composed of two main programs: real and
wrf module. The real is mainly used to interpolate the data to the model coordinates
vertically, which is called WRF initialization. And the wrf program is used to generate
the model forecast products.

• real: Actually, there are two large classes of simulations in the WRF model. One is
for ideal initialization situation and the other is for utilizing real data to generate real
WRF initialization. In this thesis, we only focus on the real initialization situations.
By the way, the WPS processing is necessary for the real data cases but not for the
ideal situations. Based on the horizontally interpolated output data from the WPS,
the purpose of the real program is to build initialization data for the wrf program.
The detailed steps include computing a base reference profile for geopotential and
column pressure, initializing meteorological variable, defining a vertical coordinate
and interpolating data to the model’s vertical coordinate.

• wrf: The core of the WRF model is the wrf module, which is essentially a numerical
integration program. Its vertical coordinate is either a terrain-following or hybrid
vertical hydrostatic pressure coordinate. Regarding the time integration, the model
uses the Runge-Kutta 2nd and 3rd order integration scheme. And in spatial dis-
cretization, 2nd to 6th order advection schemes are used in both the horizontal and
vertical coordinate.
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5.2.1.2 WRF model setup

All the above described programs are basic and essential for a real-data simulation.
Moreover, a successful run of the WRF model should build on correct parameter set-
tings. In this Section, required meteorological fields for running real-data cases are de-
scribed. Besides two important controlling files, i.e., the namelist.wps for the WPS and
the namelist.input for the ARW module, are explicitly explained.

In the WRF system, static parameters, such as soil type, vegetation type, and soil
moisture, all determine how much radiation goes into warming and how much moisture
is drawn up into the adjacent atmosphere. Thus, they are important to parameterize.
For running the WPS module, several static geographical data are compulsory, which are
listed in Table 5.2.

Table 5.2: Compulsory static geographical data for the WRF model.

Static data Sources Resolution
Albedo Modis -
Green Fraction Modis -
Fraction of Photosynthetically Active Radiation Modis -
Leaf Area Index Modis 30 arc sec
Maximum Snow Albedo Modis -
Landuse (20 class) Modis 30 arc sec
Orographic gravity wave drag - 10 arc min
Soil temperature - 1 arc deg
Soil type (top) - 30 arc sec
Soil type (bottom) - 30 arc sec
Global Multi-resolution Terrain Elevation Data 2010 - 30 arc sec
variance of sub-grid-scale orogoraphy - 2 arc min

By using the above static data, the WPS module can generate intermediate data as
input for the ARW program. In order to initialize a real-data simulation successfully, the
real.exe program in the ARW module requires a minimum set of meteorological variables,
which are described in Table 5.3.

Once having the compulsory static data for the WPS module and required fields for
running the ARW, users should be also familiar with two important controlling files: the
namelist.wps and namelist.input. The WPS and ARW programs read all the required
parameters, such as simulation time, domains, from the two files. As mentioned in pre-
vious sections, the WRF model can be used for a variety of applications. Hence, a lot
of parameters are involved for different applications. In this thesis, for the purpose of
mitigating APS from interferograms, the following parameters have to be considered.

Regarding the namelist.wps file related to parameters for the WPS block, there are
four records in it, i.e., “share”, “geogrid”, “ungrib” and “metgrid”. First of all, in the
share part, the core of the WRF has to be set and in our cases the ARW core is selected.
And then, the coarse domain and any nested domains are defined in the “geogrid” record.
The parameters in the “ungrib” and “metgrid” record can use the default ones. A detailed
description of each variable is given in Table 5.4.
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Table 5.3: Required fields for the ARW programs.

Parameters Field name in
intermediate file

Units

Air temperature TT K
Relative humidity RH %
Specific humidity SPECHUMD kg/kg
Wind u-component UU m/s
Wind v-component VV m/s
Geopotential height GHT m
Pressure PRESSURE Pa
Surface pressure PSFC Pa
Mean sea-level pressure PMSL Pa
Skin temperature SKINTEMP K
Soil height SOILHGT m
Land-sea mask LANDSEA fraction
Soil moisture SM m3/m3

Soil temperature ST K

Table 5.4: Description of variables in the WPS namelist file.

Variables Description
&share record
max dom An integer specifying the total number of domains
start date Specifying the starting UTC date
end date Specifying the ending UTC date
interval seconds An integer number specifying the time interval of input

meteorological data in seconds
&geogrid record
e we An integer specifying the west-east dimension
e sn An integer specifying the south-north dimension
dx The grid distance in the x direction
dy The grid distance in the y direction
map proj A character string specifying the projection. It can be

“lambert”, “polar”, “mercator”, “lat-lon”. In this thesis,
“mercator” projection is used.

ref lat The latitude of the center point of the coarse domain
ref lon The longitude of the center point of the coarse domain
geog data path A character string specifying the path of static geographical data

The variables in Table 5.4 are required for running the WPS module and other vari-
ables not mentioned in this table can be kept as default in the namelist.wps file. It is
also interesting to mention that the simulated region is determined by several variables,
which is shown in Fig. 5.4.

In terms of the namelist.input file for the ARW module, first of all, some variables
for controlling dimensions and resolutions of the domains should match those in the
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Fig. 5.4. The simulated domain of the WRF model is determined by ref lon, ref lat, e we,
e sn, dx and dy setups.

namelist.wps for the WPS. Besides, other variables should be set according to real situ-
ations. Several important parameters are described in Table 5.5.

Table 5.5: Description of variables in the ARW namelist file.

Variables Description
&time control
run days run time in days
run hours run time in hours
run minutes run time in minutes
start (end) year the starting (ending) year
start (end) month the starting (ending) month
start (end) day the starting (ending) day
start (end) hour the starting (ending) hour
start (end) minute the starting (ending) minute
start (end) second the starting (ending) second
interval seconds It must match the interval seconds from

namelist.wps file.
history interval history output file interval in minutes
& domains
p top requested pressure of the top layer to use in the model
num metgrid levels number of vertical levels in WPS output
num metgrid soil levels number of soil levels in WPS output

The WRF model can run in multiple domains. In both the namelist.wps and the
namelist.input file, variables for one coarse domain and nested domains can be set in
multiple columns. If only one domain is used, entries in the first column will be used and
entries in other columns will be ignored.
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5.3 APS correction based on the WRF model

The above sections have elaborately explained what is the WRF model and its setups for
APS mitigation purpose. In this Section, the implementation of using the WRF output
to mitigate APS from interferograms has been carried out. As discussed in Chapter 4,
the accurate D-LOS method outperforms the conventional Z-LOS method, in this Chap-
ter, the realistic D-LOS algorithm will be utilized based on the local numerical weather
forecast WRF model.

To demonstrate the feasibility of using the WRF model to mitigate APS, the global
ERA5 data will be used as initial conditions for running the WRF model for example. As
commented in Chapter 4, ERA5 is the latest version of ECMWF reanalysis data. Unlike
using the pressure level data in Chapter 4, for running the WRF, it is necessary to utilize
the model levels and surface level data. ERA5 model levels data was produced using
4D-Var data assimilation in CY41R2 of ECMWF’s IFS, with 137 hybrid pressure levels
in the vertical direction, with the top level at 0.01 hPa. The ERA5 dataset contains
one high resolution (31 km) realisation (HRES) and a reduced resolution ten member
ensemble (EDA). In this thesis, the hourly available HRES data is used. In terms of the
test sites, two regions (Tenerife, Spain, Almeŕıa, Spain) are chosen for demonstrating the
generality.

5.3.1 Evaluation in Tenerife, Spain

Tenerife island is located in the Atlantic Ocean. It enjoys a warm tropical climate that is
controlled to a great extent by the trade winds. Its humidity is condensed principally over
the north and northeast of the island, creating cloud banks that range between 600 and
1,800 m in height. As shown in Chapter 4, many interferograms covering this island are
contaminated by atmospheric artifacts. To evaluate the correction performance of using
the WRF model, 12 interferograms with short temporal and spatial baselines covering
one entire year have been studied. These interferograms are the same as the ones in
Chapter 4.

To run the WRF model, the most two closest hourly ERA5 data (model levels and
surface level) to SAR acquisitions are used to initialize the conditions. In Tenerife case, as
the Sentinel-1 SAR images are acquired at 07:02 UTC time, the ERA5 data at 07:00 and
08:00 UTC are taken as input. As mentioned earlier, the WRF model is able to generate
high spatial resolution simulations for atmospheric fields at the SAR images acquisition
time. Meanwhile, it also has a multiple nest capability to deal with both large scale
effects from a coarse resolution domain and local effects from a finer resolution domain.
In Tenerife, on the one hand, in the spatial domain, three nested domains with horizontal
resolution of 27, 9 and 3 km are set respectively. As it is found in [122] that, a two-way
grid nesting is generally superior to one-way nesting, the two-way nesting method with
one input file is chosen in the WRF model. The simulated area is also controlled by the
“e we” and “w sn” parameters, corresponding to grids size. For the three domains, we
defined their grids size as 148x121, 103x103, 103x103, respectively. On the other hand,
in the time domain, 10 min history interval is set to generate the WRF forecast output.
Consequently, the atmospheric profile at 07:00, which is closer to the SAR acquisition
time (07:02), is used to calculate the APS delays.
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d01

(a) (b)

(c) (d)

Fig. 5.5. Illustration of temperature for the three WRF domains results on 21 July 2016. (a)
Three WRF domains configuration. (b) The first layer (from bottom to top) of temperature
for the first domain (27 km resolution). (c) The temperature for the second domain (9 km
resolution). (d) The temperature for the third domain (3 km resolution).

In order to illustrate multiple domains simulation results, the ERA5 data on 21 July
2016 is used as an example to demonstrate it. The multiple domains results are visual-
ized in Fig. 5.5, in which Fig. 5.5(a) represents the three WRF domains configuration,
Fig. 5.5(b) shows the temperature of the first layer (from bottom to top) for WRF 27 km
resolution domain (d01), Fig. 5.5(c) shows the corresponding temperature parameter for
the 9 km resolution domain (d02), and Fig. 5.5(d) displays the 3 km domain result (d03).

For the demonstration of APS compensation in interferograms, the interferogram
20160721-20160814 (Ifg11) is chosen as a case study, and the other 11 interferograms
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(a)

(b) (c)

(d) (e)

(f) (g)
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Fig. 5.6. 20160721-20160814 (Ifg11) case study of APS compensation over Tenerife using
WRF model with different resolutions. (a) original interferogram. (b-c) D-LOS predicted
APS and residual phase with 27 km WRF. (d-e) D-LOS predicted APS and residual phase
with 9 km WRF. (f-g) D-LOS predicted APS and residual phase with 3 km WRF.
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will be statistically analysed. It is expected that the WRF model will have a better per-
formance than using the original ERA5 data, due to the higher spatial resolution as well
as the closer atmospheric parameters to the SAR acquisition time. However, the cases in
Tenerife just show the opposite results.

On the one hand, in terms of the case study (Ifg11), the correction results using the
WRF model with different resolutions are shown in Fig. 5.6, in which Fig. 5.6(a) shows the
original interferogram, Fig. 5.6(b), Fig. 5.6(d) and Fig. 5.6(f) presents the simulated APS
for 27 km, 9 km and 3 km domain respectively, and the subfigure Fig. 5.6(c), Fig. 5.6(e)
and Fig. 5.6(g) exhibits the corresponding residual phases after each correction. From
the large scale point of view, the simulated APS from three different resolutions WRF
model shows a similar pattern with atmospheric artifacts in the original interferogram.
As a result, the main atmospheric artifacts correlated with topography can be mitigated
to some extent. It can also be seen from the residual phases, the phase dispersion has
been reduced. Meanwhile, if we pay attention to the local scale, the increasing of spa-
tial resolution in running the WRF model does not show any improvement for the APS
correction. Just on the contrary, as the resolution increases, the worse mitigating perfor-
mance can be seen in this case, especially in the north part of the island. To be more
specific, compared with the 27 km WRF model result, the 9 km residual phase represents
big phase dispersion along the north coastline. Moreover, the 3 km WRF model performs
even worse than the 9 km model. Because it is apparent that in the 3 km residual phase,
the phase dispersion extends from the north coastline to the North-East part of the island.
Besides, the SD assessment on this case study further proves the above discussion. The
27 km, 9 km and 3 km WRF model can reduce the SD from 6.79 rad to 2.59, 2.90 and
3.68 rad, respectively, which is corresponding to 62%, 57% and 46% reduction.

On the other hand, the statistical analysis is applied to all the 12 interferograms in
Tenerife. It can be seen from the statistical results in Table 5.6 that in most cases the
WRF model has the ability to remove APS to some extent, on account of the phase SD
reduction. In the WRF internal comparison, the 27 km WRF model shows the best
mitigation performance, while the 3 km model presents the worst results. On average,
the WRF model with 27 km, 9 km and 3km resolution shows 44%, 38% and 32% SD
reduction respectively. It is also noticed that for the Ifg5 case, the WRF model with
different resolutions even deteriorates the original interferogram. If the best WRF results
(27 km WRF) are compared to the results from the ERA5 reanalysis data, the statistical
analyses in Table 5.6 show that the time consuming WRF model even performs worse
than the global reanalysis data in term of the average SD reduction.

5.3.2 Evaluation in Almeŕıa, Spain

As it is shortly described in Section 4.2.3, interferograms covering Almeŕıa region, in the
southeast of Spain, suffer atmospheric artifacts contamination. Consequently, applying
InSAR techniques in this region to retrieve subsidence without correcting APS may result
in unreliable estimation. In this Section, the D-LOS integration method based on the
WRF model data is used to compensate the APS in Almeŕıa.

In Almeŕıa, the WRF model is conducting similarly with the one in Tenerife. As it
is can be seen in the Tenerife case, the difference between different WRF resolutions is
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Table 5.6: Statistical comparison using the WRF model with different resolutions for 12
Sentinel-1 interferograms in the Tenerife island. Values in parentheses are correction per-
centage (Original-Residual)/Original.

Ifg. Interferogram pair SD SD residual
Ifg. ERA5 27kmWRF 9km WRF 3km WRF

Ifg1 20150925-20151007 5.32 1.94 (64%) 1.77 (67%) 2.26 (58%) 3.03 (43%)
Ifg2 20151007-20151112 5.66 2.54 (55%) 3.06 (46%) 5.18 ( 8%) 5.44 ( 4%)
Ifg3 20151112-20151218 4.59 1.65 (64%) 2.27 (51%) 2.36 (49%) 2.50 (46%)
Ifg4 20151206-20160111 5.99 1.40 (77%) 2.22 (63%) 2.36 (61%) 2.51 (58%)
Ifg5 20160123-20160204 4.23 2.75 (35%) 5.24 (-) 5.61 (-) 5.91 (-)
Ifg6 20160228-20160311 4.15 2.14 (48%) 1.96 (53%) 2.34 (44%) 2.77 (33%)
Ifg7 20160311-20160416 3.74 2.04 (45%) 3.64 ( 3%) 3.12 (17%) 3.68 ( 2%)
Ifg8 20160404-20160510 4.01 2.47 (38%) 2.54 (37%) 2.95 (26%) 2.98 (26%)
Ifg9 20160510-20160615 2.98 2.30 (23%) 2.43 (18%) 2.45 (18%) 2.45 (18%)
Ifg10 20160615-20160709 3.46 2.37 (32%) 2.82 (18%) 2.93 (15%) 2.96 (14%)
Ifg11 20160721-20160814 6.79 2.62 (61%) 2.59 (62%) 2.90 (57%) 3.68 (46%)
Ifg12 20160826-20160907 6.62 2.64 (60%) 2.56 (61%) 2.59 (61%) 2.65 (60%)
Mean (50%) (44%) (38%) (32%)

not significant. One possible reason is that with two-way grid nesting using one input
file, nested domains do not benefit from high resolution static fields [111]. Thus, in the
Almeŕıa case, a two-way grid nesting with two input files is chosen in the WRF model.
To be specific, in this case all static and meteorological data for the nest(s) are obtained
from the original nest’s input files directly, rather than from the coarse grid. Similar to
the Tenerife case, the WRF model in Almeŕıa is also run in three nested domains with 10
min interval in time. In spatial domain, the grids size for the 27, 9, 3 km nested domain
is defined as 111x91, 103x103, 103x103, respectively.

The predicted atmospheric parameters from the three domains WRF model are used
to generate the atmospheric artifacts screen and further utilized to correct the interfer-
ograms in Almeŕıa. The compensation results for the interferogram 20171031-20171124
(Ifg 11) are shown in Fig. 5.7, in which Fig. 5.7(a) is the original interferogram, Fig. 5.7(b),
Fig. 5.7(d), Fig. 5.7(f) shows the simulated APS from the 27 km, 9 km and 3 km domain
respectively, and the subfigure Fig. 5.7(c), Fig. 5.7(e) and Fig. 5.7(g) presents the cor-
responding residual phase after each correction. In general, it can be seen visually that
the three domains WRF model can remove the most part of the atmospheric artifacts,
particularly for the topography related component. Meanwhile the performance of the
three corrections is very similar with each other. From the statistical point of view, the
27 km WRF model can reduce the SD from 2.95 to 2.20 rad by 25% reduction, while the
9 km and 3 km model accomplishes 34% and 35% reduction respectively. It seems that
from this specific case study, the higher resolution the model is, the better performance
the mitigation can achieve. However, applying the statistical analysis to all the twelve
interferograms, it turns out that the 27 km, 9 km and 3 km model achieves 24%, 25%
and 25% SD reduction on average (see Table 5.7). It is found that the higher resolution
model only achieves slightly better performance than low resolution model. Moreover, it
is interesting to point out that for the Ifg8 case, the 9 km and 3 km model increases the
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(a)
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(d) (e)

(f) (g)
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Fig. 5.7. 20171031-20171124 (Ifg11) case study of APS compensation over Almeŕıa using
WRF model with different resolutions. (a) original interferogram. (b-c) D-LOS predicted
APS and residual phase with 27 km resolution WRF. (d-e) D-LOS predicted APS and
residual phase with 9 km resolution WRF. (f-g) D-LOS predicted APS and residual phase
with 3 km resolution WRF.
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SD rather than reduces it. Overall, the increased spatial resolution of the WRF model
does not show significant improvements on correcting the atmospheric artifacts. Besides,
the computational burden of running a higher resolution model is tremendous higher than
a low resolution one. The comparison between results from the original ERA5 data and
the ones from the WRF model also shows an agreement with the cases in Tenerife. In
other words, the ERA5 data can achieve a better APS correction than the WRF model on
account of the average SD reduction. With ERA5 correction, the average SD reduction
can reach up to 29%, while using the WRF model, it can only achieve around 25%.

Table 5.7: Statistical comparison using the WRF model with different resolutions for 12
Sentinel-1 interferograms in Almeŕıa, Spain. Values in parentheses are correction percentage
(Original-Residual)/Original.

Ifg. Interferogram pair SD SD residual
Ifg. ERA5 27kmWRF 9km WRF 3km WRF

Ifg1 20161217-20170110 4.19 3.52 (16%) 3.51 (16%) 3.55 (15%) 3.55 (15%)
Ifg2 20170122-20170227 4.13 3.46 (16%) 3.35 (19%) 3.13 (24%) 3.10 (25%)
Ifg3 20170227-20170311 5.38 3.29 (39%) 3.26 (39%) 3.29 (39%) 3.26 (39%)
Ifg4 20170311-20170428 5.13 3.86 (25%) 2.15 (58%) 2.74 (47%) 2.46 (52%)
Ifg5 20170404-20170510 4.37 3.68 (16%) 3.41 (22%) 3.72 (15%) 3.77 (14%)
Ifg6 20170528-20170609 5.93 3.25 (45%) 2.97 (50%) 2.98 (50%) 3.00 (49%)
Ifg7 20170609-20170703 4.60 3.22 (30%) 4.00 (13%) 4.06 (12%) 4.14 (10%)
Ifg8 20170727-20170808 6.12 3.54 (42%) 5.91 ( 3%) 6.81 (-) 7.07 (-)
Ifg9 20170808-20170901 7.53 5.52 (27%) 6.25 (17%) 6.64 (12%) 6.66 (12%)
Ifg10 20170901-20171007 4.66 3.17 (32%) 3.35 (28%) 3.71 (20%) 3.79 (19%)
Ifg11 20171031-20171124 2.95 1.79 (39%) 2.20 (25%) 1.95 (34%) 1.92 (35%)
Ifg12 20171112-20171206 2.54 2.00 (21%) 2.48 ( 2%) 2.36 ( 7%) 2.36 ( 7%)
Mean (29%) (24%) (25%) (25%)

5.4 Summary

As it is concluded in the Chapter 4 that the global weather forecast data have the feasi-
bility to correct atmospheric artifacts to some extent, but for localized components there
is still room for improvement. The motivation of using local weather forecast models is
derived from its ability to generate high spatial and temporal resolution meteorological
parameters. It is therefore expected that localized atmospheric artifacts can be compen-
sated by using the local weather forecast models. In this Chapter, the output produced
by the WRF model is used as input for the D-LOS integration method to mitigate APS
from interferograms. In order to do so, a brief overview of local weather forecast mod-
els is firstly given. Then the details of running the latest local WRF model is explained.
Once the desired meteorological parameters are generated by the WRF model, the D-LOS
method is thereafter applied to correct the atmospheric artifacts.

The D-LOS correction method based on the WRF model has been validated on the
Tenerife, Spain, Almeŕıa, Spain test sites. In Tenerife, firstly if we compare the WRF
results with the ones from the global reanalysis ERA5 data, the WRF model presents
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a worse correction performance than the ERA5. On the one hand, for some cases, the
Ifg5 for example, the WRF model fails to reduce its phase SD, while the ERA5 can
correct it with a 35% reduction. On the other hand, for the twelve interferograms, 50%
phase reduction can be achieved on average by the ERA5 data, which is better than the
results from all the three domains WRF model. Secondly, an internal comparison of the
three domains WRF shows that the correcting ability decreases with the increasing of
the spatial resolution. As the phase SD reduction decreases from 44% for the 27 km
domain to 38% for the 9 km and up to 32% for the 3 km domain. In Almeŕıa, in general
the three domains WRF model shows a similar correction ability with the ERA5 data.
For the twelve interferograms, the ERA5 can achieve 29% phase variance reduction on
average, while the 27 km WRF model can reduce it by 24%. For the 9 km and 3 km
case, the number is 25% on average, excluding the Ifg8 case. Because in this case, both
the 9 km and 3 km WRF models even add phase variance to the original interferogram,
rather than reduce it.

From the test cases, it can be found that the latest local weather forecast model,
WRF, cannot achieve our expectation to correct localized atmospheric artifacts by taking
advantage of its high spatial resolution. By now, the current WRF model may simulate
meteorological parameters precisely and reliably in other regions, or other meteorological
parameters well rather than the ones used for calculating phase delays. The bad perfor-
mance of the WRF model for APS correction also arises an opportunity to improve the
WRF model by assimilating the phase delays from interferograms.
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Application for Gansu of
APS correction methods

In the previous Chapters, a linear-based empirical method and a D-LOS integration
method based on both global and local numerical weather forecast data have been de-
veloped and validated in several regions. In these test sites, by analysing phase devia-
tions for original differential interferograms and residual phases, it has been proved that
atmospheric artifacts can be removed to some extent. However, these validations are im-
plemented to interferograms with no significant deformations. In practice, ground defor-
mations and atmospheric artifacts are usually mixed together, especially in mountainous
regions where interferograms are prone to suffer strong atmospheric artifacts contami-
nations. Meanwhile, in mountainous regions, geohazards, such as landslide, debris flow,
occur very often. Therefore it is necessary to remove atmospheric artifacts from interfer-
ograms prior to applying any InSAR techniques. In this Chapter, the developed methods
will further be applied to a region in Gansu, China, where there are significant deforma-
tions caused by landslide and human activities. The interferogram 20160418-20160512 is
carefully analysed in this site. By applying and comparing all the methods developed in
this thesis, it can be seen that the V-LMRTA method and D-LOS integration method
based on ERA5 data have a good APS correcting performance, but the MERRA2 data
and WRF model cannot achieve the equivalent performance. In addition, it has been
proved that atmospheric artifacts mitigation can make a difference to reveal deformation
phenomena. However, the failure of the APS correction also reminds us that no matter
what APS compensation methods are, it needs to be carefully evaluated before applying
it.
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6.1 Introduction

The study area is located in the east of Qinghai province and the west of Gansu province,
China. Fig. 6.1(a) shows the geographical location of the study area. It lies in a mountain-
ous region and its geological structure belongs to the Loess Plateau, which is characterized
by its most distinctive feature, namely, the highly friable loess soil. A west-east valley
lies in the center, surrounded by a stretch of mountains. The relative elevation difference
of the study area is up to 2800 m. This district has a semi-arid climate, with extensive
monsoonal influence. Rainfall tends to be heavily concentrated in hot summer, while win-
ters are cold and dry. This region is also blessed with an abundance of natural resources,
such as oil, coal, gas, shale. Therefore it is prone to attract human activities related to
natural resources extraction, which contributes to the deterioration of geohazards.

(a)

(b) (c) (d)

Fig. 6.1. Geography location of the study area, Gansu province, China. (a) The topography
of the study area as well as zoom in of the deformation area in google earth. (b) ROI-
1, corresponding to a quarry. (c) ROI-2, corresponding to a landslide area. (d) ROI-3,
corresponding to a coal mining area.
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Honggu district, labeled in a green rectangle in Fig. 6.1(a), is a region suffering coal
mining, quarry construction activities. As a consequence, ground deformation spreads
over this district. Although we do not have extra information in terms of the progress of
the mining, quarrying activities and ground truth deformation in this area, the deforma-
tion phenomenon caused by the human activities can be clearly seen in interferograms,
especially after the APS correction. Besides, optical images from google earth can further
identify these surface deformation phenomena. Fig. 6.1(a) indicates three ROIs, corre-
sponding to a quarry (ROI-1), landslide area (ROI-2) and a coal mining area (ROI-3).
Zoom in figures for the three ROIs are shown in Fig. 6.1(b), Fig. 6.1(c), Fig. 6.1(d),
where the resources extraction areas and suspect landslide area can be clearly seen with
the naked eye.

(a)

(b) (c) (d)
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Fig. 6.2. Original differential interferogram for 20160418-20160512 case study in Gansu,
China. (a) An overview of the original differential interferogram in the study area. (b) Zoom
in for the ROI-1, corresponding to a quarry. (c) Zoom in for the ROI-2, corresponding to a
landslide area. (d) Zoom in for the ROI-3, corresponding to a coal mining area.

InSAR technique is an ideal tool to reveal the ground deformation in such a wide
mountainous area. As in addition to laborious work, other traditional monitoring ap-
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proaches are difficult to implement. However, differential interferograms in such a moun-
tainous area are usually contaminated by atmospheric artifacts. Fig. 6.2(a) shows the
20160418-20160512 differential interferogram, from which it is clear to see that the atmo-
spheric artifacts is prominent, spreading all over the interferogram and covering up the
deformation areas. From the zoom in figures in Fig. 6.2(b), Fig. 6.2(c) and Fig. 6.2(d),
it is challenging to retrieve deformation information from the atmospheric artifacts and
deformation mixed signals. In the following sections, the developed methods in this thesis
will be applied to separate the two mixed signals in the interferogram.

6.2 Implementation and results discussion

In this Section, the developed V-LMRTA method in Chapter 3, the D-LOS method based
on the MERRA2 and ERA5 data in Chapter 4 and the D-LOS method based on the
WRF model in Chapter 5 are implemented to the 20160418-20160512 interferogram in
Gansu test site. This interferogram pair has a temporal baseline of only 24 days and a
spatial baseline of 58.4 m. In such a short baselines case, it is assumed that coherence is
preserved. In addition, after removing the topographic phase contribution, it is expected
that the prominent phase components are made of atmospheric artifacts and deformations.
As it is shown in Fig. 6.2(a), the atmospheric artifacts are correlated with topography.
At first sight, it is difficult to identify the deformation area in the original differential
interferogram. As we do not have detailed ground truth information, the performance of
these methods will be evaluated from two aspects. One is based on phase SD reduction
all over the interferogram. The second one is a comparison analysis focusing on the three
ROIs between the original and corrected interferogram.

6.2.1 Simulated atmospheric artifacts

The estimated APS delays are shown in Fig. 6.3, in which Fig. 6.3(b), Fig. 6.3(c),
Fig. 6.3(d) and Fig. 6.3(e) presents the APS estimated by the V-LMRTA method, MERRA2,
ERA5 and 27 km WRF model, respectively. With regard to the pattern of atmospheric
artifacts, all the methods are able to generate a similar one to the original differential
interferogram (Fig. 6.3(a)), except the one calculated from MERRA2 data, in which no
phase trend is obtained. In addition, it is clear that the estimated APSs share a very
similar pattern to the topography. In terms of the amplitude, among the four results,
the V-LMRTA method shows the best performance, while the WRF model performs the
worst. Because in low altitude areas, the WRF model estimates the APS in a opposite
trend in some areas. Note that the result presented by the ERA5 is promising, as a similar
pattern can be observed in the estimated APS. Moreover, it is noted that the V-LMRTA
APS is almost a duplicate of the original differential interferogram.

6.2.2 V-LMRTA residual

After subtracting the V-LMRTA APS from the original differential interferogram, the
phase residual is presented in Fig. 6.4(a). On the one hand, on the large scale, the resid-
ual phase is consistent all over the entire image, except some random phases at the tops
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(a)

(b) (c)

(d) (e)
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Fig. 6.3. Original differential interferogram and APSs estimated from different methods for
the 20160418-20160512 case in Gansu, China. (a) The original differential interferogram. (b)
The APS calculated by V-LMRTA method. (c) The APS calculated from MERRA2 data.
(d) The APS calculated from ERA5 data. (e) The APS calculated from 27km WRF model.

of mountains probably due to snow cover. In other words, the topography related atmo-
spheric artifacts can be removed by the V-LMRTA model. The outstanding correction
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can also prove that the atmospheric artifacts are linearly correlated with topography in
this particular case. From the statistical point of view, the phase SD for the original
differential interferogram is 2.70 rad. After the V-LMRTA correction, the value can be
reduced to only 1.05 rad for the residual phase, showing 59.3% reduction. On the other
hand, on the local scale, if we pay attention to the ROIs, the areas affected by deforma-
tion clearly appear on the APS cleaned interferogram. To be more specific, deformation
phenomena caused by quarrying in ROI-1, landslide in ROI-2 and coal mining activity in
ROI-3 are clearly seen in the residual interferogram. Corresponding zoom in figures are
shown in Fig. 6.4(b), Fig. 6.4(c) and Fig. 6.4(d).

(a)

(b) (c) (d)
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Fig. 6.4. Residual phase for the 20160418-20160512 case study after the V-LMRTA correc-
tion in Gansu, China. (a) An overview of the residual phase in the study area. (b) Zoom
in for the ROI-1, corresponding to a quarry. (c) Zoom in for the ROI-2, corresponding to a
landslide area. (d) Zoom in for the ROI-3, corresponding to a coal mining area.
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6.2.3 D-LOS MERRA2 residual

Fig. 6.5(a) shows the residual phase after D-LOS compensation based on the MERRA2
data. It is evident that the MERRA2 data has a limited ability to remove the atmospheric
artifacts for this particular case. If we pay attention to the estimated MERRA2 APS
once again in Fig. 6.3(c), it can be seen that the APS is extremely underestimated. As
a consequence, subsidence phenomena in Fig. 6.5(b), Fig. 6.5(c) and Fig. 6.5(d) are still
concealed under the atmospheric artifacts in the residual, or at least the subsidence area
is not clear. In statistics, the MERRA2 correction can only slightly reduce SD from 2.70
rad to 2.65 rad, which further proves the poor performance of MERRA2 data in this
particular case.

(a)

(b) (c) (d)
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Fig. 6.5. Residual phase for the 20160418-20160512 case study after the MERRA2 correction
in Gansu, China. (a) An overview of the residual phase in the study area. (b) Zoom in for the
ROI-1, corresponding to a quarry. (c) Zoom in for the ROI-2, corresponding to a landslide
area. (d) Zoom in for the ROI-3, corresponding to a coal mining area.
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6.2.4 D-LOS ERA5 residual

The ERA5 pressure level data is used to correct the atmospheric artifacts for this case.
The residual phase after the ERA5 correction is shown in Fig. 6.6(a). Compared to the
original differential interferogram in Fig. 6.2(a), it can be seen that most part of APS
has been removed. If we focus on the ROIs, there is a striking contrast regarding to the
deformation areas between the original differential interferogram and the residual phase.
In Fig. 6.6(b), Fig. 6.6(c) and Fig. 6.6(d), it is clear that the deformation areas appear
after the ERA5 correction. In terms of phase SD reduction, the SD value is reduced from
2.70 rad to 1.43 rad. Compared to the V-LMRTA method, the D-LOS ERA5 correction
demonstrates its comparable correcting ability.

(a)

(b) (c) (d)
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Fig. 6.6. Residual phase for the 20160418-20160512 case study after the ERA5 correction in
Gansu, China. (a) An overview of the residual phase in the study area. (b) Zoom in for the
ROI-1, corresponding to a quarry. (c) Zoom in for the ROI-2, corresponding to a landslide
area. (d) Zoom in for the ROI-3, corresponding to a coal mining area.
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6.2.5 D-LOS WRF residual

(a)

(b) (c) (d)
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Fig. 6.7. Residual phase for the 20160418-20160512 case study after the WRF correction in
Gansu, China. (a) An overview of the residual phase in the study area. (b) Zoom in for the
ROI-1, corresponding to a quarry. (c) Zoom in for the ROI-2, corresponding to a landslide
area. (d) Zoom in for the ROI-3, corresponding to a coal mining area.

As discussed in Chapter 5, a higher spatial resolution of meteorological parameters
from the WRF model does not mean a better APS correction. Moreover, in some cases,
the 27 km resolution WRF model can achieve better performance than higher resolution 9
km and 3 km WRF ones. Therefore, in Gansu site, the 27 km WRF model is implemented
to generate high resolution weather forecast data. Fig. 6.7(a) shows the residual result
after the WRF model compensation. Unfortunately, the WRF model can slightly remove
APS only for a small part of the interferogram (around the ridge). For the most part, the
WRF correction deteriorates the original differential interferogram, rather than mitigat-
ing it. Especially in the areas with low altitude, the original differential interferometric
phase is contaminated seriously by the erroneously simulated APS. As a consequence,
the deformation in the ROIs is still mixed with strong atmospheric artifacts, as shown
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in Fig. 6.7(b), Fig. 6.7(c) and Fig. 6.7(d). The terrible correction performance is also
reflected on the phase SD, which is increased from 2.70 rad to 9.84 rad in the residual
phase.

6.3 Summary

In this Chapter, the developed APS correction methods have been applied to the Gansu,
China test site, where the deformation signal is mixed with atmospheric artifacts. There-
fore, it is an ideal case to test the feasibility of APS correction methods to separate the
two phase components.

Based on the aforementioned discussion, it can be concluded that among the four dif-
ferent corrections, on the one hand, the V-LMRTA and D-LOS method based on ERA5
reanalysis data can provide a reliable APS mitigation for this particular case. As a re-
sult, the residual phases are reasonable after the two compensations. First of all, the two
methods are able to present a comparable correction in terms of both the trend of the
atmospheric artifacts and its amplitude. Besides, the subsidence phenomena caused by
human activities in the ROIs are clearly visible in the residual phases. On the other hand,
the D-LOS method based on MERRA2 has a limited ability to remove the atmospheric
artifacts, while the WRF based correction even deteriorates the original differential inter-
ferogram. As it is well known that the purpose of any APS compensations is to mitigate
it as much as possible on the premise that the correction methods do not incur any ad-
ditional contamination. Consequently, the failure of the WRF correction also calls our
attention to that any APS correction methods should be carefully analysed and verified
before applying it for each individual case. If ground truth data for the deformation is
not available, phase SD is an alternative index to assess the correction performance. In
general, a better APS correction always demonstrates a larger phase SD reduction than
a worse one.
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lines

InSAR techniques have proven to be powerful for measuring deformations and mapping
topography during the last decades. However, atmospheric artifacts are one of the main
error sources that influences the accuracy of InSAR results. In some cases, the APS
contamination can lead to unacceptable estimations of geographical parameters. Conse-
quently, a particular attention has to be paid on the APS correction before applying any
advanced InSAR technique. This PhD thesis has been devoted to the APS mitigation
in interferograms. For this purpose, two correction methods have been developed. The
first mitigation method estimates a linear correlated stratified APS from interferograms
themselves considering the influence of the turbulent component. The second method
takes advantage of auxiliary meteorological data, including both global and local numer-
ical weather prediction models. The main conclusions of the thesis and possible future
lines are summarized as follows.

7.1 Conclusions

7.1.1 Correcting APS using a covariance-weighted linear model

Atmospheric artifacts can be estimated by empirical models, such as a linear model or
a power law function. The main advantage is their independence of any auxiliary data.
These models can be thus adjusted directly to the interferograms with no further data
required. However, the reliability of the estimated stratified APS can be effected if turbu-
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lent component exists. A covariance-weighting method has been developed in Chapter 3
for a more robust model adjustment in presence of turbulent atmosphere. The proposed
method consists of two main steps. Firstly, an improved linear model is defined that
considers phase differences among selected pixels instead of their absolute values, known
as LMRTA. If two pixels present similar values of turbulent atmosphere, this component
would not affect the model adjustment. Secondly, when adjusting the model to the ob-
served phases a proper weighting strategy is applied based on the spatial characteristics
of the turbulent APS in order to further reduce its impact as much as possible. The most
sophisticated weighting strategy uses the spatial covariance matrix obtained from the em-
pirical variogram to determine how two pixels are affected by the turbulent component,
known as V-LMRTA. On account of its high computational burden, an alternate and sim-
pler weighting strategy is based on just using the pixel’s distance, known as D-LMRTA.
Separated pixels have more chances of being affected by different turbulent atmosphere
that closer ones. The difference between both strategies has been studied, which shows
that the sophisticated weighting strategy slightly outperforms the simpler one. So, in
practice, it is not worth to use the variogram weighting strategy.

The proposed approach has been validated with both simulated data and fourteen
Sentinel-1 interferograms from Tenerife. Results have been compared to the conventional
linear model method and the D-LOS method based on the ERA5 weather forecast data.
On the one hand, 135 interferograms have been simulated with a wide range of turbulent
component. From the results it has been concluded that the V-LMRTA method performs
the best, compared to the conventional linear method and unweighted LMRTA. For pairs
with mild turbulent components, the three methods show a similar correction perfor-
mance. The better performance of V-LMRTA is more noticeable when the magnitude
of turbulent APS increases. On the other hand, with real data a statistical comparison
of the different correction methods on fourteen interferograms reveals that the LMRTA
method can provide more reliable SD reduction than the conventional linear model. Even
in some cases, the conventional linear model can increase the phase SD. Moreover, the
correction results from the LMRTA method are closer to the ones provided by the ERA5
weather forecast data. Therefore, both the simulated and real cases have demonstrated
the outstanding performance of stratified APS compensation by the covariance-weighted
linear model.

However, the linear model based method is merely efficient in situations where the
atmospheric artifacts follow a linear trend with the topography. The proposed LMRTA
method is designed to model the linear correlated APS in a robust way. Consequently,
in situations where the atmospheric artifacts do not follow a linear trend with the topog-
raphy, other correction methods are necessary. As LMRTA cannot reduce the turbulent
component, other approaches, like the classical temporal-spatial filtering can be used to
refine the results.

7.1.2 Comparison between Z-LOS and D-LOS correction meth-
ods

The APS mitigation method based on weather forecast data is not in principle an innova-
tive technique. However, many authors calculate the phase delay by integrating along the
zenith direction and then convert it to the LOS direction (Z-LOS), instead of integrating
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along the LOS directly (D-LOS). In fact, with the Z-LOS approach, it is assumed that the
atmospheric parameters along the LOS direction are spatially invariant around a given
location. However, the assumption fails when the atmosphere state is locally anisotropic.
In Chapter 4, a realistic LOS integration method (D-LOS) has been presented and a
detailed comparison with the Z-LOS approach has been performed. The framework of
the D-LOS method is composed of three steps: determination of the sampling locations
along the LOS path, interpolation of atmospheric parameters on the sampled locations
and integrating these parameters along the LOS direction. The D-LOS approach is more
realistic as it follows the same trajectory as the electromagnetic waves, and it can avoid
the possible inaccuracies caused by anisotropic atmospheric states. The evaluation of the
two strategies with real data has shown that D-LOS outperforms Z-LOS based on ERA5
global reanalysis data. In order to prove that the conclusions are general, three different
regions, Tenerife, Spain, Almeŕıa, Spain and Crete, Greece, have been chosen as test sites.

All interferograms in the three test sites have short spatial and temporal baselines. It
is assumed that in the differential interferograms there is neither significant deformation
nor topography error and the APS dominates the phase components. Consequently, the
performance of the APS mitigation can be assessed from the residual phase by using the
SD of the residue as a metric. From the statistical point of view, for all interferograms the
D-LOS approach presented more significant variance reduction than the Z-LOS method.
In Tenerife island, D-LOS can achieve 23-77% SD reduction for the twelve interferograms,
with an average level of 50%, while Z-LOS achieved only 14-71%, with an average decrease
of 37%. In Crete, Greece test site, after applying the D-LOS correction, the SD decreased
by 15-74%, with an average reduction of 38%, compared with 5-48% and corresponding
average level of 22% from the Z-LOS method for the eight interferograms. Finally, over
Almeŕıa, the Z-LOS method also achieved a SD reduction of 14% on average, while the
D-LOS strategy showed a better performance, reaching up to 29% on average for the
twelve interferograms.

In addition, the Z-LOS method failed to correct APS for one out of twelve interfer-
ograms in Tenerife and two out of twelve in Almeŕıa. To be more specific, in the three
cases after the Z-LOS correction the SD of the residual phases even increased. However,
the D-LOS approach succeeded in mitigating the atmospheric artifacts in all interfero-
grams. So, it can be concluded that the realistic D-LOS method is more robust than the
conventional Z-LOS approach.

7.1.3 APS mitigation using global numerical weather models

The merit of the D-LOS strategy compared to the Z-LOS one has been certified based on
the global ERA5 data. The conclusion is general and it can be applied to any reanalysis
dataset. A wide variety of global weather forecast reanalysis data are available to the
public. The D-LOS method has been also applied to the ERA-Interim and MERRA2
datasets in Chapter 4 to further evaluate their performance. A detailed comparison
between these global reanalysis datasets has been carried out. The ERA-Interim and
ERA5 reanalysis datasets are from the same ECMWF family, while the MERRA2 is
produced by the GEOS-5 assimilation system from NASA. Regarding their time interval,
the temporal sampling of ERA5 is 1 hour, compared to the 6 hours for the ERA-Interim
and MERRA2. In terms of spatial resolution, the ERA5 is also the best with a 0.28 deg
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resolution gird in both latitude and longitude, followed by the MERRA2 with resolution
of 0.5 deg in latitude and 0.625 deg in longitude and the ERA-Interim having 0.75 deg
space interval in both latitude and longitude.

The tests carried on Tenerife have shown that the three datasets presented a very
similar APS correction performance. Although the ERA5 data presented a slightly better
correction with an average SD reduction of 50.2% on the twelve interferograms, compared
to 49% for ERA-Interim and 48.7% for MERRA2, the differences among them were not
significant. On the contrary, in Almeŕıa the performance was different for each reanalysis
data. For the twelve pairs, the average phase variance reduction (29.0%) by the ERA5
data almost doubled the ones from the ERA-Interim (15.7%) and MERRA2 (14.8%).
Additionally, the MERRA2 data failed to correct APS for three pairs. Therefore, the
conclusion for this test site has been that ERA5 performed the best, while MERRA2
showed the worst mitigation performance. On the contrary, with the third test site,
Crete, Greece, the conclusions were just the opposite, MERRA2 presented a significant
SD reduction compared with ERA-Interim and slightly better than ERA5.

From the three tests it can be concluded that the performance of APS correction using
different global reanalysis datasets varies from one site to another. But the correction
using the latest reanalysis ERA5 data is relatively reliable. Therefore, ERA5 seems to be
the most reliable option for APS mitigation.

7.1.4 APS mitigation based on the local WRF model

The reliability of using global weather forecast reanalysis data to correct APS has been
demonstrated in Chapter 4. Even though the resolution of the global reanalysis data is
relatively low compared to the scale of SAR images, the corrected results in the three
test sites are promising. As local weather forecast models have the ability to improve
the resolution of meteorological parameters, it was expected that their application can
improve the performance of APS correction. To explore it, the latest local weather forecast
model WRF has been evaluated in Chapter 5. In this framework, firstly, an overview of the
local weather forecast models, specifically the WRF model, has been presented, followed
by the WRF model setups for generating atmospheric parameters for APS calculation.
After that, the D-LOS method has been applied to the refined parameters from the WRF
model. For running the WRF model, ERA5 data has been used for setting the initial
conditions.

Three domains with resolutions of 27 km, 9 km and 3 km respectively were set when
running the WRF model in the different test sites. On the one hand, in Tenerife it was
found that the increased spatial resolution had not implied an improvement of the APS
mitigation, but just the opposite. For the twelve interferograms, the average phase SD
reduction decreased from 44% for the 27 km domain to 38% for the 9 km domain and
only to 32% for the 3 km case. On the other hand, the original global reanalysis ERA5
data was able to achieve an average phase variance reduction of 50%, which was better
than all the three WRF domains corrections. For the Almeŕıa case, the average phase SD
reduction for the twelve interferograms did not vary significantly with the improvement
of the spatial resolution. Starting with a 24% reduction for the 27 km model, and ending
with a 25% for both the 9 km and 3 km domains. However, similarly to the Tenerife
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case, the ERA5 data provided the best APS mitigation, reducing the phase variance by
a 29%.

In addition to its high computational burden, the latest local weather forecast model
WRF have shown a limited ability to correct APS compared with global reanalysis data
to mitigate APS. The local models have to be improved to produce better results.

7.2 Future research lines

From the APS correction point of view, the current weather forecast models, either global
or local, can mitigate in the best cases atmospheric artifacts significantly. Meanwhile, in
most of the cases atmospheric artifacts can only be removed partially, but in the worst
ones interferograms are even deteriorated. The performance of the correction varies from
one interferogram to another as well as from one site to another. In fact, the APS
correction ability mainly depends on the quality of the weather forecast data. Therefore
if these weather forecast models were able to produce meteorological data with quality
assessment, it would help to evaluate whether the estimated APS would be reliable or not.
Nowadays, the state-of-the-art ERA5 reanalysis is released with an uncertainty estimate
based on a 10-member and 4D-Var ensemble at a reduced resolution of 62 km [45]. Based
on this, one promising research topic would be the uncertainty propagation from the
meteorological parameters to the final phase delays, which can be further used to assess
the reliability of atmospheric artifacts correction.

From the perspective of the InSAR meteorology, as phase delays simulated from the
weather forecast models show a great agreement with atmospheric artifacts in interfer-
ograms in some cases, the atmospheric component in interferograms can provide one
auxiliary observation source for numerical weather forecast modelling. It is known that
in some cases the weather forecast models have a limited ability to correct APS in inter-
ferograms. It is believed that the disagreement is mainly caused by the weather forecast
models. There are two main reasons. Firstly, the reliability of weather forecast model
products is prone to be effected by a variety of factors, such as the spacing of observa-
tion stations and their monitoring frequency. Nowadays both in local and global scale,
neither the number stations nor the monitoring frequency are enough. Secondly, InSAR
has proven to be a mature technique in many theoretical and application studies. The
InSAR meteorology has a potential ability to improve weather forecast modelling in two
aspects. For large scale weather forecast modelling, today SAR images have a global
coverage with relative short repeat cycles. Moreover, Geostationary Synthetic Aperture
Radar (GeoSAR) missions, in the future, would be able to obtain continuous images over
the Earth’s surface. The InSAR technique therefore is promising to help improve any
global weather forecast models. For small scale weather forecast modelling, SAR images
are acquired in very fine spatial scale compared to weather monitoring stations. As it can
be seen from the results presented in the thesis, APS corrections using the local WRF
model are not able to cope with local atmospheric artifacts, which are clearly visible in
many interferograms. Therefore, it might be a challenge to retrieve local meteorologi-
cal parameters from interferograms and integrate these observations into local weather
forecast models.
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[20] P. Blanco-Sanchez, J. J. Mallorqúı, S. Duque, and D. Monells, “The Coherent Pixels
Technique (CPT): An advanced DInSAR technique for nonlinear deformation moni-
toring,” Pure and Applied Geophysics, vol. 165, no. 6, pp. 1167–1193, Jun. 2008.

[21] S. Liu, “Satellite radar interferometry: estimation of atmospheric delay,” Ph.D. dis-
sertation, Delft University of Technology, Delft, The Netherlands, 2012.

[22] W. Gong, F. J. Meyer, S. Liu, and R. F. Hanssen, “Temporal filtering of InSAR data
using statistical parameters from NWP models,” IEEE Transactions on Geoscience
and Remote Sensing, vol. 53, no. 7, pp. 4033–4044, 2015.

[23] S. H. Knospe and S. Jonsson, “Covariance estimation for DInSAR surface deforma-
tion measurements in the presence of anisotropic atmospheric noise,” IEEE Transac-
tions on Geoscience and Remote Sensing, vol. 48, no. 4, pp. 2057–2065, 2010.

124



BIBLIOGRAPHY

[24] F. Beauducel, P. Briole, and J.-L. Froger, “Volcano-wide fringes in ERS synthetic
aperture radar interferograms of Etna (1992–1998): Deformation or tropospheric ef-
fect?” Journal of Geophysical Research: Solid Earth, vol. 105, no. B7, pp. 16 391–
16 402, Jul. 2000.
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