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PREFACE ANO OUTLlNE

Current gas sensor technology, although meeting the rmmmum

requirements in many instances, suffers for a number of limitations. Hence, there is

currently a considerable volume of research being undertaken at many laboratories
of different countries. In the past, all chemical sensors and catalyst were optimised
empirically by a trial and error method. Today, however, systematic research and

development is becoming increasingly important in order to improve sensors and to

find new sensing principles. The obtaining of long term stable gas sensors with

improved sensitivity, selectivity, and low cost for mass production passes through
fundamental research and, therefore, through material characterisation to build new

chemically sensitive devices or to improve existing ones. At this respect a wide

prograrnme on semiconducting gas sensors is funded under EEC BRITE/EURAM

projects and is aimed at developing a wide range of both flarnmable and toxic gas
sensors produced by both thick (screen printed) and thin (sputtered) film techniques.
Advantages of such prograrnme include a strong interaction between universities
and sensor manufacturers. Under this prograrnme the project 'NANOGAS:
Nanoscaled Functional Materials for Long Term Stable Gas Sensors' was

developed. The active members of the project were the University of Barcelona, the

University of Tübingen, the University of Brescia, BOSCH GmbH, CISE S.A.,
SAGEM, and, added at the fmal part ofthe project, the University ofFerrara.

All the content of the current work was developed under the NANOGAS
project and this is the main reason to write it in English. So, people involved in the

project can find a notorious review of part of the results of NANOGAS and the
discussion that lack during the development of the project. Concretely this thesis
includes most of the work performed in sensors and raw material based on Sn02 we

used. For consistency and in order not to extend too much the work, the part in
which other materials like, Ti02 and W03, were investigated is not included here.

The work is organised as follows. In Chapter 1 an introduction to the
different sensor devices, materials used and the operating principles of metal-oxide­
semiconductor gas sensors is given. A special focus on Sn02 is applied. Chapter 1
contains all the required information to understand why gas sensors are needed, their
fundamentals, and the current possibilities for improvement. Nevertheless, in the

subsequent chapters (except in Chapter 2) a brief introduction related to the
concrete objective of the chapter is included. So, a large background on metal­
oxide-semiconductor gas sensors, and especially about those based on Sn02 is

presented. Moreover, the introduction reviews sorne confused details of the existing
literature on the principles of operation of semiconductor gas sensors.

Chapter 2 consists in a quite detailed review of the techniques for structural
analysis used to perform the investigations. The techniques included are

Transmission and Scanning electron microscopies and the related analytical
techniques, X-ray diffraction, X-ray photoelectron spectroscopy, and Raman and



Infrared spectroscopies. Such a detailed overview has been included because of

several reasons. The most important is to give a compendium of most of the

different techniques used in the laboratory in a unique work. Therefore, Chapter 2

can be a good starting point for a person who begins in structural characterisation of

materials for microelectronics in general. The work performed under the

NANOGAS project was pioneer for the laboratory, but now more people is working
on similar characterisation of nanoscaled materials for gas sensors and other fields.

Special features related to nanoparticles have been so added in Chapter 3.

Therefore, a complete background to the techniques of characterisation of

nanometer sized materials is presented in Chapters 2 and 3. People interested only
in the improvement of the gas sensors investigated in this work can skip Chapter 2

and part of Chapter 3.

Chapters 3 and 4 include the whole experimental work performed as well

as the discussion and conclusions to which we arrived. Chapter 3 is related to tin

dioxide thick film gas sensors. The method used to fabricate the sensing material

was sol-gel. Sol-gel technology is a method to synthesise nanophase metal oxide

particles in a colloidal suspension. Primary concems in this process are the control

of the size, the chemical composition, and the microstructure of the ultrafrne

partic1es. The sol-gel process can be varied through changes in solution chemistry
and stabilisation techniques to produce the desired partic1e morphologies.
Nevertheless, sol-gel processes are very complex and only partially understood. In

this work the chemistry of the process is not considered. Nevertheless the aim of an

important part of the dissertation is to optimise the Sn02 powders obtained by sol­

gel for application in gas sensing. This improvement of the raw material is done

initially by calcination treatrnents and by the introduction of noble metal additives.

As is commented in Chapter 1, these are the usual methods to improve sensor

characteristics. However, a third technological parameter is introduced in the

fabrication of the sensors, namely the grinding of the powders. In this respect,

grinding is presented in a detailed way for the frrst time to the scientific community
as a way to control the sensing properties ofnanoparticles.

As a consequence of the detailed structural characterisation new knowledge
about the structural properties of Sn02 nanopartic1es is added to the current

knowledge. The methodology used to characterise the nanoparticles can be taken as

a general way to act in characterising this material or similar. In fact, the acquired
knowledge is being applied actual1y to other materials being analysed in the

laboratory.
Chapter 4 has been dedicated entirely to thin film gas sensors. Because of

the current interest in building integrated circuits and smart sensors and because

since few years this was done by using thin films, the introduction has been made

deliberately a little bit more extensive. Particular1y a quite extensive review on

methods for growing thin films is given. Two growing techniques have been

analysed in this part of the thesis: Ion Beam Assisted Deposition, and Reothaxial



Growth and Thermal Oxidation. Both methods of growing Sn02 thin films are

currently of considerable interest. Nevertheless, this Chapter is dedicated in more

detail to the last because of the availability of samples and the demonstrated
effectiveness of sensors based in such technology. The first method surges from

techniques such as electron or thermal evaporation of Sn02. The last method, from
the sputtering deposition of Sn02• In these techniques it is usual to obtain a non­

stoichiometric film, which is highly undesirable to fabricate gas sensors.

With the Ion beam Assisted Deposition of Sn02 it is tried to approximate to

the correct stoichiometry of the material by simultaneous bombardment with oxygen
ions during the deposition. Nevertheless, sorne problems appear, related to the

experimental conditions used to grow de Sn02 films. These are discussed in the text

and the conditions to obtain a good film for gas sensing improved.
In the Reothaxial Growth and Thermal Oxidation method, the oxidation

step used in most sputtered films, after deposition, is included directly in the

process. So, the Reothaxial Growth and Thermal Oxidation method is a simpler
procedure that allows to obtain stoichiometric films. Nevertheless, the conditions for
the deposition of Sn and the posterior oxidation have to be well controlled. So, when

treating with this methodology, we will analyse in detail both steps, identifying the

possible sources of drifts in the sensor response in the obtained layers. The results of
the investigation can be extrapolated to other procedures for growing Sn02 in which
a thermal oxidation of Sn or of non-stoichiometric Sn02 is performed.

In Chapter 5 the main conclusions ofthe work are drawn briefly.
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INTRODUCTION:
DEVICES, MATERIALS ANO PRINCIPLE OF

OPERATION OF METAL OXIDE
SEMICONDUCTOR GAS SENSORS



CHAPTER 1

1.1 The interest in gas sensing

Nowadays there is a great effort in building systems and microsystems with
combined electronics and sensors. Sensors systems, including sampling,
transduction, and signal handling, are the key elements in the progress towards new

funcionalities and sensor automation. Applications of these systems include

environrnent, security, health care, home systems, smart building s, transportation,
telecommunications, discrete manufacturing, process industries and so on.

More specifically, a market dedicated to gas sensors is also opened in order
to satisfy sorne of the commented basic socio-economical needs such as health,
environrnent, and safety. Gas sensing is a continuously growing field. New

applications are found from year to year and the needs for current and past
applications are continuously increasing. Nevertheless, compared to the senses of

sight, hearing, and touch, scientists know relatively little about how humans smell
and taste. In this respect gas sensing is a relatively new field in which a lot of work
can be done.

Gas sensors are known basically by their application in environrnental
control and security at home and closed places. Without being a direct application of

gas sensors, but an instrument in which gas sensors are the fundamental component,
they are also known by the multiple applications of electronic noses. In the

following these fields of application of gas sensors are discussed.

1.1.1 Envíronmental control

Nowadays, a variety of air pollutants have known or suspected to have

harrnful effects on human health and on the environrnent. By observing table 1, it
can be seen that these pollutants are principally the products of combustion, power
generation or motor vehicle traffic. Pollutants from these sources may not only be a

problem in the immediate vicinity of their sources but can travel long distances,
chemically reacting in the atrnosphere to produce secondary pollutants such as acid
ram or ozone.

Contamination of the ambient in populated areas is, evidently, consequence
of human activity (see the origin of pollutants in table 1 and the comparison of their
concentration in clean and populated areas in table II). As an immediate result, the

atrnospheric air all over the world contains now a variety of artificially produced
chemical components, which make the environrnent getting worst in comparison
with clean areas. The most important pollutants, their harrnful effect to the

environrnent and human health, and their concentration in clean or populated areas

are in presented in table II. As it is clear from this table, except for CO2 and CH4 the
concentration of air pollutants is in the sub ppm range, which require extremely



Chapter 1

sensitive sensors. As the gases to be controlled do not appear individually, sensors

have to be also highly selective.

So, major reasons for the need of gas sensors are monitoring of

environmental pollutants and controlling their emission. At this respect, the market,
based on the new regulations, demands a higher reliability in domestic and

environmental gas sensors for the detection of combustible and toxic gases.
Automobiles and combustion facilities are the two major contaminants of

the atrnosphere. In the case of automobiles, for example, new legislation in the

European Union and the United States will force that the future automotive exhaust
emission must drop substantially from its actuallevels. In a car, the less complete
the combustion of fuel in the working cylinder, the higher is the emission of toxic
substances in the exhaust gas. Of the exhaust gas, about 1 % is harmful to the

environment. This harmful part of the exhaust consists of carbon monoxide, CO,
oxides of nitrogen, NO" and hydrocarbons, He. Concentration of these components
in the exhaust strongly depends on the type of engines and operating conditions, but

could be in the order of several % for CO, -1000ppm of HCs, and -1 OOppm of NOx
[1]. To see the importance of car emissions, it is interesting to note that more than
the 40% of the NOx emissions are produced in Europe by automobiles (table 1, II).
So, it is c1ear the importance to reduce emissions in this particular case.

As in most cases, emissions can be reduced by obtaining a complete
combustion. In automobiles, this is aided by using a lambda probe, which measures

oxygen in the exhaust system of the caro Since the amount of oxygen in the exhaust

gas indicates how complete the combustion of the air-fuel mixture in the cylinders
is, oxygen is a good representative gas of the combustion process. Feedback from
the sensor controls the amount of fuel injected into the engine, assuring optimum
air/fuel mixture for complete combustion, and therefore the lowest possible
emissions and gasoline usage. Similar procedures are encouraged to control

important emissions.

From the point of view of domestic and industry emissions, coal has been
substituted in many countries by natural gas. This leads to a decrease of the S02
emissions. At the same time it opens a new field for gas sensing. In this respect, a

current important application in the field of gas sensing is the monitoring of the

satisfactory combustion performance of natural gas boilers, and substantial effort is

current1y being done at this respect. Combustion of natural gas gives rise to a

complex mixture of gases and any new developments in gas sensing must consider
cross specificity between gas species. In this aspect, the technique of monitoring the
ratio of CO to CO2 in the combustion products of natural gas has been shown to

provide a suitable measure of whether a gas boiler requires c1eaning and adjustrnent.
However, sorne other gases as CH4, CO2, CO, 02' H2, NOx and H20, result also in
the combustion and could be also of interest. Further applications in this field is the
detection of gas leaks by using a leak tracer incorporating a solid state gas sensor.

2



Origin SOl NOx NMVOC CH, CO CO2/1OOO N,O NH]
(NO,)

1 Public power, cogeneration and district 62.48 20.58 0.52 029 0.41 25.20 4.73 O

heating
2 Commercial, institutional and 3.72 1.82 2.88 1.31 17.99 11.29 1.29 O

residential combustion
3 Industrial combustion 23.42 1369 0.61 0.23 8.19 24.68 3.35 O

4 Production processes 2.85 0.84 3.88 0.13 4.84 5.98 3.48 3.02

5 Extraction and distribution offossil O O 3.04 20.64 O O O O

fuels
6 Solvent use O O 15.95 O O O O O

7 Road transport 3.29 42.99 25.33 0.41 56.90 19.23 1.18 0.32

8 Other mobile sources and machinerv 2.68 18.37 2.04 0.05 2.35 5.08 0.17 O

9 Waste treatment and disoosal 1.55 1.27 2.60 20.59 6.55 3.02 0.25 O

10 Azriculture O 0.07 4.00 29.33 2.53 5.49 30.65 96.66
II Nature O 0.36 39.14 27.01 0.24 -- 54.88 O

TOTAL 2060904 1227684 1969894 3163868 4812840 261006 195740 344469

Table 1: Atmospheric emissions data (partials in percent and total in tones) in 1994 for Spain. These data are represcntative ofatmospheric emissions
in Europe. Key to Pollutant: S02 - Sulphur oxides as sulphur dioxide; NO, - Nitrogen oxides as nitrogen dioxide; NMVOC - Non-methane volatile

organic compounds; CH4 - methane; CO - carbon monoxide; CO, - carbon dioxide; N,O - nitrous oxide; NH3 - ammonia. Data after [2].
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Pollutant Main origin Effect Concentration (ppb)
Environment human Cities Clean

S02 Power stations buming fossil fuels H20+S02---+Acid rain Asthma 10 0.5

Chronic bronchitis

CO Vehicle exhaust Reduction of the oxygen-
carrving capacitv of the blood

CO2 Power stations buming fossil fuels Warming effeet (Greenhouse 390'10' 350.102
effect)

NO, Vehicle exhaust N02+HC+sunlight---+ Asthma 50 1

(NO+ N02) Power stations photochemical poI1utants (eg. Breathing difficulties

Ozone)

CH. Landfill sites Warming effect (Greenhouse 2·10' 1.8'102
Farm animals effect)
Venting frorn coal mines

HC Vehiclc exhaust Ozone formation Caneer (eg. Benzene and 1,3- 3 1

Combustion ofpetrol butadiene)
Evaporation of solvents
Aerosols

N,O Acid rain 2 0.5

O, Secondary from sunlight+Ht.+Ntj, Increase of corrosion Breathing difliculties 100 40

Table II: Main pollutants and their human and environmental effects. Concentrations in clean and populated areas were extracted after [3].
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1.1.2 Security at home

At home, safety sensors are intended to protect a household from dangerous
situations. In the case of chemical sensors the danger signal arises due to an elevated
concentration of sorne gas (flarnmable or toxic) in the atrnosphere. In sorne

countries, safety sensors (such as those related with electrical and thermal

distribution) are used in domestic premises [4]. However, chemical sensors are not

widely employed for this purpose already. Indeed, the use of safety sensors for gases
in domestic environment is not imposed by law in any country, being mandatory the
use of such detectors in large bumers (Japan) or left to the responsibility of the

manufacturers to adopt it for their products (US) [4]. Nevertheless, this situation
could change in the following years, and the corresponding normative has been

already developed or is in curse [5].
At home, safety sensors present a major problem, namely the interference

with volatile organic compounds coming from disolvents and cleaning products.
Therefore, highly selective sensors are needed in order to avoid false alarms.

In this respect, it is worth to cornment that the measurement of a known gas
can be made with only one sensor. Nevertheless, the problems arise with the

presence of interfering gases or when the sensor is used in an unknown ambient.

When the interest is to measure the detailed concentration of more than one gas

simultaneously, this can not be performed by using a unique sensor also. In all these

cases a more sophisticated system is needed.

1. 1.3 Electronic noses

With a different airn, more recent applications of gas sensing appear from

the development of electronic noses. Electronic noses, also called artificial noses,
flavour sensors or aroma sensors, are a new concept of sensor application, which

tries to mimic the human olfactory system by using an array of electronic chemical
sensors with partial specificity and appropriate pattern-recognition electronics [6]. If

well it is true that electronic noses can be used for environmental control and

sensing at home, it is a sophisticated system usual1y used for more specific purposes.
The major differences between electronic noses and standard analytical

chemistry equipment are that electronic noses produce a quantitative output, can

often be easier to automate, and can be used in real-time analysis. The advantages
are exploited especial1y when sensors are not very selective. Advantages inc1ude

compactness, portability, real-time analysis and automation.

The sensing component of the electronic nose can be formed by an array of

several different sensing elements (e.g. chemical sensors), where each element
measures a different property of the sensed chemical (which can be a complex
mixture of gases), or it can be a single device (e.g. spectrometer) that produces an

5



Chapter 1

array of measurements for each chemical. When using a certain number of chemical

sensors, the easiest design consists in building an array of sensors, where each

sensor in the array is designed to respond to a specific chemical. With this approach,
the number of unique sensors must be at least as large as the number of chemicals

being monitored. On the other hand, the use of artificial neural networks allows,
when combined with a sensor array, the use of a lower number of sensors in the

array that the number of detectable chemicals. Hence, the latter is the system usually
selected.

Odour classification using an electronic nose is schematised in figure l.

The active material of each sensor i (where [=1 to n and n is the total number of

sensors in the array) converts the chemical input of odour j into a time-dependent
electrical signal Vit). The response pattem from the array is then a vector, ./0, which

can be analysed using a suitable data processing technique. This process is known as

pattern recognition (PARC) in odour sensing and in practice usually involves the

selection of a preprocessing algorithm, xij' e.g. the normalisation of the array output
to reduce experimental variation. Electronic nose technology is, at present,
application specific. That is to say that each application requires a specific
experimental protocol and PARe technique.

111.
Active l' Base material

material Additive

.

...,
Temperature

t.
:J
o

"'O Active l' Base material
O 111. material Additive
<,

o Temperature
u

E
Il)

.J:
IJ

Active Base material

111. material . Additive

Temperature

Figure 1: Schernatic representation of odour classification using an electronic nose.

For chemical recognition the artificial neural network has to be previously
trained, During the training process, various chemicals with known mixtures are

presented to the system and a database of signatures is built up. This database of
labelled signatures is used to train the pattern recognition system. With a neural

network, the intense computation takes place during the training process. Once the
artificial neural network is trained for chemical vapor recognition, operation consists
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of propagating the data through the network. Since the computation involved during
this operation consists of vector-matrix multiplication and application of look-up
tables, unknown chemicals can be rapidily identified.

Many artificial neural networks configurations and training algorithms have
been used to build electronic noses including backpropagation-trained, feed-forward

networks, fuzzy ARTmaps, Kohonen's self-organising maps (SOMs), learning
vectotr quantisiers (LVQs), Hamming networks, Boltzmann machines, and Hopfield
networks. Although each sensor of the system is designed for a specific chemical,
each responds to a wide variety of chemicals. Nevertheless, collectively, the entire

system responds with unique signatures (patterns) to different chemicals.

Currently, the field of application of electronic noses is already
substantially large. For example, electronic noses can be applied successfully to [7-
9]:

O Environmental monitoring, including analysis of fuel mixtures [10], and
identification of household odours [11]. Potential applications in this field include

identification of toxic wastes, air quality monitoring, and monitoring factory
emissions.

O Medicine applications, as an electronic nose can examine odours from
the body and serve to identify possible problems. For example, odours in the breath
can be indicative of gastrointestinal problems, infections, .... Infected wounds and

tissues emit distinctive odours that can be used for diagnosis, and odours coming
from body fluids can indicate liver and bladder problems [12, 13]. Futuristic

applications of electronic noses in medicine could be, for example, the development
of telesurgery [14]. Applications of electronic noses to medical diagnosis is not

restricted only to humans. As example, Elliot-Martin et al. [15] used an electronic

nose based on semiconductor gas sensors to diagnosticate ketosis in cows through
breath analysis.

O Food industry, which constitutes the largest market for electronic noses.

In this case electronic noses allow to increase or replace panels of human experts, or

to reduce the amount of analytical chemistry that is required in food production.
Applications include quality assessment in food production and inspection of food

quality by odour, control of food cooking processes, inspection of fish, monitoring
of fermentation processes, monitoring of beverage odours, automated flavour

control, etc. Table III shows a brief recompilation of different artificial noses

applied to the food industry.
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Atmlication ; Instrumental System Sensortechnology Ref.

Meat Alabaster-UV 1 MOS, IUV [16]
FOX2000 6MOS [17-21]
FOX 3000 12MOS [22]
NST 3210 10 MOSFET, 4 MOS, 1 IR [23]
ArornaScan 32 CP [24]

Fish 2-6 MOS 25

10 MOSFET, 4 MOS, 1 IR 26

Cheese OMB6 6BAW [27]
ArornaScan A20S 20 CP [28,29]
FOX 3000 12MOS [30]

Grains CPS 4 arn erornetric
NST 3210 10 MOSFET, 4 MOS, 1 IR

Peach Laboratory-rnade MOS [34]

Blueberry Laboratory-rnade 2MOS [35J

Tomato Laboratory-rnade 8QMB [36]

Vegetable oils MOSES 8 MOS, 8QMB [37]

Coffee FOX 3000 12MOS [38J

Beer 12 CP
20 CP

Alcoholic Laboratory-made 5BAW [42]
beverages

MOS [43J
CP [44-46]

Laboratorv-made 8SAW [47]

Flavours Laboratory-made [48J

Packaging FOX2000 6MOS [49]
NST 3210 10 MOSFET, 4 MOS, 1 IR [50]
AromaScan A32S 32 CP [51]
MOSES n 8 MOS,8QMB [52]

Table III: Applications of electroníc noses to food. The types of sensors are MOS= metal OXIde
semiconductor; CP= conducting polymer; BAW= bulk acoustic wave; SAW= surface acoustic wave;

QMB= quartz microbalance; MOSFET= metal oxide semiconductor field effect transistor. The suppliers
for the electronic noses are: AromaScan, AromaScan pIc., Electra House, Electra Way, Crewe CWI
1 WZ, UK; FOX, Alpha MOS, 3 Av. Didier Daurat, F-31400 Toulouse, France; NST 3210, Nordic
Sensor Technologies AB, Teknikringen 6, SE-583 30, Linkoping, Sweden; QMB6, HKR­
Sensorsysteme, Gotzinger Str. 56, D-81371 Münich, Germany; MOSES Il, Lennartz electronic,
GSG GrnbH, Karlsburgstr. 6, D-76227 Karlsruhe, Germany.
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1.2 Gas sensors: devices and maferials

The gas detection can be carried out thanks to a wide range of physical,
chemical, electrochemical and optical principles. It is true that sorne devices, like for

example gas chromatographs, have a very high reliability in gas detection. However,
these devices present also a high final cost, require off-line operations (calibration,
maintenance, etc), and the need of sample preparing. In the case of other transducers

as those based on infrared technology, there exist, in addition, others

inconveniences, such as the limited range of measurement in the low ppm region
[34].

Excluding these large and complicated devices from the discussion, various

types of gas sensors are available in the market. Others are currently only under

development at laboratories around the world. Nevertheless, investigation is

directed, rather than to new sensors, to increase the characteristics of existing
sensors. Ideal sensors should present:

o high sensitivity towards chemical compounds
O high selectivity (low cross sensitivity)
O high stability
O low sensitivity to humidity and temperature
O high reproducibility and reliability
O short reaction and recovery time
O be robust and durable
O easy calibration
O small dimensions (portability)

These characteristics have given rise to a topic in gas sensors, i.e., the rule

known as the six 'S' of sensors: Sensitivity, Selectivity, Speed ofresponse, Stability,
Size/Shape, and $/cost.

Among the large variety of sensors developed, the market is dominated

thoroughly by metal oxide semiconductor gas sensors, usually known simply as

semiconductor gas sensors. The main reason for this fact is their low cost in front of

other options. So, these devices are by far the most important ones. In this work,
Chapter 3 and Chapter 4 are dedicated completely to particular aspects of this type
of sensor. In Chapter 1, semiconductor gas sensors, specially those fabricated using
Sn02 will be treated in detail in parts 1.3, 1.4, and 1.5.

Together with semiconductor gas sensors, there exist a large variety of

devices fulfilling sorne of the characteristics of ideal gas sensors, the most important
of which are presented in table IV, where the detection principles of each type of

sensor is briefly outlined. Nevertheless, it is not the objective of this part of the

Chapter neither to describe the different types of sensors in deep, nor to explain why
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sorne materia1s are used. For such a detai1ed overview the reader is referred to more

specia1ised work of others authors [53] and the extensive number of references

presented therein.
For each of the sensor types presented in tab1e IV there are different

materia1s to be used as the sensing active part. Highlighted materia1s are

semiconductor oxides 1ike Sn02, ZnO, Ti02, W03 and Ga203, or phthalocyanines,
1ike PbPc, and CuPc, for conductance sensors, Y203 stabilised Zr02 for solid­

e1ectro1yte sensors, PdlTh02 as cata1yst dispersed on y-A1203 in pellistors, Si02,
Si3N4, A1203, Ta205, or po1ymeric membranes for the gate material in ISFETs, thin
Pd gates in MOSFETs, and phthalocyanines, Hg, ZnO, LiNb03, and more comp1ex
materia1s to act as chemica1 interface in mass-sensitive devices. For a complete
survey on materia1s for gas sensors the reader is referred again to the references

presented in tab1e IV.
Because of their current interest, metal oxide semiconductor (MOS), metal

oxide semiconductor fie1d effect transistors (MOSFET), conducting organic
po1ymers (CP), and piezoe1ectric crysta1s (BAW, SAW, QMB) require specia1
attention, as they are the most mentioned in recent pub1ications and, therefore,
which are considered the ones with the highest expectatives. As has been

commented, semiconductor gas sensors will be treated in detai1 in sections below
and in the remaining of the work. Now, MOSFET sensors, mass-sensitive sensors,
and CP sensors will be exp1ained briefly.

Metal oxide semiconductor field-effect transistor sensors

MOSFET sensors operation relies on a change of the e1ectrostatic potential.
The most important of these devices is the hydrogen sensitive PdMOS (Palladium
metal oxide semiconductor) device, reported for the first time in 1975 by Lundstróm
et al. [54]. The structure of a MOSFET gas sensor is similar to that of the MOSFET
transistor. There exist three contacts, two of which allow the carriers in (source) and
out (drain), and the third, the gate, acts regu1ating the current through the transistor.
The MOS structure is formed by a si1icon semiconductor, a si1icon oxide insu1ator
and a cata1ytic metal (usually Pd, Pt, Ir, or Rh), acting as gateo As it is needed a high
temperature of operation to improve the cata1ytic activity of the gate, and Si is
intrinsic at these temperatures (T> 125°C) and hence can not act as a MOSFET,
Si1icon is current1y being substituted by SiC.

The gate structure of a MOSFET sensor is either a thick, dense metal film

(lOO-200nm) or a thin, porous metal film (6-20nm). The sensitivity and se1ectivity
of MOSFET sensors may be influenced by the operating temperature (50-200°C),
and the composition and microstructure ofthe metal gate [54, 55]. MOSFET sensors

have a re1ative1y 10w sensitivity to moisture and are thought to be very robust.
However, a high control is needed to obtain high quality and reproducibi1ity.

In the MOSFET sensor, the gate and the drain contacts are shortcut, giving
a diode mode transistor. The app1ied voltage on the gate and drain contact creates an
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electric field, which influences the conductivity of the transistor. When polar
compounds interact with the gate, the electric field and, thus, the current flowing
through the sensor are modified. In the case of thick gate MOSFET sensors, the

thick, continuous metal gate responds almost exclusively to molecules that
dissociate hydrogen on the catalytic metal surface. The dissociated hydrogen atoms

diffuse rapidly (microseconds) through the metal, causing a dipole layer at the
metal-insulator interface, leading to a potential change in the gate of the transistor.
Detection of molecules such as arnmonia or carbon monoxide is not possible with
such a layer since no hydrogen atoms are released. If the metal gate is thin, the most

probable mechanism is explained by the contribution of voltage shifts at the surface
of the metal due to the adsorption and chemical reactions, at the metal-insulator
interface due to hydrogen diffusion through the metal, and at the insulator surface
due to reactions on the oxide metal surface of polar molecules or charges, which

directly react with the oxide metal, or diffuse out on this surface [54, 55].

Piezoelectric crystal sensors

Piezoelectric sensors are made of tiny discs, usually quartz, lithium niobate

(LiNb03) or lithium tantalate (LiTa03), coated with materials such as

chromatographic stationary phases, lipids or any non-volatile compound thermally
and chemically stable [56, 57]. When an altemating electrical potential is applied at

room temperature, the crystal vibrates at a very stable frequency, defined by its
mechanical properties. Upon exposure to gases, the coating absorbs certain

molecules, which increases the mass of the sensing layer and, hence, decreases the

resonance frequency of the crystal. This change can be monitored and related to the
volatile present.

The crystals may be made to vibrate in a bulk acoustic wave (BAW) or in a

surface acoustic wave (SAW) mode by selecting the appropriate combination of

crystal cut and type of electrode configuration. In BAW sensors 3-dimensional
waves travel through the crystal, while in SAW sensors 2-dimensional waves

(Rayleigh, Love and Bluestein-Gulyaev) propagate along the surface of the crystal
at a depth of approximately one wave length.

The principle of BAW sensors was introduced by King in 1964 with his
Piezoelectric Sorption Detector [58]. These devices are also called 'quartz crystal
microbalance' (QCM or QMB) because, similar to a balance, their responses change
in proportion to the amount of mass adsorbed. BAW sensors vibrate at a frequency
of 10-30MHz. Their thin coating (1 Onm-I um) is deposited by spin-coatíng,
airbrushing or inkjet printing. More than 10 years later, in 1979, the first gas sensor

based on a SAW oscillator was introduced by Wohljen and Dessy [59-61].
However, the use of such a sensor was first reported by Martin et al. in the 1980s

[62]. These devices operate at a higher frequency than BAW sensors, i.e., 100MHz-
1 GHz. The manufacturing technique includes photolitography and airbrushing, and
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is fully compatible with planar integrated circuits fabrication, especially planar
silicon technology.

Since piezoelectric sensors may be coated with an unlimited number of

materials, they present the best selectivity [63). However, the coating technology is
not yet well controlled, which includes poor batch-to-batch reproducibility. SAW

sensors, though limited by the noise caused by their high operating frequency, are

more sensitive than BAW sensors. However, both sensors require a higher
concentration of volatiles to reach response levels comparable to other sensor types
[63).

Conducting organic polymer sensors

Conducting organic polymer (CP) sensors have been under development
from approximately 10 years [64). These sensors comprise a substrate (eg. fiber­

glass or silicon), a pair of gold-plated electrodes, and a conducting organic polymer
such as polypyrrole, polyaniline or polythiophene as the sensing eIement. The

polymer film is deposited by electrochemical deposition between both eIectrodes,
previously fixed to the substrate [63, 65).

Like semiconductor gas sensors, the operation principIe of CP gas sensors

relies on changes of the resistance by the adsorption of gas. However, their

operating mechanism is more complex and not yet well understood. It seems that, as

the conducting polymer is grown out of a solution, the deposited film contains
cation sites balanced by anions from the electrolyte and the solvent residue. The
cation sites probably consist of polarons or bipolarons, which are small regions of

positive charge in the polymer chain, providing mobile holes for electron transporto
When a voltage is passed across the electrodes, a current passes through the

conducting polymer. The addition of volatile compounds to the surface alters the
electron flow in the system and therefore the resistance of the sensor.

In general, these sensors show good sensitivities, especially for polar
compounds. However, these sensors are not yet widely marketed because of their
low operating temperature «50°C) makes them extremely sensitive to moisture,
currently present a lifetime of only 9-18 months, the difficulty of producing good
batch-to-batch reproducibility, and the pronounced drift oftheir response.
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Sensor type

Change ofthe concentration of'free carriers in conducting material [66-68].

Monitored variable'

Conductance sensor I L'.a, Ai, L'.v
Semiconductor gas sensor

Conductíng polvmer sensor

Principlc'

O'=f(p¡)

Capacitive sensor Change of the polarization of fixed charges in insulating material [67].c= f(p¡)

Irl =IG+icoCl = f(p¡)
FET sensor I L'.<jJ, L'.a, L'.i, /w
MOSFET

!::"V=f(p¡)
ID =f(p¡)
!::"rjJ=f(p¡)

Control of the charge distribution at the insulator-serniconductor interface.

VT control. [69]

Mass-sensitive sensors I L\.11l, L\.f

Quartz rnicrobalance QMB
Surface acoustic wave SAW

!::,.m
4f=-fo-=f(p¡)

III

Change of the resonance frequency of a quartz resonant sensor for the

absorption of volatile molecules [70-73].

Calorimctric sensor I L'.T, Aq, L'.i, L'.v
Pellistors or catalytic sensors

Pyroelectric sensors

Seebeck effect sensors

Thermal conductivity sensors

M=f(!::"T)
!::"V = f(!::"T)

Measure the heat of the cornbustion of an inflammable gas that is detected

by the change ofsome electric property ofthe sensor [66, 74, 75].

Fiber optic chemical sensor L'.n, L'.<p, L\.i, L'.v !::"n=f(p¡)
!::"rp=f(p¡)

Modulation of the fiber-guided light produced in one of the optical
properties (phase, intensity, wavelength, polarisation) by gas prcsence [76-
78].

Electrochemical sensor L\.i,L\.v E = n, +R%F InCa¡) Change of the elcctrochemical potencial induced by charge exchange under
oxidation or reduction reactions at the electrodes [79, 80].

Table IV: Schernatic information about the different types of existing gas sensor devices. (*) V=voltage, I=current, P=power, o=conductivity, d=work function,
f,v=frequency, n=refraction index, <p phase, and m=mass, Pi partial pressure of component i, fo resonace freq. of the oscil1ating quartz, E electrochemical potential, F

Faraday constant, R gas constant, ai activity of ion i, n number of electrons involved in the potential-deterrnining reaction
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1.3 Tin dioxide based semiconductor gas sensors

The most widely known gas sensor is the semiconductor tin dioxide sensor,

originally developed in Japan over 30 years ago. As commented previously, because
of its lower price in front of the other devices, it is currentIy the more widely used

gas sensor for the identification of gases. After Brattain and Bardeen demonstrated

already in 1953 [81] that gas adsorption at the surface of Ge lead to a significant
variation of the conductance, the first built structure to be used as gas sensor,

making use ofthis phenomena, has been usually attributed to Seiyama (ZnO sensor)
and Taguchi in 1962 [82, 83].

Commercially available MOS sensors consist mainly of a cylindrical or flat
ceramic substrate heated by wire and coated by a metal oxide semiconducting film.
The metal oxide coating may be either n-type (ZnO, Sn02, Ti02, Fe203, etc) or p­
type (NiO, CoO, etc), presenting the former a decrease of conductivity to oxidising
gases and the latter to reducing gases. The film deposition technique further divides
each sensor type into thin (6-1 OOOnm) or thick (1 0-300J..lm) film sensors.

The first semiconductor gas sensors based on Sn02 were developed later in
1970 by Taguchi [84]. Initially they were known as Taguchi or Figaro sensors (the
inventor and the name of the company that commercialised the sensors,

respectively). Since that moment Sn02 has become the most investigated material
for MOS sensors.

The main reason to select Sn02 as gas sensitive material is the high
reactivity to gases observed at relatively low operating temperature. The high
reactivity to reducing gases arises from the easy adsorption of oxygen at its surface,
thanks to the natural non-stoichiometry of Sn02•

The principIe of operation of Sn02-based semiconductor gas sensors lies on

detecting the conductivity changes experienced by the n-type material when surface
chemisorbed oxygen reacts with reducing gases, such as methane or CO.

-

In the

simpler schematisation of the detection mechanism, it could be said that in c1ean air
the conductivity is low because the conduction electrons are bound to surface

oxygen, whereas in the presence of a reducing gas, electrons are no longer bound to

the surface states and the conductivity increases. Therefore, the adsorption of

gaseous species controls the surface and grain boundary resistance of the oxide. As

gas adsorption is related to the surface of the material, polycrystalline and even

nanocrystalline structures are preferred.
As for other metal-oxide semiconductor gas sensors, Sn02 gas sensors are

fabricated currently either by thick or thin film technologies. In thick film

technology, which will be treated in more detail in Chapter 3, the fabrication of the
sensor can be performed by the obtaining of a Sn02-based paste, which is painted or

printed on a cylindrical or planar AlzÜ3 substrate, or by pressing and sintering
pellets. Thin film technology, treated in detail in Chapter 4, uses techniques such as

sputtering or electron beam evaporation to deposit a thin and polycrystalline film of
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Sn02 onto an electrically and thermal insulating substrate. In the case of thin films a

different densification of the film can be obtained by using different deposition
techniques, whilst thick films are always porous bodies or layers. Although sensors

fabricated by these methods there exist commercially, at present, the larger part of

commercially available Sn02 gas sensors are of the Taguchi type of the Japanese
Figaro Inc. These sensors are thick film devices in which the Sn02 sintered material
is deposited onto a cylindrical A1203 substrate, which has usually Pt electrodes on,
and a filament, that acts as a heater, inside. Later, in Chapter 3, it is presented an

image of such type of sensor.

In general, although thick film gas sensors present a higher power
consumption, they are more robust, less susceptible to contamination and more

sensitive. Thick film technology offers important advantages such as high
productivity and automation, the time required to pass from prototypes to products
being very short [85]. Although hybrid integrated circuits can be done by using
thick film technologies, current tendencies in commercial sensors are focussed in the
increase of the integration of the sensors, using the maximum number of steps
compatible with typical semiconductor processes, and reduce power consumption.
Both in most cases imply the use of thin film technologies.

Either in thick or thin film sensors, aims are focussed in obtaining sensors

with long-term stability, better sensitivity and stability. Higher sensitivity and

selectivity passes in sorne cases by selecting a different basic oxide (eg.: in the
detection of oxidising gases, to which Sn02 is not very sensitive, W03 is being
recently used), by adding catalytic additives to Sn02, such as Pt, Pd or Au, or by
changing the operation temperature. Selectivity can also be altered by strict control
of the particle size of the film. Nevertheless, semiconductor gas sensors are usually
less selective than other technologies such as CP, BAW, SAW, or MOSFET. As

semiconductor gas sensors usually operate at high temperatures (200-650°C), long­
term stability requires lowering of the operation temperature or ageing before the
use of the sensor. The operation temperature can be decreased by introducing
catalytic noble metals in the film.

Finally, the high operating temperature of sorne semiconductor gas sensors

makes them inappropriate in environments containing large amounts of potentially
flammable chemicals. Furthermore, they may be poisoned by irreversible binding to

compounds, such as sulphur or weak acids, and are extremely sensitive to ethanol,
which 'blinds' them to any other volatile compound ofinterest.
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1.4 Gas detection in polycrystalline Sn02 gas sensors

Gas detection is a complicated field. However, basic understanding of the
behaviour of Sn02 polycrystalline gas sensors can be acquired with elemental

concepts of electronics, chemistry and materials sciences. It is the objective of this

part of the chapter to analyse the basic principIes of gas detection of polycrystalline
Sn02-based sensors.

1.4. 1 Sn02 as sensing element

The bulk of Sn02 is known to have oxygen vacancies, which electronically
act as electron donors, giving rise to the n-type conductivity ofthe material. Because
of its wide band gap, the hole contribution to the conductivity is usually ignored. In

the same way, it is unambiguously agreed that the conductance change on exposure
to gases arises mainly through a surface phenomenon on the Sn02 grains. Sn02 is a

good sensing material for reducing gases.
Following Yamazoe [86], chemical sensing is composed of two parts, i.e,

the reception function, which recognises or identifies a chemical substance, and the
transducer function, which traduces the chemical signal into an output signal. On a

first view, while the former is performed by the surface of each semiconductor

particle, the whole microstructure of the active sensing element is involved in the
latter.

In order to understand how the receptor functional part of the sensing
process takes place on polycrystalline Sn02 films, the different factors affecting the
electronic structure of the surface part of the grains will be considered in the

following sections.

1.4.1.1 General scheme in tne absence of gas

As has been commented aboye, the n-type conductivity of Sn02 arises from
the existence ofthe native donor levels ofO.03-0.034eV and 0.14-0.15eV below the
conduction band edge, which are generally thought to result from single and doubly
ionisation of oxygen vacancies [87, 88]. At temperatures below �400°C the
concentration of such bulk oxygen vacancies, ND, can be considered constant,
independent of temperature and oxygen partial pressure. On the other hand, Sn02
presents a negligible concentration of electronic band-gap states at their

geometrically ideal surfaces, which has been clairned as one of the more important
practical reasons for choosing Sn02 for semiconductor gas sensors [89, 90]. So, as

the oxygen vacancy concentration is frozen, the position of the Fermi level is fixed
at a certain position between the conduction band edge and the intrinsic Ferrni level
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position, which would be near the mid of the band gap (depending on the effective
mass of electrons and holes).

The case of a polycrystalline material, which is formed by small crystals
with different crystallographic orientations, is substantially different from the aboye
scheme because:

O First, the regions of connection between grains (grain boundaries) are

formed by several layers of atoms displaced from their original positions, allowing
the coupling between the crystalline lattices of both crystals. As a consequence of
the natural disorder of grain boundaries, the local band structure of the material
results substantially modified by the appearance of interfacial energetic levels than
are situated in the band gap region. These levels can be electrically active, being the

acceptor or donor level conditioned by their origino
O Second, ideal surfaces with negligible band gap states exist in a single

crystalline specimen and constitute the more abundant surfaces in polycrystalline
specimens with large grain sizes. However, as grain size is reduced, the reduction of
the quantity of such ideal surfaces is expected as well. In the limit, when treating
with nanopartic1es, these ideal surfaces do not exist. As a consequence, the presence
of unreconstructed surfaces is expected to increase and, hence, the number of

dangling bonds and surface vacancies. These can also induce acceptor or donor
levels at the surface of the grains.

The existence of surface or interface traps acting as acceptors or donors,
each of them having a certain density of states and certain parameters of emission
and capture, makes that in the thermodynamic equilibrium at each temperature, the
Fermi level position be determined by this region. Free carriers would be trapped or

emitted atlfrom the corresponding levels, making the acceptor/donor levels to be

negatively/neutrally charged when they are situated below the Ferrni level position
or neutrally/positively charged when situated aboye. The charge trapped at grain
boundaries/surfaces is compensated by opposite charged depletion regions
surrounding the grain boundarieslsurfaces. However, a direct association between
the created states, their activity, their location in the band gap, and the type of
defects from where they are caused can not be predicted a priori. Nevertheless, for
an n-type semiconductor, in the case of grain boundaries the position of the Fermi
level in the grain boundary has to be lower than the corresponding position in the
bulk material.

As can be seen in figures 2 and 3, from Poisson's equation, the charge in
the depletion regions causes curvature of the energy bands, leading to potential
barriers (doubly Schottky barrier at an interface), which prevents the movement of

any remaining majority free carriers from one grain to another.
One usually starts with the one-dimensional Poisson's equation under

depletion conditions:
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d2rp(x) dE p(x)
dx" dx s

where rp(x) is the electrostatic potential at distance x from the surface/interface

plane, p is the charge density at the same position, and s the dielectric constant of

the semiconductor.

(1)

b) e)

-,-,-Ey

I�J
_/"I
,)i;-::,;!i� !3ur,iff";

Figure 2: a) Typical energy band diagram of an n-type semiconductor like

Snü2. E¿ is the vacuum level, ECo and E; the conduction and valence band

edges, EF the Fermi level position, El) the position of the donor level, and rj;
and X the work function and electron affinity, respectively. b) Modifications
in the case of the same material in polycrystalline formo As a consequence of
the existence of surface traps a depletion region and a potential barrier are

created near the surface. Jt is remarked that the width of the depletion region
is not the Debye length, as defined by sorne authors. e) Polycrystalline
material with oxygen adsorbed. As will be cornrnented later in the text,
oxygen ionosorption will produce the appearance of inter bandgap levels,
rnodification of barrier height and depletion region, and rnodification of the
electron afinity as a consequence of the creation of dipoles between
ionosorbed charges and uncornpensated charges in the depletion region.

For grain sizes large enough to have neutral regions inside, one can

consider the contour conditions rpjx=o = Vs' and d/dl=w = O, being Vs the barrier

height and W the width of the space charge region. Under abrupt approximation the
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net charge density in the depletion region (O<x<W) is p(x) = eND' being ND the

density of donor states in the bulk of the semiconductor, and by solving the
Poisson's equation the width ofthe depletion region is given by:

(2)

and the charge per unit of area appearing in the depletion region will be given by:

(3)

a-

a- 0-

O,'
0-a

0-a

O
��

Figure 3: Surface or interface traps create a potential barrier and a depletion region. Under gas
adsorption, as grain boundaries are less exposed, strictly barrier height should be different at grain
boundaries and at surfaces, as shown in this figure, In any case, barrier height is given by the total

charge ofthe surface/interface and the concentration offree carriers in the semiconductor.

By considering only the surface states (not considering the potential contact

between two grains) and applying the charge neutrality,

(4)

which gives a barrier height:

Q2 2

[ ]2eV, =_ss_=_e_ fNss(E)fssCE,EF)dE2¿j1fD 2¿j1fD

(5)
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where Nss is the net surface density of charged states per energy unit, and!ss is the

probability of occupancy ofthe boundary levels given by the Fermi-Dirac statistics.

In order to calculate the expression for the barrier height it is necessary to

introduce sorne model for the distribution of interface/surface states, NslE). So, for

example, it can be considered a density of states independent of the energetic
position, NslE)=NSS) with !slE,EF)=0 for E>EF and !slE,EF)=1 for E<EF, which

gives:

eV =
e2N;,(EF _EV)2

s

2/iND

(6)

or a density of states localised

r. (E) = [exp(E
- Eí{T) + Ir, which gives:

in NslE) =NssO(E-EsJ,

l ]22N2
eV =� 1

s

2/iND l+exp(Ess -E¡{T)

(7)

For a state well below the Fermi level (it is considered that only one effective and

totally filled state exists) gives the well known Schottky equation for planar
geometry,

2N2eV=�
s

2/iND
(8)

The explained scheme should be the initial step to begin the analysis of the

gas sensing mechanism in Sn02• Nevertheless, this situation is normally skipped
because:

i)
ii)

iii)

the large quantity of unknowns and uncertainty of parameters,
this situation would be only important for very small grains, where
the density of interface traps is not negligible because of the
existence ofnon-perfect surfaces, and

except for the case in which the Fermi level is pinned by a large
density of surface states of any type, the more realistic situation in
which the surface of the grains is covered by oxygen ions,
dominates the height of potential barriers, and hence, the
conduction of electrons from grain to grain.
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1.4.1.2. General scheme under the presence of gases

As it will be shown, if one does not consider the kinetics of the reactions

taking place at the surface of the semiconductor particles, the general picture when

Sn02 is in a certain atrnosphere is the same as aboye. The rigor in the treatrnent of

solid-gas interfaces is sacrificed in the discussion.
When the Sn02 is exposed to an atrnosphere at moderate temperatures, two

things can occur, namely, gas adsorption due the high reactivity of the Sn02 surface
or reaction of interaction of the gas molecules with the molecules ionosorbed

already at the Sn02 surface. Gas adsorption, understood as a direct chemical
interaction between the gas molecules and the semiconductor surface, is

accompanied by charge exchange. Such interchange is interpreted from the

electronic point of view as the creation of an inter-band-gap level whose occupation
prabability is given by the Fermi-Dirac distribution function (figure 4). Its

behaviour as acceptor or donor will depend on the type of molecule adsorbed. Thus,
oxygen and N02 create acceptor levels, as they capture electrons from the bulk of

Sn02 in order that the adsorption can take place, while H2 or CO introduce donor
levels because they give electrons to the Sn02 through the creation of an oxygen

vacancy.

,O·."¿1:;'�¡ICÓ
Ol';:d�{)rb�d

eEll OD DAonor } Surface traps
cceptor

Figure 4: Schematic picture of gas adsorption (very simple). Oxygen creates acceptor levels, which
take away electrons from the bulk of the semiconductor. Upon reducing gas arrival, like ca,
oxygen ionosorbed can be taken from the surface (as shown in this image) or can be taken from the
semiconductor. In any case the behaviour is such as if a donor level was created.
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On the other hand, reaction of molecules in the gas phase with those

existing already on the semiconductor surface is interpreted as the annihilation of

the previously created inter-band-gap states (figure 4). Nevertheless in most cases

there is not a direct relationship between the presence of a certain gas in the ambient
and the type of level createdlannihilated because sorne intermediate reactions can

occur [91].
There are well accepted two types of adsorptions: physisorption and

chemisorption. Usually their separation arises because of the different strength of
the binding. Physisorption is considered when the energy of the bond is of the order
of O.Ol-0.leV, while chemical adsorption is considered when the adsorbed
molecules are bound to the semiconductor with bonding energy as large as 1eV.

Such difference actually is due to the under1ying adsorptive forces. Physisorption is

caused by dispersion forces, forces of electrostatic nature and electrical image
forces, whereas chemisorption is based on the stronger covalent forces (overlapping
between the adsorbate and adsorbent wave functions) and, hence, is connected with
a partial electron transfer between adsorbent and adsorbate [92]. According to the

Charge Transfer Model (CTM) the physisorbed state acts as a precursor for the
chemisorbed one and both states are identified with the same electronic system and,
thus, the same Fermi-Dirac statistics. Nevertheles, from a quantum-chemical point
of view (Volkenstein model), Geistlinger [92] remarks the inconsistency of such

assumption, establishing that physical and chemical adsorption represent electron
states of different configurations and, hence, have associated different electronic

levels, whose occupancy is given by different Fermi-Dirac statistics. Physisorption
is associated to a neutral state for adsorption, while chemisorption to a charged one.

Between both states there is a kinetic interaction similar to that between the gas

phase and the chemisorbed species.
It is only after chemisorption that the charge displacement occurs between

the gas and the semiconductor surface. This interchange of charge gives rise to a

band bending in the surface region (equation 5), to a change of the surface

conductivity, and to a change in the electron affrnity L1X, due to the creation of

dipoles at the surface [93], i.e., to a total work function change given by (figure 2):
.::l<P = -.::l(e T"s) + .::lX + .::l(Ec - EF )bUlk (9)

Chemisorption may also produce changes in the surface mobility, as ionosorbed
molecules play an important role in electronic conduction as charged scattering
centres at the surface [94].

Once the surface of the semiconductor is occupied by adsorbed molecules,
new molecules trying to adsorb experience a new environment in such a way that
the amount of total ions adsorbed is limited to a coverage of � 10-2_10-3 monolayers
for electrostatic reasons (Weisz limitation) [95]. To understand this principIe one

can consider oxygen chemisorption as example. In this case, the positive charge
appearing in the semiconductor surface as a consequence of adsorption causes a
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band bending of up to about 1 eV and depletion layer thickness of about 10-6 to 10-
5cm [91]. With growing surface density ofionosorbed oxygen, the band bending of
the depletion layer increases, lifting the level of surface acceptors aboye the Fermi

level, thus limiting the adsorption of new arriving oxygen molecules. By this
scheme it seems evident that this limitation could be overcomed if acceptor levels
are introduced by other gases. However, it is worth to comment that because of the
existence of interface traps the Ferrni leve1 can be pinned, making the material
insensitive to the adsorption of certain ions.

If the coverage of the surface of the semiconductor by ionosorbed species is

e, then the barrier height is related to the square of the surface charge (NsJ!/
through the Schottky relation (equation 8). In general the coverage will be
determined by the gas pressure P and there will be additional charges (Qo) as a

consequence of filled states resulting from traps at the surface/interface:

eV =
e2(Qo + Nj}(P))

2

s

2&ND

(10)

The conductivity in the surface region is then given by

(11 )

Although holes can be neglected in the buIk conductivity, their contribution
to surface conductivity when a high density of negative ions are absorbed may not

be negligib1e, as with the increase of the height of the surface barrier, the hole
contribution increases as well, while the electron term decreases [96]. Such
conditions can occur in an oxygen rich ambient or with low concentration of

reducing gases, or in an atmosphere containing another oxidising gas such as N02,
as N02 is a strong acceptor on Sn02 than oxygen, presumably with a surface state

energetically below the state of adsorbed oxygen (by adsorption of N02, it is
reduced to NO by the oxidation of donors, i.e., the refilling of oxygen vacancies
with oxygen atoms) [91].

In most cases, however, the holes contribution is negligible. If, in addition,
the grains forming the polycrystalline Sn02 are large enough to consider that they
are formed by a surface depletion region and a neutral interior one, conductance can

be considered dependent only on the surface conductivity of electrons, and may be
described by [97]:

eV,/
G - G e

-

lkT
-

o

(11 )

where Go is a factor which includes the bulk intraganu1ar conductance and

geometrical effects. Under real atmospheric conditions barrier height depends on the

temperature, and partial pressure of oxygen and reducing gases, eV,=eVsCT, P02' PR)
[98], as indicated in equation 10. In this way, it is usual to fmd in the literature
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dependencies of the conductivity on the partia1 pressure of gases, main1y of oxygen.

By using the charge transfer mode1 C1ifford proposed a theoretical mode1 [92, 99],
connecting the partia1 pressure P, of the gas phase with the concentration of

physisorbed species, Xphys, and app1ying the mass-action law to the catalytic surface

reaction,

aXphys
+ e- B Xchem- (12)

succeeding in describing from a uniform point of view the numerous power laws for

the conductivity which are experimentally observed:

(13)

where EA is the activation energy which represents the sensitivity of the electrica1

conductivity to the temperature changes and 1m represents the sensitivity of the

conductivity to the changes in the partial pressure ofthe gas x [100].
Typically, conductivity is re1ated to the partía1 pressure of oxygen and

usual va1ues of m are 6, 4, and 2, each of them depending on the species ionosorbed.

At high temperatures, m is generally equa1 to 6, corresponding to conductivity
changes due to the concentration of oxygen vacancies [91, 101]. However, near

room temperature oxygen vacancies are frozen in and isotherma1 conductance

changes are due to chemisorption. In this case, if the mass-action is app1ied to 0-

chemisorption m results to be 2 [92]. When charge-compensating substitutiona1

impurities are present m can take the value m=4 [101]. However, this value depends
on the type ofimpurity [100].

1.4.1.3 Temperature effects and reactive sites on SnO::

Although it is not direct from the aboye scheme, temperature has

pronounced effects on the sensitivity of Sn02 gas sensors. The temperature of

operation influences the physica1 propertíes of semiconductors (change of the free
carrier concentration, Debye length, ... ), but has also other important influences,
because every reaction taking place at the surface of the semiconductor, as well as

the most probable species adsorbed and, hence, the reaction sites are temperature
dependent. So, temperature specially affects those properties re1ated to the processes
occurring at the surface of the sensor. For examp1e, adsorption and desorption
processes are temperature activated processes, as well as surface coverage by
molecular and ionic species, chemical decomposition and other reactions. In this

way, dynamic properties of the sensors such as response time and recovery, and the
static characteristics of the sensor depend on the temperature of operation [102].
Reactive sites are also temperature dependent. The traditional methods for
characterisation of the nature of reactive sites on oxide surfaces and the prevailing
species at each temperature are temperature prograrnmed desorption spectroscopy
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(TPD), electron spin resonance spectroscopy (EPR), photodesorption methods, and
chemical modification ofthe surface usually called poisoning [103]. By considering
both surface species and surface reactions a temperature for which the sensitivity of
a semiconductor gas sensor is maximum is always observed.

Because of the natural non-stoichiometry of Sn02, it presents an n-type
character. Therefore the species who tend to trap electrons from the semiconductor
are those who are easily adsorbed. This implies that under usual operating
conditions the surface of Sn02 is mainly covered by oxygen and water species, usual

operating conditions understood as an ambient such as synthetic air (79% N2 + 21 %

O2), in which some small quantity of other gas is introduced, and certain humidity
conditions. So, the oxygen available as well as the different species resulting from
water are crucial for the understanding ofthe operating behaviour.

At room temperature the forms of adsorbed oxygen which are generally
accepted are electrically neutral molecular oxygen, O2, and the negatively charged
oxygen species 02-, 0-, and O2- [104]. The adsorption of the molecular form is

evidently not accompanied by changes in the electrical conductivity of the oxide.
The ionic species, however, strongly influence the conductivity, as they behave as

surface acceptor centres, taking electrons form the buIk of Sn02 and creating
potential barriers at the surface.

It is known that at room temperature oxygen is adsorbed partially in the
irreversible ionic form and partially in the reversible molecular form and that the
molecular form was found to be present even at 100°C, even though at this

temperature physical adsorption is not likely to occur.

Adsorbed oxygen species transform at the surface of an oxide according to

the general scheme O2 ads � (02 adsY � (Oads)- � (Olatticet, in which they are

gradually becoming richer in electrons. According to Yamazoe et at. [105], oxygen
desorbs with a maxirnum temperature of desorption as physisorbed O2 at 80°C, as

O2- at I50°C, and 0- or 02- at 520°C. At temperatures higher than 600°C the thermal
reduction of the Sn02 occurs and lattice oxygen is desorbed.

At room temperature the equilibrium of the (02 adsY coverage with gaseous
O2 is approached slowly. With increasing temperature (02 ads)- converts to 2(Oads)" by
taking one electron from the bulk in the reaction (02 ads)" + e- � 2(Oad,)", which, at

constant oxygen coverage, causes an increase of surface charge density with

corresponding variations of band bending and surface conductivity. Above c.a.

450K the (O.ds)- ions are found as the prevailing species. Such ions are very reactive
and more than the (02 ads)" ions [91]. On the other hand, the 02- species, which is the
least stable form of oxygen in the gas phase, becomes stabilised only in the crystal
lattice by the electric field created by its neighbouring cations, i.e., by the Madelung
potential of the lattice. The formation of 02- species involves the conduction of
electrons to the adsorption center because four electrons are needed to transform one

O2 molecule into two 02- ions.
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Water can be adsorbed in two states: molecular water, H20, and hydroxyl
groups, OH". Adsorption of water vapour always produces a large increase in

electronic conductivity in Sn02• Isolated OH- at the surface show higher effect in

conductivity than molecular H20. Molecular adsorbates are entirely desorbed by
evacuation at 150°C while surface hydroxyl groups are slowly desorbed beginning
at 250°C but are not entirely desorbed after evacuation at 500°C [105]. The

temperature of the desorption maxirnum is found at 110°C for molecular H20 and at

400°C for OH".

So, it is clear that when a gas is introduced in the ambient atrnosphere, its

reactivity will depend on the species ionosorbed. If, for example, OH" groups or a

certain ionic oxygen species is adsorbed, there will be less sites for other negative
species adsorption such as N02 (Weisz lirnitation and occupation of possib1e
adsorption sites). On the other hand, reducing gases like H2 or CO consume oxygen,

lowering the barrier height. This oxygen can be present in two ionic forms at the

surface of the Sn02, or can be incorporated in the lattice. The type of oxygen
involved in the reaction will depend on the temperature of operation of the sensor.

The state of the surface is evidently gas dependent. In general most target
gases are detected via the influence that they have on the oxygen stoichiometry of

the surface. In this way, CO for example, can reduce the surface of Sn02 taking
oxygen ionosorbed and, thus, giving electrons to the bulk of the semiconductor,
decreasing barrier height and increasing surface conductance. In this case, COz, the

reaction product, leaves the surface and retums to the gas phase. On the other hand,
reactions between the surface oxygen ions and hydrocarbons or hydrogen generally
produce water vapour as one of the reaction products, thus changing completely the

surface of the semiconductor and taking active part in the chemisorption processes

[106].
It is evident that gas detection with semiconductor gas sensors can not be

completely explained by only taking into account the charge transfer occurring at

the surface of the semiconductor. Charge transfer only explains the situation in

equilibrium and surface reactions have to be considered for a detailed understanding
of the response to different gases. Indeed, it has been demonstrated that in porous
sensors besides reactivity, diffusivity of gases or more precisely, difference in

diffusivity between a target and oxygen gas, is an important factor deterrnining the

sensitivity of the sensor [107]. This makes the sensing properties of semiconductor

gas sensors (especially thick films) to be dependent on the molecular size of the
sensed gases and of temperature, as all diffusion mechanisms are highly temperature
dependent.

1.4.2 Definition of sensitivity in semiconductor gas sensors

As has been explained, exposure of Sn02 gas sensors to gases produces
changes in the conductivity of the semiconductor, mainly via change in the density
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of free carriers in the bulk, the appearance of surface potential barriers and change
in the surface mobility. In principle the same occurs for any other metal oxide
semiconductor gas sensor. Whatever be the origin of such ·changes, i.e., surface
reactions or direct reaction with the surface structure of the semiconductor, these

changes are monitored in a real sensor through changes in the resistance, which is

used to define sensor sensitivity.
Sensitivity is defrned by the resistance (or conductance) change when the

sensor is exposed to a gas with respect to the resistance that the sensor presents in a

reference gas, usually air or synthetic air (figure 5). The most usually used

expression for an n-type gas sensitive materiallike Sn02 are:

(14)

for oxidising gases like N02, and

(15)

for reducing gases like CO. In this way sensitivity shou1d be always 1arger than 1.

Nevertheless, sometirnes sensitivity is also defmed as

(15)

GIS)

0.;'1---1-+·------+-11

t(.)

Figure 5: Definition of sensitivity and response and recovery times. Definitions are given for
conductance or voltage changes. lt is obvious the equivalent definitions for resistance changes.

Because it is difficult to c1ean completely the surface of the sensor of

adsorbed molecules after a measurement, on the last times, sorne people prefers to
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rneasure sensitivity with respect to a low concentration of the target gas. Resistance

changes rapidly with increasing concentration of a target gas in air and slowly after
sorne certain concentration is present in the arnbient. So, a srnall quantity of
uncontrolled gas in the charnber, or at the surface of the sensor, can produce a large
error in the rneasurernent of sensitivity.
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1.5 Sensor design of semiconductor (SnOJ gas sensors

The first step in sensor design is evidently to select the active material,
sensor configuration and the mode of operation. By sensor configuration one can

understand thick, thin film, geometry of the sensor, and shape and location of the
heater and electrodes [108-110], as well as material for the heater and electrodes

[111-113]. The mode of operation can be mainly De or pulsed (transient). The first
is the usual method, while the second is used to take advantage of the rate of sorne

reactions. The connection of the sensor in hybrid integrated circuits or in a sensor

array is more adequately part of the entire system designo
The improvement of Sn02 gas sensor, as well as of any other

semiconductor gas sensor, passes in most cases through the optimisation of the
material. Indeed, material properties have influence in almost all the properties of
the sensor, including sensor sensitivity, stability, speed of response, etc. As sensing
is a surface process, it is directly related to the surface properties. Therefore an

important goal is to control the semiconductor surface, up to now done usually via
the introduction of additives promoting sorne catalytic activity. In addition,
additives can sometimes modify the temperature of maximum sensitivity, which is

very important if lowers, mainly in increasing stability and selectivity. In fact,
depending on temperature and partial pressures, sensors may be designed with their

principIe based upon physisorption, chemisorption, surface, or buIk defect reactions

[93], according to the explained in 1.4.1.3. As has been previously cornmented, of

particular importance are the dependence with temperature of the presence of the

corresponding oxygen species and water at the surface of Sn02•
Microstructure control and introduction of additives are so important in

sensor properties that will be considered below in detail.

1.5. 1 Thín and thíck film semiconductor gas sensors

Being gas detection mainly a surface process, the first and probably most

important characteristic of a semiconductor gas sensor comes from the distinction
between thin and thick film semiconductor gas sensors. In general, a Sn02 thin film
is formed by finely dispersed particles of very small size very densely packed,
forrning a quasi-continuous layer. On the contrary, a thick Sn02 film is composed of

poorly bounded grains of variable sizes. It is evident that the last structure presents a

higher effective surface area for gas adsorption and, hence, larger changes of
resistance are expected under the adsorption of different gases. On the other hand,
depending on the temperature, the degree of filling of the surface states of the
semiconductor by the gas molecules and other characteristics of the system, the
adsorbed molecules can leave back in the gas phase if overcome sorne potential
barrier determined usually as the heat of adsorption [114]. Therefore, the larger is
the effective surface area, the lesser will be the rate through which the steady state is
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obtained. As a first approximation and according to what is intuitively expected, this

implies that thin film gas sensors will have a higher speed of response, because in

thin films gas molecules are adsorbed only at the surface of the entire structure.

Nevertheless, it is only true if gas does not try to penetrate into the film. In this case,
an initial rapid response takes place, but the sensor does not reach a stable value of

the resistance because of the difficulty of gas diffusion imposed by the structure of

the film. On the other hand, in thick films, gas follows different percolation paths
through the entire thickness of the film. As the injection of electrons from the
surface crystallites to the conduction band can be fast, speed of response would be
limited by the gas diffusion into the grain boundaries [115] and thus by thickness

[116].

1.5.2 Microstructure ofthe film and grain size effects

One usually considers a thin film as a densely packed film in which

intergrain effects can be neglected (figure 6). However, it is obvious that thin films
with porous structure are also inc1uded in the category of thin films. Nevertheless,
such porous films respond in the same way as porous thick films, which will be

considered later.
In a densely packed thin film, under gas adsorption a depletion region near

the surface appears, in which conductance is much smaller than that of the
remainder of the film. In this case the behaviour of the conductance is that of a bulk

trap limited conductance in a layer of variable width (film thickness - width of the

SeR), in which the activation energy for conductance would be the donor energy ED
[117]. Depending on the coverage by ionosorbed species and film thickness, the

whole film can be depleted of electrons. In this case conductance is surface trap
limited, i.e., the conductance is determined by the equilibrium between corÍduction
band states and surface states. The activation energy for the conductance would be
the surface state energy Es [117]. In this case, conductance is directly affected by
surface reactions.

According to the mechanism of gas detection in the explained structure,
densely packed thin films have to be c1assified as field effect sensors, rather than as

conductance sensors.

The case of a porous body (thick film) is qualitatively different (figure 7).
The porous body is formed by low-resistance paths through the bulk of the

crystallites, alternating with higher resistance constrictions at the points of contact.

Several cases may be considered depending on the microstructure of the film [117]:
i) Film formed by grains interconnected by grain boundaries: This is the

typical situation described in thick films. The bulk of each grain can be considered
neutral such that an ohmic behaviour is expected. At grain boundaries charge is

trapped from the ambient and depletion regions develop. The conductivity would be

30



Devices, materia/s, and principIes ...

r- T
¡ e$",-e$,

,

.
- '.

T
e$,

¡

•

e$,=e'Q,;/2EE,N,

Figure 6: Gas detection in a densely packed thin film. A scheme of the film and the

corresponding approximate energy band diagram is shown under the absence of gases and
in an oxygen rich atrnosphere.

limited by charge transport across Schottky barriers by thermoionic emission, or less

usually, by tunneling. The activation energy for conductance would be the barrier

height and would be directly affected by the charge and fractional coverage of the
surface species and, hence, a function of the composition of the gaseous atmosphere,
because barrier height is deterrnined by the square of the surface charge (equations 5
and 10).

Resulting from the different grain size and shape of the particles forming
the porous film and from the different number of neighbouring particles in contact

with a certain particle (coordination number), one expects that the measured
conductance is deterrnined by a network of barriers differing in their height [118-
121], i.e., the conductance is generally affected by the percolation mechanism,
which depends on the barrier-height distribution and on the average coordination
number of the network. Nevertheless, by assuming a fixed uniform distribution for

the barrier with energies between the values eVs1 and eVsb it has been found that the
activation energy of conductance is very accurately constant in the temperature
range 350-900K for different network coordinations. However, in case that LlV=Vsr
V,l is large, the activation energy has a strong dependence on the coordination
number of the network.

It is important to note that depending on grain size and coverage by
negatively charged species, individual particles can be completely depleted
electrons. For very small particles, grain boundary traps can themselves give rise to

a completely depleted grain. In this case the boundary conditions applied to solve
the Poisson's equation are no longer valid, because there is not any neutral region in
the grain. It is evident that in this case conductance is not dependent upon barrier
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height but on excitation from grain boundary traps. In the limit, for very small

particles, the solution of the Poisson's equation with the adequate boundary
conditions would result in a flat band condition at which conductivity is determined

by the difference between the conduction band edge and the Fermi level position
[122]:

(16)

The flat band condition occurs when nanoparticle size is lower than 2 WSCR,
where WSCR is the width of the space charge region in the grain. It is clear that the

condition 2LD (where LD is the Debye length, -3nm for Sn02), presented usually in

the literature, is not really correct.

LD is defined as:

L =� ékT
D 2Ne D

(17)

and corresponds, by defmition, to the distance of rearrangement that free carriers

travel in order to shie1d a perturbing e1ectric fie1d created by a certain charge density
[123]. Neverthe1ess, the Debye 1ength can be associated to the ability of the

semiconductor to evacuate free carriers and can be re1ated to the width of the

depletion region through:

W = L �2evsD
kT

(18)

expression which we suppose is the origin of the confusion.

ii) Film formed by grains interconnected by necks: in this case,. surface
states corresponding to the gas species adsorbed cause a depletion zone extending to

a certain depth. The conductivity wou1d be largely that ofthe undep1eted 1ayer in the

center of the neck and wou1d be deterrnined by activation of e1ectrons from donar
states in the bulk (bulk-trap 1irnited regime with activation energy ED), and would be

affected by the gaseous atmosphere through changes in the effective channel width

on1y. In this case electrons will move through a channe1 formed inside each neck
from grain to grain. If the neck is closed, the depletion zones from the two surfaces

overlap, leaving a higher-resistance ohmic path through the centre. In this case the

conductance wou1d be determined by activation of e1ectrons from surface states into
the conduction band (surface-trap-limited regime with activation energy Es), and
wou1d be directIy affected by the influence of the gaseous atmosphere on the

occupancy of the surface states. In fact, the closed-neck structure has an activation

energy re1ated directIy to the surface states and, hence, dependent, for examp1e, on

the main species of oxygen chemisorbed. The controlling mechanisms (open or

closed neck) wou1d be deterrnined by the microstructure of the film as well as for
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the gas concentration. The change as a consequence of gas adsorption from an open
neck configuration to a closed neck one would give rise to a pronounced effect on

conductivity and, thus, to the best microstructure to measure sensitivity.
Several authors [124-128] have reported the existence of two regions of

sensitivity depending on grain size. By considering both grain boundaries and necks
it has been shown that for large grain sizes, where conductivity is dominated by
grain boundary contacts, sensitivity is practicalIy independent of grain size. On the
other hand, for very smalI sizes, where mainly necks control conductivity,
sensitivity is strongly dependent of nanoparticle size. In this region sensitivity
increases with the decrease of grain size. This effect is usualIy attributed to the high
dependence of electron transport at any place inside the partic1e under a surface
effect such as gas adsorption. The depletion of electrons by gas adsorption makes to

pinch-off the individual grains and produces a considerable increment of resistance.

Nevertheless, due to the dispersion of sizes of the nanopartic1es forming the sensor,
this pinch-off does not occur in alI the partic1es simultaneously and this is why
sensitivity changes rapidly but not suddenly.

According to the expression of the width of the depletion region (of if

preferred, of the Debye length), the addition of impurities, such as for example In,
Al, Sb or Bi, changes the donor/acceptor ratio, alIowing control of the closed neck
condition for larger grain sizes than in the case ofthe pure Sn02 [124, 125].

Figure 7: General scheme of a porous sensor containing both grain boundaries and necks under the
absence of gases (Ieft) or with a low pressure of oxygen and under high content of oxygen in the

atmosphere (right). The band diagram is represented approximately in the lower par! of each case. Note
the complex evolution under gas adsorption as a consequence of the microstructure. It is schematicaIly
shown the idea that the gas does not penetrate the whole film.

FinalIy, it is remarkable that apart from the aboye geometric considerations,
the behaviour of nanoparticles as sensing elements has to be considered far from the
behaviour of large particles of single-crystals from a kinetic point of view

(physisorption involved). On one hand, it is well known from single crystal studies
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that the kinetics of reactions may be very different on different crystal faces. So, in

general one can not expect that the kinetics on nanometer particles can be directly
represented by the kinetics on a single surface. Going farther, nanometer particles
can not even be represented by a superposition of the kinetics from different crystal
faces because the coupling of the kinetics on adjacent facets by surface diffusion

[129].

1.5.3 Introduction of noble metal additives

To modify or control the surface properties of the Sn02, introduction of

noble metal additives, such as Pt or Pd, is usually performed. Other metals, as Ag,
Al, Cu, Ni, Au, Sb, etc, and sorne oxides have also been experimented. The most

important effects of noble metal addition consist in increase the maximum

sensitivity and rate of response, as well as lowering of the temperature of maximum

sensitivity [107, 126, 130, 131]. All these effects arise as a consequence of the

promoting catalytic activity when loading with noble metals. The different

mechanisms used to explain the results presented in the literature are commented in

the following.
Under noble metalloading it is expected that it forms clusters at the surface

of Sn02, such as those observed in the case of Pt [132, 133] and in the case of Pd

[134, 135]. Depending on the noble metal deposited, the loading, and the interacting
gas, these clusters will be in metallic or oxidised forms. In any case, the contact of
the additive with the semiconducting oxide creates a barrier that is fully
characterised by the electron affinity of the semiconductor, the work function of the

metal and the density of surface states of the semiconductor that are located inside
the energy band gap (figure 8). All of these three contributions create a Schottky
barrier through the formation of a depletion region in the semiconductor surface in
contact with the cluster. Eventually, the surface states created by the presence of the
additive can pin the Ferrni level of the semiconductor to that of the additive.

Two mechanisms have been proposed to explain the observed results [136,
126], i.e., chemical and electronic sensitisation (figure 9):

i) Chemical sensitisation: The metal, located at the semiconductor surface

forrning small clusters, facilitates the catalytic processes on the semiconductor
surface. The action ofthe additive is in general two-fold [137]: i) the metallic cluster

presents a higher sticking coefficient to gases than the semiconductor, and ii) on the
cluster near1y all the gas molecules are dissociated, the products being spilt-over the
semiconductor support. By this mechanism a gas like H2 is activated by a metal and
the activated fragments (H) are spilled-over to the semiconductor surface to react

with the adsorbed oxygen. This type of sensitisation is likely to be operative for

example in Pt-loaded Sn02, which is known to remain in the metallic form under
most reaction conditions. It is worth to mention that spill-over consists generally in
the adsorption on the catalyst followed by diffusion from the catalyst to the support.
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Metal
Pt,Pd

e�Pd = 5.l2eV

}e�Pt = 5.65eV �m > �s
eXsnOz = 4.4geV

Figure 8: Effects ofnoble metal introduction. It is given a schematic representation of the energy
diagram of Sn02 and a metallike Pt or Pd. After contact of the semiconductor and the metal a

Schottky barrier appears as a consequence of the different work functions, between others (right).

Because the activation energy for desoption is much higher than for diffusion, the

support can act as source ofreactant supply. However, the opposite case or both can

also occur. Moreover, normally the support is assumed to be catalytically inactive,
but not always.

It is evident why selectivity and lowering of the temperature of operation
are obtained by means of the spill-over mechanism. One can consider, for example,
the case of hydrogen. Oxides are not very active in hydrogen activation. However,
deposited Pt can activate hydrogen, which subsequently migrates to the oxide
surface by spill-over mechanism. In this way reactions that occur on the oxide
surface and need hydrogen can proceed at lower temperatures and are favoured over

reactions that do not consume hydrogen. It has to be noted, however, that sorne

additives improve sensitivity to sorne gases, and hence, selectivity. Nevertheless,
this not implies the obtaining of a selective sensor.

ii) Electronic sensitisation: In this case there is no mass transfer between
the foreign particles and semiconductor. Instead, there is an electronic interaction
between both through the space charge created in the semiconductor by the presence
of the surface clusters. Additives at the surface of the semiconductor act as receptors
.while the semiconductor acts as a transducer of the changes taking place at the
surface under gas adsorption. This type of sensitisation has so far been observed in

Sn02 elements impregnated with Ag, Pd. and Cu, which form stable metal oxides
when exposed to air. The electronic interactions actually appear between the metal
oxides and SnOZ, and disappear when the oxides are converted to metals (Ag and

Pd) or a sulfide (CuS) on exposure, for example, to H2 or H2S, respectively. The
chemical state of the particles changes on contact with a gas, inducing the

corresponding change in the electronic state of the semiconductor. This change
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a)

Figure 9: Scheme of the mechanisms of spill-over (a) and electronic sensitisation (b).

resulting from the change in the oxidation state of the surface cluster is often very
drastic, giving rise to high gas sensitivity.

In spite the aboye mechanisms are the most accepted ones to explain most

of the investigations, sorne authors propose other mechanisms to explain their

results. Thus, for example, it has been claimed that under certain conditions for the

distribution and size of the metallic clusters, tunneling occurs between the discrete
islands [138], dominating the normally considered thermoionic emission carrier

transporto Other authors consider that in sorne cases the effect that the depletion
region created by the presence of additives at the surface of the semiconductor has

on decreasing the effective grain size is more relevant [139]. Finally, it has been
claimed also that improved response to gas with noble metal loading can arise

mainly through the interaction of the gas molecules with the electron states

introduced near the valence band edge by the additive, i.e., via the control of the

population of such states and the consequent change of the band bending [140].
Actually, one has to observe that all the aboye mechanisms are present at

the same time. However, several factors determine their activity and a concrete

mechanism may be dominant in sorne case. Thus, in general, for a given additive, its
distribution through the support and loading will have important effects on the
device response in addition to that arising from the nature of the catalytic material
itself [131, 140, 141]. Indeed, it has been observed that the maximum gas sensitivity
depends, for a given metal additive, even on the loading method (fixation,
impregnation, metal evaporation ... ) [142] and that the general response is influenced
not only by the chemical state of the catalyst but also by its crystalline structure

[143, 144]. On the other hand, the temperature of operation of the sensor can also
determine the real function of the additive as, for example, spill-over can only occur

at certain temperatures, which may depend on the gas.
The case of Pt and Pd are especially important, as they are the most usually

employed additives on Sn02• Pt is always expected to be in metallic formo However,
it can be covered by an oxygen layer, such that, depending on the size of the
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metallic cluster deposited, it can be considered completely in oxidised form and not

in metallic formo On the other hand, Pd is always assumed to be in oxidised formo

Nevertheless, the final chemical state of Pd would depend on the different gases

present in the ambient and on the loading performed.
The evolution of the chemical state of the additive would depend, in any

case, of the present gases, which can infer a dynamic behaviour to the catalyst. As

example it can be considered the dissociative adsorption of CH4 on Pd supported
catalysts. While methane is known to adsorb dissociatively on supported and

unsupported Pd metal [145], it does not adsorb on oxygen-covered Pd [146]. Indeed,
it seems that the dissociative adsorption of CH4 on Pd is progressively inhibited by
the presence of adsorbed oxygen [143], the sticking coefficient for dissociative

adsorption decreasing linearly with increasing oxygen coverage. It has been
observed that metallic Pd great1y enhances the rate of reduction of PdO by CH4
[143, 147], and once formed the fragments of the dissociative adsorption of CH4
(viz, CH3 and H) spill over onto the PdlPdO interface and rapidly reduce the oxide.
In other case as for example of H2, it reduces the surface of PdO so quickly that it
occurs in a shellwise fashion.

From this dynamic properties of the Pd additive it can be deduced that a

mixture of gases like H2 and CH4 could be used to enhance the response to CH4
because of the rapid reduction of PdO by H2•
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CHAPTER 2

The idea of making this Chapter is not only as a necessary accessory for
the comprehension of the work by an unexperienced reader in structural
characterization or persons usually involved in electrical characterization, but, in

sorne way, to include an entire description of a group of basic structural
characterization techniques in a clear way. For that, the fundamentals of the
different techniques are treated, introducing in occasions the related physical
phenomena and trying to explain in an intuitive way how to interpret the results,
when it is possible. Additionally, the instrumentation required in each case is
described basically, without entering in any case in great detail. For a reader
interested in more details, a group of additional readings have been added at the end
of the chapter. However, it has been sought that an experienced reader in the study
of materials can acquire sorne basic knowledge that will allow him to go into more

detail in the different techniques. The extension of the Chapter is justified by the
fact that all the techniques reviewed have been intensive and extensively used

through the work. Concretely a special emphasis is made in the sections dedicated to

electron rnicroscopy, especially of transrnission, since, with a large difference, it is
the most complicated technique. In other techniques also very important along the

work, as Raman spectroscopy, a briefer introduction is made, which extends to more

complex concepts of great importance for discussion during the development of

Chapter 3.

The Chapter is divided in four main parts. The first one treats the

interaction of electrons with matter and the information that this interaction

supplies. According with this, sorne detailed explanation of scanning and
transmission electron microscopies is given. As related techniques, in this part of the

chapter are included those 'sub-techniques' giving chernical (analytical)
information, i.e., X-ray dispersive spectroscopy and electron energy loss

spectroscopy.
The second and third parts of the chapter deal with techniques related with

X-rays. Although in both, X-ray diffraction and X-ray photoelectron spectroscopy,
X-rays are utilized to obtain information of the sample, as the type of information

and the principles of the technique are completely different, they are treated

independently.
Next, sorne notes about the most widely used and important spectroscopical

techniques related to optical phenomena associated with the vibrational structure of
matter are discussed. These include infrared spectroscopy and Raman scattering,
and will be of fundamental importance in the rest of the work, specially the last.

Finally, a brief description of sample preparation for all the techniques is

given. Instead of explaining them in the corresponding part of the Chap ter, it has
been preferred to discuss them all at the end in order to emphasise the advantages of
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sorne techniques, in front of others, also from the point of view of sample
preparation.

It will be observed that no references are inserted in this chapter. As all the
information provided in this chapter is the result of a large quantity of readings, it
has been preferred to give a complete set of additional readings at the end of the

chapter.
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2.1 Electron microscopy

Since Hooke discovered the light-optical microscope, researchers have

sought to improve the capability of the instrument to resolve more and more closely
spaced objects. However, in spite of the high degree of improvement obtained

during several centuries, Abbe discovered that diffraction was the ultimate limit that

prevented one from pushing the resolution limit d beyond the lirnit:

d;:, 1.22� = 1.22�
sin () nsin ()

(1)

where Ao and Avac=nAo are the wavelength of the light at the object and in the

vacuum, respectively, and n:sin (}the numerical aperture.
So, at the beginning of this century the light microscope reached its best

possible optical performance and further progress could only be made by shortening
the wavelength of the light. However, after in 1923 Louis de Broglie showed that a

wavelength is associated with a moving partic1e (equation 2), electrons in particular,
and in 1927 Hans Busch demonstrated that an axially symmetric electromagnetic
field acts on electrons like a glass lens on light rays, the barrier imposed by the

wavelength lirnitation was overcame.

(2)
A electron wavelength
V acceleration voltage of EM

m; electron rest mass

h Planck's constant

e electron charge

This was quickly applied by M. Knoll and E. Ruska, who in 1931 invented
the electron microscope, surpassing the resolution of the light microscope. This
result and the following improvements of lowering the limit of resolution resulted

primari1y from the extremely small wavelength of the electrons rather than from the

quality of the electron lenses. Indeed even the best objective lenses of present-day
electron rnicroscopes are still poor compared with the sophisticated complex
objectives of light microscopes.

In general, an electron microscope is an instrument that takes advantage of
the physical-atomic phenomena produced when a beam of electrons, coming from a

source that accelerates and directs them toward condensor lenses, bombards a

specimen. From the phenomena that occur, the electron microscope obtains micro­

morphological and, sometimes, also rnicro-analytical information.

Judged by its widespread use in all branches of science and more

appropriately by the importance of the information which it has provided, the
electron microscope rnight be c1aimed as one of the most significant scientific
instrument invented in the twentieth century, and the tendency to regard any form of
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microscopy as merely 'to take pictures' should be avoided in general by all material
and biological scientists.

To understand the operation of electron microscopes, some notes on the

interaction of electrons with matter and some nomenclature concepts are given in

the following.

2. 1. 1 Sorne notes on interaction of electrons with rnatter

If a beam of electrons is directed to a solid target, the electrons pass either

undeviated or they are scattered and are then adsorbed, reflected or transmitted.

Moreover, electrons, as an ionising radiation, produce a wide range of secondary
signals from the specimen. Fig. 1 is a schematic diagram of the principal
interactions that can occur, indicating the events of interest to electron microscopy
(transmission and scanning) and the analytical techniques (X-ray microanalysis and
electron energy loss spectroscopy).

Electron scattering
can be grouped in elastic and

inelastic scattering. The
former results from an

interaction with no loss of

energy (a small loss occurs

because of the change in
momentum on scattering by
the atom) and the later with
some measurable 10ss of

energy. In this case we tend

to consider electrons as

particles and scattering to

involve some interaction like

billiard balls colliding.
However, we can also

separate scattered electrons
into coherent and incoherent,
which refers to their wave

nature. These distinctions are

related, smce elastic
electrons are usually
coherent and inelastic

electrons are usually incoherent. When the incident electron waves are coherent (in
phase), coherently scattered electrons are those that remain in phase and

incoherentIy scattered electrons those that have no phase relationship after

interacting with the specirnen. In the case that electrons are scattered in the direction

Incldent
beam

Buk sc,uered or

reflected eteee-ens

Emltted ucond.ry \\elecrrons
X-rly cr

cpucal photon$

SCltUrln, Undcvl&ud
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analytlCal
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.. nd enltr¡y
analYJIs.

Figure 1: Main interactions of electron with rnatter related to

structural characterization of rnaterials and techniques. After

Reading [1].
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of the electron beam we call them forward-scattered electrons. This scattering,
which is employed in transrnission electron microscopy, includes elastic scattering,
Bragg scattering, the events called diffraction, refraction, and inelastic scattering.
However, back-scattered electrons are very important also, because they are used in

an important imaging mode in scanning electron rnicroscopy.

2.1. 1, 1 Elastic scattering

It is convenient to divide elastic scattering mechanisms into two principal
forms: electron scattering from isolated single atoms and collective scattering from

many atoms together within the specimen. In the situation of interaction of a single
electron with an isolated atom, elastic

scattering can occur in one of two

ways, both involving Coulomb forces.
As shown in fig. 2, the electron may
interact with the electron cloud,
resulting in a small angular deviation.

Altematively, if an electron penetrates
the electron cloud and approaches the

nucleus, it will be strongly attracted and

may be scattered through a larger angle.
The chance that a particular

electron undergoing any kind of
interaction with an atom is determined

by an interaction cross section, which
can be defined in terms of the effective
radius of the scattering center, rFigure 2: Elastic scattering. After Reading [3].

(3)

where r has a different value for each scattering process. In the case of elastic

scattering, which is the most important in transmission electron microscopy image
and diffraction pattem formation, the electron-electron and electron-nucleus cross

sections can be easily expressed by,

(4)

, )'2 Ze Y
(J' -m-

-

-

nucleus
-

n-V()

(5)

where V is the potential of the incoming electron, which is scattered through an

angle larger than Gby atoms of atomic number Z. This expression is useful because
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it indicates the general behaviour of electrons in the electron microscope; i.e.,
usually electrons scatter less at high kV and high angles, and are scattered more by
heavier atoms than light atoms. Thus, it can be observed that the dependence on 8,
on the electron beam energy and on the atomic number Z, control a important part of

the image contrast in electron microscopy.
The second principal form of elastic scattering occurs when the electron

wave interacts with the specimen as a whole. The best known form of this

interaction, diffraction, is particular1y important at low angles. Following the

original approach of Huygens for the diffraction of visible light, each atom in the

specimen can be imagined
acting as a source of 'secondary'
spherical wavelets, as illustrated
in fig. 3, understanding the
electron beam as a wave, rather

than as a particle. These

wavelets reinforce one another
on a few angular directions and
cancel in all others. Thus, the

low-angle e1astic scattering
distribution is modified by the

crystal structure of the specimen,
and intense diffracted beams

emerge at certain specific
angles.

Oth l'lrdcrt
Figure 3: Diffraction. After Reading [3].

As the specimen contains N atoms/unit volume, the total cross section for

scattering from the specimen can be defined as,

(6)

where No is Avogadro's number and A is the atornic weight of the atoms in the

specimen which has a density p (so NA=Nop). Thus Q can be regarded as the
number of scattering events per unit distance that the electron travels through the

specimen. If the specimen has a thickness t, then the probability of scattering by the

specimen is given by:

(7)

The product of p and t is called the 'mass-thickness' of the specimen (e.g.
doubling p produces the same effect as doubling t) and equation (7) is an important
expression, since it contains all the variables that affect the scattering probability
from a real specimen. It will be used when considering how certain kinds of image
contrast arise in transmission electron microscopy.
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2, t. '1,2 /ne/asfic scattering

As has been conunented, when the high-energy electron encounters an

atom, it first penetrates the outer, loosely bound electron cloud, then it passes the

inner, more tightly bound core shell electrons, and finally it may encounter the
nucleus. As a general rule ofthumb, the deeper the electron penetrates into the atom,
the higher the energy that may be lost, When electrons loss energy, we are treating
with inelastic processes, which can be separated into three components:

• Processes that generate X-rays
• Processes that generate other (secondary) electrons
• Processes that result from collective interactions with many atoms

In order to generate characteristics X-rays, a high-energy electron beam
must penetrate through the outer electron shells and interact with the inner-shell (or
core) electrons. If more than a critical amount of energy is transferred to an inner­
shell electron, that electron is ejected; that is, it escapes from the attractive field of
the nucleus, leaving a hole in the inner shell. When this happens the atom is left in
an excited state and we describe it as 'ionized'. The ionized atom can return to its

lowest energy (ground state) by filling in the missing electron with one from the
outer shells. It is this transition which is accompanied either by the emission of an

X-ray or an Auger electron. The

process of X-ray emission is

shown schematically in fig. 4.

Auger electron detection is
rather specialized and usually
carried out in a dedicated Auger
electron spectrometer (AES) and
will not be used in this work.
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Figure 4: Generation of x-rays. After Reading [3]- electron to ionize the atom.

Atoms with higher Z have more

protons and, therefore, have a higher critical ionization energy. According with H.

Moseley,

(8)
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where B and C are constants. As an X-ray is a photon of e1ectromagnetic energy

travelling at the speed of light in vacuum, re1ativistic corrections have not to be done

as energy increases and, E = h v =

he and A =

1.24
, where the wave1ength, A, is in

A, E
nm and the energy, E, in keV.

Secondary electrons (SEs) are e1ectrons in the specimen that are ejected by
the beam electron. They can be discussed as three distinct groups:

• If the e1ectrons are in the conduction or va1ence bands, then it does not

take much energy to eject them, and they are called 'slow SEs' with energies
typically below -50eV.

• If the e1ectrons are strong1y bound inner-shell e1ectrons, they are 1ess

readi1y ejected, but when they are thrown out of their shells they can have a

significant fraction (up to about 50%) ofthe beam energy, and they are then called
'fast secondary e1ectrons' or FSEs.

• If the e1ectrons are ejected to compensate the energy loss of an e1ectron
that passes from an outer-1eve1 to a lower energetic 1evel to fill a vacancy created

previous1y, they are called Auger e1ectrons.

Usually slow SEs are assumed to be free electrons, i.e., they are not

associated with a specific atom and, so, they contain no specific elemental
information. But because slow SEs are weak they can on1y escape if they are near

the specimen surface. So, we use them in scanning e1ectron microscopes to form

irnages of the specimen surface. Fast SEs, which shou1d be an order of magnitude
more probable than slow SEs, are high-energy e1ectrons that are generated in the

specirnen; they are high energy because they receive a 1arge faction of the beam

energy. At the low beam energies used in a scanning e1ectron microscope, FSEs are

not a prob1em. However, in a transmission e1ectron microscope, FSEs can have

energies of -50-200keV, in which case they will not on1y trave1 significant distances
within the specimen, but they may a1so escape from deep distances within the

specimen, degrading the spatia1 reso1ution of microana1ysis in ana1ytica1 e1ectron

microscopes and generating significant amounts of X-rays, which can cause

prob1ems in quantifying X-ray data. So, FSEs are not an image reso1ution prob1em,
but rather a prob1em for chemica1 ana1ysis.

Collective excitations occurring due to the e1ectron beam include the

generation of plasmons and phonons. P1asmons are collective oscillations of free
electrons that occur when the beam e1ectron passes through the free e1ectron 'gas'.
The p1asmon energy is a function of the free-e1ectron density and this changes with

composition, so the p1asmon excitation process is chemically dependent, although
we rare1y use it for microana1ysis. Phonons are oscillations where all the atoms in
the crysta11attice vibrate collective1y. Such vibrations of the atoms are equiva1ent to

specirnen heating. One can reduce the number of phonons by coo1ing the specimen.
Typically a phonon vibration causes a very small energy loss of <O.leV, but the

phonon scattered e1ectrons are scattered out to quite 1arge ang1es (5-15mrads versus
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the typical angle of the transmitted beam � 1 Omrad in a transmission electron

microscope), and these electrons account for the diffuse background intensity
present between the Bragg spots in diffraction pattems. Phonon scattered electrons

carry not useful microchemical information, nor contrast useful to the microscopist.

2.1.2 Scanníng electron mícroscopy

The idea of forming a focused eIectron probe and using the secondary
emission to image surface topography of materials was first realized by Zworykin.
The formation of the image in a scanning electron microscope (SEM) is

schematically described in fig. 5.

By the focussing action of a

strong convergent lens, an

electron probe is formed and
scanned over the surface of a

thick sample (not electron

transparent). Secondary
electrons produced are then
collected by a detector
connected to a scintillator, so

that the resulting photocurrent is

amplified and recorded with

respect to the position of the

probe, thereby forming the
scanned image of the surface.

It is usual in scanning
electron microscopy to employ
incident electron beams in the

range O.5-40keV. The principal
modes of contrast depend upon
the detection of two categories
of electrons (figure 6). First, the reflected primary or back scattered electrons, with

energies ;:::50eV, which are scattered from atoms within a shallow depth in the

specimen (�lJ.lm), and second, emitted secondaries with energies :<:::50eV but greater
than the work function of the specimen surface. The last ones are obtained as an

ionization product and because of their relatively low energies must be formed at

very shallow depths (�O.l um). As electrons are scattered by the atomic potential
V(r) , determined by the nuclear and electron cloud Coulomb potentials, it is clear
that the characteristics of both reflected and secondary electrons are sensitive to

variations in atomic number (hence composition) and topography. However, the
reflective mode is much more efficient in detecting atomic number contrast while

e

Figure 5: Scheme of a SEM apparatus. After Reading
[5].
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the ermssrve mode is used when

topographical information is

required. When used in the

emissive mode topographic
contrast is so strong that it may
dominate any other contrast

mechanism. An example of the
same image taken with secondary
and back-scattered electrons lS

presented in figure 7.

The resolution in the SEM,
in the simplest terms, is related to

the size of the electron probe that

contains sufficient amount of
Figure 6: Different types of particles generated in a

SEM apparatus. After Reading [1].

current, which, to a certain extent,
is dictated by the spherical and chromatic aberrations as well as the diffraction
limitation. Resolution in SEM, however, is deteriorated by the interaction of the

probe with the sample, and the subsequent beam spreading. This limitation becomes
more evident at high emission voltages (20-30kV), which are necessary to obtain
sufficient brightness in conventional electron sources. The use of high-brightness
field emission sources in SEM allows the use of lower voltages (l-5kV) providing
the currently achievable resolution values smaller than lnm. Nevertheless, in a

conventional SEM a difference in resolution between the two modes arises because
the secondary (typically d - lOnm) and reflected (typically d - lOOnm) electrons

originate from different depths in the specimen (figure 7).

Figure 7: SEM images formed with back-scattered electrons (left) and secondarv electrons (rizht).
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2.1.3 Transmission electron microscopy

In what concerns the transmission electron microscope (TEM) , the
electrons focussed by a set of condensor lenses collide with the sample, the

heterogeneity ofwhich disperses them selectively. Those less dispersed are the ones

that one takes advantage to form the image that fundamentally corresponds,
therefore, to the structure absence. This image is magnified successively by means

of diverse electromagnetic lenses and, finally, it is visualised, projecting it on a

fluorescent screen, on an electron sensitive film, or on a CCD detector connected to

a TV screen. From a practical point ofview it is an apparatus that, of a conveniently
prepared sample, allows to obtain images of its fine structure magnified sorne how

many thousands of times or even to the atomic level, with a definition not obtained

by any other instrument. Here the beam energies are usually between 40 and
200keV in conventional microscopies and between 200keV and 3MeV in high
voltage instruments.

The basic scheme of a transmission electron microscope consists in (see
figure 8) the illumination system, the objective lens/stage, and the imaging system.
The illumination system comprises the gun and the condenser lenses (generally two)
and its role is to take the electrons from the source and transfer them to the

specimen. The illumination system can be operated in two principal modes: parallel
beam for TEM imaging and diffraction, and convergent beam used for scanning
(STEM) imaging, microanalysis, and micro or nanodiffraction. The objective
lens/stage is the heart of the TEM. This is where all the beam-specimen interactions
take place and where the bright-field, dark-field and selected area diffraction

patterns that are the fundamental TEM operations are created. The quality of the

image formed by the objective lens controls the resolution of the image that is
afterwards viewed and recorded. The reason for this stage to be the most important
is not only because the objective lens forms the image, but rather because the

specimen must be placed so close to the centre of this short-focal-Iength lens, that it

is impossible to make a perfect lens. The specimen is inserted through a specimen
holder that can be of a great variety of types, depending on the capability of the

microscope and the experiment to be done. Thus, these holders can be divided in

side-entry and top-entry holders, being the former the most standard and which
allows more configurations, as temperature holders, one or two axes tilting holders,
straining holders, etc. Finally, the imaging system uses severallenses to magnify the

image or the diffraction pattern produced by the objective lens and to focus these on

the viewing screen. These lenses are referred as intermediate and diffraction lenses

and the finallens as the projector lens.
When the electron microscope is properly operated, TEM is the only

microscopical technique that combines the high resolution and high contrast

required for the investigation of sub-micron structures, with the possibility of

imaging defects inside the material. Additionally, in the last years, improved

61



Chapter 2

specimen preparation techniques have been developed, which allow to obtain the
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Figure 8: Schernatic picture of a TEM. A) Diffraction mode. B) Imaging mode. After Reading [3].

requíred TEM information within a day. As it is a destructive diagnosis technique (it
requires the preparation of thin films transparent for the accelerated electron beam
less than 2)J.m) ít is used after full characterisation by other electrical or structural

techniques.
The ínformation that the transmission electron microscope offers can be

diverse and depends of the mode of operation. In occasions the information
extracted usíng the different modes are complemented when interpreting the
structure of the matter. The different forms of frequently operatíng modes are:

2.1.3. 1 Selected Area Oiffraction

Electron diffraction can reveal if the specimen is mono-crystalline, poly­
crystallíne or amorphous, its lattice parameter if it is crystallíne, its lattice symmetry
properties, orientation of the specimen or of the individual grains with respect to the

62



Structural characterization techniques

beam direction, phases present in the specimen, existence of ordered phases, defects,
etc.

Basically selected area diffraction (SAD) consists in performing a

diffraction pattem of a specified region of the sample. For this the beam can be
make smaller or an aperture can be inserted aboye the specimen, which would only
permit electrons that pass through it to hit the specirnen. The second option is the

usually perfonned one, where the aperture of selected area is not inserted at the

specirnen plane, because the specimen is already there, but in aplane conjugated
with the specirnen, i.e., in one of the irnage planes. Thus, the SAD aperture is
inserted in the object plane of the objective lens, creating a virtual image of the

specirnen. A scherne ofthis operation mode is presented in fig. 8.
The diffraction pattems thus obtained are very easy to interpret if we think

in the reciprocal space. From an amorphous specirnen, where all the distances are

nearby equally probable we will obtain a series of broad rings as shown in fig. 9a.
From a perfectly oriented mono-crystalline specimen (perpendicular to the beam

direction) (fig. 9b), we will obtain a set of spots, which correspond, to those farnilies

of planes in the real space oriented in such a manner that the Bragg law is satisfied.
As there exist a direct relationship between planes in the real space and atornic

positions in the corresponding reciprocal lattice, the spots observed in the SAD

pattem can be interpreted also as those (h, k, l) positions resulting from the

intersection of the reciprocallattice with a plane perpendicular to the beam direction
with thickness the unit lattice in the reciprocal space. If the specimen is poly­
crystalline and the individual grains are randomly oriented we will obtain a set of
concentric fme rings formed by fine spots (fig 9c), such as if the diffraction pattem
of a mono-crystalline specimen was rotated around the beam axis.

Figure 9: TED of an amorphous specirnen in (a), a single-crystal taken near one zone axis in (b), and a

polycrystal of small grain size in (e).

2.1.3.2 Bright fíe/d and dark-field imaging

When the SAD pattem is projected onto the viewing screen, we can use the

pattem to perform the two most basic imaging operations in the TEM.
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Independent1y of the specirnen, the SAD pattern will contain a bright central spot,
which contains the direct electrons (not scattered) and sorne scattered electrons.
When we form irnages in TEM, we either form an image using the central spot, or

we use sorne or all of the scattered electrons. The way we choose which electrons
form the irnage is inserting an aperture (objective aperture) into the back focal plane
of the objective lens, thus blocking out rnost of the diffraction pattern except that
which is visible through the aperture (figure 8). If the direct bearn is selected we call
the resultant irnage a bright field (BF) image, and if we select scattered electrons of

any form, we call it a dark-field (DF) irnage (figure 10). Typical rnagnifications in
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Figure 10: Bright field and dark field imaging. a) Bright field imaging by blocking out all diffracted
electrons and seleeting the direct beam. b) Dark field imaging by shifting the objective aperture to
select diffraeted electrons. e) Dark field imaging by tilting the beam to make the diffracted electrons

pass through the objective aperture. After Reading [3].

these operation rnodes range frorn 25000x to 100000x, which are controlled

adjusting the intermediate lenses of the rnicroscope.
With these operation rnodes one can obtain very diverse information,

inc1uding strain fields, type of defects, local thickness of the specimen, etc. In the

following a simply information indicating how this information is obtained is done:

:> De[ects in[ormation e

To perform BF and DF images usually one has to adjust in the diffraction
pattern the two-beam condition, in which only the direct and one of the reflected
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beams are excited at once. Under this assumption the understanding of diffraction
contrast in TEM is based on the Howie-Whelan equations, which express the
variation of the direct and the diffracted beam wave amplitudes (rj)o and rj)g'
respectively) :

d<D' .

g m
rñ -2msz m

rñ
--=-w e +-w

dz ;g
o

;0 g

d<D
o JlÍ

rñ
JlÍ

rñ -2msz
--=-w +-w e

dz ;0
o

;g
g

(9)

(10)

These equations indicate that the amplitudes and, therefore, the intensities
of the direct and diffracted beams are constant1y changing and depend one of each
other.

In the case that we have a defect (and also a phase boundary or an

interface) the Howie-Whelan equations are modified to inc1ude the effects of the
distortion produced by the defect as:

d<P' --'

g _

m
rñ -2m(sz+gR) m

rñ
----we +-w

dz r;go s.:»
d<P

o _

JlÍ
rñ

JlÍ
rñ -2m(sz+gR)

----w +-w e
dz ;0

o

;g g

(11 )

(12)

where R is the displacement of the atom at position r (lattice distortion) and g the
diffracted beam (excited reflection). Therefore, depending on the excited reflection
used for two-beam analysis and the type of defect we can have different visibility
criteria, which will depend of the gR product. Thus, it is this product which is used

to completely characterise a defect. The simplest example of characterisation of an

edge dislocation is presented in figure 11.
The physical understanding of why we can observe defects is given next

when dealing with strain fields information.

� Strain fields in(ormation <:

When an atom is displaced from its position r a distance R(r), for example,
as a consequence of the existence of a dislocation, the crystal is strained and,
therefore, stressed. Thus, it is simple to see that defects produce strain, although
they are not the only origin of strain in a crystal (consider for example that strain
can be produced by composition inhomogeneities). To analyze how strains are

observed in TEM it is typical to analyze the simple case of an edge dislocation. For

this consider the scheme in fig. 12. It can be seen that the diffraction conditions have

been chosen so that the specimen is slight1y tilted away from the Bragg condition. In
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this way, the distortion due to the dislocation bends the near-diffracting planes back
into the Bragg condition and, so, it is observable.

By using the same idea it is clear how other types of dislocations, planar
defects and bending contours are observed in TEM.

Figure 11: Example of the characterization of an edge (90°) dislocation. Dislocatíons are visible by
using an excitation condition (black arrow) neither perpendicular nor parallel to the dislocation lines in

a). In b) the use of excitation conditions parallel to the dislocation lines such as those marked in al with
white arrows, eliminate their contrast. In this case g'R=O, indicating the edge character of the
dislocation because R is perpendicular to the dislocation lineo

� Existence ofphases. ordered phases and crvstalline structures <:

The structure of the crystal
imposes certain selection rules that
determine which beams are allowed. In

fact these beams are related to the planes
in the direct space or the points in the

reciprocal space and the important
feature is that some of these reciprocal
points can be used under two-bearn BF

or DF imaging to obtain chernical
information. When materials with
different crystalline structures are

observed one has only to select one of
the spots associated with the structure

desired to be revealed (figure 13), In the
same manner, when

appear, these are

additional reflections

ordered domains
associated with

in the SAD and

Figure 12: Scheme to understand why strains
are observed in TEM. After Reading [3].
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they can be used to form the image. The case in which one observes materials
different but with the same structure is a little bit more complicated and chemical

Figure 13: TED pattem (Ieft) and dark fíeld image (right) of a InGaP/GaAs specimen with long
range order. Order makes appear additional diffraction spots in the TED pattem. By selecting a

two beam condition in which one of these spots is excited (inset) and by using the diffracted
beam to form the image, the ordered domains can be clearly observed.

information is obtained through the structure factor. In what continues we will

discuss this with an example:
In a general case, the position ofthe atoms in the reallattice is given by

- --

r¡ =xa+y.b+e,c (13)

and in the reciprocallattice by

K = ha' +kb' +lc' (14)

So, the structure factor (equivalent of the atomic scattering amplitude for a

unit-cell) is given for any crystalline lattice by

F - '\" {' 2m(hx¡+ky¡+lz¡)
hkl

-

L.JJ ¡e
i

(15)

It is the expression of the structure factor for a determined crystalline lattice

that will give the information needed to obtain chemical information. In the simple
case of the well known ZnS structure, typical, for example, of widely used materials

in micro and opto-electronics, as GaAs, the unit cell can be seen as two face

centered cubic (fcc) lattices interpenetrated with one ofthem displaced [11.,11., Y.] of

the main diagonal (fcc with a basis vector [Y., Y., Y.]). For the fcc structure, as the

coordinates ofthe atoms are
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(x, y, z) = (0,0,0), (Yz,Yz ,0), (Yz ,0, Yz), (O, Yz, Yz) (16)

then, substituting in equation (15),

Flcc = f{l + e11i(h+k) + e11i(h+/) + e11i(k+/)} (17)

and adding the basis vector ['1., 'l., 'l.], assuming that Ga atoms are in the fcc lattice

and As atoms in the displaced lattice, we have for GaAs

( 18)

Analysing this expression one can see that:

.F=O
• F = 4(fca ± if'As)
• F = 4(fca - hs)

If h, k, 1 are rnixed even and odd

If h, k, 1 are al! odd
If h, k, 1 are al! even and h + k + 1 =2N where
N is odd (e.g., the 200 reflection)
If h, k, 1 are al! even and h + k + 1 =2N where

N is even (e.g., the 400 reflection)

In the case, for example, of the temary AlxGal_xAs, the atoms of Al and Ga are

distributed randomly according to the value of x in one of the fcc sublattices. By
using the 200 reflection, GaAs and AlxGal_xAs can be distinguished because the
observed intensity is 1ajF¡2=16(fca - hs)2 for the former and 16[xh¡+(1-x2fca - hsJ2 for

the latter. As a fraction x of the Ga atoms has been replaced with the lighter Al

atoms, increasing the difference fm-fv in AlxGal_xAs, this appears lighter in the TEM.

Other conditions sueh as g=022 will also reveal composition inhomogeneities
although les s clearly (see figure 14).

Figure 14: Bright field images of an InGaAs/GaAs multilayer on GaAs. The use of g=022 in the left

image allows to observe composition inhomcgeneities in the film as a consequence of growth. In the

right figure the excitation condition g=400 reveals clearly the interfaces (g' R product)
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In general it has been shown that the brightness of each material is given by
the expression of its structure factor and by the orientation to the beam.

:> Thickness in(ormation c:

After solving the Howie-Whelan equation in the particular case of the two­

beam assumption it can be deduced that the intensities of the two beams are related,
being the intensity for the Bragg diffracted beam g (excited reflection):

_1 12 - ( m J
2

[ sin 2 (ms eff )]_1 - <I> -
-

( )
-1-1

g g � 2 o

'='g mSeff

(19)

where sefJ is the effective excitation error (separation from the exact g condition):

r::=Iseff =

f ';:
(20)

and ;g is known as the the extinction
distance (see figure 15a).

The diffracted intensity and
thus the intensity of the direct beam, is

periodic in the two independent
quantities, the distance traveled by the
diffracted beam through the specimen t,
and effective excitation error se!!'
Therefore any difference in thickness in

the specimen will produce a change in
contrast in the image plane, the image
appearing darker or brighter depending
on the thickness of the specimen (fig.
15).
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Figure 15: a) Definition of the extinction

distance, qg' b) Scheme of a wedge shaped
specimen to show the effects of variying
thickness. e) Equivalent image on a TEM under

bright field imaging. After reading [3].
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Mass-thickness contrast is most important when observing non-crystalline
materials and, in sorne cases, is the only observable contrast. The mechanism by
which differences in mass and thickness cause contrast is shown in fig. 16 and is
based on equation 7. Qualitatively, as electrons go through the specimen, they are

incoherent1y scattered off axis by elastic nuclear interactions, i.e., Rutherford

scattering. As was commented previously, the cross section for Rutherford scatter is
a strong function ofthe atomic number Z, i.e., the mass or the density, p. Moreover,
as the thickness of the specimen, t, increases, there will be more elastic scattering
because the mean-free path remains fixed. So, one can expect high-Z regions of a

specimen to scatter more electrons than low-Z regions of the same thickness.

Similar1y, thicker regions will scatter more electrons than thinner regions of the
same average Z. So, for the case of a BF image, thicker and/or higher-mass areas

will appear darker than thinner and/or lower-mass areas, and the reverse occurs for a

DF image.
The TEM variables that affect the mass-thickness contrast for a given

specimen are the objective aperture size and the kV used in the microscope. Using
larger apertures more scattered
electrons are allowed to contribute to

the BF image. So, the contrast between

scattering and non-scattering areas is
lowered although the overall image
intensity increases. By using lower kV,
both the scattering angle and cross

section increase. Hence more electrons
will be scattered outside a given
aperture and contrast will increase at

the expense of intensity.
It has to be noted, however,

that if there are small crystals of
different atoms in a given foil

thickness, as discussed previously,
differences in their structure factor (F)
from that of the matrix will cause also
contrast changes, since 1 IXiF12.

2.1.3.3 Mass-thickness contrast

Lower
mass

thickness

_-�-r--r-t___,�� Objective
lens

Objcctive
apcrture

t------ Intensity
-----l profile

Figure 16: Mass-thickness contrast under BF

imaging. After reading [3].

2.1.3.4 Phase contrast and Hígh-resolution TEM

Contrast in TEM images can arise due to differences in the phase of the
electron waves scattered through the specimen. However, phase contrast imaging is
often thought to be synonymous with high-resolution TEM (HREM) because, in
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general, the more beams collected to form the image, the higher resolution of the

image. It is worth to note that this imaging technique constitutes the second major
mode of image formation in a TEM.

RREM image formation requires that the specimen be symmetrically
oriented, i.e., that in the diffraction diagram reflected beams opposite one to another
have the same intensity. To form the image an objective aperture large enough to

include the central beam and a number of diffracted beams is inserted and the image
is formed by their interference. As a consequence, the image will appear to be

strongly dependent on the lens aberrations and the defocus settings.
To understand detailedly how an image is formed in RREM one can follow

the travel of electrons through the microscope:
<D The electron wave coming from the source interacts with the object. The

wavefunction of the incident electrons is multiplied with a phase factor
-

eiaV(r) (21)

where V(r) is the projected electrostatic potential of the object through its overall

thickness, r is a two-dimensional vector perpendicular to the incident beam and (J is

a interaction constant. Taking into account the absorption by including a function

j/(r), the specimen transfer function can be written as

fe;) = f(x,y) = e-iaV(x,y)-¡t(x,y) (22)

where, for very thin specimens (where j/(r) is negligible and V(x,y)«l),

f(x,y) = e-iaV(x,y) � l-iaV(x,y) (23)

being the specimen represented as apure phase object (Weak-phase-object
approximation or WPOA).

CV Transfer in the electron microscope.
What the microscope does is to transform each point on the specimen f(x. y)

into an extended region in the final image g(x, y). As each point in the image has
contributions from many points in the specimen (several points in the object
produce overlapping images in the image plane after being imaged by the optical
system),

(24)

which in the more convenient representation in the reciprocal space results
- --

G(u) = H(u)F(u) (25)

Here h(r) is known as the point-spread function and is a weighting term describing
how much each point in the specimen contributes to each point in the image, i.e.,
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how a point spreads into a disk. Since h(r) tells how information in real space is

transferred from the specimen to the image, H(u) tells how information (or contrast)
in the reciprocal space is transferred to the image. H(u) is known as the contrast

transfer function (CTF) and is in this function where all the rnicroscope settings and

characteristics are inc1uded. The factors contributing to H(u) inc1ude the apertures
A(u), the aberrations ofthe lens B(u), and the attenuation ofthe wave E(u),

-+ - - -

H(u) = A(u)E(u)B(u) (26)

As E(u) inc1udes the effects of incoherence, it will be treated more convenient1y in

point 3, i.e., we are treating now with a coherent bearn.
The aperture function A(u) says that the objective diaphragm cuts off all

values of u (spatial frequencies) higher than sorne selected value govemed by the
radius of the aperture. It has to be taken into account that high spatial frequencies
correspond to srnall distances and, thus, in HREM we are looking for high spatial
frequencies.

B(u) inc1udes the spherical aberration and defocusing conditions of the

objective lens, introducing an additional phase shift X(u) into every diffracted bearn
at the back focal plane ofthe objective lens,

(27)

(28)

where ¿JI is the total value of defocusing errors.

In the real space,

g(x,y) = [l-ioY(x,y)]®h(x,y)
= 1 + oY(x, y) ® sin <I>(x, y) - ioY(x, y) ® cos <I>(x,y)

where tP(x,y) is the phase of h(x,y). The intensity will be given by

1 = ss' = Igl2 � 1 + 2oY(x,y)@sin<I>(x,y)

(29)

(30)

So, in the WPOA, only the imaginary part of B(u) contributes to the intensity and a

new sirnplified transfer function T(u) easier to interpret results:
- - -+ -

T(u) = A(u)E(u)2sinX(u) (31)

This expression indicates that when T(u) is negative, positive phase contrast results,
rneaning that atorns would appear dark against a bright background. When T(u) is

positive, negative phase contrast results, meaning that atoms would appear bright
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against a dark background. When T(u)=O, there is no detail irnage for this value of
u.

The plot of T(u) versus u (figure 17) illustrates the general behaviour of
this function, which has complex dependencies on es (the spherical aberration

coefficient), A (the acceleration voltage), Llf(the defocus value), and u (the spatial
frequency). The desired form of T(u) should be a constant value as u increases and

ideally with value -l. However, T(u) is O at u=O (what is not a problem because u=O

corresponds to very large distances in the real space) then becomes negative and

T(u)=O another time at a certain value u=u.. Beyond this point the sign of T(u)
changes and oscillations occur. Thus, u¡ defmes a lirnit at which the irnages can be

directly interpreted. For ui-u¡ there is not a clear relationship between the object and
the image because not all the frequencies are equally transrnitted. As has been

shown, the position of this limit and the shape of the transfer function are

determined by the microscope characteristics and settings (defocus).
As it is evident, nothing can be done with the microscope characteristics in

order to obtain the ideal transfer function. However, one can optimise the defocus
conditions by searching the flattest transfer function in a wide range, i.e., dX/du=O.
By resolving this derivative one arrives to

L1 --ifsch -

(32)

which is known as the Scherzer defocus for which the transference is between the -

70 and -100%. The point u at which the transfer function crosses the axis is

I )

Usc!. = I.51C, 4 A 4
(33)

and the resolution at the Scherzer defocus:

(34)

These are irnportant parameters that a microscopist must know about the microscope
he is using.

® Effects of the illumination system: spread of focus and beam

convergence.
The aboye presented transfer function suffers sorne damping produced by

the spread of focus and the beam convergence. Other effects due to the vibration of

the specimen or its drift can also be introduced as enveloping damping functions in
the transfer function.

The spread of focus is related to the temporal incoherence of the beam,
while the beam convergence, with the spatial incoherence. Both effects are included
in the E(u) enveloping function.

73



Chapter 2

Fluctuations of the focus due to voltage and lens current fIuctuation cause

chromatic aberration, which produces a damping factor (envelope function) for the

transfer function given by

(35)

where the defocus spread t5 is related to the instabilities in the high-voltage supply
(and so in the thermal energy spread L1E of the incident electron beam) and the

objective-Iens current:

(36)

with Ce the chromatic aberration coefficient.

The effect of the beam convergence results also in an envelope function for the

transfer function. If one imagines that the source has a Gaussian distribution, the

enveloping function is given by

(37)

where a is the semiangle characterising the Gaussian distribution.
Both enveloping functions and the others not considered here contribute

decreasing the information limit (when the transference is below the 10%) and, thus,
the ultimate instrumental resolution ofthe microscope.

� Interpretation ofHREM images e

Usually it is difficult to interpret the obtained image in a straightforward way.
This is mainly due to:

CD Only aplanar projection ofthe atomic columns is obtained in the image
@ The information retrieval can not be obtained direct1y for certain defocus

conditions
For this reason image calculation and matching has to be carried out when

quantitative analysis is required. Simulating images becomes a problem of

computing the electron wavefields at the three microscope planes. Current1y, the
best way to produce simulated images is to divide the overall calculation into three

parts:
1) Model the specimen structure to find its potential in the direction of the

incident beam. For this the multislice method is commonly applied. With this

approach the specimen is sectioned into many slices, which are normal to the
incident beam.
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Figure 17: Transfer function for two defocussing conditions (up left: 1 rst maximum or Scherzer; up right:
4" maximum). In the middle Spatial coherence envelope (left) and Temporal coherence envelope (right).
In the lower part they are presented the intensity (square of the Total transfer function) for the 1 rst (left)
and 4" (right) maximum.

2) Produce the exit-surface wavefield by considering the interaction of the
incident electron wave on the specirnen potential. Although sorne different methods
exist to make this calculation, basicalIy alI are based in projecting each slice onto a

plane in the slice, obtaining a projected potential and then calculate the amplitudes
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and the phases of the beams generated when the incident beam interacts with the

projection planeo Then the beams are propagated down the microscope in free space
until the next plane of projection is encountered and the calculation is performed
again.

3) Compute the image-plane wavefield by imposing the effects of the objective
lens on the specimen exit surface wave,
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2. 1.4 Electron dispersive x-rey analysis and electron energy loss
spectroscopy

As commented earlier, inelastic scattering produces the loss of an

appreciable amount of energy, which may be transferred to internal degrees of
freedom in the atom or specimen in several ways. This transfer may cause excitation
or ionization of the bound electrons, excitation of free electrons or lattice vibrations
and possibly heating or radiation damage of the specimen. Measurement of these

energy losses can give information of a chemical nature, and the combination of

imaging and spectrometry in a TEM or a SEM gives a very powerful tool to material
scientists.

In a TEM we have basically two forms of analyse the composition of a

specimen:

2.1.4.1 Energy dispersíve x-rey spectroscopy (EDS)

The EDS, developed in the late 1960s, was available as an option of many
instruments, such as TEMs and even more widespread on other electron beam

instruments, such as SEMs, by the mid-1970s. Taking advantage of the fact that
when an electron ionises an atom, the emitted characteristic X-ray energy is unique
to the ionised atom, the EDS produces spectra, which are plots of X-ray counts

versus X-ray energy. Basically the EDS system consists in a detector, the processing
e1ectronics and an Multi-channel analyser (MeA) display, all controlled by a

computer. The detector generates a charge pulse proportional to the X-ray energy.
This pulse in converted to a voltage. Then the signal is amplified, isolated from

other pulses, further amplified, and identified electronically as resulting from an X­

ray of specific energy. Finally, a digitised signal is stored in a channel assigned to

that energy in the MeA.
The most important part of the EDS, the detector, is a reverse-biased p-i-n

diode cooled to the N2 liquid temperature. Usually Si(Li) semiconductor detectors or

the more efficient for high energy X-rays and robust intrinsic Ge (IG) detectors are

used. When the X-rays interact with the semiconductor detector, create electron-hole

pairs, which are separated by the internal reverse bias of the p-n junction. In order to

avoid contamination to enter in the microscope different windows can be used. Be

windows lead to detect elements below Na (Z=ll), impeding the analysis of
elements such as B, e, N, and 0, which are very important in materials science. For

this, ultrathin window detectors with windows made of polymer, diamond, boron
nitride or silicon nitride are also used. These windows are able to transmit lighter
elements, as B. Unfortunately they need its own vacuum system.

Although quantitative information can be obtained, usually one analyses
qualitatively the spectra. To basically understand a EDS spectrum the only one has
to know is that the difference in the two shell energies equals the energy of the
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characteristic X-ray, know the nomenclature used, and be helped of a chart of

characteristics X-rays. Thus ifwe fill a K-shell hole from the L shell we get a Ka X­

ray, but ifwe fill it from the M shell we get a Kp X-rayo Ifthe hole is in the L shell

and we fill it from the M shell we get an La X-ray, and ifwe fill it from the N shell

we get an Lp X-rayo The notation is in fact more complex because we differentiate

the a X-rays in terms of al and a2, depending from which sub-shell of the outer

shell the electron falls to fill the hole. The al X-ray is from the outermost sub-shell,
the a2 from the next innermost. However, for X-ray detection in electron

microscopy we can not usually discriminate between the X-rays from different sub­

shells, except at the highest X-ray energies. So, K, L, and M and a and � are about
all it is needed to remember.

A typical EDS spectrum is shown in figure 18.
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Figure 18: EDS spectrum of an specimen containing
Sn, Pt, and Ti. Typica1 parameters like the

adquisition time, dead time, etc, are visible on topo

2.1.4.2 Eleciron energy-Ioss spectroscopy (EELS)

Electron energy-loss spectrometry is the analysis of the energy distribution
of electrons that have interacted inelastically with the specimen and passed through
it. In order to examine the spectrum of electron energies a magnetic prism
spectrometer is generally used, which is a simple device but very sensitive, being
able to resolve O.6eV even for high energies of the incident beam. The magnetic
prism (a spectrometer and a lens magnetically isolated) disperses electrons

according with their energy. Afterwards, these are acquired and processed. For this
two possibilities exist: In serial collection (SEELS), the spectrometer system uses a
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Figure 19: Scheme of a SEELS and a PEELS apparatus.
After reading [3].

set of coils to sean the spectrum
across a slit in the dispersion
planeo Behind the slit there is a

photomultiplier and a yAG
scintillator. By means of SEELS
one channe1 is detected at a

time, the detector is easy to

optimize and simple to operate.
In paralle1 collection (PEELS),
the electrons are collected in a

yAG scintillator coup1ed via

fiber optics to a semiconductor

photodiode array located in the

dispersion plane of the

spectrometer. PEELS detects
the who1e spectrum at one time,
but the diode array is hard to

optimize, exhibits more artifacts
and has more complex e1ectron

optics. An scheme of both
modes of operation (apparatus)
is presented in figure 19.

Contrarily to EDS,
EELS leads to detect light
elements and a lot of additional
information than merely
elemental information. This
includes the electronic structure

of the specimen atoms, which,
in tums, reveals details of the

nature of these atoms, their

bonding and nearest-neighbour
distributions, and their dielectric response.

The EELS spectrum can be described in a general way by three regions:
CD The zero-loss peak, which consists primarily of elastic forward-scattered

electrons, but also contains electrons that have suffered minor (unresolvable) energy
losses. This peak defines the energy reso1ution (at best -O.3eV) and is essential for
the ca1ibration of the spectrum. This peak is so intense that can damage the
scintillator and is not used to extract useful data.

@ The low-loss regions up to an energy loss of -50eV, that contains
e1ectrons which have interacted with the weakly bound outer-shell e1ectrons of the
atoms in the specimen, thus containing information about the electronic properties
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of the specimen. The electrons collected in this region of the spectrum have set up

plasmon oscillations or generated inter- or intra-band transitions. The use of low­
loss spectrum for phase identification is only possible through a 'fingerprinting

'

process by which the low-loss spectra of known specimens are stored for later

comparison with the real one.

@ Electrons in the high-loss regions that have interacted with the more

tightly bound inner-shell or core electrons. Therefore they contain information
characteristic of the atoms in the specimen. Just like in X-rays, where the K, L, M,
etc peaks are describe in the spectrum, in EELS one obtains ionization edges from

K, L, M, etc, shell electrons. However, the greater energy resolution of the EELS

spectrometer means that it is much easier to detect differences in spectra that arise
from the presence of different states in the shell. Thus one can differentiate edges
due to the ejection of an electron from a determined orbital in a shell. Moreover, the

edge details (shape) can give more information than a characteristic X-rayo
Figure 20 shows a typical EELS spectrum.
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Figure 20: Typical EELS spectrum showing the zero loss peak very intense
at left, and the low and high-Ioss regions. As the scan in done in an

interval !; of energies, and the spectrum is very intense near the zero, a

gain change has to be done in the afeas of interest. The areas marked in
dark as S" and Sy, reveal information of the material. However, note that
the background has to be corrected.
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2.2 X-ray diffraction

One of the phenomena of interaction of X-rays with crystalline matter is its

diffraction, produced by the reticular planes that form the atoms of the crystal. A

crystal diffracts an X-ray beam passing through it to produce beams at specific
angles depending on the X-ray wavelength, the crystal orientation, and the structure

of the crystal.
In the macroscopic version of X-ray diffraction, a certain wavelength of

radiation will constructively interfere when partially reflected between surfaces (i.e.,
the atornic planes) that produce a path difference equal to an integral number of

wavelengths. This condition is described by the Bragg law (figure 21):
2dsin {1 = n/l (38)

where n is an integer, /l is the

wavelength of the radiation, d is
the spacing between surfaces,
and {1 is the angle between the
radiation and the surfaces. This
relation demonstrates that
interference effects are

observable only when radiation
interacts with physical
dimensions that are

approximately the same size as Figure 21: Bragg law.

the wavelength of the radiation.
Since the distances between atoms or ions is on the order of lO-10m (lA), diffraction
methods require radiation in the X-ray region of the electromagnetic spectrum, or

beams of electrons (as has been discussed in the section dedicated to electron

microscopy) or neutrons with similar wavelength.
So, through X-ray spectra one can identify and analyse any crystalline

matter. The degree of crystallinity or order will conditionate the quality of the

obtained result. In order to do this, a diffractometer is needed.

BasicalIy an X-ray diffractometer consists in an X-ray generator, a

goniometer and sample holder, and an X-ray detector, such as photographic film or

a movable proportional counter. The most usualIy employed instrument to generate
X-rays are X-ray tubes, which generate X-rays by bombarding a metal target with

high-energy (10-100keV) electrons that knock out core electrons. The procedure is
the same as described in 2.1.1.2. An electron in an outer shelI filIs the hole in the
irmer shell and emits an X-ray photon. Two cornmon targets are Mo and Cu, which
have strong Ka X-ray ernission at 0.71073 and 1.5418A, respectively. Apart from
the main line, others accompanying lines appear, which have to be eliminated in
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order to facilitate the interpretation of the spectra. These are suppressed partially by
using crystal monochromators.

2.2.1 Methods for acquiring an X-ray powder diffraction pattern

The most interesting X-ray diffraction techniques for this work are those
related to the analysis of polycrystalline materials and mainly of powders. In this
case the powder provides all the possible orientations of the small crystals giving
rise to a large number of diffraction eones, each one corresponding to a farnily of

planes satisfying the Bragg's law. For large grains, rings are discontinuous and
formed by small spots. As the size of the grains diminishes, the spots are closer and

for an optimum size a continuous ring is obtained, which is transferred into a peak
when working with graphic registers or lines in a photographic register. For lower

grain sizes the clarity of rings is lost again and wide peaks or bands appear. When

the crystals are not randorn1y but preferentially oriented, the intensity of the

different rings and along each ring is not uniformo It is clear the similitude with
electron diffraction.

Experimental acquisition of powder pattems can be done by using powder
cameras or powder diffractometers. The simplest instrument is a powder camera and

many factors can contribute
to the decision to select a

camera technique rather than

a powder diffractometer.
These include the lack of

adequate sample quantity,
the desire of maximum

resolution and the lower
initial cost. Of the various
camera types the Debye­
Scherrer camera is the most

usually used, probably
because is the simplest and
easiest to use. The

component parts of a typical
Debye-Scherrer camera

include a light-tight camera

body and cover, which hold
the sample mount and film, a

main beam stop, and an

incident beam collimator

(fig. 22). A mount is

provided, which permits the
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Figure 22: Debye-Scherrer camera. After reading [23].
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camera body to rest on a track for stability during exposure. A filter is selected to

remove most of the unwanted K� component from the incident beam while passing
unchanged most of the Ka. During operation, the incident-beam collimator selects a

narrow pencil of X-rays that passes through the sample in the camera centre before

striking the beam stop on the opposite end of the camera. The collimator normally
selects a beam about O.5mm diameter, and the camera is generally mounted on the

point or spot focus of the X-ray tube to obtain the maximum beam intensity at the

sample. The sample itself can be packed in a glass capillary or, if very small,
mounted on the tip of a glass rod or other rigid material using rubber cement or

other permanent adhesive. The sample is placed at the camera centre and aligned to

the main beam. The intensities of the diffracted beams are proportional to the

crystalline sample volume irradiated by the beam. Thus exposure times have to be
increased as the sample size decreases. In the Debye-Scherrer powder camera the
whole diffraction pattem is recorded simultaneously. Two factors which contribute
to the low resolution ofthe Debye-Scherrer camera types are first, the incident-beam

divergence due to a collimator which is typically designed to yield the narrowest

beam with usable intensity, and second, the size of the capillary. Debye-Scherrer
data are generally of significantly poorer quality than diffractometer data, mainly
because the shapes of the lines (or peaks) are affected by both the absorption of the

specimen and the physical size ofthe specimen.
In general, the major problems involved with the use of powder cameras

are relatively long exposure times, the need to work with dark room facilities, and
difficulties in obtaining statistically precise count data.

In powder diffractometers a photon detector replaces the photographic film

(or some annular detector) used in cameras. Early designs were non-focusing
systems that utilised X-ray tube spot foci and required relatively long data collection
times and gave rather poor resolution. Actually parafocusing optics geometry is

used, employing the majority of commercially available powder diffractometers the

Bragg-Brentano parafocusing arrangement. A given instrument may provide a

horizontal or vertical el2e configuration, or a vertical e/e configuration (figure 23).
The basic arrangement is shown in figure 24. A divergent beam of radiation coming
from the line of focus L of the X-ray tube passes through the parallel plate
collimators (Soller slits) G and a divergence slit assembly B and irradiates the flat
surface of a specimen C. All the rays diffracted by suitably oriented crystallites in
the specimen at an angle 2 g converge to a line at the receiving slit D. Either behind
or before the receiving slit may be placed a second set of parallel plate collimators E

and a scatter slit F. A diffracted-beam monochromator may be placed behind the

receiving slit at the position of the scatter slit. The axes of the line focus and of the

receiving slit are at equal distances from the axis of the goniometer. The X-rays are

detected by a radiation detector T, usually a scintillation counter or a sealed gas
proportional counter. The receiving slit assembly and the detector are coupled
together and move around the circle H about axis P in order to sean a range of 2 g
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Figure 23: Configurations in a Bragg-Brentano powder diffractometer. After reading [23].

(Bragg) angles. For a: ()

scans, the goniometer rotates

the specimen about the same

axis as the detector but at half

the rotational speed. The

surface of the specimen thus
remains tangential to the

focusing circ1e K. In addition
to being a device that

accurately sets the angles ()
and 28, the goniometer also

acts as a support for all of the

various slits and other

components which make up the diffractometer. The purpose of parallel-plate
collimators is to lirnit the axial divergence of the beam and hence partially control
the shape of the diffracted line profile. It follows that the center of the specimen
surface must be on the axis of the goniometer and this axis must be also parallel to

the axis of the line focus, divergence slit, and receiving slit,

2.2.2 Analysis ofthe spectrum

Figure 24: Bragg-Brentano parafocussing geometry. After

reading [231.

Perhaps the most routine use of diffraction data is for phase identification.
Each crystalline powder gives a unique diffraction diagram, which is the basis for a

qualitative analysis by X-ray diffraction. Identification is practically always
accompanied by the systematic comparison of the obtained spectrum with a standard
one (a pattem), taken from any X-ray powder data file catalogues, published by the
American Society for Testing and Materials (JCPDS).

The diffraction profiles of a mixture of crystalline specimens consist in

spectra of each of the individual crystalline substances present, superposed.
Nowadays, the superposition of lines does not impossibilitates the identification.
When one wants to identify the obtained diffraction profile, the values of interplanar
distances d corresponding to the major intensities are extracted and compared with
the interplanar spacings of the different possible pattems of the X-ray powder data
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jile index, looking also for a match in the intensities magnitudes. To facilitate the
search the index is divided usually in organic and inorganic substances and a

restricted search for the existence of determined elements of the periodic table can

be done.

Quantitative analysis of diffraction profiles can be diverse. In general, two

main aspects are of interest: the quantitative identification of phases and the measure

of grain size in polycrystalline specimens.

2.221 Quantitatíve analysís of crystafline phases

The diffraction diagram of a mixture of crystalline substances consists of an

overlapping of the different spectra corresponding to each of the substances. Each

component contributes to the total diagram with an intensity proportional to the

present quantity in the mixture. This principle will be used to discuss how to

calculate the quantity of different phases in a mixture, rather than other more

complex procedures such as profile fitting or Rietveld analysis of the powder
diffraction pattern.

The quantitative analysis by X-ray diffraction consists in the determination
of the present quantity from measurements of the diffracted intensities. As intensity
is not generally a lineal function of composition, a comparative analysis of the

unknown sample with known patterns is needed. One of the most usual methods

consists in mixing the sample with a known substance in a fixed ratio, used as

reference. For this analysis the most intense lines are used, if they do not overlap
with others.

All methods for quantitative analysis are based on the basic equation that
relates the X-ray diffracted intensities with the absorption properties of crystalline
mixtures of powder:

(39)

where Ju is the intensity of a line i of the compound j; J0 is the compound j
concentration, and iJj its density. JI¡ and PI' are the absorption coefficients of the j
component and of the matrix, and Ku is a constant that depends of the characteristics

of the instrument, of the wavelength and of the structure of the j component. If this

equation is corrected from the background radiation:

KX
J ..

=_U__

J

U

Pjl',

where p, is the total maximum absorption coefficient of the sample, including the j

(40)

component.
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If only one component exists, the aboye equation can be applied directly
and X can be determined directly from the measured intensities fij' Kij and p,being
known. Nowadays, if more than one component exists the ratio

intensity/concentration is not lineal, and the analysis is more tedious. The methods
based in absolute measures of intensity to determine directly p, have to be

performed for systems with two or more components.
Actually, the methods that use an internal standard, are easier and more

widely used. For mixtures of several components, the ratio of intensities of two of

them will be:

fij KijP,Xj
fk, Kk,PjX,

being p, the density of the component 1, and X, the fraction in weight present in the
mixture. In this case the component 1 is used as internal standard for the compound
j.

(41)

2.2.2.2 Grain size eveluetion in po/ycrysta//ine samples

The determination of the size of the crystals in a powder can be carried out

thanks to measurements that must be made on the profile of the diffraction peaks.
One of the functions that best describes the powder diffraction profiles is the Voigt
function. This consist in a convolution product of a Lorentzian and Gaussian
function and allows to

(1) Model size (Lorentzian component) and strain (Gaussian component)
line-broadening contributions simultaneously

(2) Separate instrumental and specimen contributions to the diffracted line

profile. Instrumental broadening is due to causes such as slit widths,
sample size, penetration in the sample, imperfect focusing, etc.

For simplicity, instead of a Voigt function one usually uses a pseudo-Voigt
function. This approximates the Lorentzian/Gaussian convolution product by using
the simple addition of the two functions using a mixing parameter, '7, which varies
the function from Lorentzian to Gaussian for 1F1 to 1FO, respectively:

1 =
2.J];;2

ex (-4ln2C2fl_2B )2]l,k H
p

H
2 1 k

k k

1 =
J4 [1+ 4(.fi -1) (2fl-28 )2J-li.k ll1l H

2 1 k

k k

Gaussian (G)
(42)

Lorentzian eL)
(43)
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Pseudo-Voigt
(44)

For one peak analysis the procedure consist in evaluate the integral widths

flG and flL (for Gaussian and Lorantzian contributions) and the shape factor

(45)

Therefore, if the observed profile is O(x), from which one obtains Jo, Ao, A=AjJo'
2 Ba, and (jjo, and the instrumental profile is J(x) from one obtains Jj, Aj, A=AIJj, 2�,
and 4';, for both profiles, flG and flL are evaluated using the next empirical formulas:

(46)

(47)

with ao=2.0207, a¡=-0.4803, a2=-1.7746, bo=O.6420, bJl2=I.4187, b¡=-2.2043, and

b2=1.8706.
Thus, for the pure profile (without the instrumental broadening):

flpL = floL + fliL

flpG
2

= floG
2

+ fliG
2

(48)
(49)

The grain size is given by
A

D=---
flpL cosO

(50)

and the micro-strain by

«:
e=--

4 tan O

(51)

In practice, however, if one can neglect the micro-strain effects, which in

addition sometimes give rise to rnistakes and incongruencies in the evaluation of

grain size, the aboye formulation reduces to the well-known Scherrer formula (eq.
52). Scherrer showed that the average dimension of the crystals that compose a

crystalline powder is related with the profile of the peak by means of the equation:

D = _____!i3_
flcos O

(52)

where K is a proporcionality constant approximately similar to the unit, fl the
FWHM of the peak in radians (theoretically corrected from the instrumental
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broadening), D the size of the crystal in the direction perpendicular to the reflecting
planes and A the wavelength of the X-rays used. This is the most usual and simple
equation that allows to evaluate grain size.
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2.3 X-ray photoelectron spectroscopy

X-ray photoelectron spectroscopy (XPS), sometimes also called Electron

spectroscopy for chemical analysis (ESCA), is the quantitative surface analysis
technique most sensitive to the chemical composition. By means of XPS, one can

obtain information on the chemical structure, being possible the quantification for
most ofmaterials. However, sorne damage is induced on the sample.
Surface analysis by XPS involves irradiating a solid in vacuum with monoenergetic
soft X-rays (Mg K, at 1253.6 eV or Al Ka at 1486.6 eV are usually used) and

analyzing the energy of the ernitted electrons. It is obvious that only those electrons

arriving to the detector without having interacted inelastically give useful

information, contributing to the spectral peaks. Because the mean free path of

electrons in solids is very small, the detected electrons originate from only the top
few atomic layers (1-5nm), making XPS a unique surface-sensitive technique for

chernical analysis. The spectrum is obtained as a plot of the number of detected

electrons per energy interval versus their kinetic energy, which is given by the
known photon energy (h 11 minus the characteristic binding energy of the atomic
orbital from which the electron originates (0, corrected by the spectrometer work
function (sP,):

K=hV-Ij/-r}s (53)

The binding energy may be regarded as the energy difference between the
initial and final states after the photoelectron has left the atom. Variations in the
elemental binding energies (chemical shifts) arise from differences in the chemical

potential and polarizability of compounds. These chemical shifts can be used to

identify the chemical state of the materials being analysed, because each element has
a unique set of binding energies. Thus, XPS can be used to identify and determine
the concentration ofthe elements in the surface, being possible to obtain quantitative
data from peak heights or peak areas, and identification of chemical states from
exact measurement of peak positions and separations. The spectrum from a mixture
of elements is approximately the sum of the peaks of the individual constituents.

2.3.1 The XPS spectrometer

A typical XPS instrument (see scheme in figure 25), consist of:

G) Three sample irradiation subsystems: The X-ray subsystem, which
irradiates the sample surface and excites photoelectrons characteristics for the
chemical structure of the surface; the ion gun subsystem for bombarding the surface
of the sample and; the charge neutralizer subsystem or low energy electron beam
used to neutralize the surface charge of insulators.
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Figure 25: Scheme of the components ofaXPS equipment. After reading [33].
@ A detection subsystem (lenses, analyser and detector) in which an

electron lens captures the released electrons, which are retarded to an average

energy (pass energy) and re-focused on the entrance slit of a hemispherical analyser.
This analyser spatially disperses electrons of different energies and images them on

the exit slit. This dispersion is then imaged by a position sensitive detector. By
selecting an appropriate pass energy for the analyser, spectral regions of different
eVare dispersed on the detector. As larger pass energies are used, a higher
spectrometer sensitivity is obtained at the expense of energy resolution. The detector

images the exit plane of the analyser, producing an output signal for each electron

detected, i.e., a digitised signal that represents the position of each single event

along the energy dimension of the detector. The digitised signal is fed to a buffer in
the detector electronics unit.

@ A system controller that periodically transfers the data from the buffer to

the computer memory. This computer then processes the data in accordance with the
used software.

@) A preparation chamber assembly (high vacuum) equipped with a gate
valve that isolates it from the analyser chamber so that the preparation chamber can
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be opened to the atmosphere. A transfer control located irnmediately below the

chamber is used to transfer the sample from the preparation chamber to the analyzer
chamber.

@ An analyser chamber assembly (ultra high vacuum) which includes the
irradiation sources, a manipulator to position the sample and, a microscope.

2.3.2 The XPS spectrum

Generally in an XPS primary spectrum peaks appear due to photoernission
from core levels, from valence levels, and peaks due to Auger ernission.
The XPS core level spectrum is a dírect picture of the electron structure of the atoms

present in the analysed sample and, hence, the most important peaks of the

spectrum. Except for the s levels, each peak corresponding to a certain electronic
level presents a doublet structure, which arises through the LS spin-orbit coupling.
The magnitude of the doublet energy separation is proportional to the expectation
value <I/r'> for a particular orbital. Therefore, this energy separation is expected to

increase as the atomic number Z increases for constant n and 1 quantum numbers.
On the other hand, the relative intensities for the doublet peaks are given by the ratio
of theír corresponding degeneracies (2j+1). For the p, d, andf doublets the intensity
ratios are 1 :2, 2:3, and 3:4, respectively. The intensity of the photoelectron peaks are

determined by theír sensitive factors. These are equal to the photoelectric cross­

section for the source line, modulated by an empírical function, corresponding to the
transmission characteristics of the analyser. The photoelectron peak width (LIE),
defined as the full width at half maximum, is the result of the contributions of the
natural width of the core level (LlE/I)' the width of the exciting X-ray line (LlEp), and
the analyser resolution (LlEa), assuming for all of them apure Gaussian shape:

(54)

The core level notation in XPS arises from the j-j coupling vector

surnmation of the orbital angular and spin momenta to produce the total electronic

angular momentum. In the j-j coupling, the total angular momentum quantum
number for a single electron (j) is calculated by sumrning the single electronic spin
(s) and angular (l) momentum quantum numbers. The total angular momentum

quantum number for this atom (J) is given by the surnmation over all electrons in

the atom (J=.1j). In this way, the j-j coupling gives rise to a notation based on the

principal quantum number and the electronic quantum numbers 1 and j mentioned
aboye. In this nomenclature, the electronic energy level is described first by the

principal quantum number with n=l, 2, 3, ... , then states with angular momentum

1=0,1,2, ... (n-1) (known as s (1=0), p (1=1), d (1=2) andf(l=3»), and finally the

coupledj used as suffix (j=1/2, 3/2, 5/2, ... ).
The low binding energy levels (0-20eV) are referred as valence levels and

consist of many closely spaced levels forming a band structure in the XPS spectrum.
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These levels arise from bonding orbitals in the solido The XPS spectrum for this

region reflects the initially filled density of states. The main application of the XPS
valence band spectra is the study of the electronic structure of materials.

Finally, in addition to photoelectrons ernitted in the photoelectric process,

Auger electrons may be emitted because of relaxation of the excited ions remaining
after photoernission. In the Auger process, an outer electron falls into the inner

orbital vacancy, and a second electron is simultaneously ernitted, carrying out the

excess energy. The Auger electron possesses kinetic energy equal to the difference
between the energy of the initial ion and the doubly charged fmal ion, and is

independent of the mode of the initial ionisation. The Auger peaks are always
forrning series of peaks of group of lines in very complicated pattems. In XPS there
are mainly four series, which can be observed. These are the KLL, LMM, MNN and

NOO series, identified by the initial and final double vacancies in the Auger
transition. For instance, the LMM series correspond to the following transition:
formation of an initial hole in the L shell as a consequence of irradiation, filling of
the hole by an M-electron and fmally emission of an electron from the M shell as

well. The latter is the photoelectron contributing to a peak of the series in the XPS

spectra.
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2.4 Optical spectroscopic techniques

The energy of a molecule or ion consists in four components that for a first

approximation can be treated separately: the translational energy, the rotational

energy, the vibrational energy, and the electronic energy. When the molecule is

placed in an electromagnetic field, a transfer of energy from the field to the
molecule will occur only when the difference in energy between two quantified
states ¿JE=E"-E' equals h V, being h the Planck's constant and vthe frequency of

lightl. Because rotational levels are relatively close to each other, transitions
between these levels occur at low frequencies, appearing pure rotational spectra
between lcm' and l02cm-l (rnicrowave and far-infrared). The separation of
vibrational energy levels is greater, and the transitions occur at higher frequencies,
being the pure vibrational

spectra observed in the

range between l O'cm' and
104cm-1 (infrared). Finally,
electronic energy levels
are usually far apart, and
electronic spectra are

observed in the range
between l O'cm' and
l O'cm' (ultraviolet and
visible regions).
Separation of energy
levels is schematically
shown in figure 26.

In what respect to the vibrational spectra, when a molecule has n atoms

there are 3n-6 independent vibrations (3n degrees of freedom rninus the three
coordinates related to translational and rotational movement); for linear molecules
3n-5. These so-called normal vibrations can be observed by different techniques, but

specially by infrared (IR) and Raman scattering (RS). Actually, both rotation and
vibration of molecules are involved in the absorption of infrared radiation, but since
molecular rotation is not usually resolved in most infrared and Raman spectra, we

will ignore this additional consideration. The electronic spectrum can be analysed by
optical absorption (OA).

§ j;".�
� Rotational Vibrational
tu

""'''"�' ¡;?'
levels

Figure 26: Energy distribution of electronic, rotational and
vibrational levels in a molecule.

t The frequency, V, is converted to the wave number, V, or the wavelength, A, through the relation

V = c� = �, where e is the velocity of light. In spectroscopy v and � are more convenient since

they are proportional to the energy of radiation. The units conventionally used are cm and cm'¡
respectively. It is worth to note that the word wavenumbers and frequency are cornmonly used

indistinguishably.
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2.4.1 Infrared spectroscopy

Infrared spectroscopy is a very useful technique for characterisation of

materials, not providing only information about the composition and the structure of

molecules, but also morphological information. The advantages of infrared

spectroscopy inelude wide applicability, nondestructiveness, measurement under

ambient atrnosphere, and the capability of providing detailed structural information.

Besides these intrinsic advantages (of the known as dispersive infrared
spectroscopy), the more recent infrared spectroscopy by Fourier Transform (FTIR)
has additional merits such as:

• Higher sensitivity
• Higher precision (improved frequency resolution and reproducibility)
• Quickness of measurement
• Extensive data processing capability (as FTIR is a computer based

technique, it allows storage of spectra and facilities for processing
spectra).

In the following the fundamentals to understand the principles of infrared

spectroscopy and a brief description of the main components of an infrared

spectrometer will be done.

2.4.1.1 Description of infrared absorptíon

IR spectra originate in transitions between two vibrational levels of a

molecule in the electronic ground state and are usually observed as absorption
spectra in the infrared region. The range of wavelength through which an infrared

spectrum is taken is presented in figure 27. For a molecule to present infrared

absorption bands it is needed that it has a permanent dipole moment. Thus,
molecules that do not have a permanent dipole moment do not absorb in the
infrared. When a molecule with at least one permanent dipole vibrates, this

permanent dipole also vibrates and can interact with the oscillating electric field of
incident infrared radiation. In order for this normal mode of vibration of the
molecule to be infrared active, that is, to give rise to an observable infrared band,
there must be a change in the dipole moment of the molecule during the course of
the vibration.

To derive the relationship between vibrational energy and molecular

structure, it is necessary to solve the Schródinger equation for vibrational-rotational
interactions. Since solution of this equation is not needed to basically understand the
idea of the technique, one can simply use the relationship that is derived for a

harmonic oscillator. So, a molecule can therefore be thought of a series of balls of
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... X-rays Microwayes
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Figure 27: In the upper part it is shown the optical portion of the

electromagnetic spectrum. In the lower part it is shown the two

regions of measurement in infrared spectroscopy, i.e., near and far
infrared.

different masses joined by springs of different degrees of elastieity in sueh a way
that a ehemieal bond of the moleeule ean both streteh and bend. In this way, the
vibration of two nuclei in a diatomie moleeule is redueed to the motion of a single
partiele ofreduced mass p, sueh that IIp=llm¡+llmb whose displaeement Q from

its equilibrium position is equal to the ehange of the intemuclear distanee. As

eommented aboye, the eigenvalues and eigenfunetions are found by solving the

Schrodinger wave equation with a parabolie potential funetion as if the system was a

harmonie oseillator with foree eonstant K:

(55)

So, the eigenvalues are:

(56)

with the frequeney of vibration:

(57)

being vthe vibrational quantum number, with possible values 0, 1,2,3, ...

The eorresponding eigenfunetions are:
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(58)

where a= 2Jl'¡¡;K I h , and HvC'¡;;q)is a Hermite polynornial ofthe ¡}h degree.
If the vibrational frequency of the molecule, as deterrnined by the force

constant and reduced mass, equals the frequency of the electromagnetic radiation,
then absorption can take place. As the frequency of the electric field of the infrared
radiation approaches the frequency of the oscillating bond dipole and the two

oscillate at the same frequency and phase, the chemical bond can absorb the infrared

photon and increase its vibrational quantum number by + 1, or what is the same,

increase its vibrational state to a higher level.
As a first approximation, the larger the strength of the bond, the higher the

frequency of the fundamental vibration. In the same way, the higher the masses of
the atoms attached to the bond, the lower the wavenumber of the fundamental
vibration. It can be ruled also that it takes more energy to stretch a bond that to bend
a bond and, hence, bands due to stretching occur at higher wavenumbers than

bending vibrations (also termed deformations). In the same manner, an asymmetric
stretch always occurs at a slightly higher wavenumber than its associated symmetric
stretch. The intensity of a band depends upon many groups of a particular type exist,
the magnitude of the dipole moment within the functional group, how much the

dipole moment changes within the molecule when it vibrates and related to this, the

symmetry of the molecule. As a general guide, the greater the number of groups of a

particular type and more polar the bond, the more intense the bando
The infrared spectrum can be divided into two regions; one called the

functional group region and the other the fingerprint region. The functional group
region is generally considered to range from 4000 to 1500cm-1 and al1 frequencies
below 1500cm-1 are considered characteristic of the fingerprint region. The

fmgerprint region involves molecular vibrations, usual1y bending motions, that are

characteristic of the entire molecule or large fragments of the molecule. Thus these
are used for identification. The functional group region tends to inc1ude motions,
general1y stretching vibrations, which are more localised and characteristic of the

typical functional groups, found in organic molecules. While these bands are not

very useful in confirming identity, they do provide sorne very useful information
about the nature of the components that make up the molecule. Table I indicates

very general1y a description of the vibrations of the functional group. In figure 28

they are shown the region of infrared absorption for common functional groups.
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Wavenumber Stretch type

3000 cm" single bond stretch

_________ ._. .. _ .. _ .. _ .. __ . __ . . . _e_g ...�.:!:!,_Q:��.�!I.�_N...::Ii_ .. _ .. _ .. .. _. ._ .. __ . .

2000-2500 crn' triple bond stretch

.. _ .. _ .. __ ._ .. _ .. _ .. __ ._ .. _ .. _ .. _ .. _ .. _._ .. .. _ .. _._ .. _. _e.g ...<l.c.�tyle.�e�_.�ar!Je!l.e� .. <l.n.<!.nitri.1e� .. _. .. _ .. _ .. __ .

1500-2000 cm:' double bond stretch

.. _ .. � .. _ .. _ .. _ .. _ .. _ .. __ ._ .. _ .. _ .. _ .. _ .. _. __ .. _ .. _ .. _ .. _ .. _. _�_g...�a_ljJo_f!yls_(��º)_\lr_�D�e_ne_!i._cc.��J. __ . __ . __ ._ .. _ .. _

various cou led stretch and deformation bands

Table 1: Common functional groups.
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Figure 28: Infrared absorption of common functional groups.

2.4.1.2 fnstrumentafion for ínfrared spectroscopy

Basically an infrared spectrometer is composed by the source, the

monochromator and the receptor. The ideal infrared source (a 1500-2000K

electrically heated solid) would be one that would give a continuous and high
radiant energy output over the entire infrared region. The two sources in most

cornmon use are the Nemst Glower (heated up to 2200 K) and the Globar (heated to

about 1500 K with spectral output comparable with the Nemst glower, except at

short wavelengths -Iess than 5 mm- where its output becomes larger). In general, in
all infrared sources the radiant energy, which depends upon the temperature of the

source, is low in the far infrared, and to obtain sufficient energy the slit width of the
source has to be opened considerably with a corresponding decrease in resolution.
One might compensate for this low emissivity in the far infrared by raising the
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temperature of the radiator. However, raising temperature has just as bad an effect

as increasing the slit width and it reduces the life of the source.

Between the source and the detector there must be sorne kind of device to

analyse the radiation so that an intensity can be evaluated for each wavelength
resolution element. There are two basic types, namely, monochromators, used in

dispersive instruments, and interferometers used in Fourier Transform instruments.

In a monochromator, a prism or a diffraction grating is used, separating the

components of polychromatic radiation. For spectroscopic work a prism must be

transparent to the particular wavelength region of interest and the dispersion of the

prism must be as large as possible. These two requirements are not entirely
unrelated. As the ultirnate resolving power of a prism is equal to the product of the

length of the prism base, L, and the dispersion, dn/d.i, the resolution can be
increased by increasing the size of the prism, by using N prisms in series. However,
most of infrared spectrometers have instead a Littrow arrangement in which
radiation passes through the prism two or more times.

The function of a grating, like that of a prism, is to provide monochromatic
radiation from radiation composed of many wavelengths. A diffraction grating
consists of a number of equally spaced slits, which diffract light by interference. The

theoretical resolving power of a grating may be expressed as mN, where m is the
order of the spectrum and N is the number of grooves or rulings on the grating.
There are basically two types of diffraction gratings, the transrnission and the
reflectance types.

Additionally, most infrared instruments have filters, which pass infrared

radiation within a particular wavelength range. Appropriate filters can reduce stray
radiation in a prism spectrometer and remove the undesired higher orders obtained
with a grating spectrometer.

The final part of the spectrometer is the detector. The infrared detector is a

device that measures the infrared energy of the source that has passed through the

spectrometer. Their basic function is to change radiation energy into electrical

energy, which can be generated to process a spectrum. Infrared detectors can be

conveniently divided into two general groups, selective and nonselective. Selective
detectors include those whose response is markedly dependent upon the wavelength
of incident radiation, being photographic plates, photocells, photoconductive cells,
and infrared phosphors categorised in this group. The second group includes
detectors whose response is directly proportional to incident energy and relatively
independent of wavelength, i.e., these detectors measure the heating effects of
radiation and respond equally well to all wavelengths. These detectors are better
suited for spectroscopic work, and among the more common types are

thermocouples, bolometers, pyroelectric detectors and the pneumatic cell.
For a basic description of the sources, monochromators, filters and

detectors commented, one can see for example the book of Colthup et al. [34] and
references therein.
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In the case of FTIR spectroscopy the spectra are recorded in the time
domain followed by computer transformation into the frequency domain, rather than

directly in the frequency domain, as is done by dispersive IR spectrometers.
However, in spite such procedure seems more complicated, they have been outlined
aboye the advantages to be gained with FTIR. Recording a trace in the time domain
in principle could be possible by allowing radiation to fall on a detector and

recording its response over time. In practice, however, no detector can respond
quickly enough and interference has to be used to modulate the IR signal at a

detectable frequency. This is done by means of the well known Michelson

interferometer, which is used to produce a new signal (interferogram) of a much
lower frequency which contains the same information as the original IR signal.

In the Michelson
interferometer (figure 29)
radiation leaves the source and
is split. Half is reflected to a

stationary mirror and then back
to the splitter. This radiation has
travelled a fixed distance. The
other half of the radiation from
the source passes through the

splitter and is reflected back by
a movable mirror. Therefore,
the path length of this beam is
variable. The two reflected
beams recombine at the splitter,
and they interfere. If the

======:::¡ stationary mirror

Beam splitter

Movable mirror

... ?

Source

()�--�--�'-'���
"

-; Sample
: position

Detector

Figure 29: Michelson interferometer.

movable mirror moves away from the beam splitter at a constant speed, radiation

reaching the detector goes through a steady sequence of maxima and minima as the
interference altemates between constructive and destructive phases. Because all

wavelengths emitted by the source are present, the interferogram is extremely
complicated. The moving mirror must travel smoothly; a frictionless bearing is used
with electromagnetic drive. The position of the mirror is measured by a laser shining
on a comer of the mirror. A simple sine wave interference pattem is produced. Each

peak indicates mirror travel of one half the wavelength of the laser. The accuracy of
this measurement system means that the IR frequency scale is accurate and precise.
In the FT-IR instrument, the sample is placed between the output of the
interferometer and the detector. The sample absorbs radiation of particular
wavelengths. Therefore, the interferogram contains the spectrum of the source

minus the spectrum of the sample. An interferogram of a reference (sample cell and

solvent) is needed to obtain the spectrum of the sample. After an interferogram has
been collected, a computer performs a Fast Fourier Transform, which results in a
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frequency domain trace (i.e intensity vs. wavenumber) that is what one needs and

knows.
The detector used in an FT-IR instrument must respond quickly because

intensity changes are rapid (the moving mirror moves quickly). So, pyroelectric
detectors or liquid nitrogen cooled photon detectors must be used, while thermal
detectors are too slow. To achieve a good signal to noise ratio, many interferograms
are obtained and then averaged. This can be done in les s time than it would take a

dipersive instrument to record one scan.

2.4.2 Raman spectroscopy

Like infrared spectroscopy, Raman is an invaluable technique for
characterisation of materials. In the field of semiconductor characterisation the use

of Raman microscopes is now widespread because it offers a non-destructive and

quantitative microanalysis of structures and electronic properties. However, due

mainly to the higher resolution with respect to FTIR spectroscopy and the versatility
and simplicity in terms of sample handling, Raman, and specialIy micro-Raman

spectroscopy has actualIy an increasing use versus other similar spectroscopic
techniques. In particular, in addition to the well known application of identification
of compounds, a large number of reported works rule for example on the

characterisation of concentration and mobility of free carriers, characterisation of
strain and crystal quality, deterrnination of local crystal orientation, etc. It is worth
to cornment that while infrared and Raman spectra analyse basicalIy the same

vibrational behaviour of the molecule they are not exact duplicates since the
selection rules and relative band intensities differ in many cases.

As for infrared spectroscopy, a brief description of the Raman effect and
sorne insights on the required instrumentation will be given in the following.

2.4.2.1 Descríptíon ot the Raman effect

Raman spectra originate in the electronic polarisation caused by ultraviolet
or visible light. The mechanism by which the incident radiation interacts with the
molecular vibrational energy levels has its origins in the general phenomenon of

light scattering, in which the electromagnetic radiation interacts with a pulsating
deformable (polarisable) electron cloud, being this interaction modulated by the
molecular vibrations.
If a molecule is irradiated by monochromatic light of frequency v having electric
field strength E,

E = Ea COS(21l'Jt) (59)
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because of the e1ectronic po1arisation induced in the mo1ecu1e by this incident 1ight,
it presents an induced dipo1e moment p:

(60)

where a is the polarizability tensor, so that in matrix form the aboye expression can

be written as:

(61)

In normal Raman scattering the polarizability tensor is symmetric (aXy=ayx=azy).
In molecules a is not constant since certain vibrations and rotations can cause ato

vary. Ifthe scattering body has its normal modes ofvibration Q described by

Qk = QZ COS(2lzVkt)

these oscillations can affect the polarizability,

o=«. +( :� )Qk + ...

(62)

(63)

Thus,

- - -

(oa)
-

p = aE =aoE+
oQZ

QkE+ ...

p = aoEo cos(2Jn1) + EoQ;( 8a )COS(2JrJ-1)COS(2JrVkt)8Qk

p = aoEo cos(2lnt) +-t EoQZ( oa )[cos{2;r(v+ vk)t}+ cos{2;r(v- vk)t}]
OQk

(64)

(65)

(66)

The first term of the aboye equation is elastic scattering, known as Rayleigh
scattering; the second term, of frequency v+vk, is anti-Stokes Raman scattering; and
the third term, of frequency V-Vk is Stokes Raman scattering. From the aboye
classical description it is deduced that as the variation of the polarizability will be

smaller that the polarizability itself, Raman scattering should be less intense than

Rayleigh scattering, as it is the case. Concretely, Raman scattering is a factor 10-3 to

10-4 weaker than Rayleigh scattering, being needed a strong exciting source to

-2
t

Actually p = aE + t fJE + ... , where p«a is caJ1ed the hyperpolarizability and becomes

important when E is large, being observed the hyper-Raman (2Idvk) spectra.
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observe the Raman scattering. The linear dependency of Raman scattering with the
incident beam intensity and sample concentration is also deduced.

Since Raman lines represent frequency differences from the incident

frequency, they are also called Raman shifts and are designated as zív in cm:' For
the Stokes lines A¡,(cm·')=108/AE - lO8/AR, being AE the wavelength in angstroms of

the exciting line and AR the wavelength in angstroms of the Raman lineo
The equivalent energy diagram for the Raman process is schematised in

figure 30. As there are no energy levels at the excited conditions, the excited state

for the molecule after the interaction with light is not real. As a result we describe

these states as virtual. As represented in the scheme of figure 31, the scattering
at t-;, + l-k starts for the vibrationally excited state but that at t-;, - l-k starts at the

ground state. The population of any excited level k is always less than that of the

ground state, as described by the Boltzmann distribution,

(67)

As a result, the t-;, + l-k (anti-Stokes line) are weaker than the red shifted spectrum
where they appear at t-;, - l-k (Stokes Iines), The ratio of the intensities of equivalent
pairs of lines Ial1li-Stok./IStokes falls as the vibrational frequency increases and decreases
with temperature.
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Figure 30: Schematic representation ofthe Raman process.

In addition to the normal Raman scattering described, other effects can be
observed in a Raman experiment. these consist in preresonance, resonance and

fluorescence. When the frequency of the exciting line approaches the frequencies of
e1ectronic transitions, the spectrurn changes dramatically, showing an enhancement
of intensity of certain vibrational modes. In this case the generation of the electron­
hole couple is not virtual. If the exciting line is close to but not inside an electronic

absorption band, the process is called preresonance Raman scattering, and if the

exciting line coincides with that of an electronic transition resonance Raman occurs.

On the other hand, if the photon is absorbed and then emitted during the process, it

102



Structural characterization techniques

is called resonance fluorescence. As resonance Raman improves the signal of certain
vibrational modes, it is actually a field of current development with high
possibilities.

2.4.2.2 Instrumentatíon for micro-Remen spectroscopy

Basically two types of Raman equipment can be described: Macro and
micro-Raman, The former has the advantage of higher illumination region over the

sample, being ideal for liquids and powder samples, and the disadvantage of the

difficulty in focusing the specimen. The equipment used for both methods is

basically the same, only a conventional optical microscope being added for micro­
Raman spectroscopy.

A typical current Raman spectrometer incorporates (figure 31):
CD The illumination source composed of an Ar" ion laser emitting lines

between 458 and 529 nm, sometimes coupled to a dye laser or a solid state

Titanium:saphire laser providing tunable radiation between 600 nm and 900 nm.

� A macrosample chamber and a c1assical optical microscope for

microanalysis.
Gl A dispersive system composed of a double monochromator and a

spectrograph. The two monochromators can be used either in substractive mode to

provide a wide field to the spectrograph or in additive mode when higher resolution
is required. The double monochromator has one or two slit(s) in between the first
and second stage monochromators.

® The detection system, which inc1udes a multichannel detector (a linear
diode array) and a photomultiplier connected to a single photon counter.

The optical multichannel detector with a double monochromator requires a

wide intermediate slit width. This causes an increase in the stray light and makes it
difficult to measure spectra in the low-frequency region. To overcome this difficulty
in the use of the optical multichannel detector, sorne spectrometers are equipped
with a triple monochromator (a substractive double monochromator as a filter plus a

monochromator). Quadruple monochromators (a substractive double
monochromator plus an additive double monochromator) are now available in the
case that high resolution is needed at the low-frequency region.

Although three different types of sample illumination methods have been

proposed for the measurement of local points and Raman mapping, being point
illumination, line illumination and global illumination, the first is the most

eornmonly employed. With point illumination the laser light is foeussed on a sample
surface by an objeetive lens and the scattered light is eolleeted by the same

objective. The spot size in the focal plane is diffraetion limited, being the minimal

diameter given by equation (1). Although higher spatial resolution is obtained with
this illumination method, heating or degradation of the samples by high density of

laser powers can oeeur. Using a 100x objeetive with NA=0.95, the spot size in the
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sample is about O.6)lm for 11,=457.9 nm. This results in a very high power density in

the specimen ofthe order of several MW/cm2•

Figure 31: Scheme of a single-channel spectrometer with double
monochromator.

2.4.3 Infrared and Raman allowed vibrations:

As cornmented before, although infrared and Raman measure the same

vibrational spectrum, the obtained result is different, due to the selection rules that

apply in each case. To determine the activity of a vibration in infrared and Raman

spectra, the selection rule must be applied to each normal vibration mode.

According to quantum mechanics, the vibration is Raman active if one of these six

components of the polarizability changes during the vibration. SimilarIy, it is
infrared active if one of the three components of the dipole moment (Jix, Jiy, Ji,)
changes during the vibration. However, changes in dipole moment or polizability
are not obvious from inspection of the normal modes of vibration when treating
with non simple molecules and one has to appeal to group theory, which gives a

c1ear-cut solution to this problem.
Therefore, the selection rule for the IR spectrum for a normal vibration

whose normal coordinate is Q" is determined by the integral:

(68)

where Ji is the dipole moment in the electronic ground state, vr is the vibrational

eigenfunction and v' and v" are the vibrational quantum numbers before and after
the transition, respectively. The vibration is infrared inactive if this integral is zero,
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i.e., all the three components (for Jlx' f-/y, and Jlz) are O). If any of the three

components does not vanish the vibration is infrared active.

Similarly, the selection rule for the Raman spectrum is determined by the

integral:

(69)

or what is the same, by the six components in which can be resolved for the six

components of the polarizability.
However, it is possible decide whether the integrals are zero or nonzero

from a consideration of symmetry, because the vibrations of interest are the
fundamentals in which transitions occur from v=O to v' '=1, and If/o(Q) is invariant
under any symmetry operation, whereas the symmetry of Ij/¡(Q,) is the same as that
of Qa. Therefore, the normal vibration associated with Qa becomes infrared active
when at least one of the components of the dipole moments belong to the same

symmetry species as Q", and similar conclusions are obtained for the Raman

spectrum.
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2.5 Notes on specimen preparation techniques

:> Sample preparation (or Scanning Electron Microscopy e

The preparation of samples for the observation in SEM is in most of the

cases none. The sample is simply dusted with an adhesive tape to a metallic support,
which is placed inside the camera of the microscope. In sorne cases, however, due to

the low conductivity of the material to be observed, it is necessary the coverage of

the surface to study with sorne monolayers of Carbon or Gold to ensure conductivity
and increase resolution, avoiding charging of the specimen.

e Sample preparation (01' Transmission Electron Microscopy e

There are numerous methods for preparing electron transparent specimens
for observation in a transmission electron microscope. However, we will centre in

those performed usually in our laboratory in the case of (1) films and (2) powders.

Q) Preparation of cross-section and planar specimens of films:
The cross-section preparation technique, schematically represented in

figure 32, can be summarised as:

a) Sawing ofthe wafer in order to have stripes ofrectangular size.

b) Glueing of two stripes face to face or if few material is disposable, one

stripe together with a stripe of a material of similar hardness.

e) Mechanical pre-thinning (grinding and polishing) of the sample for
both sides until the specimen has a thickness of approximately 20¡..tm if

(d) is not performed or 1 Oüum if (d) is performed.
d) Optional dimpling of the flat parallel specimen in order to thin the

central part, while still having relatively thick borders allowing to

handle the specimen easily using tweezers.

e) One side or two sides ion milling until perforation using moderate

voltage and current settings in order to reduce the damage introduced
in the specimen. However, sometimes is preferable the use of harder
conditions in order to reduce the operational time of the ion milling.

In the case of planar specimens the preparation method is very similar. It is

schematically shown in figure 33 and the steps are:

a) Cutting a disc from the wafer using an ultrasonic cutter, a mechanical

punch or something like this.

b) Flat grinding of the backside of the disc until obtaining a disc of

approximately 1 Oüum thick.
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c) Dimpling ofthe disc from the same side in a concave polisher until the
central region is about 20flm thick.

d) Ion milling from the dimpled side. For this, in order to avoid
contamination with the sputtered material it is convenient to cover the
face of interest with a thin glass.

(b) (e)

0�is- �
, --

: .......... ion

�beam: glass

¡ slide

(d) (e)

Figure 32: Preparation for cross-section observation. a)
Cuting of stripes. b) Glueing face to face. e) Polishing.
d) Ion milling.

@ Preparation of powders for observation in TEM

The preparation of powder samples for TEM examination is enough
documented. In general, the preparation of powder samples is with difference much
easier than film preparation when the size of the grains in the powder are small

enough. In this case the procedure is as follows:

a) Mixing of approximately 1 part of powder with 100-500 parts of an

inert liquid like ethanol.

b) Ultrasonic stirring of the liquid containing the particles.
e) Depositing of a drop of liquid on a holey carbon film on a � 1 00-200

mesh grid and let evaporate in a dry environment.

However, not always the powder contains grains of sufficient small grain
size or the powder results extremely agglomerated after being dissolved in a liquid
because of electrostatic forces. In this case rather than the dispersion technique is
better to mix the powders with sorne ductile material like Al and then ball mill with

for example steel balls in order to obtain an agglomerate of the mixture. After
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cutting it in discs, ion milling can be performed to obtain the transparent specimen
for observation or, if preferred ultramicrotomy can be done. However, this method
has serious problems. Between them one can inc1ude the difficulty in finding a

material suitable for the mixture, i.e., that when cutting or ion rnilling is performed
the agglomerate maintains its consistency, and the introduction of structural changes
during the ball rnilling step.

L
500 um _

,--

(a)

(b) (e)

�5'/
f)'_'s-"¡on

� beam

: "glaSS
! slfde

(d)

Figure 33: Preparation for planar-view observation. The

procedure consists in cutting of discs (a), planar and
concave polishing from the substrate (b and e), and ion

milling from the substrate (d).

e Sample preparation (01' X-ray Diffraction e

In the case of films as well as in the case of powders, sorne cautions have to

be taken into account when observing a sample by XRD. In general, unfilled

holders, beams that do not strike on the sample because the samples are too thin,
rough surfaces or with curvature, and sample-height displacement errors, produce
spurious diffraction peaks, increase the background or produce diffraction peaks
from the holder.

In the case of films, no preparation method is required, although it does not

means that mounting of the sample be a easy task, because of the commented
factors. Usually, layer samples are mounted over a solid plate coated with a viscous
material such as vaseline or silicon grease, or simply using plastiline. In the case of
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powders, these are usually disposed recovering the cylindrical hole of a plastic
holder about 1-2rnm height and 2-5cm of diameter (for reflexion analysis) or filling
a quartz capillary of 100-500llm diameter (for transmission analysis). However, in
the case of powders sorne additional considerations have to be observed, specially
when the grain size of the powder is large. In this case, it is needed to do a grinding
ofthe powder in order to reduce grain size -2-10Ilm, because coarser grains involve

problems related to particle statistics, preferred orientation, microabsorption, and
extinction. The grinding is made in hand mortars and pestles made of agate, mullite,
or corundum, Rarely it is necessary to appeal to automatic grinding machines due to

the hardness of the material.

e Sample preparation (or X-ray Photoelectron Spectroscopy e

In majority of XPS applications, sample preparation and mounting are not

critical. Typically, the sample is mechanically attached to the specimen mount, and

analysis is begun with the sample in the as-received condition. Additional sample
preparation is discouraged in many cases because any preparation might modify the
surface composition. However, in the analysis of bulk material, sometimes, due to

contamination it is convenient to sputter the first layers of the region of interest

directly in the XPS apparatus, which will improve specially the quantification.
In the case of powder samples, there are a number of methods that can be

used to mount powders for analysis. Perhaps the most widely used method is dusting
the powder onto a polymer-based adhesive tape with a camel-hair brush, The

powder must be dusted across the surface carefully and lightly, with no wiping
strokes

e Sample preparation for Infrared Spectroscopy e

As for the others techniques, there are a large quantity of methods for

preparing samples to be observed by infrared spectroscopy. However, only a brief
cornment on the most important will be given here.

Generally, no preparation is needed in the case of films that do not absorb

completely in the infrared region. If the film is not transparent at all for the infrared
radiation sometimes is better to observe it by reflection that by transmission, before
to appeal to any type of grinding ofthe film or something like this.

Measurement of the transmission infrared of liquids poses no great problem
from the sampling viewpoint. These materials may be squeezed between polished
plates of sodium chloride, potassium bromide, or another suitably transparent
material until absorption bands of measurably intensity are obtained. Altematively,
if information of a quantitative or semi-quantitative nature is required, the sample is

made up in solution, at 5 or 10% concentration, in a solvent such as cyclohexane,
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carbon tetrachloride, chlororform or carbon disulphide and examined in a sealed
cell.

Powders being examined by infrared spectroscopy, in transmission, are

generally prepared by mulling in liquid paraffin (Nujol), or by grinding with

potassium bromide (KBr) powder, being the latter then pressed into a disk. The first

method, however, has the inconvenient that most mulling agents contain bands in

the spectrum, which may mask bands in the sample spectrum. KBr does not contain
bands in the mid-IR region of the spectrum although contains bands in the far-IR

region. For this region the same procedure is applied with a Csl powder for the

analysis in the far-IR. It could be said that a KBr pellet is a dilute suspension of a

solid in a solido It is usually obtained by first grinding the sample in anhydrous KBr

at a ratio of approximately 1 part sample to 100 parts KBr. Although it is best to

weigh the sample (lmg) in the KBr (lOOmg), with sorne experience it is possible to

use your judgement in assigning proportions of sample to KBr. The mixture is then

ground up, most of times manually with an agate pestle, until the sample is well

dispersed. The ground up sample mixture is then placed in a die assembly, being the

powder located between two steel cylinders. Afterwards the steel sandwich is placed
in a hydraulic press and subjected to pressures of 4-5atrn for about 20 seconds. Once

time the die has been dismantled, the KBr disk is ready to be transferred to the

spectrometer disk holder for observation. However, it has to be checked that the disk
is translucent and that the sample is homogeneously distributed in the disk, because
the spectrum quality is affected by the quality of the disk.

:> Sample preparatíon for Raman spectroscopv <:

By means of Raman spectroscopy one can get a spectra in a routine manner

with almost no sample. In addition, in any case one needs to prepare the sample for

observation. In the case of solids, only leaving them in a typical glass microscope
slide is enough. For liquids, them can be placed in a small glass bottle or capillary
that can be sealed ifnecessary.
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2.6 Equipment used in this work for the structural
characterisation

For transmission electron microscopy:

Philips CM30-SuperTwin
Electron gun: Lals,
Acceleration voltage: 15-300kV

�agnification: 53-700000x
Eucentric side entry goniometer with 25° double tilt specimen holder
Line resolution: 0.14nm

C,=1.2mm
Cc=1.2mm
Scherzer defocus= -56nm
EDS analysis LINK LZ-5 with Si(Li) detector and window less.

Philips CM200 FEG
Electron gun: Schottky Field Emitter

Acceleration voltage: 20-200kV

Magnification: 25-l000000x
Eucentric side entry goniometer with 45° double tilt specimen holder
Line resolution: 0.1 Onm

C,=1.2mm
Cc=1.2mm
Scherzer defocus= -67nm
EDS analysis EDAX 9100 Si(Li) detector with S-UTW window
Gatan 766 DigiPEELS spectrometer, mounted on axis

For scanning electron microscopy:

Jeo/JSM 840
Resolution: 3nm (LaBó); 4nm (W)
Magnification: 10-600000x
Acceleration voltage: 400-40000V
Detectors: Backscatered, secondaries and transmitted
EDS: LINK ANI0000 (Si(Li) detector and Be window)
Resolution: 156 eV
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Hitachi S-120
Resolution: 4.5nm

Magnification: 20-200000x
Acceleration voltage: 500-25000V

Detectors: Backscatered, secondaries
EDS: LINK (Si(Li) detector and Be window)

For X-ray díffractíon:

X-Ray powder diffractometer INEL

X-ray generator: ENRAF NONIUS FR 590
120° sensible detector CPS 120

Quartz Primary monochromator
Cu tube

Debye-Scherrer geometry

X-ray powder diffractometer SIEMENS D-500

X-ray generator: Kristalloflex 710H
Scintillator detector

Graphite Secondary monochromator
Cu tube
Low temperature chamber TTK-HC (-193<T<250°C)
High temperature chamber HTK 10 AP PAAR (T<1600°C)
Brag-Brentano parafocussing geometry

X-Ray single-crystal diffractometer Philips MRD

Cu orMo tube
Flat Graphite secondary monochromator

Proportional detector

Bragg-Brentano parafocussing geometry

For X-ray photoelectron spectroscopy:

Perkin-Elmer PHI 5500
Radiation: AIKa (1486.6eV), MgKa (1253.6 eV)
FWHM (Ag 3d512): 1-1.5eV
C binding energy: 248.8eV
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For ínfrared spectroscopy:

FTIR Bomem DA3

Working range: 10 a 25000 cm'
Resolution limit: 0.02 cm"
Detectors: DTGS, MCT (wr), MCT (m), InSb, Si, bolórnetre
Beam Spliters: KBr, CaF2, quartz, mylar
Source: glowbar, quartz, Hg

FTIR Bomem MB-120

Working range: 350 a 5000 cm'
Resolution limit: 1 cm'
Detectors: DTGS
Beam Spliters: KBr
Source: glowbar

For Raman spectroscopy:

Jobin Yvon T64000
Source: Ar+ laser Coherent INNOVA 300

Olympus metallographic optical microscope BH2 (10x, 50x, 100x)
triple monochromator (1800 g/mm)
Bidimensional CCD detector cooled with N2
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CHAPTER 3

It has been outlined the importance of the control of the microstructure of
the sensing material in the sensing capabilities of semiconductor gas sensors. Before

the control of microstructure, it is obvious, that one needs to know how it evolves as

a function of the controlling parameters. In this respect, an important quantity of
work has been performed in our laboratory during more than five years. The main

objective of Chapter 3 is to gather all of this information and, to provide, somehow,
what could be called 'nanoparticles engineering' for gas sensing. The investigated
processes in this work are calcination, introduction of the additives Pt and Pd, and
the grinding of the Sn02• Particularly, the work is focussed in obtaining maximum
sensitivities to N02 and CO, two ofthe most interesting gases to be analysed.

In the frrst part of the Chapter the sol-gel method to fabricate nanoparticles
and the different ways to obtain the sensor are explained. The rest of the Chapter
relates the optimisation of the sensor characteristics and comprises three different

parts. In the first one, after reviewing the most important properties of tin dioxide,
the structural characteristics of Sn02 nanoparticles as a function of the calcination

temperature at which they are treated are investigated in detail. So, this concrete part
of the Chapter concems the influence of calcination temperature on the structural

properties of Sn02 nanoparticles fabricated by sol-gel. Extrapolation of the results to

Sn02 nanoparticles fabricated using similar wet chemical methods can be done. The

analysis of such nanoparticles has been performed by several techniques, including
FTIR and Raman spectroscopies, TEM, and XRD. During this part, particular
methodologies for nanoparticles of these techniques, not explained in Chapter 2,
will be applied ancI/or developed. Special relevance is given to the Raman spectrum
of nanometric Sn02 particles, which is explained in the complete range of interest
for the first time.

After this initial study the calcination temperatures which are more

adequate to fabricate the sensors are selected and a new parameter is introduced in

the second part of the analysis: the introduction of noble metals as catalytic
materials. Structural and electrical characterisations are correlated to deduce the
better performance in the case of application to the detection ofN02 or CO.

The final part concems the improvement of the sensor characteristics by
adding a new step in the fabrication of the powders. This consists in grinding the

particles before, after or before and after the calcination. In this last part, the
structural and electrical characteristics are correlated again to assure the better

response. To our knowledge this technological step is introduced for the first time to

improve sensor characteristics.

119



Chapter 3

3.1 Sol-gel fabrication of thick film gas sensors

The fabrication of a thick film gas sensor generally inc1udes two steps. The

first is the preparation of a powder of the selected material, in principle composed
by grains as small as possible and with a [me size distribution. The second is the
fabrication of a paste using this material and its deposition onto an adequate
substrate.

Powder synthesis and processing have a large influence on the [mal

properties of ceramic materials. Therefore selection of the appropriate processing
route determines to a large extent the results that can be attained in the end product.
In this respect, synthesis of compounds through wet chemical methods has become
an invaluable step in reaching improved material properties. Typically these
methods start from a liquid solution of the cations. For transformation into the

precursor powder, different routes can be followed, such as co-precipitation, freeze

drying, spray drying, and sol-gel methods, all of them having their specific
advantages and problems.

In co-precipitation different compounds are precipitated from the solution

by a sudden change in pH through the addition of a base or acid. Problems can arise

if during precipitation segregation occurs, and also the complete stoichiometric

precipitation of the intended compound or phase mixtures may be a problem. In

freeze drying a solution is frozen in droplet form as fast as possible and the water is
sublimed in vacuum, Intrinsically a slow process, freeze drying still is an interesting
altemative as no addition of any chemical agent is necessary and processing
conditions can be very pureo Spray drying consists of spraying a solution or an

emulsion in a heated gas flow. Initial droplet size and gas temperature determine the

drying speed of the spray and thereby the possibility of partial segregation, and [mal

powder size distribution. Finally, in the sol-gel processes, somehow similar to co­

precipitation, the mixing level of the solution is retained in the final product. The
solution is transformed in a semi-solid gel, which in tum is transformed to the

precursor powder by decomposition. Sometimes, gels are obtained by adding
complexing agents to the solution in order to prevent precipitation during the
concentration phase and the sol to gel transition. It is worth to mention that there are

other ways to prepare powders to be used to fabricate thick-film gas sensors. The

only requirement for a specific route is that there exist precursors able to react under
that procedure. For example, not all the reactants needed to generate Sn02 by means

of the laser pyrolysis technique are available, as this technique needs a reactant that
absorbs the laser radiation [1, 2].

To form the paste with the obtained powders, these are mixed with an

organic solvent. Afterwards, the most used method to fabricate the sensor consists in

dipping the substrate in the mixture, or painting or printing the paste onto one side
of the substrate.
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In the following, Sn02 powder synthesis by the sol-gel route and the

printing and dipping methods of sensor fabrication are discussed in more detail.

3.1.1 The preparation of Sn02 by the sol-gel route

Among many others, the main advantages ofthe sol-gel process inc1ude the

ability to form well-defined oxides with excellent homogeneity and the possibility to

selectively dope a material with extreme purity [3, 4]. The low cost is also
remarkable.

The formation of a powder by the sol-gel route, in general, involves two

major steps, the formation of a wet gel, and the drying of the wet gel to form an

hydrated powder. The preparation of tin oxide usually starts from water-soluble

Sn4+-containing salts, which yield a gelatinous precipitate of the corresponding
hydroxide in alkaline or neutral media (inorganic route). Subsequent washing and

drying and eventual heating at several hundreds of Celsius degrees produces a white

powder of Sn02. The first authors who reported the preparation of Sn02 powders by
this procedure were Goodman and Gregg [5]. In their work they observed the gel
formation during the precipitation by arnmonia hydroxide addition in an aqueous
solution of SnC14. In order to allow the gel formation it has been observed that it is

necessary the elirnination of NH4
+ and Cl ions by washing in distilled water for a

long period (-30 days) [6]. So, while this process works well, the reaction forms
salts within the gel that need to be removed by many repetitive washings, which is a

long and laborious procedure.
Other form of obtaining Sn02 by the sol-gel route is through metal

alkoxides, as for example the butylate Sn(C4H90)2 [7]. The process involves the
reaction of the metal alkoxide (M-OR) with water, forrning a metal hydroxide (M­
OH). Alkoxide-based sol-gel chemistry avoids the formation of undesirable salt by­
products, and allows a much greater degree of control over the final product.
However, alkoxides are expensive, extremely sensitive to heat, moisture and light,
and their preparation is time consuming.

In spite of the large quantity of work done in this field, one of the main
unknowns in the sol-gel technique is how solutions change over time. It is not

known exact1y how reaction starts in the solution nor even exact1y how the ge1ation
process takes place. Therefore almost all laboratories try to at least follow

procedures as reproducible as possible, maintaining constant pH, pressures,
temperatures and times.

In principIe, after the hydrolysis (the reaction through which the metal

hydroxide is formed), a condensation stage takes place. The condensation reaction
occurs when two metal hydroxides (M-OH + HO-M) combine to give a metal oxide

species (M-O-M), with one molecule of water as by product. The known as sol is a

solution of various reactants that are undergoing hydrolysis and condensation
reactions. The molecular weight of the oxide species produced, continuously

121



Chapter 3

increases, and it seems that as these species grow, they may begin to link together in

a three-dimensional network. The gel point is defined at that point in time at which
the network of linked oxide particles spans the container holding the sol. At the gel
point, the mixture forms a rigid substance called an alcogel, which consists of two

parts, a solid part and a liquid parto The solid part is formed by the three­

dimensional network of linked oxide particles. The liquid part (the original solvent
of the sol) fills the free space surrounding the solid parto As condensation reactions

progress the sol will set into a rigid gel. When a sol reaches the gel point, it is often

assurned that the hydrolysis and condensation reactions of the reactant are complete,
but this is far from the case as the gel point simply represents the time when the

polyrnerizing species span the container containing the sol. At this point the gel
contains a significant number of unreacted alkoxide groups. In fact, hydrolysis and
condensation can continue for several times the time needed for gelation and
sufficient time must be given for the strengthening of the network. This can be
enhanced by controlling the pH and water content of the covering solution. After

aging the gel, water is still contained within its pores.

Sometimes the kinetics of the reaction makes the formation of the product
impracticably slow at room temperature, often requiring several days to reach

completion. For this reason, acid or base catalysts are added to the reaction. The

amount and type of catalyst used play key roles in the microstructural, physical and

optical properties of the final product. In other cases the opposite occurs, i.e., the
reaction occurs too fast. In order to obtain nanometric Sn02 particles the rate of the
reaction has to be well controlled because on the contrary too large crystals would
be obtained. In this case, lowering of the temperature of the recipient containing the
sol and adding the appropriate catalyst allows the desired control.

3.1.2 Printing versus dipping

Over time, one of the most widely used techniques for the fabrication of
thick-film gas sensors has been the sintering ofpowders. However, current tendency
is directed towards the use of dip-coating and screen-printing technologies.

In the dip-coating sol-gel method [8-10] a metal oxide film is produced by
the hydrolysis of the corresponding metal alkoxide, nitrate or chloride directly on a

substrate. The procedure is very simple, consisting in dipping the substrates into the
colloidal solution and then slowly withdrawn them from the bath. During pulling,
the sol in the meniscus tums to a gel by releasing the solvent and sticks to the
substrate in the form ofaxerogel film. The thickness of the obtained film depends
on the nurnber of dippings and the speed of withdrawal [9]. To tum the xerogel into
an oxide and densificate the film, further heating at temperatures -500°C during
sorne minutes is required. A scheme of the dip-coating apparatus is presented in

figure 1.
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The pulling process is one of the most important factors determining the
characteristics of the film, as many exchanges occur between the liquid phase and
the atmosphere through the meniscus. As a consequence drastic control of the

atmosphere surrounding the sample appears to be necessary and the work has to be

performed in a 'clean room' with environmental parameters kept fixed.

cf.an
room

Figure 1: Scheme ofthe dip coating apparatus. After [10].

The advantages ofthe dip-coating technique inc1ude the possibility ofusing
high-purity starting materials, easy coating of large and complex-shaped substrates

(if the angles are not too sharp) , the obtaining of high-quality and homogeneous
films, mass production and low cost. Moreover, the addition of dopant species is

made in a simply way by introducing them direct1y into the sol. The main

disadvantage is the need of environmental control.
The screen printing method [11-15] consists in printing a paste containing

the SnOz powder over the substrate. The procedure is shown in figure 2. The paste is

obtained by mixing the SnOz sol-gel obtained powder with an organic compound
that will aid the binding to the substrate and binding between grains. The size of the

area to print depends on the screen-printing machine, but the practical limit for the

mínimum line width in screen printing is current1y about 100flID. As this technique
is widely used for printing of electrodes, sorne modifications allow to overcome this
limit and to print more complex shapes than rectangles. For example, with pad
printing [12] the desired pattem, which is etched in a gravure plate, is first flooded
with ink and then scraped clean so that ink remains only in the engraved pattem.
Subsequent1y the pattem is picked up and transferred from the plate by a flexible

silicone rubber when it is pressed against the substrate. The suitable organic binder

has to be used to make the viscosity suitable for this procedure.
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Like in the dip-coating process, the films have to be heated at temperatures
�500°C during several minutes in order to densificate the film and evaporate the

organic components.
The advantages of screen printing are very similar to those of the dipping

technique, as most of them come from the sol-gel process itself. The main

inconvenient versus the dip-coating technique is the limited size and shape of the
area to print (which depends on the printing machine used). However, a controlled
ambient is not necessary and, a higher versatility in the sensor design and

miniaturisation are possible.
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Figure 2: Scheme ofthe printing procedure. A droplet ofthe paste is deposited on the screen (a
vertically mobile mesh). When squeegee passes over the mesh it pushes the mesh to the surface
to be printed and the paste towards hollow ofthe mesh.

3. 1.3 Preparation of powders and sensors for this work

3.1.3.1 Powder preparatíon

The SnOz powders used throughout this work were prepared by the

inorganic sol-gel route at the University of Tübingen. One of the main reasons why
no commercial powder has been employed is the ability of control of grain size

through calcination treatrnents. To investigate fundamental properties of

nanoparticles an initial grain size as low as possible is needed, which can not be
attained using a commercial powder as starting material.

Pure SnOz was fabricated in two steps. First ultrapure water-free SnCl4
(Merck) was mixed with water and the resulting mixture was cooled down to O°C in
a bath with ice blocks. The mixture is then added to a water-diluted solution of

ammonia, also cooled. The refrigeration of both reaction partners at O°C becomes
enforced in order to reduce the reaction speed and to generate an as fine-grained as

possible product. This first step gives rise to an hydrated tin oxide of approximate
formula Sn(OH)4'

After multiple careful washing of the resulting suspension with bidistilled

water, the hydrated tin oxide follows a dry process in an oven and a centrifugation
of the suspension (Heraeus UT 12) at 80°e. The second production-step to the tin
oxide extraction is the oxidation of the hydrated tin oxide. This is attained

124



On the investigation of fundamental ...

maintaining the hydrated oxide sorne hours (between 8h and 24h) at high
temperature (250 to 1000°C) into an oven (Heraeus ROKlA 6/30).

In order to obtain the product with the smallest possible grain size and to

eliminate the large agglomerates formed in the powder (undesirable for printing
because introduce cracks when drying the paste), sorne series of the tin hydrated
oxide and of the Sn02 resulting after oxidation were milled in a planetary mill

(Fritsch pulverisette 5). For that the powder is mixed with a certain amount of Zr02
milling balls in a milling recipient which is tuming at high speed (figure 3). Because
of the resulting centrifugal acceleration, the Zr02 balls impact with strong force

against the powder and this is milled. The duration of the milling process is in the

range of several hours and after two hour of milling the addition of water is needed.
At the end of the process the obtained powder is again dried (at 80°C in the Heraeus

UT 12).

rotating mug

centrifugal

+to;e

Figure 3: The grinding of the powders was pcrformed, as an aqueous
slurry, in a planetary mili with ZrO, balls (6 balls, diameter: 10 mm ) for

up to 20h. Approximately l Oml of slurry was used on 50ml rnugs. The
rotation speed was 200rpm.

To introduce the noble metal additives, the SnOz powder is impregnated
with the corresponding metal chlorides (PdC12 or PtC14). In this way, the necessary
amount of metal chloride was thoroughly mixed using a magnetic stirrer (IKA RCT

basic) with the calculated amounts of Sn02 powder and water (40 hours at room

temperature). After that an annealing step during 1 hour at 450°C in the Heraeus

ROKlA 6/30 was used to reduce the employed metal chloride to pure metal. As

noble metal introduction is performed after the calcination step it is expected that
the distribution of the dopant atoms will be rather limited to the surface (surface
doping). After noble metal introduction powders were submitted to a thermal

treatrnent at 450°C for 1h.

Schematisation of tlte process and overview ofpowders

The complete process, including orientative duration of each step is

schematized in figure 4. Figure 5 shows schematically a full description of the

samples selected to be investigated in this work. A different background has been

used to describe the part of the chapter where the samples are of interest. In this
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Figure 4: Complete procedure foIlowed to fabricate Sn02 nanoparticles by the sol-gel route. Orientative
times for the duration of each step is indicated. In the up part it is shown the process to obtain the

hydrated precursor. In the bottom part is shown the procedure to obtain the final powder from the

precursor (with doping and grinding). Note that sorne possible steps are marked with a red cross because

they have not be performed, although are possible.

way, green background corresponds to the set of samples used to analyse the
fundamental properties of nanoparticles and general trends as a function of
calcination temperature in 3.3. It is necessary to mention that all the powders
presented in yellow were submitted to a short grinding step after calcination in order
to improve the fabrication of a possible paste. Powders calcinated in the range 450-

1000°C, marked in blue, were not ground after calcination. All the samples where
noble metal were introduced do not present any special background and will be
treated in part 3.4. The set of samples with a red background corresponds to a

general investigation of the influence of grinding before or after calcination and
calcination time, which will be presented in part 3.5. The samples used to

investigate the grinding process in more detail (grinding time) are marked with an

orange background and will be treated in part 3.5 also. For better clarity the set of

samples treated in each part of the chapter will be presented in table form in the

opportune moment.
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Figure 5: Scheme of all the powder samples analysed in this work grouped by: i) investigation of the
ca1cination temperature and time, ii) investigation of the introduction of additives, and iii) investigation
ofthe grinding process (hydrated oxide and/or ca1cinated oxide), in the right bottom par! ofthe scheme.

3. 1.3.2 Fabrication of the sensors

After the obtaining of the powders, these are mixed with an organic carrier
in a magnetic stirrer (IKA RCT basic). For this, the organic carrier is added until the
desired consistence of the paste is achieved. After mixing both components for

several hours a homogeneous paste is obtained, which can be used direct1y in the

printing machine or can be used to paint the substrates.
For the fabrication of the sensors two types of substrates were used. The

first consist of an Al20} cylindrical substrate. The cylinder is crossed in its interior

part by a Pt filament, acting as heater and has the electrodes (Pt or Au) on the

surface. In this case the paste is painted on the substrate to obtain the sensors, which

will be referred hereinafter as cylindrical or Taguchi type. An image of one of these

gas sensors is presented in figure 6.
The second type were planar alumina substrates (2x2 inches, thickness 0.7

mm, purity 99,6%) with Pt electrodes on the front side and Pt heater on the back
side. The electrodes have the typical shape used for conductivity sensors, namely 2

combs opposed one to the other, the so-called interdigital structure. The width of the

teeth of the electrodes is 0.2 mm and the distance between the teeth is also 0.2 mm.
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Each substrate contained 20 sensors, as is prescribed in order to be ab1e to separate
easi1y the individual sensors. Detai1s of the printing machine and procedure can be

found in the thesis ofKapp1er [16]. The paste was printed by using a full-automatic

printing machine (EKRA rnicrotronic Ir) on a rectangular area of the substrates as

shown in figure 7.

In both cases, after sorne period at room temperature, to allow the paste to

sett1e down, and sorne short period at 80°C, to perform a first drying, the sensors

were next thermally pretreated in arder to harden the paste and bond it to the
substrate.

Figure 6: Image of a cylindrical (Taguchi) thick film gas sensor. In this case

an asymmetric distribution of the electrodes was used (Pt and Au).

Figure 7: Planar thick film gas sensor. The upper part of this image shows the
front side of the sensor on which the SnO¡ layer is printed (dark area). The Pt

interdigited electrodes are visible under the SnO¡. The lower part of the image
corresponds to the backside of the sensor, where the Pt electrodes have been

printed. The sensor has such long structure to be mounted in a special socket.
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3.2 Structura/, vibrationa/ and, e/ectronic properties of Sn02

The utility of Sn02 to different parts of the electronics and technological
world is known from decades. Without demanding nanometric particles, tin dioxide
has been applied extensively to many parts in electric equipment where transparency
is required, such as transparent electrodes in solar cells, transparent antistatic

coatings and, transparent heating elements. In all cases, although for different

reasons, the structural properties of this material and hence its control are of
fundamental importance. Thus, thanks to its multiple applications, Sn02 has been

intensively investigated. Their structural, vibrational and electronic properties, when
it is in single-crystalline or polycristalline form, are known, thus, since a long time.

Nevertheless, at the actual moment there is a large interest in the properties of
nanometric tin dioxide for gas sensing, which change substantially from those that

the material posses in single-cistalline or polycrystalline formo
In this section, the structural, vibrational and electronic properties of non­

nanometric Sn02 will be briefly reviewed. For further details one can read a more

complete review found for example in the work of Z.M. Jarzebski et al. [17-19].
Afterwards, in the following sections, some characteristics of nanometric Sn02 will
be presented.

3.2.1 Crystalline structure

Tin dioxide is an anisotropic polar crystal that crystallises in the tetragonal
rutile structure with point group D4h14 and space group P4imnm. The mineral form
of this material is known as cassiterite. The unit cell contains two molecular units,
i.e., six atoms, two tin and four oxygen, as illustrated in figure 8. Each tin atom is at

the centre of six oxygen atoms placed approximately at the corners of a regular
slightly deformed octahedron. Every oxygen atom is surrounded by three tin atoms,
approximately at the corners of an equilateral triangle. The lattice parameters are

a=b=4.737A and c=3.186A. The e/a ratio is thus 0.673. The ionic radii for 02- and

Sn4+ are 1.40 and 0.71A, respectively. The metal atoms (cations) are located at

positions (0,0,0) and (\0.,\0.,\0.) in the unit cell, and the oxygen atoms (anions) at

±(u,u,O) and ±(\0.+u,\0.-u, \0.), where the internal parameter, u, takes the value 0.307.

Each cation has two anions at a distance of ."f2ua (2.053A) and four anions at [2(\0.­
u)2+(cl2a?r"a (2. 597A). According to the crystalline structure and lattice parameters
the corresponding lattice spaces for the different planes are presented in par! A of
the Annex. Given the interest to other related structures such as Sn, SnO, ... , which
will be treated in Chapter 4, their JPDS cards are also given in the Annex.
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3.2.2 Vibrational structure

Correspondingly with six atoms in the unit cell there exist a total of 18

branches for the vibration modes in the first Brillouin zone. The mechanical

representation of the normal modes of vibration at the centre of the Brillouin zone is

given by [20, 21]:
(1)

where we have used the Koster notation and, in parenthesis, the notation used

comrnonly by the spectroscopists, which indicates the symrnetry of the vibration.
The last will be used thoroughly this work.

Of these 18 modes 3 are acoustical and 15 are optical modes. Of the optical
modes, 2 are active in infrared (the single A2u, and the triply degenerate EJ, four are

Raman active (three non-degenerated modes Alg, Blg, B2g, and a doubly degenerate
Eg), and two are si1ent (A2g, and Blu)' One A2u and two E; modes are acoustic. In the
Raman active modes oxygen atorns vibrate, while Sn atoms are in rest (see figure 9
of figure 1 in [22]). The non-degenerated modes, Alg, Blg and B2g, vibrate in the

plane perpendicular to the e axis, while the doubly degenerated Eg mode vibrates in
the direction of the e axis. The Blg mode consists in a mode of rotation of the

oxygen atoms around the e axis, taking part all the six oxygen atoms of the
octahedra in the vibration. In the A2u infrared active mode, Sn and oxygen atoms

vibrate in the e axis direction, and in the E¿ mode both, Sn and O atoms, vibrate in
the plane perpendicular to the e axis. The silent modes correspond to vibrations of
the Sn and O atoms in the direction ofthe e axis (BIJ, or in the plane perpendicular
to this direction (A2g).

The corresponding calculated or observed frequencies of the optic modes,
according to the literature, are presented in table I. However, it has been observed
that when the size of the Sn02 crystal is reduced, the infrared spectrum is modified,
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resulting from dependence of the interaction between the electromagnetic radiation
and the particles on their size and shape, as well as on their state of aggregation [26-
29]. From the point of view of Raman spectroscopy, experimental modification of
the spectrum has also been reported, at least partially. Low frequency bands have
been observed previously in Sn02 [30]. On the other hand, several authors have

reported the existence of several bands not observed in single-crystalline or

polycrystalline Sn02, which have been found to be intirnately related to grain size

[31-34]. However, some of these previous observations lack of sufficient

justification about the origin of the abnormal spectrum. The aim of section 3.3.3 of
this chapter will be to present the complete Raman spectrum of Sn02 nanoparticles.

638 782

776634 475

477 705

704

476

123

465

LO

25

244
293
618

276
366
770

[23)

243
284
605

273
368
757

[24)

Table 1: Frequencies of the different optical modes of Sn02' Three references have been
considered enough to report all of them. In the three references large crystals were examined.

Superscript' indicates that the value has been ca1culated.
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Figure 9: Vibrations in rutile. Small circles represent metallic atoms. Large circles represent
oxygen atoms.
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3.2.3 Electronic properties

It is generally agreed that Sn02 in its undoped form is an n-type, wide­

bandgap semiconductor. The lowest conduction band has its minimum at the Fpoint
in the Brillouin zone and is a 90% tin s-like state. The upper valence band consists
of a set of three bands (2+, 3+ and 5+). The valence band maximum is a 1;+ state. In

this way, Sn02 has a direct bandgap, with energy E'lil1;/ - F;/)=3.596e V for E_L and

3.9geVfor EII, measured at 4K. Figure 10 shows the band diagram for Sn02•
The projection of the density of states (DOS) for the l-states of Sn and O is

presented also in figure 10. According with Ph. Barbarat et al. [35] a large
contribution of Sn(s)-states is found at the bottom of the valence band between-7
and -5eV. Then, from -5eV to the top of the valence band, the Sn(p)-states
contribution is decreasing, as the Sn(d)-states are found to occupy the top of the
valence bando A large and extended contribution of the O(p)-states is found in the
valence bando Clearly, bonding between Sn and O is predominated by the p-states of
the latter. Each anion in the unit cell is found to be bonded to the cations in a planar­
trigonal configuration in such a way that the oxygen p orbitals contained in the four­

atom plane, i.e., P» and Py orbitals, define the bonding planeo Consequently, the

oxygen P orbitals perpendicular to the bonding plane, i.e., pz orbitals, have a non­

bonding character and are expected to form the upper valence levels [35]. The
conduction band shows a predominant contribution of Sn(s) states up to geV. Then,
for energies larger than geV, an equal contribution of Sn- and O-states is found in

the conduction bando
Because we will not deal with the electronic structure of Sn02, we will not

extend more in this respect. More information, mainly about the valence band, can

be found in [36-38] and references therein.
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Figure 10: Band diagram of SnO, (1eft) and projection of the DOS for the 1-s states of Sn02, Sn and O
(right). After [35].
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3.2.4 Interrelating structure and gas sensing: Defects and surface
structure of Sn02

It is widely known that non-stochiometry in Sn02 leads at least to the

appearance of two native shallow donor levels with energies at 0.03-0.034eV and
0.14-0.15eV below the conduction band edge, which seem to result from single and
double ionisation of oxygen vacancies [39, 40]. Beyond the role of bulk oxygen
vacancies to actuate as donor centres, the existence of other donor centres has also
been suggested as a consequence of tin interstitials [40], and outlined the role played
by of other defects such as the terminate place of Coherent Twin Boundaries and
their steps [41]. It is clear that any type of non-punctual defect, including
dislocations, twins and stacking faults, will probably actuate generating centres at

the bandgap, which will modify the electronic properties of the material (at least the

position of the Fermi level), an could affect the sensing capabilities in gas sensors.

However, little is known about this topic at the moment.

As commented in Chapter I, gas sensing is a phenomena related, to large
extent, to the surface of the sensing material. In this respect it is important to make

sorne comments about the surface properties of tin dioxide crystals. It is obvious
than in a polycrystalline sample (as used in gas sensing) several facets will form the
surface of the particles. However, the (110) surface is the most stable face of this

semiconducting oxide (the face with lowest energy) and, therefore, the dominant
orientation in polycrystalline samples. On the other hand, it has been shown that the

(110) surface forms three successive ordered phases as a function of the temperature
when annealing in vacuum, with 4xI, IxI, and Ix2 LEED periodicities [42, 43].
These surfaces form irreversibly, being maintained when the sample is cooled to

room temperature. Moreover, under oxygen atrnosphere the 4xI surface converts to

a IxI, as a result of oxidation at high oxygen pressures [44]. These different

reconstructions have been explained in terms of ordered patterns of surface oxygen
vacancies. So, the defect structures for the different reconstructions is different and
hence the adsorption of oxygen as well. Concretely, it has been observed that 4xI

and IxI surfaces are more conductive and more reactive under certain temperature
conditions [44]. So, the aboye commented studies on surface reconstruction
demonstrate that oxygen vacancies at the surface can also influence the

conductivity, as bulk vacancies do. As commented by C.F. Cox and coworkers [45],
oxygen vacancies or oxygen deficiencies on the (110) surface can increase the
surface conductivity by more than two orders of magnitude with respect to the bulk

conductivity. The same authors demonstrate that the surface vacancies existing
under IxI reconstruction introduce also donor electronic states in the bandgap.

To conclude, something is known about the role of bulk oxygen vacancies
in the electronic and thus probably sensing properties of Sn02• However, little or

practically nothing is known about the modifications of the electronic states of Sn02
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introduced by defects (mainly the structure of the core of dislocations and twin

terrninations). Moreover, it is clear that there exist several ways of finishing the
surface through different facets, besides the (110) being the most probable, each

facet could terminate in different reconstructions, which would give rise to different

types of oxygen vacancies and surface conductivities. As can be clearly understood,
there is a great complexity in relating the structural characteristics and sensing
properties in Sn02, but is necessary in order to understand the sensing capabilities of

Sn02 based gas sensors.
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3.3 Effect of the calcination temperature on the properties of
Sn02 nanoparticles

In this part of the chapter the main characteristics of the nanoparticles as a

function of calcination temperature will be discussed. Concrete information about

nanoparticle characterisation will be also given. For this study we will focus on the
set of samples presented in table II.

ART RT

Before eh) After (h)
CODE ¡ Calcination Grindinz Metal

A250 250 8 2
-----_-----_------ --------_-------------- -------------------- ------------------- ----------------- -----------------------

A330 330 8 2
------------------ ----------------------- -------------------- ------------------- ----------------- -----------------------

A400 400 8 2
A430 430 8 2

------------------ ---------------------- -------------------- ------------------_ ----------------- -----------------------

A450 450 8
------------------ ----------------------- -------------------- ------------------- ----------------- -----------------------

A800 800 8
------------------ ----------------------- -------------------- ------------------- ----------------- -----------------------

AIOOO 1000 8

Table 11: List of samples for the analysis of the influence of calcination temperature.

3.3. 1 General evolutíon

The typical aspect of the Sn02 powders is presented in figure 11 and 12.

Figure 13 shows the Transmission Electron Diffraction Patterns corresponding to

sorne of the powders analysed. From the diameter of the rings, the corresponding
plane spacings can be deduced. These are 0.33, 0.26, 0.23, 0.21, and O.l8nm,
respectively, for the first 5 rings, and are in agreement with the spacings of [110],
[101], [200], [210], and [211] planes for the tetragonal phase of SnOz, even in the case

of the as-obtained powder. As it is clear from figure 13a, the as-obtained powder
consists of very small crystalline particles of approximate spherical shape with a

high degree of agglomeration. However, in spite they are crystalline, a high degree
of surface and internal disorder is observed also in these nanoparticles, visible

through the distortion of the lattice planes in the HREM images.
In order to analyse the grain size distribution, TEM has been used, as this

technique gives a direct description through simple visual inspection. Nanoparticle
size evolves from -3nm to -100nm from the as-obtained material to that calcinated

at 1000°C (figures 14 and 15). Two different growth regimes are found below and
aboye -400°C. Below 400°C, the rate is quite low (- 8'10-3 nm/tC), while aboye the

grain size strongly increases (- 14.10-2 nm/f'C). As calcination temperature
increases, it is observed also a spreading of the size distribution (figures 14 and 15),
the faceting of the particles and an increase of lattice ordering (crystalline quality).
The powders annealed at temperatures below -400°C are mainly quasi-spherical in

shape, being the size and shape of the crystallites quite uniformo As commented aboye,
calcination at higher temperatures gives rise to a strong increase of the average grain
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size, which is accompanied by a large broadening of the size distribution and by the

development of flat surfaces. Explanation can be given by taking into account that
when the annealing temperature is large enough, the atoms at the surface are

redistributed in such a manner that the total energy of the system is decreased,
normally by faceting of the crystallite through the formation of planes with mínimum

energy at their surface.
TEM also reveals qualitative changes in the density and type of defects

present in the powders with the different annealing temperatures (no quantitative
measurements have been done due to the intrinsically experimental difficulty in

performing these measurements on polycrystalline and disperse samples). The defects

present in the smaller nanoparticles are mainly dislocations. After annealing at 450°C a

large quantity of twins appear, although dislocations and other types of planar defects

have also been observed (see figures 16a and 16b). Annealing at 800°C or higher,
twins are still observed (figure 16c), but in a much lower density compared with those

appearing in the powder annealed at 450°C. It has to be mentioned that the mechanism
of twin formation at low and high temperatures could be different. While for the

former, defects can appear during the reorganisation of atorns in the grain and remain

during coalescence at low temperatures, in the Iatter it is the coalescence mechanism of
the grains, which rnight produce the twins. It is this reason that explains why the

density of defects dirninishes with increasing the annealing temperature. At higher
temperatures atoms continue reorganising their positions, the crystalline quality
increasing through decreasing of lattice disorder, and the defects inside the grains can

vanish, while other defects such as twins can develop due to the coalescence of several

grains with different orientations. In the low temperature regirne the natural disorder of
the particles can facilitate the coalescence avoiding the appearance of planar defects.
At 1000°C the density of defects in the powder is comparable with that of the annealed
at 800°C.
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Figure 11: TEM images of the powders after ealeination for 8h al: a) 330·C, b) 430·C, e) 450·C, and
1000·e. It is c1ear in these images the deerease of the state of agglomeration of the nanopartieles with

the inerease of ealcination temperature.
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Figure 12: TEM images of sorne of the powders studied. [mages from a) to d) correspond to HREM

images of the powders showing the evolution of disorder (visible through the distortion of the

crystal1ine lattice), faceting, and evolution of grain size. In figures e) and 1), theyr are shown two images
corresponding to the powders calcinated at 800 and 1000°C. In that images is clear the increase of grain
size and faceting. Moreover, they are observed grains with apparent plate-like shape. (Continues).
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Figure 12 (cont.)

Figure 13: TED of the powders analysed. From a) to f) correspond to the uncalcinated powder, and to

those calcinated for 8h at 250, 330, 400, 430, and 800°C. With the increase of calcination temperature,
rings are narrow, indicating the in crease of grain size. At 800°C rings are constituted by individual spots
(Iarge grain size and particles oriented randomly).
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Figure 14: Size distributions. With the increase of calcination temperature, the
distribution is wider and the average nanoparticle size 1arger. Note the shape of
the histograms with the peak not centered, which is characteristic of
coalescence.
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Figure 16: High resolution TEM images ofthe powder calcinated at 450°C for 8h (top), and TEM image
of the powder calcinated at 800°C for 8h (bottom). Two dislocations (dislocation line and Burgers
circuit) and a twin are characterised in these HREM images. The appearance of twins increases with
calcination temperature as a consequence of coalescence (see for example the TEM image of the sample
calcinated at 800°C). Nevertheless, the density of defects is qualitatively lower. Sometimes they are

observed nanoparticles covered by an amorphous layer (bottom).

The XRD reflections appearing in the spectra presented in figure 17

confmn the results obtained by TEM, i.e., the Sn02 powders are crystalline with the

tetragonal rutile structure (cassiterite), even for the as-obtained hydrated oxide. The

main feature of the spectra is the narrowing and intensity increasing of the XRD

peaks with the increase of the calcination temperature, related mainly to grain size
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increase but also to a higher crystalline quality. Confrrmation of strong lattice

disorder in the smaller nanoparticles and its evolution with calcination temperature
is obtained through the monitoring of the lattice parameters a and e, evaluated from
the shift of the peaks in the XRD spectra (figure 18). It is found again that

approximately at 450°C nanoparticles consist already of a well defined and ordered
lattice.

(110) (101) 10000C

(200)(111)
450°C

430°C

20 25 30 35 40 45

Intensity (a.u.) 128(°)

Figure 17: XRD profiles of the powders calcinated up to

IOOO°C. Features of the spectra are the sharpening and shift of
the diffraction peaks with increasing calcination temperature.

Beyond the typical bands of SnOz in the region 300-700cm'\ the FTIR

spectra, presented in figure 19, show the presence of bands due to water and

hydroxyl groups. Moreover, other features are observable because of the powder
structure of the material. These are the ascent of the absorbance curves when going
to higher wavenumbers, and the rapid change of the absorbance in the region
between 3500 and 3750 cm-l. The first is due to the dispersion of light by the

agglomerates of particles or by the holes between agglomerates. The second is due
to a pole in the dielectric function. This pole appears as a consequence of the
observation of both TO and LO modes. Because IR measurements were done in
transmission with normal incidence, only the TO modes should be observed. In the
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case that the incidence was not normal or the measurements were done in reflection

(where non-normal incidence is used to be able to collect the reflected light), both
TO and LO modes could be observed. In our case, in spite incidence is normal,
because of the dispersion of light by the material sorne LO modes appear in the

spectra.
Because of the particular features of the vibrational spectra of Sn02 and the

large quantity of work made on this respect, the FTIR and Raman spectra require
special comments, which will be given in parts 3.3.2 and 3.3.3 of this Chapter,
respectively.
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Figure 18: Variation ofthe lattice parameters, a, and e, as

a function of the calcination temperature (nanoparticle
size).

3.3.2 Particular aspects of the FTIR spectra

3.3.2.1 fnfluence of morphology and aggregation on the spectra

It is well known that the 4 IR active modes have expected positions for

single-crystalline Sn02 (table I) at A2u at w=465cm·1 and E, at w=243, 284, and 605

cm'. However, it is also accepted that the shape and state of aggregation of the

particles together with the matrix in which they are embedded produce variations in the

position, relative intensity and width of the IR absorption bands in microcrystalline
polar solids [26-28, 46-47]. Such variations are due to polarisation charges induced at

the surface of the microcrystals by their interaction with the electromagnetic field of
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the incident radiation. To model it, the Theory of the Average Dielectric Constant

(TADC) has been employed [26-28]. According to this theory, the absorption
coefficient of small absorbing partic1es embedded in a matrix is given by:

(2)

where 1(5aJ stands for the imaginary part of the average complex dielectric constant of
the composite medium formed by the solid and the matrix and nav is the real part of the

average complex refractive index ofthe same medium. 5av is computed as:

(3)
3(1- f)(5m -1)+ 'IfJ&lk +&2k +&3k)

5"v = 1 +
k

_

3(1 - f) + 'I I, (�; +�; +�;)
k

500 1000 1500 2000 2500 3000 3500 4000

Absorbance (a.u.) /Wavenumbers (cm")

Figure 19: FTIR spectra of sorne of the

specirnens of the set of sarnples. Vertical lines
indicate the regions of vibrations of water and

hydroxyl groups.

1.0 I T�I. = 1000'C I
0.8

0.6

0.4

0.2

o.o����..,:;:..::.::::::"'"""':::;;..;:���
400 500 600 700 800 900

1.0 I T�,,=450'C I
0.8

0.6

0.4

0.2

0.0 -I-..........�;;_,,:;:..;;::;;;.:¡:¡._4�=-,
400 500 600 700 800 900

Absorbance (a. u.) / Wavenumbers (cm")

Figure 20: Fitting of the different
contributions of the Sn02 IR active rnodes

according to the TADC. Peaks are observed at

481, 534, 584, 635, 702, and 796crn-' for
calcination at 1000°C, and at 473, 523, 572,
613, and 672crn-1 for the powder calcinated at

450°C.
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where f is the filling factor, i.e., the fraction of the total volume occupied by the

particles, which are assimilated to ellipsoids. h is the filling factor of the kth type of

ellipsoid withf=4, and

(4)

(5)

where Ii¡(OJ) is the dielectric constant of the absorbing material, lim(OJ) the dielectric
constant of the matrix, and the subscript i runs from 1 to 3, the principal axes of the
dielectric tensor of the solid, which are assumed to be coincident with the three

principal axes of the ellipsoid. g¡ are the shape or depolarisation factors, having values
between O and 1 and such that g¡+g2+g3=J, where the subscripts refer to each principal
axis. Therefore, f accounts for the agglomeration of the particles, while g accounts for

their shape. For uniaxial crystals g¡=g2=g_¡ and g3=gll' When gil -7 O represents long
prolates (elongated ellipsoids or cigars) and gil -7 0.5 represents flat oblates (plate-like
shape or pancakes). A value of 0.333 corresponds to spherical particles. On the IR

spectra the main effect of the filling factor is to change the total intensity of the
infrared bands, while the shape factor affects the peak positions.

In this way, the deconvolution of the absorbance spectra of the powders
(figure 20) leads to interpret different shapes of the particles according to the results
obtained by TEM and figure 21. The FTIR spectra of the powders annealed at 800°
and 1000°C are practically identical. For these powders, as already was seen by TEM

in the powder annealed at 1000°C, sorne particles are plate-like, which is confmned by
the presence ofbands corresponding to the mode A2u at 635cm-' and E, at 702cm-'. As

also expected, quasi-spherical particles are evident through the presence of the mode

A2u at around 584cm-' and slightly elongated ellipsoids are accounted through the same

mode A2u at 534cm-'. So, these bands are not associated to different modes of the Sn02
but to the same mode consequence of different morphologies of the particles. As could
be expected from the TEM results, for the powder annealed at 450°C the
deconvolution of the spectrum not shows the existence of the plate-like morphologies
observed in the powder annealed at 1000°C. This spectrum could be interpreted as a

sum of contributions for quasi-spherical particles (slightly elongated and plate-like) at

523, 572 and 613cm-' for mode A2u and at 675cm-' for mode Eu, which are positions
displaced from the mode A2u found approximately at 473cm-' and mode E¿ at 613cm-'.
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i
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--- A2u
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Figure 21: Evolution ofthe Sn02 vibrational modes with shape factor, g.
After [27]. Color lines correspond to the powder ca1cinated at IOOO°C.
Red (right): plate-like; Blue (middle): spherical; Oreen (left): elongated
ellipsoids.

These results are interesting from the fact that the FTIR spectra can account

for the shape and state of aggregation of the particles through the TADC. However,
their relevance to structural characterísation of nanoparticles for gas sensing fmalíses at

thís point, as the same results can be extracted by TEM, whích is a more secure

method and whích will be used extensívely thorough thís work. Specíalísts in IR

spectroscopy could use thís model to, knowing the shape and filling factors from TEM,
calculate real díelectric functions.

3.3.2.2 Water desorption

The FTIR spectra of the nanoparticles show, beyond the typícal features of

Sn02 commented in the prevíous sectíon, hydroxyl as well as water absorptíon
bands. They are easíly ídentífied as a very broad band from ca. 3700cm-1 to ca.

1700cm-1 (centered at 3200cm-1) corresponding to the unsymmetrícal hydroxyl
stretchíng víbratíon of molecular water physísorbed at the surface of the

nanopartícles, and the band at ca. 1630cm-1 corresponding to the bendíng víbratíonal

mode, also of water molecules physísorbed on the nanopartícle surface. The bands
observed in the range 850-1550cm-1 are ídentífied as hydroxyl deformatíon modes
of dífferent types of surface hydroxyl groups, and the band superposed to that of the

unsymmetrical hydroxyl stretchíng víbratíon of molecular water at ca. 3440cm-1
corresponds to the víbratíon of ísolated surface hydroxyl groups. The very small
bands at -2420cm-1 correspond to CO víbrations.
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The evolution of water in the powders as a function of calcination

temperature is important because the quantity of water and hydroxyl groups
influences the quality of the nanoparticles, and hence, the stability of the sensor.

Internal water and surface hydroxyl groups can produce large changes in the sensor

response when the sensor is operated as a consequence of their evaporation. On the
other hand, the existence of surface hydroxyl groups can affect also the sensing
properties of the nanoparticles, as molecules other than the expected gas ones

occupy the surface. Moreover, as comrnented in Chapter 1, hydroxyl groups can

bond, forming water, and desorb at certain temperatures.
In this respect, it is interesting to observe the evolution of the water content

in the powders, for example, through the band at -1630cm-1• As can be observed in

figure 22, water content is maintained for calcinations up to 330°C for 8h. For larger
temperatures, it decreases steeply and disappears for calcination performed at

temperatures higher than 450°C during 8h.

Table III shows the percentage of water loss found in this work, separated
into those corresponding to the isolated OH groups and of those OH of molecular
water. It is also presented the ratio of O/Sn extracted from XPS spectra. For

comparison we also show the phenomena occurring according to the

thermogravimetric and infrared studies of Sn02 gels pefomed by Harrison et al.

[48], and the estimated formula of the compound according to the work of Giesekke
at al. [6].
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Figure 22: Evolution of water content as a function of calcination temperature and

nanoparticle size.
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Finally, it is worth to remember that the regions below and aboye 430-450°C

are characterised by different growth rates, as well as by a substantial difference in

water and isolated hydroxyl groups contents. It is reasonable to think that they are the
surface OH which hinder grain growth, because atorns from neighbouring partic1es can

not rnigrate to incorporate from one grain to the other. The disappearing of these

groups is accompanied by the strong faceting of the grains and by a change in the

growth mode, probably deterrnined by coalescence.

T Refr481 Refr61 Lasto" Lost, O/Snvno
RT

lOO-150°C Physisorbed water is released Sn,O,(OH),.H,O
150°C Condensation of surface
250°C hydroxyl groups Sn,O,(OH), 7% 44% 1.24

330°C Forrnation of strained Sn-O- Sn.O.H, 15% 55% 1.36

400°C Sn bridges at the surface 40% 74% 1.28

430°C Almost al! hydroxyl groups 55% 81% 1.31
on the SnO, surface desorbed

450°C Sn O ..H, 67% 90% 1.97

800-1000°C SnO, >90% >97% 1.95-2.16

Table III: Percentage of water and OH- groups lost at each temperature of the total, extracted from the
FTIR spectra. It is also shown the ratio Sn/O extracted by XPS and approximate forrnulation and

processes taking place taken from the literature.

3.3.3 The complete Raman spectra of nanometric Sn02 particles

The complete Raman spectrum of Sn02 nanopartic1es obtained by sol-gel is

presented and analysed in this part of the chapter. Beyond the normal modes
observed by Rarnan spectroscopy in the rutile structure, two different regions have
been found to present Raman activity for very small nanopartic1es. The Raman

bands appearing in the low frequency region have been attributed to acoustic modes
related to the vibration of the individual nanopartic1es as a whole. The high
frequency region results active as a consequence of activation by disorder. The

analysis of both regions, as well as the modification of the normal modes of Sn02
will be analysed in detail as a function of the size of the nanopartic1es. Therefore we

will study: i) the modification of the normal vibration modes active in Raman when
the spectra is obtained from nanocrystals of Sn02 ('c1assical modes'), ii) the
disorder activated surface modes in the region around 475-775cm-l, and iii) the

appearance of the acoustic modes in the low frequency region of the spectra.
Figure 23 shows the complete Raman spectrum of the powders of table Il.

For c1earer inspection the spectra have been divided in two regions. Powders

composed of nanopartic1es with size smaller than -7nm present bands in the low

frequency region (figure 23 left). For the larger particles (Tcalcination=1000°C), the
Raman spectra has contributions only in the high-frequency region, being observed
the 'classical' modes of Sn02• However, with decreasing nanoparticle size below
+Lónm, other contributions are visible also in the high-frequency zone (figure 23

148



On the investigation of fundamental ...

right). To show them, a typical fitting of all the contributions in this regions is

presented in figure 24 for the powder calcinated at 400°C. As a summary,

nanopartic1e size, together with the frequencies of the different bands appearing in
the spectra are presented in table IV.

Hydrated

o 50 100 150 200

Intensity (a.u.) I Raman shift (cm")
400 500 600 700 800

Hydrated
oxide

Figure 23: Raman spectra of the powders calcinated up to 1000°C for 8h. The spectra have been
divided in the low frequency region (Ieft) and the high frequency region (right). The spectra in the

high frequency region correspond from bottom to top to the uncalcinated powder, and the powders
calcinated at 250, 330, 400, 430, 450, 800, and 1000°C for 8h. Additional features where not

observed out of these regions.

Therefore, it can be observed that the Raman spectrum depends in a large
extent of the temperature at which the initial obtained oxide was calcinated, i.e., of

the size ofthe nanopartic1es. The general features ofthe spectra consist in:

1) The mode A¡g shifts to lower wavenumbers as nanopartic1e size

decreases. At the same time the modes B2g and Eg aproach to A¡g, i.e., shift to lower

and higher wavenumbers, respectively. However, the variation of the mode Eg is

very small. The shift is accompanied by a broadening ofthe bando Mode B¡g is fairly
observed in the smaller nanopartic1es and difficult to fit, as a consequence of its very
low intensity with respect to the other modes (O.OOl·I(A¡g)) [25] and the existence of
the low frequency bands.

2) The presence of several bands in the region between 475 and 775cm'!
(named SI, S2 and S3 in figure 24). The intensity of these bands as well as their

position depends also of the nanopartic1e size. The tendency of bands SI and S2 is
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always to decrease in intensity and position with the increase of nanopartic1e size.

No evidence of shit has been found in the case ofband S3.

3) The appearance of low frequency bands, which position and intensity
depend of the size of the nanopartic1es. These bands shift to higher wavenumbers

and are less intense and broader with decreasing the average nanopartic1e size. For

partic1es larger than -7nm these bands are not observed under simple visual

inspection.

--A, •
...... 51
- - - - 52
_._._. 53

400 480 560 640 720 800

Intensity (a.u.) I Raman shift (cm")
Figure 24: Fitting of the bands appearing in the high frequency region
ofthe Raman spectrum ofa Sn02 powder ofvery small grain size.

T eC) L (nm) Al. SI S2 S3 (A2u) As!
AA ..

16.4
21.7
33.4
44.5

58.3

LFRB

Table IV: Raman shift of the most important bands observed in the spectrum of Sn02 nanoparticles.
Modes Al", B2g and Eg correspond to the 'classical' vibration modes, while bands SI, S2, and S3 appear
as a consequence of disorder activation. LFRB refers to the bands appearing in the low-frequency region
of the spectrum. As/AAlg corresponds to the sum of the areas of bands SI and S2 with respect to the area

of the band corresponding to the Alg mode. The values given for nanoparticle size result from a high
statistics (in sorne cases more than 500 measurements) and the use ofimaging processing software.
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In the following the different characteristics of the Raman spectra are

explained in detail as a function of grain size and disorder.

3.3.3.1 Ctessicet moties of Sn02

In an infinite perfect crystal, it is well known that as a consequence of the
momentum conservation rule between phonons and incident light, only the phonons
near the centre of the Brillouin zone (qoJ::() contribute in the scattering of the
incident radiation. As the size of the crystal is reduced, the vibration is limited to the
size of the crystal, which gives rise to the breakdown of the phonon momentum

selection rule qoJ::(), allowing phonons with q;r() to contribute to the Raman spectrum
[49, 50]. According to the phonon dispersion curves [25], this implies that modes

Ajg and B2g shift to lower wavenumbers as grain nanopartic1e size decreases, while
mode Eg shifts to higher wavenumbers, which is precissely the behaviour observed
for the nanopartic1es of this work. According also with table IV, the B2g mode is the

one that varies more quickly. Mode Ajg shifts slowly, and mode Eg practically is
irnmobile until a strong confinement is considered.

In the spatial correlation model (also known as phonon confinement

model), the localisation of the phonons is described by a weighting function W(r,L)
for the phonon amplitude, where L is the size of the nanocrystals, and hence, the

vibrational wave function in a nanocrystal can then be approximated by
-

'P(qo,r) = W(r,L)(f>(qo,r)
(6)

The first-order Raman spectrum of a nanocrystal, 1(0;), is so given by
(7)

where «(q) is the phonon dispersion curve of the infinite crystal, r" is the natural

linewidth, and C(q) are the Fourier coefficients of the vibrational weighting function

expanded in a Fourier integral, which will determine the line shape of the Raman

bands,

W(;,L) = fC(q)ei�;dq
- 1 - .---

C(q) =

(2n.y fW(r,L)e-¡qrdr

(8)

(9)

In most cases a Gaussian is used as the weighting function to characterise
the Raman spectra ofnanopartic1es [51-55]. In this case [55],
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(10)

and,

1 _12 L6 _'J'L/{,C(q) =

16(2JZi a3
e 2a

(11 )

with a=8n2•
As below 400-450°C nanoparticIes of this work present quasi-spherical

shape, it seems to be a good assumption to use this weighting function.
The integral over the entire Brillouin zone can be approximated by an

unidimensional integral over a spherical Brillouin zone:

(12)

where the 41llJ2 term arises from passing to spherical coordinates and integrate over

the radius. Hence, the wave vector q and the correlation length L are expressed in

units of 2n/<a> and <a>, respectively, with <a>=(2a+c/3)=0.422nm being an

average lattice constant for Sn02. As no data has been reported for lo, it has been

estimated about 11.5cm-' by fitting of the A,g band in the Raman spectrum of the

powder calcinated at 1000°C, which is the nearest to a single Sn02 crystal. For the

fitting, it has not been taken into account a convolution of bands due to the size

distribution, which should not influence the spectrum due to the large grain size.
For the phonon dispersion curve of the A¡g mode we have used a five­

degree polynomial fitting ofthe curve in reference [25]:
(13)

with A=638.22cm-', B¡=-2.81cm-', B2=6.52cm-2, B3=-7.25cm-3, B4=0.27cm-\ and

B5=0.21cm-5•
In this way, it is plotted in figure 25 the calculated Raman spectra using the

spatial correlation model, for nanoparticles of sizes between 10 and 110nm. For

particles of size lower than =I Gnm there is too much contribution of the limit of the
Brillouin zone and calculation gives an exaggerated asyrnmetrical curve.

In order to allow an easy comparison of theoretical predictions and

experimental data, we have plotted the Raman shift and FWHM as a function of

nanopartic1e size in figures 26a and 26b, respective1y. It is observed that for

particles larger than 10-15nm there is agreement between model and experiments.
However, for smaller sizes, experimental points separate from the calculated ones.

Considering that as nanopartic1e size decreases, there is an increasing contribution
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Figure 25: Calculated Raman spectra for the A¡g mode according lo the

Spatial Correlation Model.

not only of the partic1es with averaged grain size, but of all the size distribution, this
result is completely reasonable (In the case of large particles, which present a higher
volume for Raman scattering there is no contribution of the size distribution). Other

factors that can contribute to the disagreement are the existence of defects, which

would reduce the correlation length, L, and the existence of disordered regions
contributing partially to the 'c1assical' modes. In any case, the application of the

spatial correlation model is demonstrated for Sn02, which can be easily applied to

estimate nanoparticle size, by using, for example, figure 26. However, it has to be
considered that figure 26 gives larger sizes than those extracted by TEM in the case

of partic1es with size smaller than � l Onm.

3.3.3.2 Modes actívated by dísorder ín Sn02 nanoparticles

It has been cornmented that in addition to the 'classical' bands, others are

visible in the high-frequency region. As can be observed in table IV, the most

important of these bands appear at 568-576cm-I (SI), 486-542cm-I (S2), and 691-

707cm-I (S3). Of them, SI and S2 are always the most intense. The shift of the S3

band is attributed more to the difficulty in performing the fitting in that region that
to a real shift. In princíple, as has been previously reported, this band can be
attributed to a disorder activation of the A 2u IR active and Raman forbidden mode

[34]. The evolution of the bands SI and S2 with decreasing nanoparticle size

(calcination temperature) indicates that they arise as a consequence of reducing
particle dimensions or as a consequence of the conversion from amorphous to
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Figure 26: Calculated (lines) and experimental (points) values of the Raman shift and FWHM
as a function ofnanoparticle size. Horizontal error bars, shown for powders calcinated at 450°C
or lower, indicate the dispersion of sizes extracted from the histograms. The position of the

points correspond to the average grain size.

crystalline material. However, as nanopartic1es are crystalline in the complete range
of sizes analysed in this work, the appearance of these bands as due to amorphous
material is exc1uded. Other factors such as phonon-plasmon coupling can be also

rejected as it is well known that when Sn02 nanopartic1es have very small sizes, the

grain is formed in a large extent by a depletion region when exposed to an

atmosphere containing oxygen. So, one can not expect an increase of the
contribution of the bands SI and S2 with decreasing nanoparticle size if their origin
is the phonon-plasmon coupling.

On the other hand, in a disordered crystal, crystal imperfections modify the

symmetry of the crystal, preventing atoms to vibrate in phase and preventing their

displacements to be correlated. The changes in the local symmetry of the crystal
make sorne of the components of the polarizability tensor change even for usually
forbidden modes of vibration, i.e., due to the loss in long-range order all phonons
are optically allowed and the Raman spectrum should resemble the phonon density­
of-states. In an intermediate case, a shift of the 'classical' modes accompanied by a

broadening, and the appearance of sorne of the forbidden modes of Sn02 should be
observed. This is what occurs with modes A1g, B2g, Eg, and A2u• However, bands SI
and S2 do not fit with any of the Raman forbidden modes of Sn02, and the

appearance of a new mode as a consequence of coupling between modes would not
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explain the high contribution of these bands observed in the spectrum of the smaller

nanoparticles. On the other hand, it is well known that nanometer-sized crystalline
materials are composed by a crystalline component forming the nucleus of the

crystallite and an interfacial component corresponding to all atoms situated in the

grain boundaries between particles or at their surfaces. The last, usually comprises
several atomic layers in which atoms do not have exactly the positions that would

correspond according to the crystalline structure of the material, but are slightly
displaced. Thus, it is possible that bands SI and S2 arise from this surface region,
which as an approximation, can be considered of constant thickness. To check this

hypothesis figure 27 represents the ratio of the summed area of bands SI and S2 to

the area ofthe band ofthe A1g mode. By assuming that each nanocrystal is made of a

crystalline core of radius r, surrounded by a shell, which is a disordered layer of

thickness (r-d), the ratio of the volumes corresponding to the scattering by each

component is directly related to the ratio ofthe areas ofthe Raman bands:

(14)
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Figure 27: Ratio of the summed area of bands SI and S2 with respect 10 tbe area of the band

of the A¡g mode as a function of nanoparticle size. The dashed area corresponds to the
minimum and maximum grain sizes relevant in the TEM histograms. According to the fitting
indicated in the figure, the thickness of the disordered surface region is -l.lnm.
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155



Chapter3

As observed in figure 27, when reducing nanoparticle size the volume composed by
interface and surface material increases with respect to the volume occupied by core

material. In this way, one can evaluate an average thickness of the shell, dz1.1nm,
i.e., approxirnately 2-3 unit cells of Sn02, which is in agreement with the usual

thickness found for surface layers [56, 57]. For example, it has been shown that in
the concrete case of single crystals of Sn02, which is an extreme case, surface
reconstruction in the (110) surface involves up to three monolayers of atoms and the

presence of oxygen vacancies [43]. This gives rise to a non-stoichiometric Snt), at

the surface, which is plausible to think to be the responsible of producing bands SI

and S2. The reason why this bands are observed in Sn02 and not in other

nanocrystalline semiconductors can be the high reactivity of the Sn02 surface with

the gases in the ambient, as when the surface of the nanoparticles is exposed to H2S,
surface phonon bands are considerably reduced [58]. The same experiments [58]
suggest that there is not a direct relationship between Sn-OH bonds, where OH

come from water and hydroxyl isolated groups present at the surface of the

nanoparticles, as the Raman bands SI and S2 are recovered after purging of the H2S
gas. The high Raman activity of these bands for very small crystals, which results
then from disordered Snf), and probably from the interaction of surface material
with adsorbed oxygen, can be explained according with the works of Hama and
Matsubara [59] and Hayashi and Yamamoto [60], which suggest that the Raman
enhancement of the shell contribution is caused by the larger vibrational amplitudes
and much higher electric field in the shell than in the coreo

The calculated value of d corresponds to an average of the thickness of the

surface region for all the particles forming the size distribution, assuming that this
thickness is similar for all the samples. In principle, although not exact, it seems a

better approxirnation than consider the existence of only one monolayer of atoms in
the surface of the nanoparticles [31, 34], especially for the smaller ones.

It is also worth to cornment that by taking into account the size distribution
and the decrease of the nanoparticles diameter by 2d, better agreement is obtained
for sorne points in figure 26. However, sorne other mechanisms have to be
considered for particles smaller than 8nm. The existence of surface stresses as a

consequence of the bonding of the shell atoms to the core atoms and the presence of
adsorbed species at the surface of the nanoparticles could be taken into account for a

more exact approxirnation to this problem. In fact, it has been cornmented in section
3.3.2.2 the existence of water as well as isolated hydroxyl groups at the surface of
the nanoparticles, which both would not be observed under TEM inspection but
should have effects on the Raman spectra.

3.3.3.3 Low frequency modes of Sn02 nanopartic/es

The last feature of the Raman spectrum of nanometric Sn02 are the low­

frequency bands observed for particle sizes smaller than 7nm. After correcting for
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the Bose-Einstein occupation factor (as the investigation is done in the low­

frequency region, the analysis has been performed on the reduced Raman intensity,
Ir=II[n(OJ) + l}, where n(ro) is the Bose-Einstein occupation factor and I is the
observed Raman intensity) and the background and Rayleigh line correction, the

resulting spectra gives bands at c.a. 58, 44, 33, 22, and 16 cm" for particles of 3.5,
4.5, 5.0, 6.7, and 9.6nm respectively. These bands shift to higher frequencies and
are less intense and broader with decreasing the average nanopartic1e size. Except
for the last powder (9.6nm), other very less intense band can be found as a shoulder
on the previous band at frequencies around 96, 62, 49, and 38 cm-l. The

experimental difficulties in the analysis of these bands mandates to focus the
discussion on the principal ones.

Low-frequency bands have been reported already in the case, for example,
of Ag particles embedded in Si02 thin filrns [61], CdSe nanocrocrystalls in glasses
[62], CdS microcrystals [63, 64], MgCr204-MgAI204 crystals in glass [65], and
nanosized Ti02 [66]. In the case of Sn02, in spite of the publications related to Sn02
and Raman spectroscopy, these bands have not been usually reported [31-34].

It seems to be quite clear that Iow-frequency bands arise as a consequence
of the acoustical vibration of the nanopartic1e as a whole. To analyse these

vibrations it is typical to assume an elastic body of perfectly spherical shape,
homogeneous and isotropic. In this way the acoustical vibrations are characterised

by the longitudinal and transverse sound velocities, VI and V" respectively.
According to the classical theory of Lamb [67] and its extension by Tamura et al.

[68], this body has two types of vibrational modes, spheroidal and torsional. The

energy associated to these modes is only few cm" and its effects can be measured in

the Low-Frequency region of the Raman spectra. Lamb's theory begins with the

equation of motion of a three-dimensional elastic body:
� 2

82 D � � � � �

p -- = (A. + ¡.¡) V' (V' • D ) + ¡.¡ V' D
tJt2

(15)

-e

where D is the displacement vector, the two parameters A and ji are Lamé's

constants, and p is the mass density. This equation is solved by introducing a scalar
->

potential <Ds and a vector potential A = (r'Yv ,0,0), expressed in spherical
-7

coordinates. The displacement vector D can now be written as
� � --t --t --t

D = V' <fls + Vx Vx A, obtaining the aboye mentioned spheroidal and torsional

modes. <Ds is solution of the Helmholtz wave equation and both <Ds and \f'v are

proportional to the spherical harmonic Y¡m ( f) , tjJ).
The spheroidal mode is a vibration with dilatation and its eigenvalue

equation in the case of 'stress-free' boundary conditions at the surface of the

nanoparticle is given by
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2[7/ + (1-1)(1 + 2)[ r¡j�+1 (r¡)
- (1 + 1)]] 91.+1 (?)

_

r¡4
+ (1-1)(21 + 1)r¡2

JI(r¡) }¡(?) 2

+ {�- 21(1-1)(1 + 2)} r¡j�+1 (r¡)
= O for I? O

JI(r¡)

(16)

which can be simplified for the particular case 1=0, to

tan(()
� 1-7/14

(17)

where '1 = col: 1 v, and � = mL / VI = 7JV, / VI are dimensionless eigenvalues, and

i, ('1) = � 1r / 2'1J{+1/2 ('1) is the spherical Bessel function of first kind. ro is the

angular frequency characterised by the angular momentum quantum number l, and L

is the diameter of the nanocrystal. The spheroidal mode is derived from the scalar
and vector potentials and its eigenvalues depend on the material through the ratio
V ¡ / v,. Conversely, the torsional mode is a vibration without dilatation and does

not depend on the material because it is derived only from the vector potential.
When the partic1es are embedded in a matrix the assumption of a 'stress­

free' boundary condition can not be justified and a 'rigid' boundary condition has to

be introduced, which takes into account the rnatrix effects and, thus the no

displacement at the partic1e surface. RecentIy, Saviot et al. [62] considered this last

boundary condition and reported for the spheroidal mode:

tan«()=� for 1=0

g; «(j[7Jj; ('1) + i, (17)]-l(l + l)i¡ «(ji¡ ('1) = O for l:2:1

(18)

(19)

--->

For any of the two boundary conditions the parity of D for the spheroidal
mode is equal to that of the scalar functions <!>s and \f'v, which, at its time, is the

same as that of r;m (B, �) and, thus, of l. ConsequentIy, only the spheroidal modes

for even [are Raman-active modes [63].
In the case of Sn02 the numerical solving of the previous equations using

the average sound velocities of bulk Sn02 [23], v¡=6.53·lQs cms' and v{=3.12·lQs
cms', allows to estimate the frequencies of the Raman lines according to

ro = S v 1 Le for 1=0 and ro = S v / Le for l=2 [65], where e is the vacuum light
lIt t

velocity. The values obtained for S[ and St for the 'rigid' and 'stress-free'

boundary conditions are presented in table V, where the different values of n arise
from the different order of roots of equations 12 to 15. To check to which of these
conditions has to be applied the size dependence of the low-frequency bands

positions on the inverse of the average diameter of the nanocrystals is presented in

figure 28. Lines represent the theoretical dependences for the 'rigid' and 'stress-free'
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Figure 28: Experimental and calculated Raman shift for the
different boundary conditions, as a function of the inverse of

nanopartic1e size.

boundary condition of
the surface modes
with 1=0 and 1=2. It
can be seen that the
curves with 1=0 for the
'stress-free' boundary
condition, and 1=2 for
the 'rigid' boundary
condition approximate
well to the

experimental results,
i.e., 1=0 for the 'stress­
free' boundary
condition, and 1=2 for
the 'rigid' boundary
condition.

'rizid' 'stress-free'
[=0 SF1.430 n=1 SFO.887 n=1

SF2.459 n=2 SFI.952 n=2

._ .. _ .. _ .. _ .. _ .. _ .. _ .. §E.�·.1J.L.._ .. _ .. _ .. _!I.'::}_ .. _ .. _ .. _ .. _ .. _. JE�J.6_'!._ .. _ .. _ .. _ .. !E":'.?._ .. _ .. _ .. _ .. _ ..

[=2 S,=1.987 n=1 S,=0.844 n=1

S,=2.586 n=2 S,=1.638 n=2
S=3.432 n=3 S=2.760 n=3

Table V: Values of SI and S, for the rigid and stress-free boundary conditions of the

spheroidal modes for n=l, 2, 3. Values have been calculated using MatLab.

Experimental discrimination of the 'stress-free' boundary condition could
be explained by the fact that that only the Raman scattering of the spheroidal mode
with [=0 is expected to be perfectIy polarised and that of all other modes, partially
depolarised, because only the spheroidal mode with [=0 is perfectly syrnmetric. In

this way, spheroidal modes with 1=0 are expected to be observed in parallel
polarisations only, whereas the 1=2 ellipsoidal mode should be observed both for

parallel and perpendicular polarisations [63]. Because no changes in the shape of the

spectra were detected by using HH or HV polarisations, the experimental data
would be coherent with the 'rigid' boundary condition and 1=2. This result would

confirm the high agglomeration of the nanopartic1es observed by TEM, which act as

a powder matrix. According to the results presented in part 3.3.3.2, it could seem

that a 'rigid' boundary condition could not be valido However, the vibrations of the
material of the shell of the nanopartic1e do not imply that the sphere can not vibrate
as a whole being partially fixed at the surface by neighbouring partic1es [68].
However, it has to be considered that the spheroidal mode with 1=0 is perfectIy
polarised only if the nanocrystals are perfectIy spherical, which is not the case, as

real nanocrystals of 4-7 nm can not be perfect spheres.
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Grain size distribution determination by Low-frequency-Raman spectroscopy

Once the correct boundary condition is identified the deconvolution of the
theoretical curve with the Raman spectra can be performed in order to have a

simple, fast, and non-destructive measurement of the nanoparticle size distribution.
In the particular case of Sn02, the impossibility to determine the correct boundary
condition is not very important, as curves for 'stress-free' boundary and [=0 and

'rigid' boundary and [=2 are practically identical. This makes that their

indetermination do not vary appreciably the extracted grain size distribution. By
using an averaged curve, we present in figure 29 the comparison of the grain size

distribution obtained by TEM with those obtained with the described process in the

case ofthe as obtained powder and those calcinated at 250 and 330°C.

02468 o 4 8 12 ° 4 8 12 16
Size distribution (a. u.) I Nanoparticle size (nm)

Figure 29: Comparison of the size distribution obtained by TEM (histograms)
and LFR (curves).

The agreement is excellent in the sense that the nanoparticle size
distribution obtained by Raman spectroscopy is an envelope of that obtained by
TEM, especially for the smaller nanoparticles. The nanoparticle size thus obtained

according by LFR are 3.5, 4.4, 5.6, 8.8 and 11.4 nm for the as obtained Sn02 and
the powders calcinated at 250, 330, 400, and 430°C respectively. For the larger
nanoparticles, the peak position shifts to lower frequencies, approaching to the laser
line and the spectrum is more influenced by the Rayleigh contribution, which

strongly increases the uncertainty of the results. Furthermore, as already indicated,
faceting and deagglomeration occurs for the samples calcinated at 400 and 430°C

and, thus, their shape and boundary conditions are different. Nevertheless, the
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results presented in this work show that Raman spectroscopy can account for the

monitoring of the nanoparticle size and distribution for nanoparticles in the range of
sizes considered more interesting for gas sensing by sorne authors. Higher
calcination temperatures give rise to coalescence mechanisms and the strong
increase of the nanoparticles size, thus producing the appearance of the Raman peak
positions at frequencies too low to be used.

3.3.4 Comparison of grain size obtained by different techniques

In this chapter we have presented several methods to evaluate grain size.

TEM, the direct method, gives accurate estimation of the whole size distribution if

enough statistics are used. However, this technique implies the preparation of the

sample, which is not a major problem in the case of powders, but is destructive in
the case of sensors. XRD gives without much complications the average grain size,
and the whole distribution could be obtained with more or less complicated
procedures. The experimental preparation requires correction for instrumental

broadening (obtained for example with a sample 50% Si, 50% boemite in a previous
measurement) and mounting the powders in a powder holder or in acapillar. After

measurement, the average crystallite size can be estimated by fitting for example the

[110] reflection with pseudo-Voigt functions or averaging multiple fittings of
different reflections. Finally, we have presented in this work three methods to

analyse grain size by Raman spectroscopy, which is a non-destructive technique
which requires no sample preparation.

In order to compare the different techniques and their reliability we present
the average grain size extracted by TEM, XRD and Raman spectroscopy in table VI.

T� (OC) T_m L�nn L. rSCM) Ln (LFR)
RT 3.4 2.5 8.7 3.5

250 4.4 3.4 9.3 4.4

330 5.0 4.3 11.6 5.6
400 6.7 6.3 13.5 8.8
430 9.2 9.1 14.2 11.4

450 15.7 16.5 16.7 --

800 56.6 52.9 62.5 --

1000 109.8 69.7 110 --

Table VI; Grain size extracted by TEM, XRD, and Raman. The XRD value has been

averaged from the value calculated with the (110] and [101] reflections using K=0.9.
The Raman value according to the Spatial Correlation Model has been calculated by
averaging those values extracted from ro and ¡',ro offigure 26.

As it is clear, the results show only a slight agreement between the different

techniques. There is no doubt that TEM gives the most accurate result and the

complete size distribution. XRD would be only used to estimate grain size for an

initial analysis or to see the tendency of grain size when varying sorne parameters of
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fabrication. The same occurs for the spatial correlation model, which only agrees
with TEM for large nanoparticles. Finally, Low-Frequency Raman spectroscopy
gives a good description of the average grain size and size distribution in the case of

very small nanoparticles, which are indeed the preferred in gas sensing. It has to be
considered that the existence of defects and strain is directly reflected in the Raman

spectra through variations in the FWHM and shift respectively. XRD also presents
influence of these effects. For large nanoparticle sizes the accurate deterrnination of
the experimental broadening has also large effects on grain size estirnation by XRD.
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3.4 The addition of noble metals

According with section 3.3, in order to have a starting material for sensor

fabrication of good crystalline quality, and hence good stability, it is necessary that

powders are calcinated at temperatures higher than 450°C. For lower calcination

temperatures, water as well as isolated OH desorption and ordering of the crystalline
lattice of Sn02 can make the sensor response to drift with time. It is also important
for the discussion of this section to remark that powders calcinated at 450°C or

aboye do not present the existence of necks connecting grains, at least in an

appreciable manner. Thus, changes in conductivity will arise mainly as a

consequence of Schottky barrier controlled conduction or tunneling through grain
boundary barriers. Indeed, in spite of the high degree of agglomeration of powders
resulting of lower calcination temperatures, no physical connection through necks
was observed.

In the present part, the main objective will be to improve selectivity by
introducing catalytic materials (Pt and Pd) on the Sn02 nanoparticles. This implies
to search for the better sensitivities to selected gases and lower sensitivities to

others. For this, we will use sensors fabricated with powders calcinated at

temperatures ;::: 450°C. The investigation will comprise two parts. In the first one we

will analyse the electrical behaviour of sensors without catalytic additives and with
Pt or Pd to search for the better sensitivity to CO and N02• As the general aim of
this work is not to perform a detailed electrical characterisation we will use the
electrical results to the exposed purpose only. Afterwards, in the second part, we

will search how these noble metals distribute on the Sn02 nanoparticles and we will

try to correlate electrical and structural behaviour.
Table VII shows the set of powders used for the analysis. Sensors were

fabricated from each powder in the table, as well as from the corresponding pure
powders. For powders calcinated at 450-1000°C two types of sensors were

fabricated, with Taguchi and planar geometries.

CODE �!C_a_lc_i_na�ti�'o_n�__ �__��!�G_r_in_d_in_g__� �!Meml
; TCalcination i 1;"Icioation (h) ¡ Before (h) ¡ After (h)
, (OC)
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3.4.1 Influence of noble metal additives and calcination on the sensor

response

Figure 30 presents the sensor resistance in synthetic air (base resistance),
resistance under exposure to 1 OOppm of ca, and resistance under exposure to 2ppm
of NOz, for the Taguchi type sensors of table VII with Pt electrodes. The values of
sensor resistance to the presented concentration of gases were extracted from
measurements like that presented in figure 31. The measurements consist in

exposing the selected sensor to pulses of CO of varying concentration allowing the
sensor to reach a stationary response during each pulse. Afterwards CO pulses are

suppressed and the procedure is repeated for NOz' The hurnidity conditions were set

to 50% r.h. and the measurement temperature was varied between 170 and 420°C by
applying a voltage to the heater electrodes between 2.5 and 3.75V, respectively.

Sirnilar1y, figure 32 presents the sensor signal to the same gases and
concentrations 100ppm CO and 2ppm NOz' For these graphs sensor signal has been
defmed as usual, i.e., Ra/Rgas for reducing gases like ca, and Rga/Rair for oxidising
gases like NOz' From the trend of the curves, it is c1ear that in the case of N02, the

temperature of maximum sensitivity is below the measured range for all sensors,

except for the one corresponding to calcination at 1000°C and 0.2% wt. Pd doped.
The temperature of maximum sensitivity to CO is always within the measured

range. In the case of sensitivity to CO the general trend is to decrease the

temperature ofmaximum sensitivity with the introduction ofthe noble metals.

3.4. 1. 1 Sensor resístance

As can be seen in figure 30, for the three calcination temperatures and

dopings, the general effect of exposing to CO or NOz is the one expected according
to what has been exposed in Chapter 1. Resistances are lower under an atrnosphere
containing ca, and higher under an atrnosphere containing NOz' In the case of

exposure to air, resistance increases when going from 170 to -300°C, reaches a

maximum and drops for higher temperatures of measurement. This behaviour is

typically explained by the change of the species ionosorbed at the surface of the

Sn02 grains, as was commented in Chapter 1.

For simplicity it is plotted in figure 33 the sensor resistance in air measured
at 170°C (the lowest temperature available) for the sensors calcinated at the three

temperatures. The next conc1usions can be drawn:

o The increase of resistance with increasing calcination temperature
(nanopartic1e size )

O The lower resistance for the pure material and increasing resistance with
Pt and Pd addition
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Figure 30: Resistance in air, 100ppm CO and 2ppm N02 for the sensors prepared with powders
calcinated at 450, 800, and 1000°C for 8h, pure, and with 0.2% Pt or Pd.
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Figure 30 (cont.): Resistance in air, 100ppm CO and 2ppm NO, for the sensors prepared with powders
calcinated at 450,800, and 1000°C for 8h, pure, and with 0.2% Pt or Pd.
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Figure 31: Raw signa! showing the resistance of a 0.2% wt. Pd doped sensor calcinated at

450,800, and 1000°C to varying concentration ofCO and NO, over time.
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Figure 33: Review of sensor resistance in air measured at 170°C.

Moreover, resistance in air apparently has a power law behaviour with
calcination temperature (at this temperature of measurement). However, this result
can not lead to a general conc1usion with only three points. As the curves are

parallel, it could be inferred that the same mechanism takes place, independently of
the introduction of additives.

Effects ofcalcination temperature (nanoparticle size)

To explain the aboye results let us consider a simplified model of the

sensor, assuming that it is formed by parallel chains of grains between the electrodes

(figure 34). The resistance will have the contribution of the contact with the

electrodes, the resistance of the interior of the grains and the resistance

corresponding to the grain boundaries. In oxygen rich ambient, one can consider the
resistance of the grain boundaries, Rgb, to be dominant against the bulk resistance,
RE' of the grain. Thus, the total resistance of the sensor can easily be deduced to be
function of the number of grains between the electrodes and, hence, inverse function
of the grain size, d,

(20)
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Figure 34: Simple scheme of a thick film sensor. Re is the contact resistance with the electrodes, R" the
bulk resistance of each grain, and Rgb the grain boundary resistance, which is dominant.

In this way, by inspection of figure 33, it is obvious that the grain size

variation due to the calcination process can not explain the resistance change. So, it

should be attributed to the grain boundary resistance modification. Intuitively one

can observe that Rgb includes mainly two factors, namely, i) the barrier height, v"
that carriers see when travelling from grain to grain, and ii) the carrier concentration

nb' which can be related to the flux of carriers able to cross the barrier. Thus, Rgb can

be written as [69, 70]:
'1V,/

e IkT

Rgboc--
nb

(Ec-EFlbulk/ qV,/
R = R e IkT e lkT

gb o

(21)

(22)

The aboye expression indicates that resistance variations can be produced
mainly by two factors. These are:

i) the modification of the density of free electrons (movement of the

Fermi level), which in pure tin dioxide traduces in the

modification ofthe density ofbuIk oxygen vacancies, and

ii) the modification of the barrier height through the change of the

charge state of the interfaces of the grains.
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In the case of resistance increase this would imply decrease of the Fermi

level towards the valence band (decrease of buIk oxygen vacancies), ancI/or

increase/decrease of the number or density of existing interface acceptor/donor
centres below/above de Fermi level (see figure 35). The movement of the Fermi

level could change, in addition, the state of charge at the interfaces.

vs to compensate for the net trap charges Interface charged traps (donors ET>EF) � � Vst
Interface charged traps (acceptors ET<EF) t � Vst

83 O Donor } Surface trapse o Acceptor

N, (bulk oxygen vacancies) � � nb• EF �

Possible orígíns
for resístance
íncrease wíth

graín síze
increase

Ev

Variation cf V5 can be very
complex, depending on E¡,and NT

Existing traps can e

filled/emptied changing the
charge state of the interface

Figure 35: It is schematised how resistance can vary by modification of the density/population of
interface centres (top), or by the modification ofthe density of free caniers (or oxygen vacancies) in the
bulk of SnO, (bottom). In the first case, resistance can increase by reducing the popuIation/density of
donors with energetic position Er>EF, or by increasing the population/density of acceptors with

energetic position Er<EF. It has to be taken into account that a change of the concentration of interface

centres, as well as a change of the change in the concentration of free caniers in the bulk, is associated
with the corresponding movement of the Fermi level, giving rise to a complex evolution (in general).

According with section 3.3, the increase of calcination temperature makes

nanoparticles to grow more for the same calcination time. At the same time

nanoparticle size becomes spreader and an increasing faceting of the surfaces
occurs, As a consequence of faceting it is expected a better reconstruction of the
surfaces. So, in principIe, there is no reason to increase the number or density of

existing interface acceptor levels with the increase of calcination temperature, at

least that these centres would be associated with dangling bonds of a reconstructed
surface. In the same way, it is usually expected the decrease of the number of
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surface donor centres as a consequence of surface reconstruction. As we previously
conunented in Chapter 1, precisely it is well known that one of the reasons for

choosing Sn02 as oxide in conductance sensors is the negligible concentration of
electronic band-gap states at their geometrically ideal surfaces [71], and that as

nanopartic1e size decreases such ideal surfaces no longer exist. According with [72,
73], oxygen vacancies on certain surfaces do not act as donor centres, and only
when the temperature (of measurement) is high enough (�700K), surface oxygen
vacancies on these surfaces rnigrate to the bulle, where become bulle vacancies and
thus contribute to increase the conductivity of the material [45]. These surfaces

correspond to stable surfaces of Sn02 (like (110)), which develop more as faceting
increases. It is directly a c1ear indication of decrease of the density of donor centres

with increasing calcination temperature of the powders, as oxygen vacancies at these

surfaces are exc1uded as origin for the resistance increase, because they give rise to

interface electrically inactive traps. For a more detailed analysis the existence of
different types of surface reconstruction should be taken into account in addition, as

the electrical activity of the surface depends on the reconstruction.
On the other hand, bulle stabilisation would give rise to the reduction of

bulk oxygen vacancies also, making difficult to assure which of these mechanisms

dominate. To try to solve this uncertainty one can calculate the variation of the

concentration of electrons or of the barrier height needed to produce the observed
resistance change, according with equation 21. For this rapid calculation we assume

that all donors are ionised and that the total density for the more perfect powder
(1000°C) is ND�10J6cm-3. The obtained variations maintaining the remaining
parameters constant are presented in table VIII. From that table, it can be observed
that concentration ofbulle electrons has to change one and three orders ofmagnitude
when going from 1000°C to 800°C and 450°C, respectively. This is why we choose

ND�10J6cm·\ rather than the usual values reported of 10J8_10J9cm·\ for which the

conc1usion would be obvious. Nevertheless, for the same transition, only a small

change of the barrier height of 0.064 and 0.18 eV is needed to explain the observed
resistance change. It is likely that the change of barrier height is the responsible of

the observed results because the interior of the bulle is well formed even at 450°C

(section 3.3).

Effects ofnoble metal introduction

When introducing noble metals the observed results can be explained
sirnilarly. On one hand decreasing of the concentration of free electrons in the bulk
is possible through bulle doping by the noble metal, which introduces an acceptor
level. The higher resistance for Pd with respect to Pt could be explained by the

higher density of the trap created by Pd or by the lower position in the band gap of
the trap created by Pd with respect to the position of the Pt trap. On the other hand,
the existence of the noble metal or its corresponding oxide at the surface of the

171



Chapter 3

semiconductor can form a Schottky barrier, as it is schematised in figure 8 of

Chapter 1. The height of such Schottky barrier would depend on the state of
oxidation of the metal and thus on gas adsorption. The corresponding variation of
the concentration of conduction electrons assuming a constant barrier height and of
the variation of the barrier height assuming a constant concentration of conduction
electrons is presented in table VIII. As in the case of calcination temperature one

can see that it is easiest to explain the observed results through a modification of the
barrier height. This would imply that noble metals are mainly distributed at the
surface of the Sn02 partic1es.

It is obvious that although both, volume doping and surface distribution of
noble metals, could give rise to the observed results, a change on the free electron
concentration is associated with bulk properties of the material, and hence, could not

explain why noble metal introduction changes, for example, the temperature of
maximum sensitivity ofthe sensors (figure 32).

T ..•.•__ .• __ (OC) 450 .. 800·, ..
' , )01)0' ',' 'l:rrr)O,(IY), Jo'dMH.dJ,

1 q% -300 -30K -400K -30M -100M

R(n)�-e kT

ND

R� _N� 1'1019 1'1017 1'1016 7.5'1017 2.5'1018RTJ Nn

NT2_NT/R� (cm")
Rn

(Vn-VT/)- �ln{R�J (eV) -0.18 -0.064 -- 0.108 0.138

Table VIlI: Modellisation of resistance changes with calcination temperature and noble metal
introduction. TI in the table corresponds to calcination at 1000°C. The values ofresistance correspond to
measurements at 170°C.

3.4.1.2 Sensor response

Figure 36 surnmarises the results of sensor sensitivity to 100ppm CO and

2ppm NOz for Taguchi-type gas sensors, operating at a temperature around 230°C
under 50% r.h. conditions. The use of this temperature ensures a fast response to

NOz (t90 ::; 5 min). Similarly, the same figure shows the response to 5ppm CO and

500ppb NOz for planar-type gas sensors, operating at the same temperature and

humidity conditions. As can be observed, the general tendency of sensitivity with
noble metal introduction and calcination treatments, although is not the same, is
similar in the limit cases (maximum and mínimum sensitivities to CO and NOz).

It can be seen that undoped material, calcinated at 1000°C, presents both,
the best sensitivity to NOz and the lowest cross sensitivity to CO. It seems that the
use of catalytic metals (Pt and Pd) enhances the sensitivity to reducing gases (CO) at

these working temperatures, as they fix more oxygen at the surface of the

nanoparticles, which will imply that noble metals distribute at the surface of the
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Figure 36: Summary of the sensor response to eo and N02 of Taguchi (top) and planar
(bottom) thick film gas sensors measured at -230oe.

nanoparticles. So, the pure material respond less to ca, while the high electronic

affinity ofN02 allows a reaction without the "help" of additional sensitisers. On one

hand, the high resistivity of the material calcinated at lOOO°C points out the
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existence of a high grain boundary barrier associated with a high density and energy
distribution of available surface states for molecules absorption. At this respect, it is

well known that for Sn02 the last oxygen anion layer, bridging oxygens, is very
reactive and interacts with the N02 molecules, which form surface nitrates, whose

decomposition starts aboye lOO-150°C [74]. On the contrary, the presence of

catalytic metal additives enhances the absorption of oxygen species, changing
completely the surface reaction scenario. Thus, for detection of CO, it is better to

introduce Pt or Pd, and to calcinate the powder at 450°C.

Based on the obtained results, it is c1ear that in spite of the higher grain size
and grain size dispersion, shown in figure 15, when high sensitivity to N02 with low
cross sensitivity to CO are looked for, nanopartic1es should be calcined at 1000°C
and undoped. As the crystalline quality of the grains improves and faceting
increases, the surface defect distribution available for gas absorption changes also.

Therefore, it could be expected that the higher reactivity to N02 will be promoted by
the better crystalline quality and faceting of the grains calcined at 1000°C. The

opposite occurs for CO.

3.4.1.3 Sensor stabilíty

To investigate the stability properties of this type of sensors, a long-term
characterisation was performed. The sensor signals to lppm N02 were measured for
more than 3 months. The sensor showed an excellent stability as the fluctuation in
resistance under exposure to lppm N02 over three months is less than 5% (figure
37). The larger fluctuation of the base resistance can be related to the change of the

synthetic air cylinders and their different residual contamination (up to lppm CO,
0.5ppm H2 and O.lppm NOx). It is believed that for the high calcination temperature
sensors, the whole loss of water and of hydroxyl groups, together with the better

crystalline quality and the increase of faceting, are responsible for the stability in

comparison with material prepared at lower temperature «450°C), for which their
structural characteristics change with temperature andlor time.

3.4.2 Distribution of noble metal additives

From the electrical results it seems evident that Pt and Pd are distributed
over the surface of the Sn02 partic1es. Structural characterisation could give the

support needed for such assumption. In order to c1arify this point powders calcinated
at 450, 800, and 1000°C in pure form or doped with 0.2 or 3% wt. of Pt or Pd have
been investigated by TEM, XPS, XRD and Raman spectroscopy. No appreciable
differences in the XRD spectra were observed with the introduction neither of Pt nor

Pd. However sorne results were obtained from TEM, Raman and XPS, which are

explained in the following.
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Figure 37: Resistance variation oftwo sensors during ca. lOO days. The stability ofthese sensors

is clearly good and higher in the case of the sensor fabricated with the powders calcinated at

1000°C.

3.4.2.1 Transmissíon electron mícroscopy

In principIe it is expected that noble metal clusters form at the surface of

the nanoparticles, according to the impregnation method employed to introduce the
noble metal additives. To try to observe such clusters intensive TEM work was

done. According to Chapter 2, part 2.1.3.3, Pt and Pd should present a darker
contrast than Sn02 under conventional bright field conditions. Nevertheless noble
metal precipitates were never observed with this technique. Such result, which a

priori could result in contradiction with the electrical characterisation, is not

surprising when considering the low quantity ofnoble metal introduction.
Under TEM imaging sorne sporadic regions in the Pd containing powders

presented very smaller particles (2-4 nm) which could not be attributed directly to

the formation ofnoble metal clusters (figure 38). The combined use ofHREM with

high-resolution EDS or EELS, however, demonstrated that such smaller particles
were in effect metallic Pd clusters with very low oxygen content as can be observed
in the EDS spectrum presented in figure 39. By assurning that the only Pd
introduced in the powder comes from regions such as that presented in figures 38 or

39 and that it is distributed uniformly over the surface of the whole image, it has
been estimated a coverage of less than -0.1 monolayers in the powders calcinated at

430°C with 3% wt. Pd (the thickness of a monolayer was assumed to be half the
lattice parameter ofPd).
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Figure 38: TEM images of the 0.2% wt. Pd doped sample calcinated al 1000°C for 8h. Some sporadic
and very small particles are visible at the surface of the Sn02 grains (Iarger).

b)

u

Figure 39: TEM image and EDS spectrum. The EDS spectrum corresponds to the very small particles
present in the background of the TEM image. The nature of these particles is clearly Pd.
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3.4.2.2 Raman spectroscopy

In the case ofPt introduction, we never observed similar regions.

By simply comparison of the Raman spectra of the pure and doped powders
it can be concluded without doubt that if Pt and Pd are in metallic form, they do not

cover the surface of the Sn02 particles, since a metallic coverage would scatter a

large amount of the incident laser light. Indeed it can be said that Pt and Pd are even

not forming metallic clusters because no appreciable reduction of the intensity of the
'classical' modes of the cassiterite was observed when taking the spectra under
identical conditions. The existence of oxidised PtlPd could explain why the dark
contrast expected for Pt and Pd was not observed by TEM.

The general aspect of the
Raman spectrum of the PtlPd

doped powders calcinated at 800

and 1000°C is very similar of the

pure Sn02• Nevertheless, some

small differences can be found by
inspection of the 'classical'
modes of cassiterite. As it is

presented in figure 40 for the A¡g
mode, Pt introduction produces
the shift of this mode to lower
wavenumbers. This shift is even

larger in the case of Pd.

Moreover, this shift is larger in

the case of the powders calcinated
at lOOO°C. The FWHM of the A1g
mode changes accordingly with
the corresponding Raman shift.
The Raman spectrum of the

oxides of PtO and of Pd02 has
not been reported in the literature,
at least to our knowledge. On the
other hand, the Raman spectrum
of PdO presents its most intense
and practically the unique visible

band at 651cm,I [75]. This makes
the possibility of the shift of the

A1g mode ofthe cassiterite resulting as a superposition ofthis mode and the band of
PdO to be refused. Without being completely clarified it seems that the shift of the
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Raman spectrum could be attributed to the presence of stress in the powder
introduced by PtlPd or to distortion ofthe surface produced by the additives.

The most important changes on the whole Raman spectrum are observed on

the powder calcinated at 450°C. As can be observed in figure 40 the bands attributed

to disorder in part 3.3.3.2are modified in an important way with the introduction of

noble metals. According to the conc1usions drawn about such bands, a modification
of the surface of the Sn02 partic1es could have occurred. This change can be due to

three factors: i) a change of nanopartic1e size as a consequence of noble metal

addition, ii) the decrease of surface disorder as a consequence of the additional
thermal treatrnent at which the doped powders were subrnitted and, iii) the presence
of PtlPd on the surface of the Sn02 partic1es.

In order to eliminate the first possibility grain size was measured by TEM.
As can be seen in figure 41 no important modification of the size distribution was

revealed, average nanopartic1e size being always �15.8±0.4nm. Therefore grain size
was to not vary after the noble metal introduction, i.e., after the thermal treatrnent,
because impregnation is performed at room temperature. So, the modification of the
surface disorder activated Raman bands, has to be explained, mainly by the increase
of lattice order at the surface, or by the decrease of the Raman efficiency of such

bands by the presence of PtlPd or of the corresponding oxides on the surface of the

partic1es.

a)

3% wt. Pd 430·C-8h

•• •

3% wt. Pt 430·C-8h

Pure 430·C-8h

j
b)

0.2% wt. Pd 450·C-8h

" ... 1

I 0.2% wt. Pt 450·C-8h

_ .....

Size distribution (a.u.) I Grain size (nm)

o 5 10 15 20 25 30 35 40 O 10 20 30 40 50 60 70

Size distribution (a.u.) I Grain size (nm)

Figure 41: Histograms of the 'doped' powders calcinated at 450°C and IOOO°C,
compared with those ofthe pure samples.

Whatever be the origin of the modification of such bands, it is clear that the
obtained spectra are a clear indication of the origin of such bands as disorder
activation on the surface of the Sn02• The independence of grain size on metal
addition can be understood by the fact that metallic impregnation was performed
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after the calcination process and because grain growth mechanisms are controlled by
time constants large enough to do not influence in the post-calcination thermal
treatrnent.

3A.2.2 X-ray photoe/ectron spectroscopy

In spite it has been concluded from Raman experiments that PtlPd are

localised mainly at the surface of the particles and that are mainly oxidised, one can

not determine their state of oxidation. To solve this question XPS was used.
The state of oxidation can be inferred from the position of the Pd3d and

Pt4fbands in the XPS spectra (not shown). XPS analysis shows the presence of +2
and +4 metallic oxide states (Pt'? and Pt+4 for Pt, and Pd'? and Pd+4 for Pd). It is
worth to mention that according to the electron microscopy data, the concentration
of the metallic state is beyond the XPS detection lirnits, i.e., does not correspond to

the small particles observed by TEM. Likely, this low tax of metallic fixation can be
attributed to the use of a chlorine solution, because the remaining CI has to be taken
out of the SnOz, and in this process the metal is also dragged.

After Argon ion sputtering of the first atomic layers of the nanoparticles,
the +4 metallic oxide concentration decreases, while the +2 metal oxide component
remains almost unchanged in comparison to Sn. Hence, metal atoms fixed at the
surface and surrounded by absorbed oxygen atoms are the origin of the +4 chemical
state of the introduced metal. In the same way, the +2 metal oxide component
corresponds to metal atoms in the inside of the SnOz, i.e., Pt and Pd atoms are

surrounded by Sn and O atoms.

The Valence band analysis of the different powders shows the existence of
a high density of surface states related to the noble metal presence. As can be seen

in figure 42, these states are revealed at the top of the valence band, below the Fermi
level position. The presence of surface states is more clearly observed in the case of
Pd introduction. However, in both cases (Pt and Pd) the density of states is more

important as calcination temperature (- inverse of effective surface area) or as the

percentage of introduced material increase.
As XPS measurements are performed up to a few A of the surface, the

modification of the electronic state distribution corresponds to the surface of the

nanoparticles. This supposes an induced change in the band bending energy. These

changes can be followed through the binding energy of the Sn against that of the

oxygen, as surnmarised in figure 43. In this figure the samples calcinated in the

range 450-1000°C, pure and O.2%wt. Pt or Pd introduction, are plotted. By
comparison, for example, with the resistance variation presented in figure 33, it is

observed that agreement between band bending caused by calcination and noble
metal introduction and resistance variation is not exactly found. The discrepancy
can arise because the comparison is not direct due to the existence of the electrodes,
which take part in the measurement of resistance.
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In view of these results it seems straightforward to interpret the sensitivity
curves of these sensors: the availability of electronic surface states as well as their

occupancy factor varies the interaction condition between the gas molecules to be
detected and the surface of the nanoparticles.
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Figure 42: Valence band spectra of the powders calcinated at 800°C,
pure and with 0.2% wt. of Pt and Pd.
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3.5 Improvement of the sensor characteristics by means of
grinding treatments

Inspection of a powder formed by nanoparticles shows that it is composed
by agglomerates (figure 11) of different sizes. The origin of such agglomerates is
the electrostatic force between the surfaces of neighbouring grains. The size of the

agglomerates depends on the size of the nanoparticles composing the powder in
such a way that the smaller the grains are, the larger agglomerates are obtained

(figure 11). It has been previously commented that for the fabrication of the paste to

paint or print the sensors, powders are mixed with an organic binder. The problem is
that a good mixture can not be obtained when large agglomerates are present. In
such case large agglomerates are poorIy bound, resulting in adhesion problems and

possibility ofbreaking ofthe layer during the tempering step. To avoid this problem
usually a grinding of the powder is needed before the fabrication of the paste in

order to improve the effectiveness of the organic binder. This is the origin of the

grinding of the powders after calcination performed in almost all the samples
presented up to now.

Although it is clear that grinding after calcination is needed to fabricate the

sensors, comparison of the size of calcinated powders ground or not ground after

calcination gives rise to a decrease of nanoparticle size with grinding. For such

comparison one can see the value of the powder calcinated at lOOO°C in table IV

(section 3.3.3) and the value of the powders calcinated at lOOO°C, on which a

grinding after calcination has been performed, in table IX presented below.
Reduction in grain size promoted by grinding treatments have been previously
reported also [76-78]. Therefore a first idea is to use the same procedure to decrease

the grain size of the powder before calcination in order to have a starting material
with minimum size. The advantage of reducing particle dimensions, as has been
outlined previously, is an increased sensitivity. Likewise, an increase in the effective
active surface is produced.

The adjustment of the grain size is normally carried out by variation of the
calcination temperature. But a change in the calcination temperature affects also
bulk and surface properties of the individual grains. Without, in principIe, changing
bulk properties, grinding could produce the same control.

Table IX and figure 44 show particle size and size dispersion in powders
which have been treated under different thermal treatments (temperature and time)
and grinding steps. To make these curves the histograms, extracted by TEM, were

fitted with a gaussian function. Thus, average nanoparticle size was extracted from

the peak value and size dispersion from the FWHM.
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The following important results are inferred:

o Increase of the calcination time from 8h to 24h produces a large average

grain size but lower size dispersion.
O Grinding before calcination makes the final grain size after calcination to

decrease. This is only observed for calcination temperatures higher than

600°C.

The decrease of the size dispersion with increase of average size implies
that the coalescence process is easier to the smaller particles, which convert in larger
ones. The larger particles need more energy to perform coalescence, as results from

their faceting [79]. Faceted surfaces imply a more stable surface and the existence of

less adjacent surfaces. As a consequence these effects are better observed for larger
sizes (TCale =600-1 OOO°C) .

COOE Calcination Grinding
t .

•• L(nm} ó.L (nm)
L,_,__ .,__ (OC) L,_,"_., __ (h) Before (h). Afterth)

ART RT 3.46 1.13
�----------------- ---------------------- -------------------- -_----------------- ---------------- ------------------ ----------------

A250 250 8 2 4.46 1.26
----------------- ---------------------- -------------------- ------------------ --------------- ------------------ ---------------

A330 330 8 2 5.05 1.41
---------------- ---------------------- -------------------- ------------------- ---------------- ------------------ -----------------

��_ºQ_________ _19..9 §.________________ _� §.]__� ?:_� _

A430 430 8 2 9.24 3.1
----------------- ---------------------- ----------------- ------------------- --------------- ----------------- ----------------

B430 430 8 2 2 9.0 3.09
--------------- ---------------------- -------------------- ------------------ ------------- ----------------- _._-----------

0430 430 24 2 2 11.77 2.93
----------------- ---------------------- -------------------- ------------------- ---------------- ------------------ ----------------

A460 460 8 2 10.15 2.7
----------------- ---------------------- -------------------- ------------------- ---------------- ------------------ ._---------------

C460 460 24 2 10.94 3.04
----------------- ---------------------- -------------------- ------------------- --------------- ------------------ ----------------

B590 590 8 2 2 22.61 10.09
------------------ ---------------------- ------------------- ------------------- --------------- ------------------ -----------------

A600 600 8 2 22.65 11.16
------------------ ---------------------- -------------------- ------------------- --------------- ------------------ -----------------

A1000 1000 8 2 91.81 42.54
----------------- ---------------------- ------------------ ------------------- --------------- ----------------- -----------------

C1000 1000 24 2 106.02 35.83
----------------- ---------------------- -------------------- ------------------- ---------------- ------------------ -----------------

B 1 000 1000 8 2 2 51.67 24.42
----------------- ---------------------- ------------------- ---------------- -------------- ------------------ ----------------

01000 1000 24 2 2 60.98 20.24

Table IX: Powder samples for the initial analysis of the grinding process. It is presented the average

nanoparticle size (L), and size dispersion (AL).

For low calcination temperatures (Teale<600°C) grinding before or after
calcination does not have a significant influence on the final particle size. On the
other hand, grinding before (table IX and figure 44) or afier (comment aboye)
calcination is effective in reducing nanoparticle size at high calcination

temperatures. This obtained result took to carry out a study more meticulous. It is
the aim of this last part of the chapter to describe such analyses.
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Figure 44: Average grain size and size dispersion of powders
submitted to different thermal treatments and grinding steps.

As a consequence of grinding sorne of the powders resulted contaminated

by Zr02' The degree of contamination is not directly related to the grinding time or

if the grinding is performed before or after calcination. Indeed, adding water to the

planetary mill at certain moments of the process can substantially reduce
contamination. Nevertheless, when contamination occurs, the Raman spectra of

Sn02 results modified in a large manner by the presence of photoluminescence
bands. As can be seen in figure 45, these bands make difficult an accurate analysis
of the modes of cassiterite. However, as their origin is photoluminescence, the bands
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can be shifted enough by using the appropriate wavelength, such as it is

demonstrated in figure 45. At A=514.5nm the effects of Zr02 can be minirnised by
making the appropriate baseline subtraction. However it is better to use A=457.9nm,
where the contribution of Zr02 is really a background.

Therefore, with the appropriate wavelength the Raman spectrum does not

result altered by the presence of small quantities of Zr02. An important presence of

Zr02 gives rise to the appearance of the Raman spectrum of this material, which

unfortunately presents bands (mainly at 476, 616 and 638cm-' [80]) superimposed
with the edges of sorne Raman modes of Sn02. The samples analysed in sections 3.3

and 3.4 presented very low concentration of Zr02 and the Raman spectra were

recorded in a proper way to avoid photoluminescence effects (A=457.9nm).

Sn02 sintered at 430°C for 24h; Grinded; 8ath V

/(\,
.. " '<;

, 1/J..,�11.A. .

:. _í ,�-�, ,(crnrkI3 '

,

\. 4fcrn _,

\<------------ ----+-_/-',�

A. = 457.9 nm

•
25 500 1000 1500 2000 2500

Raman shift (crn')
3000 3500

Figure 45: Demonstration of the existence of photoluminescence bands in Sn02 (as a

consequence of the presence of Zr02). Raman bands remain fixed while changing the
excitation wavelength because they are relative to such energy. However,
photoluminescence bands are energy independent and hence shift by changing the

wavelength, as is indicated in this figure.

3.5. 1 Microstructure changes induced by grinding treatments

In order to investigate powders and sensors with different grain sizes but
obtained using identical calcination temperature, different grinding treatrnents have
been applied to the powders. The complete set of powders used for that purpose is
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presented in table X. A dark background and white Ietters in the same table indicate
that sensors have been fabricated using these powders.

The grinding of powders has been performed either before or after

calcination at lOOO°C. The reason for choosing this temperature was three-fold:

i) better stability of sensors fabricated with powders calcinated at

lOOO°C,
ii) better sensor response to N02 and low cross sensitivity to CO of

the pure Sn02 calcinated at lOOO°C, and

iii) the most important differences observed in figure 44 for this
calcination temperature.

In both types of grinding, powders were ground for 1, 2 or lIh. For

grinding after calcination a fourth point was added by grinding up to 20h. A
combined grinding for 2h before and after calcination has also been applied.

Table X: Set of samples for the detailed investigation of grinding.

3.5. 1. 1 Overview of the ínfluence of grinding

As shown in figure 46, the reduction of grain size after 2 or llh of grinding
of the calcinated oxide is of �6 or �9%, respectively. Moreover, it seems that

grinding of the calcinated oxide for much longer than llh will not be too much
efficient in reducing nanoparticle size, as a saturation seems to be reached. If the

hydrated oxide is ground for 2 or llh before calcination, the reduction in the [mal

grain size is of � 14% or �28%, respectively. It is observed again that grain size

stabilises after sorne period of grinding, not too much being gained for grindings
Ionger than llh. Moreover, from the point of view of grain size, it is observed that

grinding of the hydrated oxide is more effective than grinding of the oxide after
calcination. When grinding is performed for 2h both before and after calcination, a

reduction of nanoparticle size �25% is obtained. As a mixed grinding before and
after calcination produces lower grains sizes than the sum of them independently,
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this indicates that the effects of grinding on grain size also depends of the initial

sizes.
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Figure 46: Evolution of the grain size as a function of grinding time. Vertical bars

represent the size dispersion with respect to the mean value. Grain size was obtained by
TEM.

3.5.1.2 Orígín of partícle síze reductíon by gríndíng after calcínatíon

The comparison of the histograms of the grain size distributions of the

powder not ground (Go.o) and that ground for llh after calcination (Go,¡¡), presented
in figure 47, shows that grinding after calcination gives rise to a shift and spreading
of the size distribution to lower partic1e sizes. From the shape of the histogram of

the ground sample it seems c1ear that in this case the reduction of grain size due to

grinding occurs because of breaking of the larger grains. The histogram of powder
GO,20 also goes in the same direction. Detailed observation of the TEM images
(figure 48) shows that the larger grains present signals of impacts at their surface,
which results deteriorated, together with the appearance of very small grains as a

consequence of fracture. In general these very small nanopartic1es remain stuck to

the surface of the larger grains.
With the grinding treatment performed it is observed that only the larger

particles are appreciably affected by grinding after calcination. This explains why
partic1es calcinated at lower temperatures are not influenced by this treatment.

186



On the investigation of fundamental ...

a) b)
35 35

30 G(O,11)
30

25 25

20 20

15 15

10 10

5 5

o o
3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5

35 30

30 G(O,2) 25 G(2,O)

25
20

20

15
15

10 10

5 5

o o
3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5

35 35

30 30

25 25

20 20

15 15

10 10

5 5

3.5 4.0 4.5 5.0 5.5 6.0 6.5 3.5 4.0 4.5 5.0 5.5 6.0 6.5

size distribution Iln(D) size distribution Iln(D)

Figure 47: Nanoparticle size distributions extracted by TEM of the unground oxides and of the

oxides ground up to 11 h before or after calcination.

3.5.1.3 Origin of particfe size reduction by grínding befare calcination

The comparison of the histogram of the unground powder (Go,o) with the

powder ground for 11h before calcination (G¡¡,o), also presented in figure 47, shows

a narrowing of the histogram and a lowering of the average size in the case of the

ground powder. However, the unique difference between the unground and the

ground powder showed by the TEM images (figure 48) is a higher degree of

agglomeration in the case ofthe ground powder.
In order to understand the modification of the size distribution, the analysis

of the corresponding starting hydrated oxides was done. It was observed that no

important differences in initial nanoparticle size are found in the starting hydrated
oxide before and after grinding (previous to the calcination). However, from the

TEM images of figure 49 it is clear that this procedure affects mainly the

morphology of the hydrated oxide agglomerates. Similar modification of the

hydrated oxide has been previously reported in the case of the Al203-Zr02 system,
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although in that case it was obtained by modification of the AI-Zr alkoxides by
organic acids [81], and not by using grinding treatments. After grinding, the Sn02
agglomerates appear much more dense and with spherical shape. The higher
compactness of the hydrated oxide after grinding can arise because the poor strength
of the particles at the beginning and the 'low' effectiveness of the grinding process
for small particles. Moreover, the large quantity of water and hydroxyl groups in the

hydrated oxide can favour the agglomeration.
When calcinating, inhibition of grain growth is due to the compactness

obtained:

i) The compactness of the agglomerates hinders the evaporation of water

and hydroxyl groups and, as was observed in section 3.3, grain growth occurs

slowly until water and hydroxyl groups have not been released in a large extent.

This was interpreted in terms of the difficulty of the migrations of atoms from grain
to grain, in order to effectuate grain coalescence or any other type of mechanism for

grain growth.
ii) The compactness obtained makes the contour conditions around each

grain to change for the calcination process. While in an unground hydrated oxide

particle movement in an agglomerate or between agglomerates due to coalescence is

easy, in a ground hydrated oxide only the particles on the agglomerate are able to

merge. This makes both types of oxides to grow the same for low calcination

temperatures. If calcination temperature is higher (lOOO°C), the particles in a highly
compacted agglomerate have grown all that they can grow and, the coalescence
mechanism is delayed with respect to what should occur in a less compact
agglomerate. In fact, the effects of agglomeration on sintering have been extensively
reported in the literature [82-85], indicating that highly agglomerated precursors
inhibit the sinterability of the powder, thus hindering the formation of large grains.
The different intermediate size distribution of the particles would also affect further

grain growth [86-89].

3.5.2 Influence of grinding on the electrical characteristics of sensors

Two factors can influence sensor characteristics with the use of grinding.
One and the more evident is grain size reduction. The other, less evident, is the
modification of the surface of the particles. The influence of grinding procedures on

the characteristics of the base resistance and sensitivity to CO and N02 have been

analysed. For this, planar sensors with Pt electrodes from unground powder Go.o
(sensor A), from powder which has been ground after calcination for 2h GO,2 (sensor
B) and from powder which has been ground before and after calcination for 2h G22
(sensor C) were prepared and tested.

'
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Figure 48: TEM images of the unground powder calcined al lOOO°C (a), of the powder ground for llh
before calcination al lOOO°C (b), and ofthe powder ground for llh after calcination at lOOO°C (e). The
black arrow in (e) shows a very small particle sticked lo the surface of a larger one.
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Figure 49: TEM images of the hydrated oxides, before (a) and after (b) grinding. lt is clear the severe

influence of grinding on the agglomeration of the nanoparticles.

3.5.2.1 Influence of grinding on the sensor resistance

Figure 50a shows the resistance in air of the measured sensors. The

resulting strong dependence of the resistance in air on the grinding is striking. It

seems that by changing the grinding procedure a tailoring of the base resistance is

possible. Concretely, by means of the grinding procedures used in this work, a

variation of almost three orders of magnitude in the resistance value has been
obtained.

Such modification of resistance could result from changes in the grain size

and surface state density and energy distribution. However, the variation of grain
size (figure 46) can not explain the resistance variation observed. Accordingly with

part 3.4.1. 1 and equation 20, the total resistance of the sensor is deduced to be

inversely proportional to the grain size, d. It is then obvious that the grain size
variation due to the grinding process can not explain the resistance change. So, it
should be attributed to the grain boundary resistance modification (equations 21 and

22). If we take into account that the applied thermal treatrnent is the same for all the

sensors, we can assume that the intrinsic doping must be the same for all of them.

Therefore, the resistance values must be associated uniquely to the bending
potential,
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qVs/
R OC R'e lkT

gb o

(23)

and it is directly related to the surface state concentration, Nss> by considering an

ideal Schottky barrier (Chapter 1),
(24)

where Be" is the perrnitivity of Sn02, and nbu1k is the electron concentration in the
bulk of the grain.

Taking sensor A as reference, it is necessary to consider a band bending
variation at 2500e as about 114meV for sensor B and 270meV for sensor C. At this

point, it is worth to note that relatively small variations of the surface states density
(an increase in a factor of 1.5 for example) are enough to justify these band bending
variations and, hence, resistance changes of more than two orders of magnitude. As
is shown in figure 51, the position ofthe O(ls) peak versus the Sn(3d) deduced from
XPS measurements, using the Carbon peak position as reference, allows to see that
the grinding process shifts the peak position, pointing out the variation of the band

bending. The trend is in agreement with the aboye band bending values deduced
from the electrical measurements, although quantitative values are difficult to

extract.

Moreover, as can be observed in table X, the quantity of Zr introduced by
the grinding treatrnent can not account for the resistance variation observed, as do
not exist correlation between the degree of contamination and resistance.

3.5.2.2 Influence of grínding 017 sensor response

Likewise, the sensor signals are influenced also by grinding. Such as it is

shown in figure 50b, grinding of the precursor improves the sensitivity to N02,
whereas grinding after calcination reduces the sensitivity to eo. In the case of eo,
at the low range of sensor operation temperatures used in this work sensitivity is

quite low, such as can be expected for undoped materials.
It is worth noting that the sensitivity plots of sensors B and e to N02 are

parallel, whereas that of sensor A behaves different. So, from the point of view of

sensitivity, sensors B and e appear to be equivalent and, the sensing mechanisms to

which they respond seem to be the same. Sensor A is different from the other two,
and for this sensor the mechanisms to which it responds should not be exactIy the
same because the corresponding surface state distribution and density are probably
different, making the N02 absorption to take place in a different way.

When analysing sensitivity to eo, we find again a similar behaviour for
sensors B and e and different in the case of sensor A. Again, resistance and
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Figure 50: Resistance in air in (a) and sensor signal in (b) to 400ppm CO and 100ppb
NO, of the sensors fabricated using unground powders caJcined at 1000°C (A),
powders ground for 2h after calcination at 1000°C (8), and powders ground for 2h
before and after caJcination at 1000°C (C).
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sensitivity plots suggest that the surface state of the nanoparticles is more similar if
the material is ground after calcination (sensors B and C), than if the material is not

ground (sensor A).
According to these results, we can consider the hypothesis that sensors B

and e present similar energy distributions of surface states although different

density, whereas sensor A has different distribution and density. In this way, the

absorption of gas molecules is different in concentration and/or type for each one of
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Figure 51: Position of the O(1s) peak versus the Sn(3d) deduced frorn XPS
rneasurernents and referenced to the Carbon peak position. An indication of band

bending induced by grinding is inferred forrn shift of the peak positions.

these sensors, contributing to the different base resistances observed. It is plausible
to think that grinding enhances the formation of certain surface sites, mainly at the

bridging oxygen layer, which can locate negative adsorbed molecules. Moreover, it
could also modify the electron affinity of the dipole layer and the negative adsorbed

charge. The negative charge modification can contribute to increase the grain
boundary barrier height, which determines the resistance value. The surface sites
created would correspond to acceptor states. The observed enhancement of N02
sensitivity might be explained by the generation of acceptor states, which are below
the sites for oxygen adsorption and aboye the sites for N02 adsorption. Therefore, it
decreases the number of oxygen species adsorbed in relation to the adsorbed N02
species. As bending increases, surface Fermi level position is lower, near to Valence

Band maximum.
At these states, the interaction with CO molecules, in the low temperature

range, is more difficult without the help of the catalytic metal clusters. It is possible
to think that although the unground sensor presents also absorbed oxygen, the sites
are not the same and their fixation is weaker than for the ground sensors. The

reduction of sensitivity to CO after grinding can be explained again by a trapping of
electrons in the acceptor surface states generated by grinding, because in this way, a

more reduced number of adsorbed oxygen species needed for the CO reaction would
be available. As a consequence of this last characteristic we can expect a higher
reactivity with the CO molecules in the low temperature range, such as it is shown

in figure 50.
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So, grinding before and after calcination (G2,2) produces smaller grain sizes
than if the powder is only ground after calcination (Go,J, but it seems also to

produce a higher density of surface states than if the powder is ground only after
calcination. It should be observed that when the powders are ground before
calcination and annealed, during the calcination step a recovery of the produced
surface damage takes place, as could be deduced from the XPS results shown in

figure 51. If after the calcination, step the sample is ground again, its final
characteristics become influenced by the initial conditions (G2,2';t:GO,2)' A higher
density of surface states seems to be formed according to both resistance and XPS
data.

It can be surnmarised that grinding modifies the structural characteristics of
the material determining the processes involved in the sensing mechanisms. So,
grinding after calcination leads to establish in a controlled way the state of the
surface ofthe nanoparticles, i.e., somehow the conditions to compare sensors.
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3.6 CONCLUSIONS

In this Chapter we have analysed the fundamental properties of Sn02
nanoparticles obtained by sol-gel. The investigation has included analysis of the
calcination of as-obtained powders, the introduction by impregantion of low

quantities of the metal additives Pt and Pd, and the grinding of Sn02• The main
conclusions are:

XRD spectra and electron diffraction patterns of the different Sn02
powders indicate that their crystalline structure is cassiterite even for the as obtained

hydrated oxide. For low calcination temperatures, nanoparticles are characterised by
a quasi-spherical shape, a strong distortion of the crystalline structure and a high
degree of agglomeration. Likewise the FTIR spectra of these nanoparticles show
water content as well as hydroxyl absorption bands. Both, content of OH groups and
lattice distortion progressively disappear with the increase of calcination

temperature, having disappeared around 450°C. Nanoparticles calcinated at

temperatures higher that 450°C are of good crystalline quality, deagglomerated and
faceted. As a consequence of faceting a change in their surface states is also

expected. From the transition temperature at which changes occur very fast (430-
450°C), the strong grain size increase becomes determined by coalescence.

Through the analysis of nanoparticles ranging in size between 3-100 nm we

have been able to completely describe the Raman spectrum of nanometric Sn02• It

has been found that disorder and nanoparticle size have a strong influence on the
vibrational properties of this material, i.e., in the Raman as well as in the infrared

spectrum. By decreasing nanoparticle size the bands associated to the 'classical'
modes of Sn02 shift according to the phonon dispersion curves and broaden. Their

dependency with nanoparticle size has been shown to be quite well described by the

spatial correlation model, at least for particles larger than 8-1 Onm.
Associated to the decrease of grain size mainly two bands arise in the

spectrum. These bands arise from a surface layer composed of non-stoichiornetric

Snf), with different symmetries than Sn02, and the influence of surface hydroxyl
groups. The thickness of this layer has been calculated to be c.a. 1.lnm, i.e., more or

less 2-3 unit cells.
In the low-frequency region the Raman spectrum presents bands which

have been related to the spherical vibration of the nanopartic1es as a whole. Without

being completelly clarified if these vibration arise by considering displacement of
atoms or not at the particle surface, low-frequency Raman has been shown to be

very effective in giving the whole size distribution of very small nanoparticles.
Therefore, both the application of the spatial correlation model and Iow-frequency
Raman scattering can be applied to give a quite accurate estimation of nanoparticle
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size in a non-destructive way, for what we have given the necessary theoretical

background, and which could be used directly in sensors.

For application in gas sensing, it has to be considered that, although it has
been proposed that small crystals seem to be the best for improve the gas sensor

response, other effects such as those provided for the highest density of defects found
in the smallest crystals should been taken into account because of, for example, the
modifications that they could promote on the transport properties of the
semiconductor. Moreover, the presence of water ad hydroxyl groups will produce, in

the smaller nanoparticles, drifts in the sensor response and lower sensitivities than the

expected.

According to electrical and structural analysis it seems evident that noble
metals appear at the surface of the tin oxide particles. Moreover, it has been shown

that they do not appear as metallic but in their oxidised forms. The small quantity of

both metals introduced could initially support such idea. Apart that Pt and Pd can

also be in the interior of the grains, the surface analysis has shown that these metal
introduce levels near the valence band edge, which perfectly can account for the
resistance measurements of the sensors. On the set of experiments performed, the
role played in sensitivity should correspond to the electronic sensitisation
mechanism rather than to spill-over. Nevertheless, the presence of reducing gases
and the low loading performed, could change Pt and Pd to metallic forms due to the

low quantity of material introduced and, thus change the sensitivity mechanism.

However, more experiments not included in this work, are needed to evaluate that

problem.
By systematic variation of the sensor preparation we obtained that undoped

Sn02 calcinated at 1000°C shows a very good sensitivity to N02, with a low cross

sensitivity to CO, together with a high long term stability, as a consequence of its

well defmed structural characteristics. On the other hand, good sensitivity to CO is
obtained by introducing Pt or Pd and calcinating at 450°C.

The grinding of powders before or after calcination has been shown a tool
to control nanoparticle size and surface state. Although important changes were only
observed for particles calcinated at 1000°C, modifications of the grinding procedure
could allow grain size control for smaller partic1es. Particle size reduction due to

grinding after calcination occurs via breaking of the larger partic1es. On the other

hand, reduction of grain size when performing grinding before calcination results
from a change in the scenario of coalescence. In this last case, the influence of the
different surface state density could also play sorne role on the sintering process.

It has been shown that the grinding procedure of the precursor andlor of the
oxide has a strong effect on the resistance in air, thus allowing the tailoring of the
base resistance according to the application. Additionally, effects on the sensor

response have also been observed. In particular, grinding produces acceptor surface
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states and, as a consequence, it improves the cross sensitivity ofN02 with respect to

CO and, besides, it increases the resistance value of the sensor.

These results prove that a controlled modification of the sensing properties
of Sn02 nanoparticles is possible by an adequate control of the technological
process, and contribute to defme fundamental aspects of nanoparticle engineering
for gas sensor designo
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Chapter 4 is devoted to thin film gas sensors, especially to their stability.
The separation between the category of thin or thick film, in general, is made

straightforward by classifying the film according to its thickness. However, it is
sometimes preferred to classify thin and thick films according to the procedure of

fabrication, i.e., when no powder precursor is used we are dealing with thin films,
where the film is obtained directly through a deposition process. Therefore, sensors

fabricated using r.f sputtering, r.f reactive sputtering, r.f magnetron sputtering,
thermal evaporation, chernical vapor deposition (metal-organic, plasma-assisted, 000)'
electron gun evaporation, ion-beam assisted deposition, reothaxial growth and
thermal oxidation, o o o correspond to the thin film group, as these are techniques
usually related to thin film fabrication, In particular, the work presented in Chapter
4 is dedicated to Sn02 thin films fabricated by the Ion Beam Assisted Deposition of

Sn02 (IBAD), and the Rheotaxial Growth and Thermal Oxidation oftin (RGTO)o
Chapter 4 begins with a brief introduction about the origin of the use of

thin films for sensor fabricatíon. After introducing the main technologies of

fabrication, the results obtained for the IBAD and RGTO methods are presented. In

both methods the structural characterisation allows to detect possible sources for
sensor drift.

The IBAD method (section 402) gives rise to very densely packed layers,
which according to Chapter 1, should be categorised as field effect sensors rather
than conductometríc, In the case of RGTO, to which the more important part of the
work is devoted, it is worth to cornrnent that, although this is the name originally
given to the technique, after several manufacturers fabricated these films, other
names can be found in the literature. The most important characteristic of all of

these sensors is their highly porous surface morphology, corresponding to a high
surface area, and probably the most appropriate name should be 'highly porous thin

jilm gas sensors', as introduced in the title of the chapter. So, under this category
one should remind that sensors such as those fabricated for example by Motorola
and Microsens based on the thermal oxidation of tin or of non-stoichiometric SnO"
requiring further oxidation, should be included, and the conclusions of this chapter
should be extrapolated directly to these sensors as well,

After introducing the RGTO methodology, the rest of the chapter deals
about the characterisation of these types of films and the problems appearing as a

consequence of the method of fabrication, mainly the oxidation of tino In this way,
after the analysis of the deposition of tin in section 403, its oxidation to produce tin

dioxide films is investigated in detail in section 4.4 and the conclusions to obtain
stable films are used in section 405, when the multilayer RGTO method is presented
and studied.
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4.1 Introduction

4.1.1 Justiticetion of the use of thin film gas sensors

During years several reasons have given rise to the appearance of thin film

gas sensors. Among them one can include the improvement of the sensor sensitivity
[1-3], the decrease ofresponse time [4, 5], and the lower power consumption with

respect to other types of solid state gas sensors. However, probably the most

important and real reason to be highlighted is the technological impetus to utilise

silicon microfabrication techniques in sensor production to:

O Reduce device size
O Enhance production efficiency and cost reduction by fabricating a large
number of sensors on a single substrate
O Increase reproducibility in comparison with discrete devices
O Integrate multisensor gas-detection systems
O Integrate devices with signal processing capability
The last two points probably require additional explanations. As has been

cornmented in Chapter l, semiconductor gas sensors usually present high sensitivity,
but respond in a similar manner to several gases. This produces a serious problem of

selectivity when more than one gas is present in the ambient to analyse. In order to

improve selectivity and, at the same time, the sensing capability to different gases, a

large quantity of works have been focussed during the past few years to the use of

several sensors (an array of sensors) as an entire sensing unity and recently on their

integration on a le. For this, a great variety of options exist, which have to be
controlled by the adequate circuitry:

O Using sensors made of the same sensing material
· working at different temperatures [6, 7]
· impregnated with different catalytic materials [8]
· using sensing layers of different thickness
· using different electrode configuration or electrode material

composition
· using several types of catalytic filters [9, 10]

O Using sensors made with different materials [11, 12] or even different

types of sensors [8]
It is evident that this list is not closed at all, as it is relatively easy to think

in new combinations.

Moreover, sometimes, when the scientific research is not the only purpose
of the investigation, the data acquisition, signal-conditioning, processing functions,
output interfacing, and autocalibrating electronics should be accornmodated in the
same le. The integration of the sensor or of several sensors in one unique chip,
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together with the signal processing electronics, gives rise to the obtaining of the

broadly called smart sensors. Although the smart sensor concept is an attractive

idea, because the design of the microfabricated parts must be done in a monolithic

way, every detail of the sensor has to be designed at the same time. When one part
of the sensor design is changed, the complete set of masks and probably significant
parts of the process have to be changed. This implies an important cost that may
make sensor production not feasible when it is not produced in large scale.

Therefore, to be realistic and contrarily to what occurs with mechanical sensors

manufacture, it seems that the actual tendency in the case of chemical sensing is to

use hybrid technology rather than fabricate a complete microsystem [13], being
currently complete integration a matter of purely scientific interest.

4. 1.2 Low power consumption miniaturised gas sensors

The obtaining of miniaturised gas sensor elements with reduced power

consumption is directed actually by most R&D groups [14-22] to prepare the active

layers on silicon micromachined structures, such as the schematically presented in

figure 1. It has to be mentioned that, for example, with the classical Taguchi gas
sensor high power consumption (400-1100 mW) is needed only to heat the sintered
tin oxide. However, with the use of micromachined structures power consumption
can be as small as typically 100mW. Moreover, the low thermal inertia of these
sensors implies new possibilities of operation, because thermal response can be in

the order ofmicroseconds.

In low power consumption miniaturised gas sensors, or if preferred, low
thermal inertia gas sensors, to provide a thermally well-insulated, low heat capacity
support for the thin film, it is deposited on the top of a suspended dielectric

(cornmonly Si3N4, Si02, or SiNxOy) membrane", By using this scheme, it is possible
to reduce considerably power consumption, as less power dissipation is needed to

heat the structure under the sensing layer (the membrane), than the entire substrate.
Due to the short heating time of the membrane a rapidly pulsed mode of sensing is

possible.
Despite the advantages of these types of sensors, depending on the way of

how these sensors are made, sorne problerns have to be solved, mainly the thermal

budget which is applied to the entire wafer during each process. In this way, the

different processing steps of the wafer are constrained by the lowest maximum

temperature of tolerance of any other device or layer on the wafer. For example, if

t Widely used materials in silicon technology capable for being used as membrane material s are silicon,
silicon dioxide, silicon nitride, or oxinitrures. Silicon is usually excluded because has a significantly
higher thermal conductivity. Si3N. is more effective from the point of view of electrochemical etch stop,
but large stresses are generated. Thus, an intermediate solution is being adopted by using a mixed

compound between Si02 and Si3N., i.e., SiNxOy' In the same way, polysilicon is the only material used

commonly in le fabrication and, for this, highly doped polysilicon is used as heater material. Pt can al so

be used.
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Figure 1: Scheme of a Silicon micromachinned gas sensor structure.

the Sn02 layer is grown from the thermal oxidation of tin, a high-temperature
oxidation process is necessary, which could prevent the microsensor fabrication

from being compatible with general VLSI processes. Nevertheless, this problem can

be overcome by using sorne micromachining techniques, through which, it is

possible to create small structures on silicon wafers thermally isolated from the rest

of the wafer. In this way, the works, for example, of R.E. Cavicchi et al. [17], and

L.Y. Sheng et al [21, 22], show the use ofmicro-hotplates, fabricated using CMOS­

compatible processes, for temperature control during sputter deposition and

MOCVD deposition of Sn02 thin films. By their method, it is allowed only different

portions ofthe chip to be heated to high temperatures individually.
In this fabrication, one of the most critical decisions is if the sensing layer

is deposited (or grown) before or after the etching of the wafer from the backside to

form the membrane. Thus, to avoid the damage of the membrane, sorne people
propose depositing the Sn thin film and oxidise it just before the back-side of the
silicon substrate is removed [16]. In other cases [22], however, it is preferred the

depositing of the Sn02 layer at the end of the fabrication process to avoid any
chemical or physical damage to the gas-sensitive film. Nevertheless, in this last case

it would be difficult to obtain stoichiometric Sn02, unless a later thermal treatrnent

is applied.

4.1.3 Importance of the stability of gas sensors

Once the gas sensor parameters (sensor type, material, ... ) have been

selected, its combination with a pattem recognition algorithm is usually considered a

well suited tool for the identification and quantification of unknown chemicals in an

ambient where only a few of known compounds could be emitted, and this is true

for hybrid systems as well as for monolithically integrated sensors. As described in
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part 4.1.1 of this Chapter, and in Chapter 1, the gas sensor system can inc1ude one

or several semiconductor gas sensors whose sensitivity and selectivity are modified

by altering the operating temperature of fue individual sensors or by adding different

catalytic metals to the active material, between others. On the other hand, the signal
processing can involve sophisticated statistical techniques or artificial neural
networks [23]. However, in spite of the high degree of improvement of fue

algorithms used, the properties of each particular sensor may vary in different ways
as a function of time, making the predictions of the recognition algorithm wrong
and, thus, hindering the correct gas identification. According with R.E. Endres et al.

[24], short-term drift of fue sensor is correlated with a relaxation process in the
material after heating up, whereas fue long-term drift is correlated with the material

degradation after certain preageing periodo The time domains in which fuese drifts
occur are �O.1-30h for the former and > 100h for the last.

Quite recentIy, sorne works have been directed to the modellisation of the
drift of the sensor in order to introduce time dependent corrections in the sensor

response. It is shown, for example, in the work ofR.E. Endres at al [24], how sensor

rise time and the baseline drift appearing in the semiconductor gas sensors that they
analyse can be modellised with a double-exponential curve shape for each one.

These are introduced afterwards as an analytical preprocessing step in the artificial
neural network signal processing. However, despite the success of applying such
correction algorithms for the sensor instabilities, it is seriously doubted that these

procedures allow correcting sensor drift in most sensors without complete or at least
advanced knowledge of its origino Therefore, even though it is commonly accepted
that stability is associated to material properties, fuere exist few works related to the

relationship between fue structural characteristics of the material and short and long­
term drifts. Nevertheless, as stated aboye, it is extremely important not only to

increase the knowledge of material characteristics and stability, but also to establish
the conditions of fabrication of fue sensor, which will improve its stability for the

largest possible period of time and which will dirninish parameter dispersion. So, the

improvement of the sensor stability through material control is of fundamental

importance and for this reason a wide part of this Chapter is dedicated to this

purpose.

4. 1.4 Usual methods for Sn02 thin film gas sensor fabrication

Up to date, SnOz polycrystalline thin films are fabricated basically by
sputtering (inc1uding d.c. sputtering, r.f. sputtering, r.f. reactive sputtering and r.f.

magnetron sputtering), thermal decomposition or evaporation, electron beam

evaporation, different chemical vapor deposition methods (thermal CVD, plasma­
activated CVD, photon-activated CVD, ... ), and spray pyrolysis. All of the
commented methods can be categorized more generally under chemical or physical
deposition methods.
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4.1.4.1 Chemícal methods

Chemical methods are based upon the decomposition of a selected

precursor material to form the desired film. The two most important techniques into
this group are chemical vapor and spray deposition.

Vapour deposition consist in vaporise the precursor of the film material,
which is allowed to condense onto a substrate atom by atom. Chemical vapour

deposition is a simple and inexpensive process in terms of equipment cost, the

dopants can be introduced easily whenever desired, and the reactants, which are in

the vapor phase, are in highly pure formo A typical experimental set-up for CVD is

shown in figure 2. Basically it consists of a long resistance-heated furnace capable
of giving temperatures up to 1000°C and bubblers and tubes for carrying the
reactants into the reaction chamber. When dopants are required, more bubblers (one
for each reactant) are introduced, together with the corresponding flow controllers
for the carrier gas, which controls the partíal pressure of each source. By using
CVD, Sn02 is typically obtained from SnCI2'2H20, SnCl4'5H20, tetramethyltin
(TMT = Sn(C2Hs)4), and SnS04, between others. Dopants are introduced from the

corresponding chlorides (ex. SbCI2, and SbCIs to introduce Sb). In the case of photo­
chemical vapor deposition a usual precursor is tin(II) acetate Sn(CH3COO)2, the

process taking place under UV irradiation for example with a mercury lampo A

typical carrier gas is N2. Chemical baths usually are at 250-400°C. The vapor zone

temperature is usually in the range 700-1000°C.

-EXHAUST

wAT�R TRUl

Figure 2: Typical evo equipment. After [39].

The spray deposition method is partícularly attractive because of its

simplicity. It is fast, inexpensive and vacuurnless, and is suitable for mass

production. The spray deposition technique is basically a chemical deposition
technique in which fme droplets of the desired material solution are sprayed onto a

heated substrate. In essence, the process consists in two stages, i.e., droplet drying
and precursor decomposition. Depending if they take place before or after the
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droplet reaches the substrate, spray pyrolysis can be understood, respectively, as a

chemical vapour deposition, with gaseous species reaching out and reacting at the

surface, or as a hydrothermal growth, being the film surface eventually covered by a

thin liquid layer. What happens depends on the specific heat of the solution, the
amount of liquid reaching the film per time unit, and the substrate temperature.
Liquid spraying usually produces droplets of different sizes, which are subjected to

the action of gravitational forces, thermophoretic forces (which depend of the air
and aerosol thermal conductivities, the air viscosity, air density, and air-hot plate
thermal gradient) and Stokes forces (which depends of the droplet and air speed).
This makes spray pyrolysis a poor reproducible deposition process if strict control is
not applied.

Typical spray equipment is shown in figure 3. The atomiser, which is the

main part, consists in a nozzle mounted in a glass flask. Filtered compressed air is

used as the carrier gas and the flow is controlled by a flow meter. The fumace is an

electrically heated stainless steel cylinder, with an aperture a certain distance below
the upper surface for inserting a thermocouple. Spray pyrolysis is made usually by
spraying an alcoholic (ex. C2HsOH) solution of SnCl4·SHp onto a hot substrate in

an open air atrnosphere. In this case a poor conductive film is obatined and usually F

is added from NH4F (ex. C2H50H + NH4F) in order to obtain a more conductive
film. Other typical precursors for spray pyrolysis are tetra-n-butyltin (TBT) diluted

in ethanol, and di-n-butyltin acetate (DBTDA). The temperature of the substrate is

kept between 300 and 600°C. As the substrate is cooled during spraying, the

spraying is done intermitently in order to kept the substrate temperature as constant

as possible.

Figure 3: Spray pyrolysys equipment. After [59]

For CVD as well as for spray pyrolysis, chloride-based precursors give rise

to Sn02 films with electrical resistivites in the range 10-3-S .10-4 Qcm. On the

contrary, organometallic tin-based precursors yield films with low electrical

conductivity. Moreover, the film texture depends on the precursor used for

deposition, and precursors also influence the growth rate and the appearance of

certain preferential orientations.
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Physical methods include thermal evaporation, electron gun evaporation
and sputtering techniques.

For thermal evaporation Sn is used as

starting material. In this case the metal can be

evaporated by suspending it in the coil of a coiled
filament made of a material with high melting
temperature such as tungsten, which is heated to

the required temperature (figure 4a). To obtain

Sn02 oxygen is introduced in the evaporation
chamber in order to react with the Sn atoms and
form Sn02 (reactive thermal evaporation). The

disadvantages of this method are the possible
contarnination from the heater and the lirnited film
thickness due to the small quantity of Sn that can

be suspended in the filament. In order to allow for

higher charges other method consists in locate the
Sn in a crucible that is heated by d. induction

(figure 4b). In this case contamination is possible
from the crucible but higher deposition rates are

possible.
A typical electron beam evaporation

source is shown schematically in figure 4c. A

thermoionic filament supplies the electrons, which
are accelerated by an electric field to strike the

surface of the Sn or Sn02 charge to be evaporated.
In the case of Sn evaporation, oxygen is introduced in the chamber as for thermal

evaporation. To prevent impurities from the filament reaching the charge a magnetic
field bends the e-beam path, thus screening the impurities. In more general cases, it
is possible also to use multiple sources in the same chamber in order to form alloy
films. In this case it is possible to obtain high deposition rates (-0.5um/min)
depending on the source-to-substrate distance. The disadvantage of the process is
the generation of X-rays by the e-beam, which can penetrate the surface layers of
the devices, causing damage such as the creation of oxide-trapped charges, which

rnight change the device characteristics.
The most important form of obtaining Sn02 by physical deposition

methods is sputtering. Sputtering is usually done from a target of Sn or Sn02 of at

least 99.99% purity and deposition rates on the order of -1 um/min can be obtained,
depending also on the source-to-substrate distance. The process involves the
acceleration of ions, usually Ar", created for example by a plasma discharge r.f.

generator, through a potential gradient and, the bombardment by these ions of a

4.1.4.2 Physical methods
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Figure 4: a) Thermal evaporation.
b) Thermal evaporation in a
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e) Electron beam evaporation.



Improvement of the stability of highly porous SnOihin film gas sensors

target or cathode. Through momentum transfer, atoms near the surface of the target
material become volatile and are transported as a vapour to the substrate, where the
film grows by deposition. The target can be mounted face down in the top plate of
the sputtering chamber, as well as face up in the bottom part of the chamber, and is

usually cooled during sputtering. To ensure uniform thickness of the film, the
substrates are placed in a rotary arm of the system or distributed in a planetary
system, approximately 5-10cm away from the target. To avoid possible
contamination, the substrates are covered before the start of the deposition by a

shutter and the target is cleaned by a pre-sputtering process. Therefore, the only
possible source of contamination can be oil ofthe vacuum pumps.

When the target is an isolating or semi-isolating material, the bombardment
with ions produces the charging of the target and of the deposited film. This makes

necessary the use of rj sputtering. The complete scheme is constituted by the

generator, the cathode, the plasma, the anode, and the conduction threads to the

generator. If at the surface of the cathode there is an isolating material (the material
to be deposited), a capacitor is formed, through which dc current can not flow.

However, this is avoided when a rf current is applied, because there is the electrical

continuity needed to do the sputtering. Unfortunately the rf sputtering system is
much more complex than the de sputtering system because impedances have to be
matched. Nevertheless, more uniform films and higher deposition rates can be

obtained.
In reactive sputtering a certain percentage of the sputtering ions are not

inert in order to react with the sputtered material (a chemical reaction is produced).
This is the case for example of the sputtering of Sn with a mixture of argon and

oxygen ions in order to obtain Sn02.
Sometimes a conical magnetron is used for sputter deposition. In this case,

electrons originating at the cathode are confrned by the fields from the permanent
magnets and are collected by the anode. A large fraction of the sputtered material

(neutral atoms) from the target cathode is ejected forward and deposited on a

substrate that need not be an electrode of the system. With the magnetron sputtering
a plasma is created near the target in such a way that the sputtered material (ions) is

more confined that with normal sputtering. The magnetron operates at voltages an

order of magnitude below the e-beam source voltage and thus generates less

penetrating radiation.

To finalise this section, table I shows a surnmary of most of the papers

concerning the fabrication of Sn02 polycrystalline thin films during the last years,

being a crude representation of the percentage of use of each technique. When it was

available from the reference, the precursor material to obtain the film is presented,
as well as the gases detected in each case. Sorne of the referred papers are included
because they contain interesting information not about the application to gas

sensing, but about the structural characterisation of the material. It can be seen that
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most Sn02 thin films are fabricated by any type of sputtering (as corresponds to the

best purity of the obtained material), followed by CVD methods and spray
pyrolysis, which are used in a similar proportion. It is important to remark the

importance that during the past few years has acquired the RGTO method.

4.1.5 Today's modifications for improvement ofthin films

Chernical methods usually give rise to a contaminated layer (p.e., a typical
contaminant is el as chlorides are used as precursor materials for the reactions).
Therefore, although more infrastructures are needed for physical deposition methods

(vacuum pumps, r.f. generators, ...), these are more widely used because of the

higher purity of the resulting Sn02• However, it is well known that the sputtering of

Sn or Sn02, as well as the thermal evaporation of Sn or the electron beam

evaporation of Sn02 produce non-stoichiometric thin filrns, the obtained material

being tin rich. This yields to instability problems such as drifts in the sensor

response and sensor degradation. As a consequence some attempts to improve these

techniques have emerged. Basically these include the Ion Beam Assisted Deposition
(IBAD) and the Reothaxial Growth and Thermal Oxidation (RGTO) techniques.
The description of the IBAD and RGTO techniques is the aim of the next sections of
this Chapter.
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Technique .: .:
: Doping/Catalyst Gas m.easured Reference

Chemical vapor Origin
deposition

(MOCVD, DBTD Pt Oxygen [251
PECVD, ... ) SnCl, Cu, Pt, Sb CO [26]

Sn(CH,COO), Pd CO [27]
DBTD CO, CH. [28]
DBTD CH. [291, [30]
DBTD ethanol [132], [311
SnCI, Sb,Pd NOy [321
TMT Pd HS,SO, [331

CO, iso-C.H,n, ethanol, H, [34]
SnC14 Sb, Ga CO, CH. [35]
SnCI4 [36]
SnC14, SnCl, [371
SnCl, H, [38]
seci, [39]
SnC14 Sb [40]
SnCl, [83]
TMT [411
Sn(CH,COO), r421
DBTDA H" CH., C,H5OH, [43]
Sn(OtBu). CO [44]
Sn(C,H')4 H, [45]
TMT [46]

Table 1: Review ofthe literature on the most usual preparation techniques for thin films. (CVD)

215



Chapter4

Techniaue , Doninz/Catalvst Gas'rneasured <¡ Reference

I Sf!_raY_l!.y_roly_sis I Origin
SnCI. CO, ethanol [471
SnSO. Pd ethanol [471
DBTD Pd CO, ethanol [481
SnCI. Sb ethanol [1311
SnCL CuO H,S [491

SnCI. Zr, Pd PH, [SOl
SnCI. In C,H,OH [SIl
SnCI. H, [381
SnCI. [S21
SnCL [831
SnCL [S31
TBT [S41

[Sn(C4H')2](CH3 [SS]
COO),
SnCI. [S61
SnCL [S71
SnCL F [S81
s-ci, F [S91
SnSO. CO,C,H,OH [601
SnCI" SnCI. CuO C,H,OH,CO [611
SnCI. F,Ag H, [621

CuO,NiO C H,OH, CO, H,S, CH. [631
SnCL Pt CO [641
DBTDA Pd CO, C,H,OH, CH. [6S1
SnCI. Mn,O, N"H, [661

Table I (cont.) (Spray pyrolysis)
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- " " :> ,

J?opil1g1qta,Jyst Gas measured Reference
l'" 1;U < • ,

-

Target
(r.f. sputtering, Sn Pd H, f671
r.f. magnetron Sn Sb, Cu, Pt CO f681, f691
sputtering, and Sn CO f701
r.f. reactive Sn ethanol [711
sputtering) Sn In NO, f721

Sn NO, [731
Sn In NO. [741
Sn NO"CO [751
Sn NO. f761
Sn ca, CH , ethanol f771
Sn Pt, Pd CO,H, [781
Sn Oxygen [791
Sn ether [801
Sn ca, H" NO" NH, [41
Sn ca, ethanol [811
Sn [821,[831
Sn F, Sb, Mo f841
Sn Cu, Pt CI"CO,H, f851
Sn Cu, Ni, Pd, Pt N" H,S, 0" N, f861

SnO, Pd,Ga H, ethanol [871
SnO, Sb,Au H, [881
SnO, Pd,Ag H"H,S [891
SnO, H, [901
SnO, Li Oxygen, alcohols f911
SnO, NO. f921

SnO, Pt, Pd CO f931

SnO, Pt,Al ca, NO, [941
SnO, Pt, Pd CO [951
SnO, Pt CO [961
SnO, Pt ca, ca, [971
SnO, Pt, Ca CO,CO" NH, [981
SnO, CO [991
SnO, Pt, In CO,NO. [1001
SnO, Pd ca, ethanol, H,S, SO, non

SnO, SiO, CH. fl021

SnO, Al NO. [1031, [1041
SnO, In,O"In,Bi H"NO. [1051
SnO, In, V NO. [1061
SnO, Pt, In NO. fl071
SnO H,S, H" C,H,OH fl081
SnO,:Pd CH SH fl091
SnO, Pd CH,SH flI01
SnO Al,O" Fe,O, HF n i n

SnO, CO [1121
SnO, 0" H" H,S, NO [1131
SnO, Pd CH.,H, [1141
SnO, CO,H, [1151

Table 1 (cont.) (Sputtenng)
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SnO phenvlarsine n161,f1171
SnO n 181,n 191
BaSnO, CO, NOx f1201, fl211

H"CO fl221
Pd H, f1231

CO fl241
AsH"PH, fl251

SnO ZnO C,H,OH n261
SnO, N02,NO,03 fl271
SnO, NO"CO f1281

Ag, Au, Pd, Pt fl291
Table 1 (cont.) (Sputtering)

Technique .. Dopíng/catalyst Gas rneasured ' . Reference

Thermal

evaporation/decomposition
Pd, Pt, Au, Bi203 H2 [130]
Sb,O" Cr,O,

ethanol f1311, fl321
CCI. fl331

fl341
ethanol, H" CO f1351
C.H., H2S f1361

f1371
f1381

Pd CO f1391
Table 1 (cont.) (Thermal evaporation/decomposition)

Technique Doping/catalyst Gas measured ", Reference

I Electron fJ.un eva[!_oration o[_SIIO¡ I
Pd H"CO fl401
Pt CO f14l1
Pt CO f1421

f1431
CO, ethanol f1441
H"NH fl451

f1461
Table 1 (cont.) (Electron gun evaporation)
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Technioue , ,; Doping/Catalyst Gas measured Reference

lIBAD I Target
Sn f1471
Sn fl481
Sn f1491
Sn Ag, Pd, Pt H, f1501

Table 1 (cont.) (Ion beam assisted deposition)

Technioue '. .... ir H. .; Doning/Catalyst Gas measured '.' Reference

Rheotaxlal growth alld thermal Pd H" NOx [105]
oxidation

Pd H, f421
H, fl511

Bi,O, H"CO, NOv f1521
Bi,O, H" ca, NOv, CH f1531
Cd H" ca, butane, NOv fl541
Bi H" ca, NOv, CH f1551
Pt CO,H,S fl561

Pt, Pd, Ag co [1571
Fe CO [1581, [1591
Pd ca, H" C,H" ¡-C.H,n fl601

ethanol f1611
Cd NOv f1621, fl631
Pd H"CO [1401
Pd H" ca, C,H,OH, CH. [1641
Cd NO" fl651

N"O"CO fl661
fl671
f1681

H, f1691
CO,NO,NO, fl91

Au,In CO,NO, fl701
Al,Pt,Au ca, NO, 0" CH., NO, f1711

Table I (cont.) (RGTO)
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4.2 The deposition assisted with ions: The ¡BAD technique

In recent years, it has become c1ear that low-energy ion beams play an

important role in influencing the processing of semiconductor thin films, thereby
providing additional mechanism of control. It is evident that since ions of sufficient

energy striking a film physically displace atoms, film microstructure is directly
affected. So, low and high-energy ion beams are used to sputter surfaces, c1ean and
etch them, enhance dopant incorporation, modify strain, and change the growth
modes of the films (changing morphology and increasing densification and

compactness). Moreover, low-energy ion beams can be used to reduce thin-film

deposition temperatures, suppressing dopant diffusion and preventing segregation.
When depositing thin films at low temperatures, usually only amorphous material

forms. Increasing either the energy or the flux of the ion beam facilitates

crystallisation ofthe amorphous material [172] by local heating. Nevertheless, when

the energy of the ion beam exceeds a certain limit, etching by the ion beam can

occur, sputtering exceeding the deposition rate. The same is applied when

depositing non-elemental materials, in which case the additional bombardment by
the ion-assisting beam generally causes preferential sputtering of one of the species
so that the resultant composition of deposited material can change [173].

IBAD (or IAD) is a physical vapor deposition (PVD) method through thin
films are deposited by electron gun evaporation, thermal evaporation or sputtering,
assisted with an ion beam bombarding the growing film. So, accelerated ions and

evaporated atoms arrive simultaneously at the surface of the substrate. In general
Ar+ or Ne+ ions are used. Nevertheless, the adhesion of films produced with oxygen
IBAD results improved as a consequence of promotion of electronic processes and
reactions on the bombarded surface [174]. In addition in the case of oxide

deposition, oxygen ions lead to a better stoichiometry.
A typical IBAD equipment consists of a low-energy ion source, a

deposition unit, and a target holder within a vacuum chamber. The equipment used
to deposit the Sn02 thin films structurally characterised in this work is schematically
shown in figure 5. It consists in an electron-beam evaporation source, where the

target material is Sn02, a Kaufman source for the oxygen ion beam, and the rotary
arm for the substrates. The deposition rate of tin oxide was monitored with a quartz
crystal thickness monitor. With this system the Sn02 thin films were deposited on

individual chips. In sorne cases, the complete process involves a second step of

annealing in order to obtain a fully oxidised Sn02 film.
In what follows sorne of the depositing pararneters will be considered for

optimisation. Concretely we will deal with:
O Deposition rate

O Substrate temperature
O Annealing ternperature
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The addition of noble metal catalysts was also analysed.
It can be seen that from the point of view of the IBAD process only the

deposition rate is a fundamental parameter. In general, the parameters to optirnise
are the ion beam energy (low-energy beams reduce the sensing layer damage, while

high-energy ion beams promote mixing and adhesion), the ion beam flux, and the

oxygen partial pressure. The substrate temperature is not usually analysed, as IAD is

usually performed at low temperature, since the activation of the substrates is
achieved by the ion beam .
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Figure 5: IBAD equiprnent.

4.2. 1 Descríptíon of the substrates

Silicon substrates (380¡.tm thick) as well as thin films were prepared by
SAGEM. Silicon was chosen because in these moments there is a great interest for

such material, as was outlined in the introduction of this Chapter. Other reasons

inc1ude the industrial facilities already existent at the SAGEM laboratory.
As corresponds to a thin film gas sensor, the substrate had to comprise the

detection electrodes and the heater element, together with their corresponding
contacts. All the electrical bondings were defined on a single side of the chip to

facilitate all the further bonding operations. However sorne films were prepared also
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without the heater, or without any of these two elements to facilitate the structural
characterisation.

Electrical insulations were obtained by Si02 layers between the substrate,
the heater level, and the detection electrodes level. These Si02 layers were intended
also to avoid any diffusion between the chip and the sensitive film. Nevertheless, to

reinforce the effectiveness of this layer, in sorne cases an additional Si3N4 layer on

top ofthe thermally grown Si02 was added.
The heater consisted of a Pt resistor deposited by sputtering on an adhesion

layer of TiW, and pattemed by ion etching. To ensure the thermal uniformity on the
maximum area, the filament width is large (250flm), the gap thin (Süum) and a

larger area is designed in the comers. The thickness of Ovl Sum allows a resistance

of 100 Ohms. The structure heating and the temperature control are obtained by a 4-

point scheme. The detection e1ectrodes consisted of a TiWlPt layer of O.lfl
deposited by sputtering. Different kinds of detection electrodes were designed. Type
A corresponds to 4-point electrodes arrangement, and types B, e, and D to

interdigitated electrodes with a frnger width of 50flm and gap dimensions between
the frngers of 50, 100, and 200flm respectively. The description of the heater and the

different configuration of the detection electrodes is presented in figure 6. For
further details on the masks used, sizes, and procedures of deposition the reader is

referred to reference [175].

Figure 6: Heater structure (top) and different configuration ofthe electrodes (bottom).

The nomenc1ature and characteristics of the substrates used for Sn02 IAD
are presented in table Il,
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IBAD

NOTATION Substrate Electrodes Heater Dimension Substrate Substrate
Cleaning heating

Be Si/SiO/electro Ves No 4.9x4.9 mm' No No
de

F Si/SiO No No 9.9x9.9 mm' No No

FH Si/SiO, No No 9.9x9.9 mm' No Ves
A Si/SiO,/Si3N. Ves Ves 4.9x4.9mm' No Ves

(4 points)
B Si/SiO/Si3N4 Ves Ves 4.9x4.9 mm' No Ves

(comb 50/50)
C Si/SiO/Si3N4 Ves Ves 4.9x4.9 mm' No Ves

(comb 501200)
D Si/SiO/Si3N4 Ves Ves 4.9x4.9 mm' No Ves

(comb 501100)

Table II: Characteristics of the substrates used for SnO, IBAD.

4.2.2 Influence of the deposition rate and final annealing on the film
characteristics

According to [175], for deposition rates below 0.4 Á1s sputtering exceeds

deposition. Thus, the investigation was only performed for values of deposition rate

ranging from 0.8 to 1.9 Á/s. Substrate temperature (35°C), pressure (1.5·1Q-4mbar),
beam voltage (400V) and current density (1.41mA/cm2) were fixed. The growing
conditions are presented in table III. The substrates were type Be and F for this part
of the analysis, but on1y samples on F substrates were structurally characterized for

simplicity.
The [mal annealing step was done in synthetic air (20% O2 - 80% N2)

because of the more aggressive conditions observed under annealing in O2
atrnosphere only [176]. The temperature used for thermal treatrnents was 500°C for

periods of 10 and 18h. The nomenclature of the samples investigated is presented in

table IV.

IBAD

Dep. n? Substrate Pressure Rate Beam Current density Thickness

temperature voltage
4 35°C 1.5· 10-4 mbar 0.8Á 400 V 1.41 mAlcm' 125nm

5 35°C 1.5·1O-4mbar 1.0 Á 400 V 1.41 mA/cm' 125nm

6 35°C 1.5·1 0-4 mbar 1.3 Á 400V 1.41 mAlcm' 125 nm

7 35°C 1.5·10-4 mbar 1.9 Á 400 V 1.41 mA/cm' 125nm

Table IIl: Conditions for growing of SnO,. The varying parameter is the deposition rateo
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IBAD

Kind of chip Denosition n° Annealinz (svnthetíc air)

4
5 O

OBe 6 1 (500°C-IOh)
F 7 2 (500°C-18h)

O (no SnO,)

Table IV: Nomenclature of the first group of samples.

4.2.2.1 Characterístícs ofthe as-obtained fi/ms

Figure 7 shows cross-section TEM images of samples F40, F50, F60, and
F70. The SADP of sample F40 is presented in figure 8. Images of figure 7 reveal the
existence of an amorphous region at the Si02-Sn02 interface (the growing surface),
which thickness increases with the increase of the deposition rate (table V). In

sample F70, which is completely amorphous, two different regions (with a different

contrast) are distinguished with a detailed inspection. It is observed that the

thickness of the amorphous layer follows a linear dependence with the deposition
rateo Such dependence suggests the existence of a period for which the ion flux is

not enough to induce crystalline material and which depends on the deposition rateo

It is as if:

i) the ion beam is not able to prepare the Si02 surface for proper
adhesion, and
the oxygen ion beam induces a strong disorder on the deposited
Sn02 material.

A possible solution could be the increase either of the oxygen ion flux or of
its energy during the first minutes of deposition [172]. However, increase of the

energy ofthe ion beam could cause also a higher damage at the Si02 surface.

ii)

Samnle Depositíon rate Thickness Time
F40 0.8 Á/s 18 nm± 7 nm 3.75 mino
F50 1.0 Áls 27 nm± 12 nm 4.5min.
F60 1.3 Áls 41 nm±22nm 5.25 mino
F70 1.9 Áls 71 nm±54nm 6.22 mino

Table V: Thickness of the amorphous region observed in the
interface SiO,-SnO,. The time needed to form such amorphous region
according to the deposition rate is presented in the last column.

224



Improvement of the stability of highly porous Sn02thin film gas sensors

a) F40 b) F50

Figure 7: Cross-seetion TEM images ofsamples deposited at a deposition rate ofO.8Á/s (a), 1.0 Á/s
(b), 1.3 Á/s (e), and 1.9 Áls (d), The amorphous region and its thiekness is indieated with a white

line. Other features such as the stratified growth are also marked. Note that sample F70 is

eompletely arnorphous. Nevertheless, two regions of different contrast ean be observed.

The crystalline regions of the film present always the cassiterite phase of

Sn02 as it is deduced from the spacing of the rings appearing in the SADP of figure
8. From the transmitted beam in the centre of the image, the observed rings
correspond to the [110], [101], [200] and [211] reflections. These crystalline regions
of each sample are also characterised by a stratified growth (see figure 7). It is

difficult to observe in sample F40 but very clear in samples F50 and F60. In these

two last cases, the periodicity is 12 and 14nm respectively. Calculating the thickness

of the "layers" and taking into account the deposition rate, it could be possible that

the origin was the rotation of the substrate during growth at -0.5rev/min. Other
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origin could be a pulsed mode of operation
of the ion beam. However, none of these

hypotheses has been confirmed and, the no

appearance of stratified growth in sample
F70 makes difficult these hypotheses.
Therefore, it is possible that the origin of
the stratification be a problem of low

mobility on the growing surface due to the

low temperature of deposition rather than
a technological problem.

Composition inhomogeneities
have been also observed in the crystalline
regions of the Sn02 films. They are

observed in the cross-section images of

samples F40, F50 and F60, as well as in

the planar view. These can correspond to

gaps of material (voids), or to regions rich

in oxygen (due to their lower absorption).
The first option is the more probable, as

there is no reason to obtain oxygen rich

regions, because if these would exist,
probably oxygen would react with Sn or

would evaporate.
In sorne regions, these samples are also characterised by what seems a

columnar growth. Indeed, the SADP of these samples show indications of

preferential orientation, which has been confirmed by XRD to be in the [10 1]
direction [175]. If the film tends to contain voids or gaps at grain boundaries,
sideways creep can result and close these spaces. Since the phenomenon depends on

the orientation of the planes with respect to the direction of stress existing in the

film, sorne grains will be affected more than others resulting in texturing [177].
Texturing could also be promoted by the angle of incidence of the oxygen ions

thorough a mechanism of preferential sputtering in sorne directions [178].
Nanoparticle size is very difficult to estimate due to the compactness of the

film. Nevertheless it is very small, its maximum value limited approximately as 6-

7nm, except when an amorphous film is obtained.

""""_200
""""_101
........_11.0

Figure 8: TED pattem of sample F40.

Rings indicate that the layer is

polycristalline. However, sorne zones of
the ring are more intense, which indicates

preferential orientation.

4.2.2.2 Characteristics ofthe films arter annealing

After the thermal treatrnent at 500°C for 10h the amorphous region as well
as the stratified growth disappear (figure 9a). A densification of the film is also
observed. The amorphous region appears now as a highly defective area (figure 9b),
very large planar defects being the most observed. The disappearance of the
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stratification and of the amorphous region under heating suggests their origin due to

a diffusion problem. Preferential orientation remains after annealing. This could be

explained by the preferential orientation existing prior to annealing and by the

disappearance of voids according to the mechanism commented aboye.

Figure 9: Cross-section TEM irnages of the sorne of the annealed sarnples (F41 in (a), and F72 in

(b). Disappearance ofthe arnorphous regions is evident. Instead highly defective regions are found.

The more clear case of crystallisation is obtained with sample F70. In

addition, as a result of crystallisation an increase of surface roughness is also
observed. In the as obtained sample the RMS value for surface roughness is -2.2Á
and the maxirnum roughness -1.2nm, while the RMS and maxirnum values after

18h of annealing at 500°C are 7.9Á and 5.5nm respectively. As it is clear from the

Atomic Force Microscopy (AFM) irnages of figure 10, material diffusion causes,

together with the crystallisation, surface roughness to increase. For the other

deposition rates surface roughness is not affected by annealing (the RMS value is

maintained at -2.5nm and the maxirnum value at -12-14nm).
As should occur, the thermally treated samples present a larger grain size.

However, the increase of grain size with respect the unannealed samples is not

uniformo Concretely after 18h of annealing, the grain size near the Si02 can reach

values near 40nm, while is below 15nm on the Sn02 layer surface. This behaviour
has been previously reported in other Sn02 thin films and ascribed to limited
diffusion ot the interface [176]. Thus, according to that work, a good behaviour of

the Si02 as stopping layer is inferred. As a consequence, the annealed fihns result

inhomogeneous in depth.
In any case the high compactness of films after annealing make these

sensors to present lower sensitivities than the obtained by other techniques.
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Figure 10: AFM images ofsamples F50 in (a), F52 in (b), F70 in (e), and F72 in (d).

4.2.3 Optimisation by substrate heating during deposition

In order to improve the quality of the Sn02 thin films the heating of the
substrate during deposition has been included as a process parameter. The group of

samples analysed is presented in table VI. Because deposition rates higher than 1.3

A/s resulted in too much amorphous material, for this analysis only the samples
corresponding to deposition rates of 0.8 and 1.0A/s were investigated.

ffiAD

Kind of chip Deposition n° Annealing(svnthetic air)

FH 4 O
5 1 (500°C-18h)

2 (500°C-30h)
Table VI: Characteristics ofthe IBAD samples.
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The comparison of the cross-section images of samples F50 and FH50
presented in figure 11 shows how the heating of the substrate benefices the quality
of the Sn02 film. On one hand, temperature increases material diffusion (oxygen),
thus avoiding the formation of the amorphous layer at the Si02-Sn02 interface. At
the same time it hinders the appearance of a stratified growth. On the other hand, the
absence of the amorphous region implies that this region not has to crystallise after
further annealing, thus preventing the formation of planar defects, which surely
would affect the sensing properties of the sensor.

In any case, after thermal annealing for 18h at 500°C grain size results
increased but lower than 25nm and the stabilisation of the film is evident.

Figure 11: Comparison of a Sn02 film deposited without heating of the substrate (a) and with
simultaneous heating of the substrate (b).

4.2.4 Introductíon of noble metals as catalysts

In order to analyse how catalysts are distributed on the Sn02 surface Pt and
Pd were deposited by sputtering on sensors oftype A, B, e and D (see table VII).

IBAD

Kind of chip Deposition n? Doping Annealing (synthetíc air)

A O (undoped) u (no anneal.)
B 5 x (Platinum) 1 (500°C-18h)
C y (Palladium)
O

Table VII: Characteristics of the deposited samples.

From figures 12 and 13, it can be observed that Pt and Pd are deposited on

the top of the Sn02 film in a different manner. While Pt forms connected clusters
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(thin polycrystalline layer), Pd forms disconnected c1usters of approximately l4nm

x lOnm (see detail in figure 13), probably due to the different mobility ofPt and Pd
atoms at the Sn02 surface.

After a thermal treatment for 18h at 500°C, a stabilisation of the Sn02 film

occurs, together with the increase of grain size (from c.a. 7-8nm to 10-11nm).
However, HREM images of the layer are not capable of showing any evidence of
noble metal diffusion. This result is confrrmed by XPS profiles [183] which show
that noble metal diffusion inside the film occurred only marginally, independent1y
of is the film was annealed or not.
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Figure 12: Cross-section TEM images ofpure and 'doped' samples. Average grain size ofthe SnO,
nanoparticles, is indicated in the bottom of each figure. In figures e) and f) they are also marked the
different parts forming the sensor and their thickness.
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Figure 13: HREM images of sensors BX and CY. Pt distributes on the
surface of Sn02 forming a quasi-continuous film. Pd forms
disconnected grains of average size approximately 14nm x 10nm.
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4.3 The improvement of the sputtering technique: The RGTO
technique

It has been previously cornmented that although the sputtering technique
seems to generate the most interesting perspectives for massive industrial production
using thin film procedures, the sputtering from a target of Sn02 produces generally a

non-stoichiometric Snf), oxide, being needed an additional step to reach the correct

stoiquiometry. The idea of the Reothaxial Growth and Thermal Oxidation (RGTO)
technique is to include this unavoidable oxidation step into the process. Thus,
RGTO is a more simple procedure based on the deposition of the metal direct1y
from its metallic target and subsequent1y thermally oxidize it. In this way, apart of
the growing of Sn02 thin films, the RGTO method has been successfully applied for

example to grow Bi203 [153], SJl,¡Fe1_xOy [159], Gap3' InP3' and Al203 [164], and
in principle the RGTO technique can be applied to the growth of oxides of all metals
that do not evaporate aboye the melting point and that tend to form stable oxides by
means of a thermal oxidation cycle.

The original method, developed at the Brescia University consists in:

1) The reothaxial growth: The sputter-deposition of a metal that does not

sublimate, on top of an insulating substrate, maintained at a

temperature aboye the melting point ofthe metal (232°C for tin).

2) The thermal oxidation: The annealing of the sample under an oxygen

atrnosphere, synthetic air, or in normal air, at temperatures high
enough to form the metal oxide. For the oxidation of tin, temperatures
aboye 500°C are the most suitable in order to allow the oxygen
diffusion into the metallic tin layer in an acceptable range of time

[167]. However the technology for sensor fabrication hinders the use

of temperatures higher than 650-700°C, which cause mainly problems
of material diffusion inside the sensor structure.

Variants of the method consist in depositing the Sn in an oxidant

atrnosphere, maintaining the substrate at low temperature [179, 180] or performing a

heating of the substrate during deposition [157, 181]. The original RGTO method,
as well as the two modifications give rise to a very similar highly porous structure.

Catalytic metals can be introduced to enhance sensitivity and selectivity
[182] after the metal oxidation through the thermal evaporation or sputter
evaporation of small amounts of noble metal onto the RGTO metal-oxide film.

In the following a detailed description of the formation of Sn02 RGTO
films is given. Special emphasis will be done to the oxidation step and the influence
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of an incomplete oxidation on the stability of the sensor and its evolution as source

of drift of the sensor response.

4.3.1 General characteristics ofthe growth of Sn02 RGTO films

4.3.1.1 Substrates useti for RGTO growth

For the fundamental investigation of the RGTO method most of the films

were prepared onto Si/Si02 and Al203 substrates neither with heater nor contact

electrodes. So, sorne of the tin layers were deposited onto Sxómrrr' or l Ox l Omrrr' Si

substrates, which were previously thermally oxidised in order to form a thin isolating
Si02 layer. The rest were deposited onto

3x3mm20r 10x10mm2 Al203 substrates.

Whenever explicit1y be not said,
when electrical tests were planned on real

sensors, the deposition was performed onto

3x3mm2 Al203 substrates developed at the
Brescia University. In these substrates, the

heating element was deposited on the
backside of the substrate. It consisted in a Pt

layer with meander shape and a thickness of

1 mm, deposited by sputtering onto an area

of 2.lx2.4mm2 with the substrate held at

300°C. On the substrate front side a gold
layer with a thickness of 2.8mm was

deposited onto a Tio¡Wo9 layer used as

bonding pad. Finally, Pt comb-like

(interdigitated) electrodes were deposited by
sputtering. The electrical contacts were

realized by bonding gold ribbons onto the

bonding pads by a parallel gap welder. The

resulting sensor was fmally mounted on a

T08 socket with dimensions
12.75x12.75x16mm3• Figure 14 shows the
front and back sides of the sensor structure.

In table VIII the power consumption of this
substrate to reach the sensor operating
temperature is presented [183].

Figure 14: Heater (top) and interdigitated
electrodes (bottom) in RGTO sensors.
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520 250

. Power (mW) . Temnerature caC)
400 200

650 300
790 350
930 400
1090 450

1250 500

Tab1e VIII: Power consumption and temperature
obtained for RGTO sensors.

4.3.1.2 Parameters tor Sn deposition

The Sn deposition was performed in a r.f. sputtering system (Alcatel 450

SCM) from apure tin target (Sn 99.9999% purity supplied by CERAC). A scheme of
the deposition chamber of such

sputtering plant is presented in figure
15. It can be seen that the substrates
are maintained face down during the

deposition step, 7-10cm away from
the target. During deposítion the
substrate was rnaintained at room

temperature or at a temperature of

-400°C. The parameters of the

deposition were an incident r.f. power
of 50 W, a deposition rate between 2.1
nmls and 2.5 nmls and an Ar pressure
of 2x 1 0-3 mbar.

Holder

'_······1··<..·······_ Target
(catodes)

Figure 15: Scheme ofthe sputtering chamber.

The concrete type of substrate used during the deposítion process, as well as

the temperature of the substrate and the deposítion rate for each sample wí1l be gíven
in the text in table form during the díscussíon.

4.3.1.3 The fhermal oxidetion cycle in RGTO

The oxídation was performed insíde an oven (Heraeus furnace equipped wíth
a Therrnicon P temperature controller), being the oxídation ambíent atrnospheric aír

(no particular carrier gas was used), The temperature during the process was controlled

by a thermocouple placed on the internal wall of the furnace, and the samples were

placed 10cm apart from thís wall, assuring a precísíon of about 10°C.
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As is presented in figure 16, the complete oxidation cyc1e in RGTO consists

oftwo steps, the samples being maintained in the furnace during the complete process.
The first step is carried out at 250°C for 4h. The second step is done usually at 600°C

for times up to 30h. The time to reach each stable temperature is usually 4 hours in

order to avoid a fast evaporation of the metallic tin, especially in the first rampo As will

be discussed in the text, the first stabilisation at 250°C allows to obtain a first oxidation

ofthe film.

t 800

e
::J

� 600
Q)
Q.
E
Q)
1-

400

Ambient

Oxidation time (min)

Figure 16: ROTO oxidation cycle.

4.3.2 Initial investigation of Sn02 thin films grown by the RGTO

technique

Once the RGTO method and the parameters of fabrication have been

presented, a detailed overview of the characteristics of the films grown by this

method will be given in the following. The analysis begins with the investigation of

the deposition oftin, as this will be a fundamental parameter, because the rest ofthe

process depends in principle to a large extent on the morphology of the Sn film
obtained during the reothaxial growth. Afterwards, details such as the morphology
of the film after the oxidation will be given, and the problem of the incomplete
oxidation of tin will be outlined. The mechanisms occurring during the oxidation of
tin will be given in the following sections.

4.3.2.1 Experirnental results about the deposition of Sn

Table IX shows the set of samples fabricated in order to analyse the

deposition of tino None of the samples was deposited to be measured as sensor and,
hence, without neither heater nor interdigitated electrodes. All ofthem correspond to
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different thicknesses. Samples A, B, e, and D were deposited to analyse directIy the
influence of thickness, with the rest of parameters constant. So, these samples were

deposited at 2.5nm1s and the substrate temperature during deposition was

maintained at 400°C. The nominal thickness (corresponding to the sputtering time

multiplied by the deposition rate) of sample E is 300nm, but the deposition rate was

reduced to 2.1nm1s. The temperature of the substrate was also held at 400°C during
deposition. Finally, in sample F the nominal thickness is 1000nm, and the deposition
rate is the same as for sample E. However, the substrate was not heated during
deposition.

RGTO

Code Material Size Filrntype Heater Deposition Oxidation
type I!DC

A Sn/SiOiSi 10 x l Omrrr' l-Sn 50nrn NolNo T=400"C --

R=2.5nmls; t=20s

B Sn/SiOiSi 10 x 10mm2 l-Sn 100nrn NolNo T=400"C --

R=2.5nmls; t=405

C Sn/SiOiSi 10 x l Omrrr' l-Sn 200nrn NolNo T=400"C --

R=2.5nmls; t=80s
D Sn/SiO/Si 10 x l Omrrf l-Sn 400nrn NolNo T=400"C --

R=2.5nmls; t=160s
E Sn/SiOiSi 10 x l Omrrr' l-Sn 300nrn NolNo T=400"C --

R=2.1nmls; t=2rnin 23s
F Sn/SiOiSi 10x l Omrrr' l-Sn 1000nrn No T=RT --

R=2.1 nmls; t=8rnin

Table IX: Set of sarnples fabricated to investigate the deposition oftin.

The plan-view SEM micrographs of samples A, B, e, D, E, and F, presented
in figure 17, show that after the reothaxial growth the film never has aplanar surface

morphology. In the case of sample F, which was deposited with the substrate held at

room temperature, irregular forrns are developed due to the non-liquid character of the
c1usters (understood here as a group of atoms/molecules) and the low diffusion
coefficient of the atoms on the substrate surface due to its low temperature. However,
in samples A, B, e, D, and E, c1usters with semi-spherical shape are formed because
the binding energy ofthe 'condensare' atoms to each other is greater than their binding
energy to the substrate. As the growth has occurred in the liquid state, surface tension
determines the shape of the c1usters (hereinafter called droplets) to take the form of

truncated spheres. This is not the case if the film is grown in the solid state, as for

sample F. The amorphous substrate makes the distribution spatially isotropic and
avoids preferential orientation of the droplets.

The general characteristics of the liquid deposited samples are that after long
deposition times, when a large quantity of Sn has been deposited, very large droplets
of similar size exist, which are surrounded by smaller ones with higher size

polydispersity forming a background. Moreover, denudes zones appear around large
c1usters (it is very well observed in sample E).

237



Chapter4

-­

Figure 17: SEM images ofthe as deposited films. Images from Ca) to (f) correspond to layers A to F.

The size distribution of the hemispheres of samples A through E is presented
in figure 18. It can be observed that, as could intuitively be expected, the size
distribution changes for every deposition time, the deposition rate being constant. In

this case, the longer the deposition time is, the larger the hemisphere radius becomes
and the spreader results the sphere size distribution. However, there is also a

dependence on the deposition rate, because sample E corresponds to a lower nominal
thickness than sample D and its size distribution is even more spreaded and shifted to

higher sizes than that of sample D. In all cases where droplets are formed, it is
observed that the size distribution is bimodal. It is formed by a power-law decay for
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small sizes' (a tail) superimposed on a quasi-monodispersed, bell-shaped distribution

peaked at the mean droplet size. The existence of these two parts in the droplet size
distribution implies that there are two distinct mechanisrns controlling the formation of
small and large droplets.

SampleA

o o o o o
-.:t co N (D o

� � '"

Sample B Sample o Sample ESample e

Counts (a.u.) I radius (nm)
Figure 18: Histograms extracted from the SEM images of the samp1es A, B, e, D, and
E. Note the simi1arity between the histograms of samples A and B, which is attributed
to an error in the fabrication of the samp1es. In al1 cases it is observed a tail fol1owed

by a bell-shaped part in the distribution.

Because we will be interested mainly in the bell-shaped part of the histogram,
better statistics for the large droplets have been obtained using public domain image
processing software [184]. The obtained histograrns, which were normalised to an area

of 25x25¡..tm2, were fitted with a gaussian curve. The results of the fitting and the

corresponding values for the centre (average radius <R» and height (number of

particles corresponding to the droplets with radius <R» are presented in figure 19 and
table X.

o o o o
Il) o Il) o
_ C"') .q- CD

t Note that the sample statistics is a major problem, especially when dealing with measurements on

small particJes corresponding to the tail of the distribution. These arise mainly from SEM resolution and
cut-off induced magnification prob1ems. Therefore, the contribution of the smallest particles has been
taken out from the histograms.
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Sanmle Deoosition time (s) <R> (nm) 1:'[.,»>. •..•• Deo. Time (s)
•

<R>
•

A 20 (¡=2.5nmls) 99.25 611.07
B 40 (¡=2.5nmls) 105.71 1154.8 212.76

C 80 (r=Z.Snm/s) 407.52 41.37

D 160 (r=z.Snm/s) 719.50 13.32

Table X: Results ofthe gaussian fit.
•

Calculated values of <R> in the case of sample B.

Bell-shaped part of the histogram
Counts normalized to an area of 25 x 25 ¡..tm2
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Figure 19: Size distribution in the bell-shaped part of the histogram after improved measurement. lt
is shown in the inset the linear fitting of the maximum of the size distribution (number of particles)
as a function of the particle size corresponding to the maximum, i.e., the coordinates of the peaks of
the histograms.

As can be observed in figure 19 and table X, the results obtained for sample B

require special comments. Particularly it is important to note the similarity between the
size distribution of samples A and B. According to the obtained average radius (99 and
105 nm for samples A and B, respectively) it seems that after doubling the deposition
time maintaining constant the deposition rate, a significant change in the size of the

particles does not occur. In principle we do not think that this is a consequence neither
of the growth process itself nor of a statistics problem. The most plausible explanation
for the observed distribution seems to be the location of the sample in the sputtering
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chamber. Thus, the value obtained here for sample B will be not be considered in the

following discussions of the Chapter.
From figure 19 (inset) it can be also observed (neglecting sample B) that

sorne type of size ordering takes place, as in a doubly logarithmic plot of the

histograrns the values N<R> and <R>, i.e., the peak of the histograrns, are scaled

according to a coefficient F-1.76. This suggest that the evolution ofthe system occurs

in a similar fashion as deposition proceeds, independently of the deposition rate, i.e.,
the droplet size distribution can be scaled according to a mean size value and a power
law. Further demonstrations of size ordering are obtained by the fact that the value
o/<R> for the bell-shaped part of the distribution, where zr is the standard deviation,
saturates around 0.25.

Figure 20 presents an estimation ofthe percentage ofthe substrate covered by
the Sn droplets taking into account droplets both in the tail and in the bell-shaped part
of the size distribution. Sample B has not been taken into account because of the

factors cornmented aboye. It can be observed that the coverage saturates

asymptotically at a value around �70%. The coverage of the substrate is always in the

range 55-70% and is caused mainly by the particles forming the tail, especially for

high deposition times. This substrate coverage is in agreement with that found by
Hellmich et al. [167], around 80%.

� 65
�
�
o
U

A

o Substrate coverage (%)
55�--�-+--�--+-�---.--�_,1--�--�--r--;

o 50 100 150 200 250 300

Deposition time (s)

Figure 20: Percentage of the substrate covered by Sn droplets.

4.3.2.2 Kinetics of droplet nucleation

The problem of droplet nucleation on a substrate has been extensively
reported in the literature, both experimental and theoretically, mainly through Monte-
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Carlo computer simulations [185-188]. The most investigated phenomena related to

coalescence of droplets is the analysis of breath figures obtained through the

condensation ofwater on cold surfaces (see for example [189]). However, the analysis
of other cases such as, for example, the deposition ofliquid Sn on SiOx [190, 191], Ga

on GaAs [192], or In on InP [193] yield to a very similar morphology resu1ting from

similar growth processes.
It has been claimed that the evo1ution of the system passes through three

stages:
1) Nucleation and growth of immobile individual droplets. Nucleation can

be heterogeneous or homogenous. In the former, the condensation of

drop1ets occurs on impurities or imperfections. In the last, the droplets
form by molecules combining together to form a small droplet which can

grow spontaneously. As we are dealing with amorphous substrates it is

expected that homogeneous nucleation takes place. The mean radius

<R;> corresponding to the mean volume follows during this stage a

power law [190]:
(1)

2) Static coalescence oidroplets, in which <R> follows a different power
law [190]:

(2)

As deposition and growth continues, the separation between droplets
decreases and, upon contact, they coalesce to form larger drop1ets. In the

liquid state the coalescence of two spherical droplets give rise to a new

spherical drop1et with no loss in vo1ume (with mass conservation) [187]. The
coa1escence is driven by the surface tension, which tends to minimise the
surface area of the 1iquid drop1ets. As proposed by Lewis et al. [194], the
coa1escence proceeds initially by the deformation of the two clusters in such a

way to optimise the contact surface, i.e., without interdiffusion of one cluster
into the other. At this stage of the coa1escence, surface tension forces drive
the hydrodynamic flow and, in a 1arger time sca1e, diffusion takes over and
the mixing of the two initia1 clusters occurs. The new formed drop1et wil1 be
located on a position which depends of the position and mass of the

contributing ones, but its mobi1ity results decreased as their size increases

[195]. In general, during the deposition of drop1ets (of dimensiona1ity D=3)
on a substrate (with dimensionality d=2), when a drop1et ofradius r¡ touches
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or overlaps a droplet of radius r]> the new droplet formed is centered in the
center of mass of the two original dropletst, and has a radius r given by

( D D�
r=1j +r2 r

(3)

During the coalescence of two large droplets, depleted regions are left behind.
In this way, the possibility of two droplets of being in close proximity is

reduced, which is in agreement with the SEM observations presented in figure
17 (note the lack of small droplets around a larger one after long deposition
times, where new particles have not yet accumulated there as a consequence
of the continuation of deposition). Ibis process hinders the total coverage of
the substrate, in agreement also with our observations. Moreover, as the

resulting droplet after coalescence gains more material and grows larger than
if it would only grow because of the arrival of atorns at the surface, the
distribution of sizes results substantially broadened.

3) Renucleation of small particles in the areas cleaned by previous
coalescence events (second generation of droplets). If the growth
continues it passes thorough stages 1 and 2 and a new generation of

droplets starts to appear.
In the deposition of tin maintaining the substrate at 400°C the process is

identicaI to that outlined in stages 1, 2, and 3. However the values found for the

coverage of the substrate and of the power of the power law corresponding to stage 2

differ from those presented in the literature. As commented aboye the power of the

deposition time for a growing droplet resulting from coalescence should be 1.

However, from figure 21, we obtain a value of 0.88 if the mean droplet radius is
considered or 0.84 is the radius corresponding to the mean volume is considered
instead. On the other hand, the substrate coverage reported in the literature after long
deposition times is -55%, while we found a tendency to reach the limit -70%.

However, it is reasonable to think that if our particles grow slowly, as corresponds to

the power 0.88, the coverage ofthe substrate surface be higher, because fewer droplets
have coalesced. Thus, our results up to this point are coherent. Nevertheless, the

temperature of the substrate during deposition used in this work (400°C), which is four

times higher than the used by Sondergard et al. [190], who reported a power of 0.92

and a coverage of55% as due to static coalescence, should increase the diffusion ofthe

particles belonging to the tail, thus promoting a higher coalescence rate and a lower
substrate coverage. Therefore, other parameters have to influence the deposition and
actuate reducing coalescence rate and Iowering the mobility of the smaller droplets and

atorns arriving to the substrate.

t In sorne rnodels the new droplet is considered lo be centered in the position ofthe larger droplet. In a

realistic case where the new droplet is located should depend on the substrate ternperature and substrate

type.
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Figure 21: Average droplet radius as a function of the deposition time. The

fitting indicates a dependency on the power of time of 0.88. Sample B has been
located in this figure after the fitting. The obtained value of average droplet
size is the written in table X.

The two most probable are:

• The annihilation ofdroplets due to evaporation.
In the case that evaporation would take place, it seems evident and has been

experimentalIy reported [190] that the smalIer droplets should evaporate frrst. The

evaporated material could:

1) Be lost

2) Be re-deposited on the larger droplets
3) Be re-deposited on the substrate again as smalI droplets
Options 1 and 2 would give rise to a lowering of the substrate coverage,

which is opposite to the observed behaviour. The most probable is that a combination
of 2 and 3 takes place, i.e., the material is re-deposited alI over the substrate surface,
being part of the material deposited on the larger droplets. Note that if only 3 would

occur, the system would arrive to a stationary regirne equivalent to the case in which

evaporation does not occur. Anyway, the combination of 2 and 3 would give rise to a

decrease of the coalescence rate and to an increase of the substrate coverage due to the

large quantity of smalI droplets on it.
• The effects of the experimental set-up.
As tin was deposited in alI cases maintaining the substrate face down in the

sputtering chamber, the effects of this experimental set-up rnight influence in two

forms, lirniting droplet growth and increasing surface coverage:
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1) Reducing diffusion on the substrate (due to the competition of surface
tension and gravity)

2) Competing with surface tension changing the shape ofthe droplet in such
a form that there is no wetting.

If the hypothesis of Sondergard et al. is correct, i.e., they are dealing with
static coalescence, our experimental set-up hinders in addition the coalescence of

droplets, as it is impossible to obtain lower diffusion than in static coalescence. This is

completely reasonable if diffusion is lowered enough, as the coalescence process
involves the diffusion of at least one of the two coalescing droplets. However, surface
coalescence can also be retarded by elongating the radius of the droplet in the direction

perpendicular to the substrate with respect to the radius that the droplet would have in

this direction if the substrate was placed face up.
Therefore, the [mal situation would be something like

1) Droplets of small size are nucleated homogeneously on the substrate.

2) Sorne of these droplets coalesce, giving rise to larger droplets. The rest

remain on the substrate or evaporate. Deposition continues and 1 and 2

are repeated.
3) As a consequence ofthe experimental set-up the droplets acquire a shape

different from that if the substrate was placed face up, i.e., the droplets
are more elongated in the direction perpendicular to the substrate that if
the sputtering was done with the substrate face up. This will retard the
coalescence of droplets.

4) The competition of gravity and surface tension do not reduces surface
diffusion and we have higher diffusion that in the case of Sondergard et

al. due to the higher substrate temperature.
Comparing sample E with samples A through D, it can be deduced that the

mechanism of growth is the same, being possible to obtain an equivalent deposition
time to re-scale the size distribution. This implies that lowering of the deposition rate

has exactly the same effect as increasing the deposition time. At this point, the

difference between samples D and E can be attributed only to the different time that

the particles arriving to the substrate and the smallest particles existing already on the
substrate have to move before coalescing. If evaporation occurs in the srnaller particles
a lower deposition rate should promote more evaporation. This would produce a

higher growth rate of the larger droplets, but never faster than due to the coalescence

process itself. However, if the diffusion of the droplets is high due to the temperature
of the substrate, more coalescence events can take place, with the consequent
apparition of very large droplets after a sufficiently long deposition time. In addition,
the coverage of the substrate should be by smaller droplets than if evaporation would
not occur.

The scaling of the size distribution has been also previously reported [186,
187]. It has been claimed that the size distribution can be scaled according with:
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(4)

where S(t) is the mean droplet volume defined as

(5)

s is the droplet volume and N/t) the number of droplets of size s at time t. However,
the theoretical value of {)=(D+d)ID is 513 [186, 187], which differs substantially to the

obtained value with OUT samples (éJ;::().58). As commented aboye, the particular
experimental set-up used in this work introduces an additional parameter, the

gravitational force, which produces that the scaling law be also applicable but with a

different coefficient (J. In OUT case, the scaling law is satisfied for the volume, as well

as for the radius, as might be expected.

4.3.2,3 Morphology of the RG TO films after a complete oxidation cycle

For the initial investigation of the oxidation of Sn, samples A, B, e, and D

have been oxidised for 30h, following the oxidation cyc1e described in section
5.3,1.3. The new samples obtained are presented in table XI.

RGTO

Code Material type Size Film type Heater Deposition Oxidation
IIDC

AT SnOiSiOiSi 10x IOmm2 I-Sn0250nm No/No T=400°C 30h at

R=2,5nm/s; t=20s 600°C
BT SnOiSiOiSi lO x 10mm2 I-Sn02100nm No/No T=400°C 30h at

R=2,5nm/s; t=40s 600°C
CT SnOiSiO/Si lO x IOmm2 I-Sn02 200nm No/No T=400°C 30h at

R=2.5nm/s; t=80s 600°C
DT SnOiSiO/Si lO x IOmm2 I-Sn02 400nm No/No T=400°C 30h at

R=2.5nm/s; t=160s 600°C

Table XI: Samples for the initial analysis of oxidation.

In figure 22 it is shown the aspect of the films after the thermal oxidation for
30h. It can be observed that the smooth morphology of the surface, consequence of the

shape of the droplets, changes to spongy. Agglomerates of oxidised tin, distributed

uniform1y over the substrate, produce this spongy morphology. Such morphology is

responsible for a large surface area, which is the preferred situation in a semiconductor

gas sensor because the mechanism for gas sensing is related rather to surface reactions
than to bulk changes. The spongy aspect of the agglomerates is strongly dependent on
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the size of the starting Sn spheres in the sense that larger spheres give rise to more

spongy agglomerates (compare the aspect of samples AT through DT). Therefore, a

larger surface area is obtained for the nominally thicker samples, in which larger Sn

spheres are present. In addition, it is clear that a spongier surface increases the

connectivity between agglomerates, giving rise to a more continuous layer, which
increases the conductivity of the film. The coverage of the substrate is now complete in
the case of the thicker samples due to the growth induced under the oxidation process.
The smaller droplets corresponding to the tail of the distribution are almost always
hidden under the larger agglomerates.

Figure 22: SEM images of the oxidised films. a) Sample AT, b) sample BT, e) sample CT, and e)
sample DT.

The size distribution and size (radius) increase under oxidation are

presented in figures 23 and 24. It is clearly observed that the larger the initial

droplets are, the larger the size increment after oxidation is, ranging from � 15 to

�50%. Note that to elaborate figure 24, the value of the radius for sample B is the
estimated one. As it is evident, the corresponding oxidised sample (BT) has an

average radius that corresponds to this initial estimated value rather than to the

radius extracted from the measurements. This demonstrates our initial assumption
that sample B was not located in a proper place in the sputtering chamber.

Under cross section TEM observation the morphology of the spongy

agglomerates is revealed (Figure 25). For the thinner starting layer (sample A), the

oxidised film is formed by accumulations of small grains of size in the range
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Figure 23: Size distribution ofthe oxidised films compared with those ofthe as deposited films.
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Figure 25: Cross-section TEM images of the as deposited tin samples A and D, and of the corresponding
oxidised ones for 30h, AT and DT. They are shown also two interrnediate states (30 mino And 5h) of the
oxidation of sample A.

10-60nm. These accumulations present normally smooth surfaces and are not in

contact. When the thickness increases the aspect of the accumulations are as shown
in figure 25 for the sample DT. Large SnOz grains (as shown by electron diffraction)
are covered by smaller grains of 10-20nm in size, which give rise to the spongy

aspect observed by SEM. This result explains the unusual increase of size of the

droplets in the transformation from Sn to Sn02 observed in this work. In sample AT,
the morphology is very little spongy and, as can be observed by TEM, the grains
forming an agglomerate are touching one each other. So, a small increment of size

occurs during the transformation (17%). For larger droplets, such as those appearing
in sample D, the transformation gives rise to a very spongy morphology. In sample
DT it is observed by TEM that the agglomerates are formed by small partic1es
surrounding larger ones, but the smaller particles are not touching practically, giving
rise to a higher size increase �49%. These results are in agreement with other values

reported in the literature (see for example 50% in [161]).
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So, the size increase is due not only to the transformation under oxidation,
which would suppose a theoretical increment of 10%, but also to the morphology of

the surface after oxidation.

4.3.2.4 Leve! of oxidatíon after 30h in the oxidation cyefe

In principie the phase transformation from Sn to Sn02 can be extracted

from the selected area electron diffraction pattems (SADP). The SADP of sorne of

the droplets taken from samples A to D show that their crystalline structure

corresponds to tetragonal
tin with space group
I41/amd (141) and lattice

parameters a=5.831Á and
c=3.182Á. Some of these

SADP corresponding to

the sample D are

presented on figure 26a-c,
which are taken with the
electron beam along
different zone axes. It has
to be mentioned that once

the crystalline structure

has been identified with

confidence, the

reflections [110] and

[110] have to be defined
as due to double
reflection effects, as they
are forbidden m the

tetragonal structure, After

oxidation, the crystalline
structure has been found

Figure 26 TEO irnages of individual droplets in sample D ((a),
(b), and (e)), and of a large agglomerate of sarnple OT (d). The
zone axis is indicated in the bottom and right comer of eaeh

image. lmage (d) shows spots corresponding to a large grains and

rings corresponding to smaller ones.

to be the tetragonal rutile
one of Snt.i, (cassiterite). The SADP ofone ofthe large agglomerates ofsample D is

presented in figure 26d. The polycrystalline character of the layer is visible through
the appearance of diffraction rings, which are superimposed on the [100] zone axis
of a large Sn02 grain. Similarly that for the case of tin, the [100] reflection is
attributed to double reflection.

Therefore it seems that the transformation from Sn to Sn02 has been

completed after the complete cycle of 30h even in the thicker film. However, in
order to have better statistics and to assure the results obtained by TED, samples
AT, BT, CT, and DT were examined by Raman spectroscopy, The spectra
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corresponding to samples BT, CT and DT are presented in figure 27. It can be
observed that in addition to the mode A¡g of the cassiterite appearing at -636cm-1,
sample DT presents other anomalous and very intense bands in the lower
wavenumbers region that do not correspond to Sn02, but another intermediate
oxidation phase. In fact the most intense ofthese bands starts to be vidible already in

sample CT.

�cSample B

50 100 150 200 250 550 600 650 700

Intensity (a.u.) I Raman shift (cm")

Figure 27: Raman spectra of the oxidised films BT, CT, and DT. The spectrum of

sample AT is difficult to obtain because of the small thickness of the film. The spectra
have been separated in two regions for better cJarity.

Therefore, after oxidation for 30h filrns with nominal thickness larger than
at least 200nm result incompletely oxidised. It seerns clear that, as could intuitively
be expected, larger droplets require longer times to reach a complete oxidation, i.e.,
to assure stoichiometric Sn02. In the following parts of the Chapter we will

investigate in detail the mechanism of oxidation of tin and the effects that an

incomplete oxidation can produce in the response ofthe sensor.

4.3.3 Structural characterisation ofthe thermal oxidation of Sn

In order to investigate the oxidation of tin, new sets of samples were

prepared. The objective is to analyse the complete oxidation cycle and, thus, the

samples were located throughout it. The characterisation will include investigation
up to very few nanometers of the structures, being required the use of HREM and
thus samples of thickness -50-100nm being optimal, In order to analyse the

crystalline structure with higher statistics and to identify the possible phases
appearing during the oxidation, Raman and XRD will be also used complementarily.
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In this case thicker samples are optimal, namely -300-500nm. The two sets of

samples required for the investigations are presented in table XII and in figure 28.

RGTO

Code Material type Size Filmtype Heater Depositíon Oxidation
zmc

E Sn/Si02/Si 10 x 10mm2 1-Sn0292nm No/No T=400°C --

R=2.1nmls;
t=2min 23s

E240 SnO/SiO/Si 240min
E360 360min
E420 420min
E480 480min
E540 540min
E600 600min
E720 720min
E1200 1200 min
G Sn/SiO/Si 10 x 10mm2 1-Sn02 300nm No/No T=400°C --

R=2.3nmls;
t=40s

G360 SnO/SiO/Si 360 min
G420 420min
G440 440min
G460 460min
G500 500 min
G540 540min
G600 600 min

Table XII: Set of Sn and Sn02 films grown by RGTO to investigate the oxidation process.
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Figure 28: Distribution of the set of samples of table XII in the RGTO oxidation
cycle.
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4.3.3.1 Formatíon oi tne spongy agglomerates

In order to investigate the formation of the spongy agglomerates the group
of samples G was used.

All that is needed to explain the way in which the spongy agglomerates are

formed are the results presented in section 4.3.2.3 and the HREM images of figure
29. Figure 29a corresponds to a sample oxidised for 360min. After this time the

droplet has been partially oxidised and sorne crystallites have been formed at the
outer parto So, it is deduced from this image that oxidation begins at the surface of the

droplets, as would be intuitively expected. At temperatures higher than 232°C the Sn

droplets are liquido So, when the temperature is high enough to allow oxygen to diffuse
into the droplet, the surface begins to oxidise in random orientations (nuc1ei
formation). These nuc1ei will grow further as oxidation continues, but not at the same

rate, as oxygen diffusion depends of the crystallographic orientation of the formed

solid crystallites.
As oxidation proceeds, several factors can cause the surface morphology to

change from smooth to irregular. As can be observed in figure 29, when oxygen

penetrates into the droplet, the growth of the nuc1ei is produced simultaneously to the
centre of the droplet. So, two different casuistics can be found. In one, the crystallites
are nuc1eated in different orientations and grow to the centre of the droplet, their
simultaneous growth giving rise to the formation of planar defects when fmally they
get in contact. The second can take place when the crystallites grow in only one or few

orientations, such as that observed in figure 29b. In this case, the spherical nature of

the droplet will produce also the appearance of planar defects. As shown in figure 29b,
the curvature of the Moireé's fringes on the surface of the grain, are indicative of a

high deformation in the surface material. Thus, after further growth, it will be expected
that planar defects appear as a consequence of strain.

On the other hand, additional sources of strain are also produced under the

phase transformations occurring during the oxidation. Due to the liquid character of

tin, no significant strain is expected between the oxidised and the non-oxidised regions.
However, as will be discussed later, in general, the oxidation does not occur direct1y
from Sn to cassiterite Sn02, but passes mainly thorough another phase, namely SnO.
Strain will arise mainly from the transformation of SnO into Sn02 and by the presence
of liquid Sn. So, the planar defects nuc1eated after the oxidation of the first external

layers actuate as preferential locations for fracture when interior Sn of the droplet
results oxidised because of oxygen diffusion, or when the transformation from SnO to

Sn02 occurs. Accordingly with this mechanism, it is worth to note that larger Sn

spheres would produce more spongy agglomerates because this process of fracture

could be repeated a higher number of times until the droplet becomes completely
oxidised. Moreover, it is c1ear than both oxygen content in the oxidant atrnosphere and
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rate of temperature variation have to deeply influence the fmal structure of the

agglomerates.

Figure 29: HREM images of samples G360 and G240. Image (e) is a composition of two images
to sbow the complete exterior layer, Image (b) is a portion of image (e). In (b) a region of a

partially oxidised Sn microsphere containing Morirees fringes arising as a consequence of thc
curvature of the rnicrosphere and the tensions produced between two coexisting phases is clearly
obsrved.

Figure 30 shows the thickness of the oxidised layer after different periods in
the oxidation rampo The squares indicate an average value and the error bars the
maximum and minimum thickness of the oxidised layer. In sample 0600 almost al!

droplets are completely oxídised. For comparison it is presented also the theoretical
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curve calculated according to values of the activation energy Ea and the diffusion
coefficient Do for T= co in the diffusion of oxygen in tin calculated by Hellmich et al.

[167]. To elaborate this curve the oxidation ramp used has to be taken into account. As
it is clear there is no good fit between OUT experimental data and the theoretical ones.

However it is the expected as Hellmich et al. did not take into account that:

1) Solid crystallites appear after sorne oxidation period, each one growing
in random crystallographic orientations. If the diffusion coefficient has
the expression:

(5)

Ea does not depend of the orientation of the crystallites because the type of
bonds that have to be broken is always the same for a given material.

However, Do depends of the crystallographic orientation because of the

different density of bonds for each one of them.

2) Intennediate phases are fonned, changing the activation energy during
the oxidation process. It is clear that the energy needed to break Sn-Sn
atoms will not be the same as the needed to break the same type of bonds
in an intennediate oxidation phase nor Sn-O bonds. The Do coefficient
has to change also accordingly with the new phase fonned.

3) Planar defects appear, where oxygen diffusion is presumably faster.

4) After sorne oxidation time and especially in large droplets (they used a

nominal Sn thickness of 300nm) fracture of crystallites is produced.
These crystallites are separated from the rest of the droplet, and hence,
the thickness that oxygen has to diffuse to reach the interior material has

changed spontaneously.
In order to fit OUT results we have started by considering the typical

expression for the diffusion length and diffusion coefficient:

L(t) = �D(T)" t
(6)

(7)

As the temperature during the process follows the ROTO oxidation cycle, the
diffusion length for a complete cycle would be given by:

� 0 G 4

L2 = fD(t)dt = fD(t)dt + fD(t)dt + fD(t)dt + fD(t)dt
o ti /2 13

(8)
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Figure 30: Thickness of the oxidised portion of the layer together with predicted values according
to the literature. The fittings performed in this work are also presented.

where t, is the time to reach the first plateau, t2-t, the duration of the first plateau, trt2
the duration of the second ramp, and trt3 the time that the sample is held at the

temperature ofthe second plateau.
During the plateaus,

andhence,

and hence,

T = et = Ta
(9)

(10)

During the ramps,

T =Ta +et
(11)

lb Ea/
L2 - fD

-

ík(Ta+CI)dta-vb - oe

(12)
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Making

Ea
p = -----"'---

k(Ta +ct)

(13)

dp= Eack d
ck

2dt=--p t
(kTa + ckt)

2

Ea

(14)

thus,
(15)

As this expression is very complicated to fit our results with only 3 points", we

preferred to start with the values of Do and Ea given by Hellmich et al. and fit by
successive approximations our data. The results are also presented in figure 30. It can

be seen that to fit our experimental data it is needed to add a third parameter. This

parameter, to, is the time that the entire system needs to melt the tin, i.e., it has to be
assumed that the entire system spends some energy to melt frrst the Sn droplets before
the oxidation begins. The temperature associated to to=120min. is To=150°C, which

agrees with the data reported by Sondergard et al. [190], for which tin droplets can be

liquido The values for Do and Ea thus obtained are 1.5·105cm2s·1 and 1.3eV

respectively.
Although these values differ substantially from those reported by Hellmich et

al. we think that are a better approximation, because of the factors that, as commented

aboye, they did not take into account. To these factors, the energy needed to melt the

Sn droplets should be added. This last parameter might depend of the size of the initial

droplets and, thus, change from sample to sample.

4.3.3.2 The thermal oxidation of Sn: XRD and Raman spectroscopy

The phase transformations occurring during the oxidation of Sn are illustrated in

figures 31 and 32, which show respectively the X-ray diffraction and Raman spectra of
the oxidised films belonging to the samples E group (the thicker films). The as­

deposited layer consists of tetragonal tin (�-Sn) as is inferred from the X-ray

t A fourth point corresponding lo sample G600 does not has lo be considered because the sample is

completely oxidised, and hence, other phenomena than the diffusion of oxygen in tin might be
considered.
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diffraction measurements. As shown in figure 31, the initial oxidation step corresponds
to Sn transformed partially into romarchite SnO at 250°C. With increase of the

oxidation time, the transformation continues further, as it is observed by the decrease
in the intensity of the �-Sn reflections with respect to those of the SnO. After 540

minutes in the oxidation ramp (512°C) the maximum ratio of intensities between the

romarchite and the Sn peales, and so the maximum quantity of romarchite, is obtained.
At the same time tetragonal Sn02 with the cassiterite structure appears clearly. Further

oxidation gives rise to a considerable increase of cassiterite, together with a reduction
of both, Sn and SnO. Finally, after 2h at 600°C (sample E720), the SnO signal
completely disappears, although some unoxidised metallic Sn remains. Further
increase of the oxidation time at 600°C only produces an increase of the ratio SnO/Sn.

1:
1:
I

I
1,
l'
l'
I E1200

E720
;'I-__,,,,,__

__,,,,__.,....__;;;E 6 O O

E360

E240

E
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Counts (a,u,) /28 (")
55 60

Figure 31: XRD diffractograms of the thicker samples. As shown, the oxidation of p-Sn begins
with the formation ofromarchite-SnO, which is transformed steeply into tetragonal Sn02• Solid
lines represent Sn, dashed lines SnO and doted lines Sn02•
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At the beginning and the

end of the oxidation practically
the same result is observed by
Raman spectroscopy (figure
32). The Raman bands at 109

and 208cm·¡ indicate that the
transformation begins with the

appearance of SnO with the
romarchite structure. On the
other hand, the appearance of
the mode A¡g ofthe cassiterite at

632cm·¡ in sample E600

indicates the presence of Sn02,
which results further increased

as the oxidation proceeds.
However, for temperatures
aboye �500°C other not well
defmed bands, corresponding to

a phase not described by XRD,
appear. These bands evolve

towards a well defmed structure

at the end of the ramp (600°C).
Their positions are observed at

71, 88, 137, and 166 cm' and
their intensities are very high
compared with those of SnO. In

order to identify the phase
observed by Raman

spectroscopy, additional XRD

analysis of sample E600 were

performed in a SIEMENS D-

500 diffractometer, which has a

higher angular resolution. As

shown in figure 33, a careful examination of the profile c1early shows the presence of

several peaks at 28 = 27, 31.5, 32.5 and 36.9° in the range from 28 = 24 to 40°.

According with these positions, three different structures could be possible, being two

phases of Sn304 (PDF Cards Number 16-737 and 20-1293), and one phase of Sn.O,
(PDF Card Number 25-1259), making impossible to identify with confidence if only
one of these compounds is present, two or all three. So, as has been previously
presented in the literature [196, 147], we have to conc1ude with the existence of a Snt),
phase with intermediate composition between SnO and Sn02•

E1200

E720

E480

E420

E360

E240

50 100 250200150

Intensity (a.u.) I Raman shift (cm")

Figure 32: Raman spectra of the thicker samples in the

region between 50 and 275cm·¡. The bands at c.a. 109
and 208cm·¡ correspond to SnO and the very intense

bands at 71, 88, 137, and 166 cm" to an interrnediate

compound between SnO and Sn02• The A¡g mode oí
cassiterite observed in samples E720 and E1200 is not

shown in the graph.

259



Chapter4

24 26 28 30 32 34 36 38 40

Counts (a.u.) /29 C)

Figure 33: A detailed investigation of sample E600 shows the presence of

anomalous shoulders and reflections not assigned to Sn (- - - -), SnO (--) or

Sn02 (" ... ). These reflections, marked by arrows indicate the presence of Sn30.
or Sn203, being impossible the complete identification.

Thus, it is shown that during the thermal oxidation of Sn, the phase
transformations produced in order to reach stoichiometric tin dioxide are SnO, an

intermediate phase Snf), having x ranging from 1.33 to 1.5, and fmally Sn02.
However, according to the observations presented in this work, the Raman spectra of

the intermediate phase would present four main bands located at 71,88, 137, and 166

cm", and not on1y the last two, as has been reported in other works [196, 197]. These
bands present a very high Raman intensity in spite of the low intensity of the Snt),
reflections observed in the XRD profiles. Such intensities should be ascribed at these
moments to enhancement due to a strong polarizability. Their origin as a consequence
of resonance effects, involving the absorption of the laser excitation wavelength at

514.5nm (2.4eV), is discarded because the band gap for these structures will be

probably intermediate between that ofSnO at �2.5eV and Sn02 at �3.6eV.
The process of oxidation for this system seems to be rather complexo In figure

34, the evolution of the different phases appearing during the oxidation is shown.

Initially, the thermal oxidation oftin transforms partially Sn into SnO. After this initial

stage, according with Geurts et al. [196], a disproportional reaction that decomposes
SnO to metallic �-Sn and Sn02 should occur aboye 300°C,

xSnO --f(x-J)Sn + SnOx
However, we observe (figure 34) that Sn is transformed progressively into SnO until
the oxidation temperature arrives to �600°C. At this point an abrupt decrease of SnO,
together with the appearance of Sn02 takes place. As reported by Moreno et al. [198],
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the retardation of the decomposition reaction has been claimed to be produced by the
existence of metal vacancies which create an effective local field that tends to order the

crystal around that site, thus stabilising the SnO compound by strain coupling.
However, contrarily to that is observed in figure 34, when the disproportional reaction

occurs, a considerable increment of Sn should occur. The only plausible explanation to

the small quantity of Sn and the no existence of SnO at temperatures aboye 600°C is
that Sn reacts rapidly with oxygen to form Sn02 at these temperatures (probably
forming SnO as intermediate phase, which decomposes immediately). The fast

decomposition of SnO and oxidation of Sn to form Sn02 produce regions with an

average composition between SnO and Sn02 with a well defmed structure, i.e.,
observable by XRD.
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Figure 34: Evolution of the ratio of intensities of the most intense reflections of Sn,
SnO and Sn02 with respect to the sum of intensities. Without considering the different

absorption coefficients this figure represents a measure of the percentage of each

phase at each point of the oxidation ramp investigated in the group of thicker samples,
The intermediate phase Sno, has been ornitted.

4.3.3.3 The therma! oxidatíon of Sn: Connection with ttie formation of

agglomerates

As discussed before, the transformation of SnO into Sn02 can be directly
related with the formation of the spongy agglomerates and, probably the existence of

liquid Sn takes also active part during the procesa.
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A simple calculation taking into account the density of romarchite-SnO and

cassiterite-Sni), gives rise to the determination of the volume occupied by a basic

molecule in the romarchite (Voe35.23N) or in the cassiterite (Voe35.93N) lattice,
giving rise to a expansion under transformation with a strain higher than 2%. This

value, in general, is not very high. However, it could be possible that gives rise to

fractures during the oxidation ofRGTO films.

Comparing the surnmary of phase transformations in figure 34 and the SEM

images of figure 35, it is found that the existence ofthese two phases and the formation

of the agglomerates is intimately related. First, a smooth and spherical surface is

obtained in the as deposited Sn (fig. 35a). During the oxidation, up to 480 mino (fig,
35b), the surface becomes more faceted due to the growth of SnO crystallites, and

when Sn02 appears after 540 mino of oxidation (figure 35c) a small surface roughness
begins to appear. The increment of the oxidation time up to 600 and 720 mino on1y
produces a more marked surface roughness (figures 35d and 35e). However, no

differences exist when the oxidation proceeds further once all the SnO has disappeared
(comparison of figures 35e and 35f for 720 and 1200 mino respectively). This result

c1early shows that the origin of the agglomerates formation is main1y the

transformation of SnO in Sn02.

4.3.3.4 Influence of the temperature of deposítíon of tin in the fínal film

Because sometimes RGTO films are deposited at room temperature, it will

be also interesting to analyse how the oxidation occurs in this case and compare
with the case in which tin is deposited in the melted state. For this, sample F was

oxidised using the normal RGTO cyc1e. The different times corresponding to

different oxidation stages are presented in table XIII together with the nomenc1ature
used for the samples for this study.

RGTO

Code Material type Size Film type Heater Deposition Oxidation
IIDC

F Sn/SiOzlSi lO x IOmm2 I-Sn02 1000nm NolNo T=RToC --

R=2.1nmls;
t=8min

F240 SnO/SiO,lSi 240min
F360 360 min
F480 480min
F540 540min
F720 720min
F1200 1200min

Table XIII: Samples to analyse the oxidation ofthe tin film deposited at room temperature.
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Figure 35: SEM images of the group of thicker samples.
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The comparison of the
Raman spectra for identica1
oxidation conditions (same
history and fma1 point in the

oxidation cycle) indicates a

similar oxidation process (see
figure 32 for samp1es E and

figure 36 for samp1es F). After
240 minutes of oxidation

(samp1es E240 and F240) the

temperature has arrived to 250°C.

At this stage in both types E and
F samp1es a transforrnation to

SnO has taken place. The

predominant phase is still SnO up
to 540 minutes of oxidation

(-512°C), where the Snt), and

Sn02 phases appear. In the case

of the group of samp1es F no

signa1s of SnO are found at this

stage. However, the no

observation of SnO can be due to

the higher thickness of the

samp1es of group F. In both

groups the transformation to Sn02 occurs especially fast for temperatures aboye

600°C.
The optica1 absorption spectra of samp1es E and F is the typica1 of a

metallic film, i.e., its optica1 absorption is near1y constant across the entire photon­
energy range. After partia1 oxidation the spectra corresponds to that of a

semiconductor, presenting absorption for photon-energy va1ues lower than the band

gap. This absorption evident1y depends of the phase/s existing in the samp1e and
evo1ves with time to that of Sn02• By comparing the optica1 absorption spectra of
se1ected stages in the RGTO scenario, i.e., after deposition and after 720 and 1200
minutes of oxidation (figure 37), it is clear that there is an excellent similitude
between groups E and F. Thus, from the Raman and UVVIS spectra one can

conclude that the phase transformations occurring during the therma1 oxidation of
Sn are independent of how Sn was deposited.

Finally, figure 38shows the SEM images of group of samp1es F. From the

slight change of the surface of the clusters, small signa1s of phase transformation can

be found already for 240 minutes of oxidation. After 480 minutes the formation of
nuc1ei at the surface of the c1usters is well observed, and for longer oxidation times

F1200

F720

F540

50 100 250150 200

Intensity (a.u.) I Raman shift (cm")
Figure 36: Raman spectra of the samples F in the region
between 50 and 275cm-l.
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(t>540min.) the typieal aspeet of the agglomerates already seen in the group E

develops. Aeeording to our previous observations for the samples deposited at

400°C, this would imply that Sn02 has appeared, whieh is in agreement with the
Raman results. Therefore, eomparison ofthese images with those presented in figure
35, indieates that the formation of agglomerates oecurs in the same manner for both
groups.
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Figure 37: Comparison of the UV-VIS spectra of samples E and F oxidised
for 720 and 1200 minutes.

So, the thermal oxidation of Sn oeeurs in a similar way independently of
how Sn was deposited. In the case of a film deposited at a temperature higher than
the metal melting point, metal droplets formo These droplets offer a higher front for

oxygen diffusion that a relatively planar film and, henee, a faster oxidation eould be

expeeted. However, the meehanism of droplet eoaleseenee leads to the formation of
clusters of mueh larger thiekness that if the film was planar and, hence, a retardation
of the eompletion of oxidation. The ear1y apparition of Sn02 in samples F rnight be
due to the faet that oxygen diffusion to the interior material is more difficult when
the Sn films is not formed by droplets, the oxidation oeeurring then faster in the
surfaee region. For temperatures -600°C the high diffusion of oxygen and the

deeomposition of SnO makes indistinguishable if the deposition of the film was

performed at 400°C or at room temperature.
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Figure 38: SEM images of the room temperature deposited sarnple, F, and the corresponding oxidised
ones for 360, 480, 540, 720 and 1200 minutes.
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4.3.3.5 Influence of an íncomplete oxidation on gas sensor stability

It has been shown that in the case of Sn02-RGTO layers, as well as for any
other Sn02 film formed through the thermal oxidation of tin droplets, large Sn clusters
are preferred to be oxidised in order to form the active layer of gas sensors because of
its higher surface area and better coverage of the substrate. However, this requires long
oxidation periods that increase the risk of the microstructure darnage. Then, if the
oxidation periods are reduced, severe inhomogeneities occur in the oxidised film due
to the Sn cluster size dispersion in the metallic film. As has been previously
connnented, incompletely oxidised regions have also been observed in other films

prepared by other methods, such as the r.f. sputtering of Sn02•
In order to analyse the influence of an incomplete oxidation on gas sensor

stability three sensors were prepared (table XIV), namely SA, SB, and se, which were

thermally oxidised for 10 minutes at 450°C, lh at 500°C, and 30h used the complete
oxidation cycle. To perform electrical measurements the films were grown onto

substrates equipped with a Pt meander heater on the backside and Pt interdigitated
contacts on the sensor surface. After the initial measurements, the sensors were aged at

a temperature ranging from 300 to 400°C in air for 47 days applying a constant voltage
to the heater ofthe sensors.

RGTO

Code Material type Size Film type Heater Oxidation Ageing
/IDC

SA SnO)SiO/Si 3 x 3mm2 1-Sn02300nm YeslYes lO min at 450°C 47 days
at 300-400°C

SB SnO)SiO/Si 3 x 3mm2 1-Sn02 300nm YeslYes Ih at 500°C 47 days
at 300-400°C

SC SnO)SiO/Si 3 x 3mm2 I-Sn02 300nm YeslYes 30h at 600°C 47 days
at 300-400°C

Table XIV: RGTO sensors,

Figure 39a shows the sensor response L1G/G towards 100p.p.m. of eo at

400°C of sensors SA, SB, and se as a function of the exposure time. The

corresponding XRD analysis showing the state of oxidation is presented in figure 40a.

As it is observed, for sensor se, which is completely oxidised, the response is fast
and it fully recovers to the value measured in air when the flow of pure air is

restored. In the case of sensor SB, consisting of a mixture Sn, SnO and Sn02, the

response has not reached a stable value also after an exposure of 20 minutes. This is

evident from the lack of the plateau observed in the L1G/G behaviour of sensor SB,
compared to that of sensor Se. Moreover, when the pure air flux is restored the
conductance does not recover to the initial value. In the case of sensor SA, a drift in

the response is observed, as can be deduced from the increase of the baseline with
time. After the ageing treatrnent (figure 39b), the response behaviour with time has
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Figure 39: Sensor response (ilG/G) towards 100 ppm CO as a function of time

measured at T=400 "C, before the long-term operation (top) and after (bottom).
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dramatically improved. There is no baseline drift as that found in sensor SA in

figure 40b and the response profile is quite sharp for all samples with a fast

recovery. These fmdings indicate that the ageing process has contributed to stabilise
the sensors and make the response more uniform within our set of specimens (the
spread of response values measured for the three sensors reduces with ageing).
However, these results reveal mainly that sorne type of important drift occurs during
the first days of sensor operation.

According to the results presented in this work, mainly two different sources of
sensor response drift arise from an incomplete oxidation:

i) Short term drifts: When one sensor undergone a high temperature
oxidation (600°C) for insufficient time is operated even at temperatures
lower than usual (i.e., lower than �400°C), it is observed that the
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reflections due to Sn are lost at the operating temperature because Sn at

this temperature is liquid (see figure 41). If the sensor is calibrated at this

stage of oxidation, such liquid content would give rise to an inductive
behavior [199]. After further short time operation this signal would

disappear as Sn will transform into SnO. Therefore, the predictions of the

signal processing algorithms will be incorrect. The initial transformation
of Sn into SnO should be included as a short-term drift and, as one of the

origins for abad calibration of sensors. Additional short-term drifts

produced by the accomrnodation of the material during heating would
also occur, although they would be more predictable [24].

ii) Short to Long term drifts: As was discussed in the previous sections, once

SnO appears, the transformation to Sn02 and thus, the forrnation of the

spongy agglomerates is produced very fast at temperatures in the range
500-600°C. As for temperatures below 540°C, Sn02 was not detected, it is

expected that at the usual temperatures of operation of the sensor (-400-
500°C) the rate of this transformation be much more slow (i.e. probably
one to two orders of magnitude longer than at 600°C). The short to long­
term drifts thus caused would occur not only due to the phase
transformation, but also due to the morphological changes taking place
when the agglomerates formo

So, the overall improvement of the sensors behaviour, observed when

comparing the plots in figure 39, is ascribed to the oxidation process induced by the

ageing treatrnent. Even though the ageing temperature is well below the standard

annealing temperature for this kind of sensors (600°C) full oxidation can be

achieved on a long time scale. This is confirmed by X-ray diffraction experiments
(figure 40) where the XRD pattem of Sn02 cassiterite only is detected from all
sensors after the ageing treatrnent.

Additional changes such as grain size growth and rnicrostrain modification
are expected to produce additional long-term drifts in the sensor response. In the

particular case of RGTO-Sn02 films once the agglomerates are created no detectable
variations in the grain size are observed after 6 months of operation. This stability of
the grain size can probably be attributed to the faceted morphology ofthe crystaIlites.

So, the easiest form of reduce instabilities is to deposit Sn clusters of lirnited

size, even though it diminishes the fmal active surface area. As this would give rise a

low coverage of the substrate, a multilayer procedure could be used without increasing
significantly the total thermal budget of the structure, keeping the grain size smaIl

enough, and obtaining a high surface area. Concretely, it has been observed [200] that
a three-step RGTO multilayer procedure produces active Sn02 films for gas sensors

which assure a total coverage and a range of resistance variation suitable for signal
processing «1MQ). The fmal part ofthis chapter will be dedicated to the analysis of
this multilayer RGTO process.
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Figure 40: X-ray diffraction patterns of the oxidised tin layers after oxidation at 450 "C for 10 minutes

(sensor SA); after oxidation at 500 "C for 1 hour (sensor SB); after oxidation at 600 "C for 30 hours

(sensor SC). The left irnage corresponds to measurements before the long-term operation and the right
figure after.
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Figure 41: XRD profi1es of sample E600 as obtained (bottom), at 280°C in a

low temperature TTK chamber for XRD (medium) and at room temperature
after the annealing (top). It is observed that the XRD reflections of Sn
disappear at 280°C. After cooling the Sn profile recovers and small bands of
SnO annear.
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4.3.4 The muftí/ayer RGTO techníque

The principIe of the muItiIayer process is to make successive deposition and
oxidation steps on the same substrate. Therefore, a first RGTO film is formed and

subsequent Iayers are grown on it. The conditions for deposition are the same as the
used for monoIayered films, and oxidation is performed using aIso the same

oxidation cyc1e. ConcreteIy, for a three-Iayers RGTO film the sequence of steps
wouId be as follows:

1)
2)

d.c. sputtering ofmetallic Sn with the substrate heId at 400°C.
oxidisation using the same oxidation cycle that for monoIayers with

Tmax=600°C.
3) sputtering of a second Sn layer
4) oxidisation as in step 2

5) sputtering of a third Sn layer
6) oxidisation as in steps 2 and 4
Next the multilayer RGTO technique will be analysed in sorne detail. We will

investigate the evoIution when passing from one to three multiIayers, the
intermediate stages, and compare the electrical behavior of mono and multilayer
sensors. For this investigation we used the samples presented in tables XV and XVI.

From one to three multilavers

Code Material type Size Film type Heater Oxidatíon Ageing
¡IDC

IM40AT SnO,lSiO,lSi 10x l Omrrr' I-ROT040nrn No/No 5h at 600°C --

2M40BT SnO,/SíO,/Sí 10x l Omrrf 2-ROT040nrn No/No 5h at 600°C --

3M40CT SnO,/SiO,/Sí 10x l Omrrr' 3-ROT040nrn No/No 5h at 600°C --

. Intermediate stazes
I MSn40 Sn/SnO/SíO/Si 10x lümrrr' I-ROT040nrn No/No -- --

+ I-Sn 40nrn

Influence of substrate rouahness
SENAu SnO/A1203 3 x 3rnrn2 3-ROTO YeslYes 30h at 600°C yes

120nrn+
4.5nrn of Au

Table XV: Síngle and rnultilayers ROTO films.

Sensors

Code Material type Size Film type Heater Oxidatíon Ageing
/IDC

MONunl SnO,/AI,O, 3 x 3rnrn2 I -ROTO 240nrn YeslYes 5h at 600°C --

MULunl SnO,/AI,O, 3 x 3mm2 3-ROT080nrn YeslYes 5h at 600°C --

MULAul Au/SnO/AI203 3 x 3rnrn2 3-ROT080nrn YeslYes 5h at 600°C --

+ 4.5nrnofAu
MONun2 SnO,/AI,O, 3 x 3mm2 I-ROTOIOOnrn YeslYes 30h at 600°C 120 davs
MULun2 SnO/AI,O 3 x 3rnrn2 3-ROTOIOOnrn YeslYes 30h at 600°C 85 davs
MULAu2 Au/SnO/Alp3 3 x 3rnrn2 3-ROTO IOünm YeslYes 30h at 600°C 80 days

+ 4.5nrn of Au

Table XVI: Multilayer ROTO sensors.
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4,3.4.1 Descttpiion-ot film formafion

The aspect of the frrst RGTO layer (figure 42) is similar to the results

presented up to now: it is formed by agglomerates of grains surrounded by smaller

ones. These agglomerates are separated from each other and do not cover the

substrate completely, When the second Sn layer is deposited onto the oxidised one,

the Sn droplets move into the voids existing between neighbouring Sn02
agglomerates (figure 42). After this process, the substrate becomes practically
completely covered. The oxidation of this second layer does not cause an

appreciable increase of the thickness of the film, while the grain size remains about
10-20nm at the surface of the agglomerates, The repetition of the RGTO process to

form a third layer gives rise to the same morphology (figure 42), an increase in the

layer thickness occurring from � 180nm, with surface roughness � 160nm, to

�440nm, with roughness also � 160nm. Furthermore, the size of the grains at the
surface as well as at the interface region is in the nanometer range, The presence of

interfaces between the different Sn02 layers is not visible, as we can not really speak
about layers.

1 RGTO

Figure 42: Cross-section TEM images of a single SnO,-ROTO film, the same

film on which an additional Sn layer has been deposited, and a 3-step SnO,­
ROTO multilayer. The images correspond to samples lM40AT, lMSn40, and
3M40CT, fabricated onto SiO,/Si.
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Thus, the multilayer RGTO technique is an effective method to maintain the

grain size in the nanometer range (at least in the size of the agglomerates), as well to

obtain a high surface area. Both factors can improve the sensing properties of this

type oflayers [201]. Moreover, the substrate is completely covered after two RGTO

steps? thus improving the charge conduction between the sensor electrodes.
When RGTO films are deposited onto AlP3 substrates (figure 43) surface

morphology results more rough. However, this roughness is not referred to the

agglomerates, but to the form in which these are distributed. As a consequence of
the roughness of the substrate, in the deposit of melted Sn, the droplets are nucleated
in the valleys formed by one or more Al203 grains. Thus coalescence of droplets
occurs only in valleys. In order to allow droplets nucleated in different valleys to

coalesce, a larger amount of Sn than in the case of aplanar substrate has to be

deposited. As a consequence of this, sorne regions of the Al203 result uncovered by
Sn, remaining uncovered after oxidation. Therefore, higher resistances are expected
for these films.

Surface

Figure 43: Sensor SENAu. Cross-section TEM images (Ieft) and EDS spectra (right). The higher
roughness with respect to the Sn02 films gron on SiO/Si is evident. On the top of the Sn02 film are

visible Au particles, identified with confidence trhough the EDS espectra.
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4.3.4.2 Improvement of the sensor characterístics with multilayered RGTO

systems

For electrical tests, the sensors were located in a flow cell, where gases
were passed at a total flow rate of 300mI/rnin. Hurnidification of the test gas was

carried out by means of a saturation method. The baseline air with humidity
concentration of 40% r.h. at 20°C was produced by mixing appropriate fractions of

dry and saturated synthetic airo The sensor signal was defmed as the voltage changes
produced by the test gas relative to the signal baseline as detected by an

electrometer. The changes in the sensor voltage were measured at an applied
constant current of lmA across the SnOz films. The sensor temperature was

deterrnined by the voltage across the Pt heater which was sputtered onto the
backside of the alurnina substrate.

The sensitivity S=(Rair-Rga)/Rgas towards CO was measured at 400°C with

concentrations ranging between 100 and 50Oppm. Before the measurement, the
sensors were heId at 400°C for 4 hours in order to make a pre-heating and stabilise
them.

The ageing of the sensors was performed at 400°C in ambient air. At fixed

time intervals the sensors were placed inside the test chamber and their response to

250ppm of CO in air was tested.
The calibration curve to CO of the sensors of table XVI is presented in

figure 44. The multilayered sensors (MULunl and MULAul) present an electrical
resistance two order of magnitude lower than that of the monolayered sensor

(MONunl). This has been previously attributed to the different density of grain
boundary contacts and sintering necks evolving between the individual grains
during the annealing of the two types of layers [200]. This lower resistance of

multilayered films is very important to make the read-out through electronic

circuitry easier. However, it is more likely to think that it is the higher connectivity
of the multilayered films, which produce such decrease of resistance. Nevertheless,
it should be noted that in the case of monolayer RGTO films, connectivity between

agglomerates can be only obtained after oxidation of very thick Sn films, while it is

easily obtained with multilayer processes and thinner individual films.
The sensor signal follows a power law dependence with [CO], i.e.,

S-[CO]'" with a=5·1O·3, 1.755·10-\ and 5.75.10-4 for sensors MULAul, MULunl,
and MONunl, respectively. It can be observed that the sensor signal of sensor

MONunl is the lowest, while the multilayer of pure tin dioxide shows a response
enhancement, which results further increased upon addition of gold. The same effect
is observed when comparing the sensor response of sensors MULun2 and MULAu2
in figure 44. As is shown in figure 43, the deposition by sputtering of gold onto a

SnOz film produces gold c1usters onto he surface of the film, which act as catalyses
for the reaction with the CO gas.
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Figure 44: Comparison of sensor sensitivity to CO for sensors MONunl, MULunl, and
MULAul (top), and sensors MONun2, MULun2, and MULAu2 (bottom). The top graph
allow to compare sensitivity for the same thickness (240nm), changing the procedure of
fabrication or by adding Au. The bottom graph allows to compare the influence of
thickness and Au addition on sensor sensitivity.

For comparison of stability of mono and multilayer sensors, sensors

MONun2, MULun2, and MULAu2 were used. By the examination of figure 45 one

can observe that the resistance of the three sensors is stabilised after about three
weeks of operation. However, the three-layered sensors have a more stable
resistance in airo Concretely, its variation over the whole measurement period is
about 152% for the undoped sensor and 110% for the Au doped sensor, while is ten
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times higher (1052%) for the monolayer. It is plausible to think that all the three
sensors follow an evolution based in microstrain changes. Even in the case of the

monolayered sensor, it is expected that it will be completely oxidised, as its nominal

thickness is on1y 100nm. However, if the same type of analysis would be performed
on thicker films, other factors such as further oxidation and reorganisation of

nanocrystals in the film would occur.

o 20 40 60

Time (days)

80 100 120

Figure 45: Evolution of resistance in air and in CO over 80 (MULun2 and MULAu2) or 120

days (MONun2).
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4.4 Conclusions

The analysis of thin filrns performed in this chapter is of fundamental

importance in the understanding of phenomena related to thin film formation and

stability. The main conclusion is, probably, that stable films are obtained when they
are formed by nanoparticles with defmed shape and stoichiometry. Nevertheless,
our analysis of IBAD and RGTO films has allowed concluding in certain
characteristics of the growth processes basic to obtain reliable films for gas sensing.
For IBAD, it was the armealing of the substrate during deposition. For RGTO, a

sufficiently long oxidation performed on Sn filrns or the use of a multilayer growth.
Nevertheless, the deep investigation of the complete RGTO method, including the

deposition and oxidation of tin, has resulted in conclusions, very important in sorne

cases, and interesting in others.
It has been found that in the deposition of tin at temperatures aboye its

melting point, the mechanism of coalescence of tin droplets is predominant over any
other mechanism taking place. The distribution of droplets, and specially the larger
ones, occurs always in the same marmer, independently of parameters such as the

deposition rateo In this way, the evolution ofthe droplet size distribution with time is

modified only by scale factors, its shape being similar at different stages of the

deposition.
The oxidation of tin does not occur directly from Sn to Sn02, but through

intermediate phases, the most important being SnO. It has been shown that the
oxidation begins at the surface of the droplets and that during the oxidation, it is the

phase change from SnO to Sn02, which produces the transformation of the

morphology of the film. This new morphology has a spongy aspect, the degree of

spongy being dependent of the size of the initial tin droplets. The complete
mechanism of oxidation, described in detail in the Chapter, occurs exactly in the
same marmer, independently of how the tin was deposited. This last result is very

important to extent the results presented in this work to other Sn02 films grown in

similar marmer.

In what respects to the stability of RGTO films, the incomplete oxidation
has been demonstrated as a important source for sensor calibration and future drifts.
On one hand, the existence of Sn in the film produces a rapid and unexpected
behaviour of the sensor when it is operated at usual sensing temperatures. On the
other hand, when this Sn is oxidised, beyond the formation of new phases,
morphological changes also take place, which will disturb the stability of the sensor

in a longer time scale.

The problems outlined about the stability of RGTO sensors could be
eliminated with longer oxidation periods. However, due to the actual interest in

integration, an increase ofthe oxidation time is not appropriate. Thus, the multilayer
RGTO technique has been analysed and shown to be effective in order to keep the

grain size small enough without performing a long-term oxidation. In this way, the
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thermal budget needed for the production of smart sensors is strongly reduced,
which is a very important factor in order to avoid damages on the sensor and on the
read-out electronics. Moreover, multilayered sensors present a better sensitivity to

CO than monolayered sensors, which is increased with the addition of gold. Their
resistance is also several orders of magnitude lower than in the case of single RGTO

sensors, which has important implications in the read-out through electronic

circuitry and represent a remarkable feature in view of large scale applications. In

addition, and what is more important for the objective of this chapter, multilayered
sensors present a significant improvement of stability. In particular, the sources of
sensor instability produced by an incomplete oxidation are eliminated, even in

relatively thick films.
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CHAPTER 5

The fundamental properties of Sn02 nanoparticles have been investigated by a wide
set of structural characterisation techniques, including Transmission Electron

microscopy, X-ray diffraction, Raman, Fourier Transform infrared, and X-ray
photoelectron spectroscopies. The combined use of the different techniques has
allowed a better understanding of the structural and vibrational properties of the

material, as well as the development of a working methodology to analyse
nanoparticle properties.

The analysis of the complete Raman spectrum of Sn02 nanoparticles, has allowed to

develop new non-destructive methodologies to extract an approximate value of the

average grain size of Sn02 powders. It has been developed a new procedure through
which, based on the investigation of the Low-Frequency region of the spectrum, the

complete nanoparticle size distribution can be obtained accurately. The successful

application of this technique to nanoparticle size distribution in Sn02 powders gives
good promises for non-destructive characterisation of nanoparticle size distribution
in gas sensors constituted by nanoparticles of very small size (�7nm for Sn02).
Other existing methods for nanoparticle size determination through the analysis of
the Raman spectrum, such as the spatial correlation model, have been found to be

applicable also in the case of SnOZ, at least for nanoparticle size larger than 8-1 Onm.

About stability of Sn02 obtained by wet chemical methods, it is concluded that

nanoparticles have to be calcinated at temperatures able to allow the desorption of
water and hydroxyl groups. Associated to such desorption, it has been observed that

faceting and reorganisation of the material takes place, giving rise to more stable

particles. Simultaneously, a higher growth rate is observed. Hence, Sn02
nanoparticles have to be calcinated at temperatures higher than 430-450°C.

Moreover, for high sensitivity to N02 and low cross sensitivity to CO at low

temperatures, particles have to be pure and calcinated at 1000°C. The better

sensitivity of these nanoparticles has been attributed to the better state of their
surface. On the other hand, the introduction of the metal additives Pt and Pd,
facilitates oxygen adsortion and increases the sensitivity to CO. The additives are

located mainly at the surface of the Sn02 nanoparticles and are in oxidised state, as

corresponds to the low loading performed. Their effect is to act as electronic

sensitisers by creating centres in the band gap at the surface ofthe nanoparticles.

In addition to the typically treatments applied to improve the characteristics of Sn02
based semiconductor gas sensors, such as calcination and noble metal addition,

295



Chapter5

grinding has been found to deeply influence the structural properties of the

nanoparticles as well as their sensing capabilities. Grinding treatments have been

found to be effective in reducing grain size even in a �30%. When grinding is

performed in large particles, reduction of grain size occurs via their breaking. As a

consequence the nanoparticle size distribution can result broader. On the other hand,
grinding of very small and hydrated particles, makes the ground powder to be more

agglomerated. In such agglomerates, the desorption of water and hydroxyl groups is

hindered, thus being limited atom migration and, thus, the processes for grain
growth.

Nevertheless, improvement of the sensor characteristics have been found not to be

directly related to the decrease of grain size, but to the modification of the SnOz
surface. Although grinding depends on the procedure, combined grinding for 2

hours before and after calcination has been observed to give the better sensitivity
results (to NOz) in this work. The improvement of sensitivity to N02 and the

lowering of sensitivity to CO has been attributed to the appearance of acceptor
levels in the band gap, which make easy the adsorption of NOz, so decreasing the

places at the surface for oxygen adsorption and, hence, the sensitivity to CO.

Two current technologies for the fabrication of SnOz thin film gas sensors have
been investigated, namely the Ion Beam Assisted Deposition of SnOz and the
Reothaxial Growth and Thermal Oxidation of tino A characterisation of the effects
of deposition rate on the morphological properties of IBAD sensors has shown

strong problems in the film structure associated to the parameters of deposition, like
the presence of voids and stratified growth. However, it has been possible to reduce
such problems by heating ofthe substrate during deposition.

A detailed investigation of the deposition of tin and of its thermal oxidation have
been performed in RGTO. The deposition oftin, under conditions through which Sn
remains liquid at the substrate surface, makes appear droplets of Sn of variable
sizes. The size dispersion of such hemispheres, as well as the average size, have
been found to increase with the quantity of deposited material. As the size of the Sn

droplets is much larger than the nominal thickness expected if a planar film would

develop, it is mandatory the recalculation of the oxidation times in order to obtain a

complete oxidation. Moreover, the obtained morphology imposes asevere difficulty
to oxidise completely and homogeneously the tin layer when short oxidation times
are used, thus creating a lack of stability of the sensor response. The best solution

proposed to solve this problem is to deposit smaller hemispheres on the substrate
and repeat the procedure once oxidised, i.e., perform a multilayer procedure.
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It has been found that the degree of oxidation deeply influences the stability
characteristics of thermally oxidised Sn02 films. The oxidation has been found to

begin at the surface of the deposited Sn and proceed independently of the

temperature of deposition of tino The thermal oxidation of tin passes through mainly
the intermediate formation of SnO before the obtaining of the final Sn02• From the

analysis of the firsts steps of the oxidation, the parameters reported in the literature
for the diffusion of oxygen in tin have been improved, being Do=l.S·105cm2s-1 and

Ea=1.3eV. By using the thermal cycle of this work to oxidise tin, the particles
forming the Sn02 layer are of good crystalline quality and faceted, which ensures a

good stability of the sensor, if the film is completely oxidised.
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ANNEX A: JPOS CAROS

JPDS cards are in general used as a standard for identification ofphases by
X-ray diffraction. Nevertheless, it has to be noted that JPDS cards are a standard

only for the geometry used to obtain them. Thus, for example, in the INEL
diffractometer used in this work, measurements where done by transrnission (Deby­
Scherrer) , while in the SIEMENS diffractometer measurements are done by
reflection (Bragg-Brentano). So, the intensities of the peaks appearing in one and
other diffractometer are not comparable because in the first case there is absorption,
between other factors. So, it has to be taken into account that relative intensities

depend on configuration used for the measurement, the lines used as radiation and
so on. So, the best is to make a reference pro file of the same material which is going
to be analysed (use a partem).

The JPDS cards related to Sn and their oxides are presented below.
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4- m JCPDS-ICDD Copyright ¡e) n!5 PIlf-2 Set. I-IS d.tab.... R¡d.' 1.54060 Qu,lity. I
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PRÓLOGO

La tecnología actual de sensores de gases cubre los requisitos rrurumos

exigidos por el mercado en la mayoría de los casos. Sin embargo, presenta todavía
ciertas limitaciones. Por lo tanto no es estraño que actualmente exista una amplia
investigación en múltiples laboratorios de todo el mundo dirigida a la optimización
de tales dispositivos. Hasta no hace muchos años, esta investigación sobre sensores

de gas y catalizadores se realizaba empíricamente mediante métodos de ensayo y
error. Actualmente, sin embargo, la investigación sistemática es cada vez más

importante en la mejora de los sensores y a la hora de desarrollar nuevos principios.
Así, la obtención de sensores de gas estables, con alta sensitividad, estabilidad y

bajo coste de producción en masa pasa a través de la investigación básica y por lo
tanto a través de la caracterización estructural de materiales para construir nuevos

dispositivos sensores o para mejorar los existentes. Con tal propósito se ha fundado
en la CEE un programa en sensores de gas semiconductores bajo proyectos
BRITE/EURAM, enfocado a desarrollar un amplio rango de sensores producidos
mediante tecnologías de capa gruesa y capa delgada para la detección de gases
inflamables y/o tóxicos. Las ventajas de tal programa incluyen la interacción entre

universidades y fabricantes de sensores y ha sido el promotor básico de toda la

investigación presentada en este trabajo.
El resumen de la memoria se ha estructurado como sigue. En el Capítulo 1

resumido se presentan las aplicaciones fundamentales de los sensores de gas basados
en óxido de estaño. A continuación se hace un breve resumen acerca de los

principales métodos de obtención y de los principios de su funcionamiento.
Finalmente se explica la forma mediante la cual pueden mejorarse sus

características.
En el Capítulo 2 se indican las técnicas de caracterización estructural

usadas para el desarrollo del trabajo. No se incluye en el resumen de la memoria un

resumen del Capítulo 2 de la tesis, consistente en una explicación detallada del

conjunto de técnicas de caracterización estructural, ya que está dedicado a nuevos

usuarios y no es estrictamente necesario para entender el resto del trabajo.
Los Capítulos 3 y 4 contienen todo el trabajo experimental realizado, así

como las discusiones y conclusiones a las que se ha llegado. El Capítulo 3 ha sido
dedicado a los sensores de gas basados en SnOz fabricados en capa gruesa. La parte
introductoria acerca de la fabricación de este tipo de sensores se ha trasladado en

forma muy resumida al Capítulo l. Así, en este Capítulo 3 resumido se presentan
únicamente los resultados del estudio. Desde el punto de vista de investigación
fundamental de las propiedades del material, se presentan las características

especiales de los espectros de infrarojo y Raman al tratar con nanopartículas de

SnOz' Desde el punto de vista de la optimización del material sensor y por 10 tanto

del sensor, se incluye en este Capítulo el análisis realizado para la mejora del
material mediante las aproximaciones comúnmente usadas en la mayoría de

laboratorios, esto es, mediante tratamientos térmicos y mediante la introducción de



los aditivos metálicos Pt y Pd. Como método innovador para la mejora de este tipo
de sensores se estudia el procedimiento de 'molido' del material precursor (o sea,
del polvo de óxido de estaño).

El Capítulo 4 ha sido dedicado por completo al estudio de sensores de gas
basados en Sn02 en capa delgada. Al igual que en el Capítulo 3, se ha trasladado la

parte introductoria acerca de los métodos de fabricación al Capítulo 1, dejando para
este Capítulo 4 resumido únicamente los resultados experimentales. Se han
analizado dos técnicas actuales de crecimiento: el depósito asistido con iones y la
oxidación térmica del Sn tras deposito mediante pulverización catódica. Sin

embargo, se ha profundizado considerablemente más en la segunda técnica, de la
cual se realiza un estudio detallado del depósito del Sn y de su posterior oxidación.

En Capítulo 5 se resumen las conclusiones principales del trabajo.
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INTRODUCCiÓN:
SENSORES DE GAS BASADOS EN Sn02.

PRINCIPIOS DE FUNCIONAMIENTO.



CAPíTULO 1

1.1 Importancia de los sensores de gases

El interés actual en sensores de gas está enfocado hacia dos ramas

diferentes: su propio desarrollo y mejora, y la realización de sistemas y
rnicrosistemas en los cuales se combinan uno o varios sensores y la electrónica
necesaria para su control y el acondicionamiento y en ocasiones tratamiento de la
señal (sensores inteligentes). La existencia de tales sensores y sistemas aporta
beneficios importantes para todos, desde el punto de vista de sus aplicaciones, entre

otras, en:

O La conservación del medio ambiente, mediante la monitorización y
control de las emisiones a la atmósfera, disminuyendo por ejemplo el efecto
invernadero y la afluencia de enfermedades respiratorias.

O La mejora de la seguridad en el hogar, mediante detectores de gases
inflamables y/o tóxicos.

O Ahorro energético, ya que permiten controlar la eficiencia de procesos
como combustiones.

O Narices electrónicas. Dichos dispositivos, consistentes en uno o varios

sensores de gas, permiten, mediante las convenientes técnicas de reconocimiento de

olores, la identificación de volátiles presentes en una mezcla. Sus aplicaciones son

ilimitadas, siendo actualmente la más importante el control de procesos de
fermentación y calidad de la comida. Otras aplicaciones son la identificación de
residuos y la diagnosis de ciertas enfermedades mediante el olor corporal.

Dado que las aplicaciones de los sensores de gas crecen continuamente y

que cada vez se les exige un mayor perfeccionamiento para cumplir las legislaciones
vigentes y las exigencias del mercado, para que un sensor de gas sea funcional es

necesario que cumpla la mayoría de las siguientes condiciones:
O Alta sensitividad
O Alta selectividad
O Alta estabilidad
O Poca dependencia con la humedad y la temperatura
O Buena reproducibilidad y fiabilidad
O Respuesta rápida
O Robustez
O Facilidad de calibración
O Dimensiones pequeñas (ser portátil)
Sin embargo, la mayoría de los sensores de gas de reducidas dimensiones

(se excluyen por lo tanto los cromatógrafos de gases, entre otros), no presentan
alguna o varias de las anteriores condiciones, siendo el mayor problema en el caso

de los sensores basados en óxido de estaño la baja estabilidad, la alta dependencia
con la humedad y temperatura y la baja selectividad, pues responden en gran medida
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a numerosos gases. Por otra parte, su bajo precio los ha hecho los dispositivos
predominantes en el mercado.

Algunos de estos problemas, como por ejemplo la selectividad, pueden
mejorarse con el uso de varios sensores y la electrónica adecuada (no es necesario

llegar a una nariz electrónica, que es un sistema específico y complejo). Sin

embargo, el mejor camino para la mejora de las cualidades de los sensores de gas,
así como para la mayoría de dispositivos, aunque no el más sencillo en la mayoría
de los casos, es la caracterización conjunta estructural y eléctrica.

1.2 Fabricación de sensores de gas basados en SnOz

Los métodos de fabricación de sensores de gas basados en óxido de estaño

se pueden separar en dos grandes grupos en atención a la estructura final de la capa
sensible (Sn02). Así, se dividen usualmente en sensores en capa gruesa y sensores

en capa delgada. Los primeros se caracterizan por presentar una estructura rugosa,
mientras que los segundos por ser una capa densa formada por pequeños granos del
material. Dado que el fenómeno de detección de gases está íntimamente relacionado
con la superficie del material, no se usan monocristales a tal efecto, sino

po1icrístales.
Es de remarcar que los sensores en capa delgada también pueden presentar

una estructura rugosa (por ejemplo los realizados mediante pulverización catódica
de Sn y posterior oxidación o RGTO). De hecho, cuando la estructura de la capa es

densa y no rugosa el sensor no debería catalogarse como resistivo o

conductométrico, sino más bien como de efecto de campo.
Uno de los métodos de obtención de un sensor en capa gruesa más

utilizados consiste en fabricar un polvo de Sn02, el cual posteriormente se mezcla
con un componente orgánico para formar una pasta. Esta pasta es pintada o impresa
tpainting o printing) sobre un sustrato que es térmica y eléctricamente aislante, en el
cual previamente se han depositado los electrodos y el calefactor. En ocasiones en

vez de pintar la pasta sobre el sustrato, es éste el que se moja en la pasta (dipping).
Los electrodos son necesarios para la medición de la resistencia del sensor, y el
calefactor para calentar el sensor y así facilitar ciertas reacciones o limpiar la

superficie del sensor de ciertos componentes. El proceso más complicado en la
fabricación del sensor mediante la metodología descrita es la fabricación del
material activo, esto es, el polvo de Sn02. En muchos casos se usa la técnica

química de sol-gel, la cual permite obtener Sn02 de gran pureza. Otro de los
métodos más comunes para la obtención de un polvo de Sn02 es la pulverización
pirolítica (spray pyrolysis).

En el caso de los sensores en capa delgada, el óxido de estaño se 'crece' o

deposita directamente sobre el sustrato. Los métodos de obtención se dividen

generalmente en químicos y físicos. Las técnicas químicas más usuales son el

depósito químico en fase vapor y pulverización piro lítica (spray pyrolisis). Las
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fisicas son la evaporación térmica o mediante electrones de Sn02, y la pulverización
catódica (sputtering) en sus varias versiones (r.f., reactiva, ... ) de Sn02. Es

importante comentar que los problemas más importantes encontrados en los
diferentes casos son la contaminación por alguno de los componentes de los

compuestos reaccionantes (como Cl) en los métodos químicos, y la pobre
estequiometría en el caso de los métodos fisicos comentados.

1.3 Principio de funcionamiento de los sensores de gas
semiconductores (de SnOJ

Los sensores de gas semiconductores, incluyendo los que tienen como material
activo el Sn02, basan su funcionamiento en un cambio de la resistencia del sensor

cuando éste se expone a una variación de los gases (gas, concentración, ... ) presentes
en el ambiente. De esta forma la sensitividad, S, de un sensor de óxido de estaño se

define generalmente como la variación de resistencia con respecto a una resistencia
de referencia, generalmente la resistencia en aire.

Para entender como ocurren estos cambios en la resistencia del sensor

considérese la figura 1. En la figura 1 a se pretende representar un material
semiconductor tipo n, tal y como el Sn02, en el que el carácter n le viene dado por la
existencia de uno o más niveles donadores (en el caso del Sn02 introducidos por la
existencia natural de vacantes de oxígeno). La superficie del material introduce
estados dentro de la banda prohibida (figura 1 b) que si están 'cargados' han de ser

compensados eléctricamente creándose la correspondiente zona de deplexión cerca

de la superficie y barrera de potencial. Cuando una molécula, proveniente de un

determinado gas en el ambiente, se adsorbe en dicha superficie, se produce un

cambio tanto en la altura de la barrera como en la extensión de la región de

deplexión (figura lc). Dicho cambio ocurre porque para que se realice la adsorción
ha de haber un intercambio de carga entre la molécula, que posteriormente quedará
ionizada, y el semiconductor. En el caso sencillo del oxígeno, 02' al adsorberse

recoge electrones del semiconductor, disminuyendo la cantidad de electrones cerca

de la superficie y quedando en forma ionizada tal como por ejemplo 20· (necesarios
2 electrones) o 202. (necesarios 4 electrones). De esta forma se produce el aumento

de la barrera de potencial en la superficie y el aumento de la resistencia del sensor.

El hecho de que la molécula quede en forma ionizada implica que, además, puede
producirse un cambio en la afinidad electrónica como consecuencia de la creación
de dipolos en la superficie.

Desde un punto de vista electrónico la adsorción de una molécula cargada
puede relacionarse con la creación de un nivel electrónico fijo en la superficie
dentro de la banda prohibida. En el caso por ejemplo del oxígeno, comentado antes,
se considera que su adsorción va acompañada de la introducción de niveles

aceptadores, ya que para adsorberse es necesario que el semiconductor aporte
electrones.
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El estado usual de la superficie es tal que existen adsorbidas varias especies de

oxígeno, generalmente O' y 02,. Al llegar un gas reductor, como CO o H2, éste

reacciona con el oxígeno adsorbido formando una nueva molécula (C02, H20) que
vuelve a la fase gas. En este proceso se libera o liberan los correspondientes
electrones, disminuyendo la altura de la barrera y la extensión de la zona de

deplexión. Evidentemente, la disminución de la altura de la barrera produce el

correspondiente aumento en la conductividad de grano a grano y por 10 tanto la
disminución de la resistencia del sensor.

b)

--

..
-

.. Ev

Sn02

e)

"1------�:r' ads óEads ;J,$,,(X ),
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.
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Figura 1: a) Esquema del diagrama de bandas de un semiconductor tipo n, tal y como el

Sn02' b) Modificación del diagrama de bandas cerca de la superficie. e) Adsorción de
oxígeno, produciéndose un aumento de la barrera Schottky, un incremento de la anchura
de la zona de vaciamiento, y un cambio en la afinidad electrónica del semiconductor
como consecuencia de la creación de dipolos entre la carga fija en la región de

deplexión y la carga de las moléculas adsorbidas en la superficie.

Si bien es cierto que la explicación dada es bastante simplista, de ella se

entiende el principio básico de funcionamiento de los sensores semiconductores de

Sn02• Además, es evidente que la detección depende de manera importante de la
actividad o captura de especies gaseosas, y por 10 tanto de la cinética de las
reacciones que tienen lugar en la fase gas y en la superficie del sensor. Por 10 tanto,
es de esperar, y de hecho se observa, una gran dependencia con la temperatura de

operación del sensor. Por otra parte, los cambios en cada uno de los granos del
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sensor han de ser medidos externamente a través de los electrodos, lo cual implica la
consideración de los mecanismos de conducción predominantes entre granos
(emisión termoiónica, túnel) y dependencia del tipo de contacto con los electrodos.
Todo esto lleva a que el entender el funcionamiento real de un sensor de este tipo no

sea tan sencillo como aquí se ha descrito.

1.4 Posibilidades hacia la optimización en la detección

Los problemas más importantes en el caso de sensores de gas
conductométricos basados en Sn02 son la estabilidad y la selectividad. La mejora de

las características del sensor en estos dos aspectos pasa por la optimización del
material sensible. Sin embargo, esto no quiere decir que sea la única forma, ya que
la selectividad puede mejorarse también mediante el uso de varios sensores (con
características diferentes) y la electrónica adecuada.

La mejora del material puede hacerse mediante el control de su estructura o

mediante la introducción de aditivos, generalmente metales nobles como Pt o Pd:

1.4.1 Optimización del material sensible: microestructura

Como ya se ha comentado anteriormente, un buen material para ser aplicado
en sensores de gas conductométricos, debe ser policristalino, ya que el fenómeno de
detección es un fenómeno superficial. Esto quiere decir que cuanto mayor sea el

área disponible para la adsorción del gas, mejor será, en general, la respuesta del
sensor. Por 10 tanto, será preferible disponer de materiales nanocristalinos, ya que la

relación superficie/volumen disponible es inversamente proporcional al tamaño de

grano.
Es importante, desde el punto de vista de mejora de la sensitividad, que el gas

pueda distribuirse por la superficie de los granos de óxido de estaño. De esta forma,
presentarán, en general, sensitividades más elevadas aquellos sensores en los que la

capa tenga una estructura porosa. De todas formas, incluso en este caso, pueden
existir diversos factores que impidan la difusión del gas hacia todas las regiones del

sensor. Por otra parte, se ha de tener en cuenta que durante la operación del sensor el

gas es adsorbido y desorbido, fenómenos que serán más lentos en un sensor con

estructura porosa. Esto hace que, de forma general, sean los sensores formados por
una capa de material denso los que presenten mejores tiempos de respuesta. Sin

embargo, aunque el sensor presente una respuesta inicial rápida, si el gas intenta

difundir en este material, la respuesta del sensor tardará en conseguir un estdo

estacionario.
Como se ha descrito, es muy relevante la estructura de la capa sensible, así

como el tamaño de grano. Sin embargo la importancia del tamaño de grano es

mayor de lo que se entiende de lo expuesto anteriormente. De acuerdo con la figura
1, cuando un gas tal y como el oxígeno o el NOz es adsorbido en la superficie de los
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granos de Sn02' aparece la correspondiente barrera de potencial en la superficie y
aumenta la anchura de la región de deplexión. Si el grano es suficientemente

pequeño, podría darse la situación en que el grano quede totalmente vacío de
electrones (Ls2 W, siendo L el tamaño de grano y W la anchura de la zona de carga

espacial). Bajo estas condiciones se tiene un material altamente resistivo. Si la

superficie del sensor es despoblada de parte de las moléculas adsorbidas, por

ejemplo mediante la reacción de las mismas con gases reductores como CH4, ca, o

H2, los granos del material pasan a una situación de no vaciamiento con la

consiguiente disminución de resistencia del sensor. Un caso límite como el descrito
sería de especial interés dado que los cambios de resistencia que se producen bajo la

presencia de gases reductores son máximos.

1.4.2 Optimización del material sensible: introducción de aditivos

La forma más usual de modificar la sensitividad de un sensor de óxido de
estaño es mediante la introducción de metales nobles. Si los átomos del aditivo se

colocan dentro de la red cristalina del Sn02 lo que se consigue es un control sobre la

capacidad de vaciamiento del material (dopaje). Sin embargo al introducir aditivos
el resultado buscado es, generalmente, el control de la superficie y por lo tanto lo

que se desea es que el aditivo se coloque en la superficie de los granos de Sn02• El
contacto del aditivo (en forma metálica u oxidada) crea una barrera de potencial
completamente determinada por la afinidad electrónica del semiconductor, la
función de trabajo del metal y la densidad de estados superficiales localizados en la
banda prohibida (figura 2).

Eo-¡­
e�m

1

EFm9M.," ....•....Pt, Pd

.•.••
e�Pd = 5.12eV

}e�Pt = 5.65eV �m > �s
eXSn02 = 4.4geV

Figura 2: Introducción de aditivos en la superficie de los granos de Sn02 (creación de barrera
Schottky).

A partir de la situación anterior se describen en la literatura dos mecanismos
diferentes mediante los cuales el material incrementa su respuesta a determinados

gases:
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i) Activación quzmzca: el metal colocado en la superficie, actúa como

catalizador, esto es, facilita la adsorción del gas y la descomposición de las

moléculas, de forma que una parte de la molécula descompuesta va hacia la

superficie del soporte (SnOz) y actúa como lo haría normalmente. Este es el caso del
Pt en SnOzpara gases como Hz (figura 3a).

ii) Activación electrónica: Tras la adsorción del gas el estado químico del
aditivo cambia, produciéndose el correspondiente cambio en la altura de la barrera
de contacto entre el aditivo y el semiconductor y la variación de la extensión de la
zona de carga espacial. Este es el caso típico del Pd, que se encuentra normalmente
en forma oxidada (PdO) y cambia a estado metálico bajo la presencia de, por
ejemplo H2 (Figura 3b), o del Cu, que pasa a CuS bajo la presencia de HzS.

a) H,

H,O
H,O
" H,O

"

Figura 3: Esquema de los mecanismos de activación química (a) y electrónica (b).

Se ha de tener en cuenta, sin embargo, que en realidad ambos mecanismos

pueden darse simultáneamente, pudiendo ser uno de ellos el dominante. Por otra

parte, el comportamiento del aditivo es dependiente de la cantidad distribuida, de

cómo se distribuye (tamaño de las partículas de aditivo), de sobre qué superficie del

soporte se distribuye, etc. De hecho, dependiendo de la cantidad de aditivo, éste

podría encontrarse siempre en estado oxidado aunque lo esperado fuese encontrarlo
en estado metálico, y viceversa. El caso de control a través de la población de los
niveles creados dentro de la banda prohibida por una cantidad muy pequeña de
aditivo (varios átomos) debería considerarse como sensitivización electrónica.

1.4.3 Optimización del sistema de detección

Por lo que se ha dicho hasta ahora, la respuesta del sensor puede cambiarse
mediante la introducción de aditivos, haciendo operar al sensor a diferentes

temperaturas, mediante cambios en la estructura del material (tamaño de grano,

densificación), lo cual podría llegar a variar los mecanismos de conducción, entre

otras cosas, y mediante cambios en la configuración o material de los electrodos del
sensor. La temperatura de operación del sensor no sólo afecta la velocidad de
determinadas reacciones y procesos de difusión, sino también influye de manera
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crítica sobre cuál o cuáles son las especies que se encontrarán sobre la superficie del

material, esto es, 0-, 02-, O2- para el oxígeno o H20 o OR para el agua. La existencia
de una u otra especie dominante depende de la temperatura y determina cuales serán
los procesos dominantes en la respuesta del sensor (quimisorción, fisisorción,
reacciones superficiales o reacciones con el volumen).

De acuerdo con lo anterior, con el fin de mejorar la selectividad, el sistema
de detección puede optimizarse mediante el uso de varios sensores (una matriz de

sensores), en ocasiones fabricados en un único circuito integrado. Para ello, con el
uso de la circuitería adecuada se emplean:

O Sensores hechos con el mismo material
· trabajando a diferentes temperaturas
· impregnados con diferentes aditivos
· de diferente grosor de la capa sensible
· con diferente configuración o material para los electrodos
· con diferentes tipos de filtros

o Sensores fabricados con materiales diferentes o incluso tipos de sensores

diferentes.
La optimización del sistema de detección también pasa por la optimización del

consumo de cada sensor, etc.
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La caracterización estructural llevada a cabo durante el desarrollo de este

trabajo se ha realizado mediante microscopía electrónica de transmisión (TEM) y de
barrido (SEM), difracción de rayos X (XRD), espectroscopía infraroja por
transformada de Fourier (FTIR), espectroscopía Raman, y espectroscopía de
fotoelectrones (XPS). De forma puntual se han realizado también experimentos de
microanalisis (EDS) y de pérdidas de energía de electrones (EELS).

Los observaciones de microscopía electrónica de transmisión de polvos y
de capas se realizaron en un microscopio electrónico Philips CM30 SuperTwin
operado a 300 keV. Para la observación de polvos, éstos se dispersaron en etanol
mediante ultrasonidos y posteriormente fueron depositados sobre membranas de
carbono amorfas. Las secciones transversales y las preparaciones para observación en

vista planar de las capas y sensores de Sn02 se obtuvieron mediante pulido mecánico y

adelgazamiento iónico con iones de Argón.
Las medidas de EELS se realizaron en un microscopio electrónico de

transmisión Philips CM200 FEG (filamento de emisión de campo) operado a

200kV.
Las medidas de SEM se hicieron en un microscopio electrónico de barrido

Jeol JSM 840 con filamento de LaB6, operado a una tensión suficientemente baja
para evitar la carga de la muestra (-15kV) y en un microscopio electrónico de
barrido Hitachi S-2300 operado en las mismas condiciones.

Las medidas de difracción de rayos X de polvos se realizaron en un

difractómetro de polvo SJEMENS D-500 con radiación CuKa, detector por centelleo

y monocromador secundario de grafito. Se realizaron en este instrumento medidas a

alta temperatura, para las cuales se uso una cámara TTK (-193<T<250°C). Algunas
medidas se realizaron en un difractómetro de polvo INEL, usando radiación CuKa, en

configuración de Debye-Scherrer, con un detector 120° 28 y un monocromador

primario de cuarzo para eliminar la radiación KaJ• Los perfiles de difracción de capas
y sensores se obtuvieron en ocasiones usando incidencia rasante en un difractómetro

Philips MRD con un monocromador secundario de grafito, usando radiación CuKa y
un detector proporcional.

Los espectros de FTIR se realizaron principalmente en transmisión en un

espectrómetro BOMEM MB-120. Los espectros se midieron a temperatura ambiente
usando incidencia normal. Para la medida de polvos en el rango 400-4000cm-J se

obtuvieron pastillas de KBr con una pequeña cantidad de polvo de acuerdo con el
método usual. Para las medidas en el rango 200-400cm-J se realizó el mismo proceso
con pastillas de polietileno. Los espectros de absorbancia se obtuvieron usando como

referencia una muestra adecuada (KBr o polietileno para polvos y Si o AlzÜ3 para las

capas).
Las medidas de espectroscopía Raman se realizaron en configuración de

retrodifusión (backscattering) con un espectrómetro Jobin-Yvon T64000 acoplado a

un microscopio óptico Olyrnpus en el caso de medidas en microcámara. La fuente de
excitación fue un láser de iones de Argón operando a longitudes de onda de 457.0nm,
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488.0nm, y 514.5nm, La potencia usada fue la necesaria para que no tuviesen lugar
efectos térmicos (�2mW sobre la muestra con 514.5nm y objetivo 100x).

Para espectroscopía de fotoelectrones se uso un espectrómetro Perkin­
Elmer PHI 5500 con lineas de emisión AIKa (1486.6eV) o MgKa (1253.6eV).
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CAPíTULO 3

Los objetivos principales de este capítulo son, por una parte, analizar las

propiedades fundamentales de las nanopartículas de Sn02' De este análisis se

extraerán resultados importantes a añadir al conocimiento general sobre este

material, así como metodologías a seguir en la caracterización de sensores de gases
fabricados con tales nanopartículas. Por otra parte, optimizar la respuesta
(sensitividad, selectividad, estabilidad) de sensores en capa gruesa de Sn02. Para

ello, partiendo de un óxido de estaño hidratado obtenido mediante sol-gel, se han
realizado experimentos de calcinación de las nanopartículas, a temperaturas entre

250 y 1000°C, en los cuales en ocasiones se han introducido los aditivos metálicos
Pt y Pd. Como método innovador se ha estudiado la influencia de un molido del
óxido precursor (óxido hidratado) y del óxido calcinado, tanto estructural como

eléctricamente.
El proceso de fabricación de los polvos caracterizados se presenta de forma

esquemática en la figura 1. En la figura 2 se presenta el conjunto de muestras usadas

para la realización de este capítulo. Todas las muestras presentadas en la figura 2 se

realizaron en forma de polvo. Sin embargo, salvo en el caso del estudio del molido
del material, con aquéllas calcinadas a 450, 800, o 1000°C, se fabricaron sensores.

Dichos sensores fueron hechos sobre substratos cilíndricos y planos, mediante

impresión, tal y como se explicó en el capítulo 1. Para el estudio del molido del

precursor o bien del óxido calcinado, se fabricaron sensores sobre substratos planos
con polvos calcinados a 1000°C durante 8h en los cuales se realizó el molido bien
durante 2 horas antes de la calcinación, o bien durante 2 horas después de la

calcinación, o bien ambos molidos.

3.1 Evolución general en función de la temperatura de
calcinación

Un polvo de Sn02 hidratado en el que no se ha realizado ningún
tratamiento de calcinación está formado por nanopartículas ( �3nm) altamente

aglomeradas y que presentan una red cristalina desordenada con un alto contenido
de humedad (agua y grupos hidroxilo). Al calcinar este polvo se produce:

O el incremento del tamaño de partícula (�16nm a 450°C, �110nm a

1000°C).
O una dispersión de los tamaños de las partículas asimétrica entorno al valor

medio, siendo mayor hacia tamaños de partícula grandes
O la disminución del desorden en la red cristalina
O la desaglomeración del polvo
O el facetaje de las partículas
O disminución cualitativa de la densidad de defectos
O pérdida de humedad
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Figura 1: Procedimiento seguido para fabricar las nanopartículas de Sn02 mediante el método de sol­

gel. Se dan los tiempos orientativos para realizar cada paso con el fin de indicar lo largo del proceso. En

la parte superior se muestra cómo se obtiene el precursor hidratado y en la inferior la obtención del

polvo final, incluyendo la posible introducción de aditivos y el posible molido del polvo. Los caminos
marcados con una cruz roja son posibles pero no se han tratado en este trabajo.

Tales cambios ocurren paulatinamente hasta llegar a la temperatura de

-430-450°C, a partir de la cual los cambios suceden de una manera mucho más

rápida. En particular, se observa que la disminución de HzO en el polvo llega a ser

del 80% a 430°C y la de grupos OR del 55%. La pérdida de humedad en el polvo,
juntamente con el incremento de energía térmica suministrada a los átomos que
forman las nanopartículas, son los responsables de la modificación del resto de

parámetros, como desorden, facetaje, o crecimiento rápido de tamaño de grano.
Como resultado del análisis se observa que el espectro Raman y el de

infrarojo presentan características diferentes de las asociadas a un monocristal o a un

policristal con tamaño de grano grande. En particular en el espectro de infrarojo se

observa una dependencia de los modos de vibración del material con la forma de las

partículas. El espectro Raman, que se presenta en la figura 3, muestra dos regiones
que no se observan normalmente. A bajas frecuencias se observan varias bandas, de
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Figura 2: Esquema de las muestras investigadas en este capitulo agrupadas por:: i) investigación de la

temperatura y tiempo de calcinación, ii) investigación de la introducción de aditivos, y iii) investigación
del proceso de molido del precursor hidratado y/o del polvo tras la calcinación.

las que se considera una como principal dada la dificultad experimental del análisis.
Esta banda puede ser asociada directamente al pequeño tamaño de las particulas, el

cual permite una vibración completa de la nanopartícula como un todo al

interaccionar con la radiación incidente. Al estar dicha banda relacionada con el

tamaño de las partículas, es posible extraer la distribución de tamaños de grano en el

polvo, tal y como se muestra en la figura 4. Con el mismo fin, pero no de forma tan

precisa, es posible también aplicar en el caso del SnOz los modelos existentes

relacionados con el confinamiento de fonones (modelo de correlación espacial para
partículas de distinta geometría).

Por otra parte, en la región entre 475 y 775cm-1 aparecen varias bandas,
cuya intensidad (o área bajo la banda) depende también del tamaño de las partículas.
Dichas bandas están asociadas con la capa desordenada existente en la superficie
detodo material. Al tratarse de granos muy pequeños, la contribución de esta capa es

importante y visible mediante espectroscopía Raman. Así, de acuerdo con los

espectros de la figura 3, es posible determinar un grosor medio para esta capa
distorsionada entorno a 1.1nm, lo cual es completamente razonable. Cabe comentar

que tal capa podría ser influyente en el proceso de detección de gases, pues éste es

un fenómeno principalmente superficial.
Aparte de lo comentado, de acuerdo con el estudio realizado y gracias a las

diversas técnicas de caracterización estructural empleadas, se demuestra que la única
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técnica de las empleadas que asegura una buena determinación en el tamaño de

nanopartículas es la microscopía electrónica de transmisión. En ocasiones, otras

técnicas como la difracción de rayos X y la espectroscopía Raman pueden dar

resultados aproximados. Sin embargo, la última permite obtener la distribución de

tamaños en el caso de partículas con tamaño inferior a �7nm de manera no

destructiva, lo cual es de especial interés para aplicar en sensores.

o 50 100 150 200

1000·C

Precursor

400 500 600 700 800

Intensidad (a. u.) I Desplazamiento Raman (cm")
Figura 3: Espectros Raman de los polvos calcinados hasta lOOO°C por 8h. Los espectros han sido
divididos en la regiones de baja (izquierda) y alta frecuencia (derecha). No se observaron bandas
adicionales en zonas no presentadas en esta figura.

(a) Sn02-Prec.

02468 o 4 8 12 O 4 8 12 16
Distribution tamaño (a.u.) 1 Tamaño nanoparticula (nm)

Figura 4: Comparación de la distribución de tamaño de partícula extraída por Raman (línea
continua) y TEM (histograma).
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3.2 Modificación de la respuesta del sensor con tratamientos
térmicos y aditivos. Introducción de Pt y Pd

La resistencia de los sensores calcinados a diferentes temperaturas y con

diferentes aditivos es evidentemente diferente. Como se representa en la figura 5,
puede observarse como comportamiento general:

O El incremento de la resistencia con el incremento de la temperatura de
calcinación (tamaño de partícula).

O El aumento de la resistencia, con respecto al material puro, al introducir Pt y
Pd.
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Figura 5: Resistencia en aire de los sensores calcinados a 450, 800 y 1000°C, sin introducir
aditivos y con 0.2% wt. de Pt o Pd. Los resultados presentados han sido escogidos como

representativos y corresponden a medidas realizadas a 170°C bajo condiciones de humedad
relativa del 50%. Medidas realizadas en la Universisdad de Tübingen.

Si se considera el sensor como formado por cadenas paralelas de granos
localizadas entre los electrodos, puede obtenerse que la resistencia debería ser

inversamente proporcional al tamaño de grano. Es obvio que tal resultado no se

observa en la figura 5 y que por lo tanto los resultados obtenidos atienden a un

origen diferente.

Las diferentes resistencias a tener en cuenta en el sensor son:

i) la resistencia de contacto con los electrodos, Re'
ii) la resistencia en el interior de cada grano, R¡, Y
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iii) la resistencia entre los diferentes granos, esto es, en las fronteras de

grano, Rfg.
De acuerdo con lo expuesto en el Capítulo 1, los granos del sensor

presentan en su superficie una región de deplexión, altamente resistiva por lo tanto.

De esta forma, la contribución de las fronteras de grano es dominante frente al resto

de contribuciones. Tal resistencia puede escribirse como:

(1)

donde se tiene en cuenta que los portadores han de saltar una barrera de potencial V,
al pasar de grano a grano y que la cantidad de portadores disponibles son los que
hay en el volumen del grano, nin• nin vendrá determinada por la distancia entre el
nivel de Ferrni y la banda de conducción en el interior del grano.

De la anterior expresión se deduce que las variaciones de resistencia

pueden ser debidas al movimiento del nivel de Fermi y por lo tanto de la densidad
de portadores, o a la modificación de la altura de la barrera a través del cambio del
estado de carga de las interficies.

En la tabla 1 se indican los cambios necesarios en la concentración de
electrones y altura de la barrera necesarios para provocar las variaciones de
resistencia observadas. Para ello se ha supuesto una concentración de donadores

ND�1016cm-3 para el polvo puro calcinado a lOOO°C (cuyas propiedades son más

cercanas a las de un cristal perfecto). Incluso para este valor de ND, muy inferior a

los típicamente observados (ND�1018-1019cm-3) es evidente que es mucho más
factible la variación de la altura de la barrera. Tal resultado es apoyado por el hecho

de que los granos de Sn02 están bien formados incluso a 450°C y por lo tanto no son

de esperar cambios en la concentración de portadores tan importantes como los que
se muestran en la tabla 1.

Tealcl.aeló" (oC) 450 800 1000 1000 (Pt) 1000 (Pd)

1 -« -300 -30K -400K -30M -100M

R(D.)�-e kT

ND

R¡� _N;{vRTJ NT] 1.1019 1.1017 1.1016 7.5-1017 2.5-101&

NT2 _NTIR� (cm")
R1"2

(Vn -Vrl) - k; In{R�J (eY) -0.18 -0.064 -- 0.108 0.138

Tabla 1: Resiatencia, R, concentración de portadores, N, y altura de la barrera, Y, necesarios para
modelizar el cambio de resistencia con la temperatura de calcinación y la introducción de aditivos. Los
valores de resistencia de referencia corresponden a una temperatura de medida, TI' de 170°C.
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En cuanto a la sensitividad de estos sensores, en la figura 6 se representa a

modo de resumen la respuesta a 230°C a lOOppm de CO y a 2ppm de N02• Puede
verse que con el fin de obtener un buen sensor para N02 es mejor que el material sea

puro y calcinado a altas temperaturas. Por otra parte, una buena respuesta a CO se

obtiene mediante la introducción de Pt o Pd habiendo calcinado el polvo a 450°C.

Isppm ca I

�"�2i'�: + ¡, � j 1
... ¡

j • ,.!
' ,

'.
;

f !,
1+---��----�----��--�--��--�----�

Puro Pi Pd Puro Pt Pd

Figura 6: Respuesta de sensores planos en capa gruesa a CO y N02 medida a -230°C.
Medidas realizadas en la Universidad de Tübingen.

Parece ser que una buena superficie, tal y como la que existe tras calcinar a

1000°C es óptima para la detección de un gas oxidante como el N02, mientras que

para la reacción de CO es necesario que el Pt o Pd ayuden a fijar oxígeno en la

superficie.
Las medidas de sensitividad y de resistencia en aire apuntan a que los

aditivos se encuentran en la superficie de los granos de Sn02• Dicho resultado se

confirma a través de la caracterización estructural mediante TEM, Raman y XPS.

Concretamente, se deduce además de las medidas de XPS que ambos aditivos se

encuentran en estado oxidado en la superficie, tal y como corresponde a la pequeña
cantidad introducida.

Los resultados obtenidos indican que la modificación en la respuesta de los
sensores tras la introducción de Pt o Pd ocurre mediante sensitivización electrónica a

través de la población de los niveles creados dentro de la banda prohibida en la

superficie de las nanopartículas de Sn02•
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3.3 Optimización de las caracteristicas del sensor mediante
molido del polvo de Sn02

La caracterización mediante TEM llevada a cabo demuestra que el molido

del material antes o después de la calcinación lleva a la disminución del tamaño de
las nanopartícu1as (figura 7).

150
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O 2 4 6 8 10 12

Tiempo de molido (h)

Figura 7: Evolución del tamaño de grano medio en función del tiempo de molido extraída

por TEM. Las barras verticales representan la dispersión de tamaños respecto al tamaño
medio. Cada muestra ha sido indicada en la forma G(tl, t2), donde tI es el tiempo de
molido antes de calcinar y t2 el de después de calcinar. La calcinación fue hecha a IOOO°C
durante 8h.

La disminución del tamaño de grano tras calcinar es debida a la rotura de

las nanopartícu1as por impacto, bien con las bolas de Zr02 usadas para el molido,
bien con las paredes, o bien con otras nanopartícu1as. Sin embargo, no es posible
determinar si la rotura es producida en el impacto o tras el impacto, cuando se libera
la tensión sobre el grano. La rotura de las nanopartícu1as lleva a que se observe una

distribución bimodal de tamaños de grano. Por otra parte, se observa que molidos

por tiempos superiores a llh no resultan muy efectivos.
La disminución del tamaño de grano observada en los polvos calcinados

cuando el molido se realiza antes de calcinar es debida a la mayor aglomeración del

precursor (figura 8). Esta mayor aglomeración puede ser debida al mayor contenido
de agua de éste. Durante la calcinación, al estar el polvo más aglomerado, es más
dificil liberar el agua contenida, con lo que el grano crece más difícilmente. Por otra

parte, al crecer los granos individuales dentro de un aglomerado puede ser que ésos
se separen y no reciban aporte de material de otros aglomerados, siendo más difícil
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Figura 8: Imágenes de TEM de los precursores de Sn02' antes, G(O) y después, G(ll), del molido,

el crecimiento del grano por encima de un cierto límite. De nuevo, el procedimiento
de molido seguido parece no ser muy efectivo para tiempos superiores a llh.

El molido más efectivo es el combinado, antes y después de calcinar,
mediante el cual se consiguen reducciones de tamaño de grano tras 2h de molido
entorno al 25%, Como el polvo es calcinado a lOOO°C, es de esperar que el sensor

sea altamente estable.

Respecto del punto de vista eléctrico, se observa que la resistencia en aire

de un sensor en el cual se ha realizado el molido durante 2 horas después de

calcinar, se incrementa un orden de magnitud. Cuando el molido se realiza por 2

horas antes y después de calcinar el incremento es de unos 2 ordenes de magnitud.
Tal variación de resistencia no puede ser explicada en función del cambio de tamaño

de grano únicamente, La única explicación razonable, que va de acuerdo con la

caracterización por XPS, es que se produce un cambio en la superficie de las

nanopartículas, esto es, se introducen nuevos estados en la banda prohibida
localizados en la superficie de las nanopartículas. La introducción de tales estados

explicaría, además, las curvas de sensitividad a CO y N02 presentadas en la figura 9.

Parece ser que el molido tras calcinar reduce la sensitividad al CO, y el
molido antes de calcinar aumenta la sensitividad al N02 a bajas temperaturas. Por

otra palie, el molido del material hace que la respuesta de los sensores siga el mismo

tipo de comportamiento, como se deduce del hecho que las curvas de sensitividad
sean paralelas en el caso de los sensores By C (figura 9).

De acuerdo con estos resultados es plausible pensar que el molido introduce
nuevos lugares (estados superficiales) que facilitan la adsorción de moléculas tales
como el N02, La introducción de estos nuevos estados puede dificultar la adsorción
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de oxígeno, ya que la cantidad de lugares para su posible adsorción disminuye, de

forma que la reacción con el CO se dificulta.

160 180 200 220 240 260

Temperatura I -c

Figura 9: Respuesta de los sensores a 400ppm de CO y 100ppb de N02. Todos los
sensores han sido calcinados a loooce durante 8h. En el sensor A no se ha realizado

ningún molido. En el sensor 8 se realizó el molido durante 2 horas tras calcinar. En el
sensor e se realizó el molido durante 2 horas antes y después de calcinar el polvo.
Medidas realizadas en la Universidad de Tübingen.
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CAPíTULO 4

En este capítulo se analizan sensores fabricados en capa delgada mediante
dos métodos de interés actual. Por una parte se estudia el depósito de Sn02 mediante

evaporación de electrones asistida por iones de oxígeno (IBAD). Por otra parte se

estudia el depósito de estaño por pulverización catódica y su posterior oxidación

(RGTO). Ambos métodos pretenden solucionar la pobre estequiometría obtenida en

capas fabricadas mediante métodos fisicos. En el caso de capas depositadas por
IBAD, se pretende al bombardear con iones de oxígeno la superficie del material

recientemente depositado:
i) Aportar la cantidad de oxígeno necesaria para obtener una

estequiometría correcta, y
ii) Estimular la reacción en la superficie mediante el bombardeo.
Por otra parte, con el método RGTO se pretende eliminar una etapa que

normalmente es necesaria en capas obtenidas mediante pulverización catódica, esto

es, la posterior oxidación del material para conseguir la estequiometría correcta.

Para ello, se incluye esta oxidación directamente en el método. Así, el método
RGTO consiste básicamente en:

i) El depósito de Sn. Éste se realiza normalmente a una temperatura
superior a la temperatura de fusión del Sn (T>250°C).

ii) La posterior oxidación del estaño depositado. Para ello se

introduce la capa de Sn en un horno en el que el ambiente es aire y
se realiza la oxidación en dos etapas. La primera etapa se lleva a

cabo a 250°C durante 4 horas. La segunda a 600°C durante el

tiempo necesario, el cual depende del grosor de la capa de Sn

depositada. Para llegar a cada tempratura de las indicadas se

emplean rampas de 4 horas de duración.
Desde el punto de vista de la morfología obtenida, ambos tipos de sensores

son muy diferentes. Los primeros presentan una estructura de capa densa, mientras

que los segundos presentan una estructura muy porosa. Así, aunque ambos son

considerados sensores basados en cambio de resistencia, aquéllos obtenidos
mediante IBAD deberían ser enmarcados dentro del grupo de los sensores basados

en efecto de campo.

4.1 Optimización del Sn02 obtenido por IBAO

El parámetro fundamental estudiado en este tipo de capas ha sido la
velocidad de depósito, la cual se varió entre 0.8 y 1.9Á/s. El resto de parámetros se

mantuvieron fijos. Así, el depósito se realizó manteniendo constante la temperatura
del substrato a 35°C, la presión a 1.5·1O-4mbar, y la tensión y densidad de corriente

del haz de iones a 400V y 1.41mA/cm2, respectivamente.
Como se muestra en la figura 1, a pesar del pequeño tamaño de grano

obtenido en la mayoría de los casos (�7nm), el material obtenido no presenta unas
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ra) F40 b) F50

Figura 1: Imágenes de TEM en sección transversal de las muestras depositadas a una velocidad de
0.8ÁJs (a), 1.0 Á/s (b), 1.3 Áls (e), and 1.9 Á/s (d).

características mínimas para ser usado como material sensible en un sensor de gas
debido principalmente a que no es uniforme:

O Aparece una región amorfa en la interficie SnO/Si02 cuyo grosor

depende de la velocidad de depósito.
O Aparecen regiones dentro de la capa en las que no existe material o éste

tiene una composición muy rica en oxígeno.
O Se observa un crecimiento estratificado.
Dichas inhomoheneidades producirán variaciones en la respuesta del sensor

con el tiempo, lo cual es evidentemente no deseado. De hecho, tratamientos
térmicos realizados en estas capas modifican substancialmente su estructura,
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principalmente cristalizando el material amorfo y provocando la aparición de una

gran densidad de defectos en esas regiones
En principio, el origen de la no uniformidad del material puede ser debido a

la falta de la movilidad suficiente del material depositado para reorganizarse y
cristalizar adecuadamente. Por este motivo, se propone realizar un calentamiento del
substrato durante el depósito, el cual resulta efectivo en uniformizar el material, tal y
como se observa en la figura 2.

Figura 2: Comparación de una capa de Sn02 depositada sin calentar el substrato durante el depósito
(a) y con el calentamiento simultáneo del substrato (b).

4.2 Estudio del depósito y oxidación del Sn : RGTO

4.2. 1 Deposito del Sn por pulverización catódica

La morfología de las capas obtenidas tras el depósito de Sn depende de a

qué temperatura se realice el depósito y la cantidad de material depositado. Como

puede verse en la figura 3, el depósito de Sn a temperatura superior a la de fusión

produce que éste tome la forma de esferas truncadas sobre la superficie del

substrato. Dicha morfología se desarrolla, al evolucionar en fase líquida, dado que
existe suficiente movilidad sobre la superficie del substrato debido a la activación

térmica y a que el Sn tiende a enlazarse con él mismo antes que con el material del

substrato. Es un ejemplo más de formas comúnmente desarrolladas en muchas

superficies, tales como las gotas de vapor de agua en un cristal.
La distribución de tamaño de 'gotas' de Sn presenta una forma bimodal

formada por una cola exponencial decreciente en función del tamaño de partícula,
para las gotas pequeñas, y de una distribución en forma de campana (gausiana) para
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Figura 3: Imágenes de microscopía electrónica de barrido de capas de Sn depositadas a temperatura
superior a la de fusión del Sn de grosor nominal: a)50nm depositados a 2.5nmls, b) IOOnm depositados
a 2.5nmls, e) 200nm depositados a 2.5nmls, d) 400nm depositados a 2.5nmls, e) 300nm depositados a

2.1nmls. La imagen (f) corresponde a una capa depositada a temperatura ambiente con grosor nominal
de IOOOnm depositada a 2.1nmls.

las gotas grandes. Cuanto más material se deposita. mayor es el tamaño medio de las

gotas y más ancha es la distribución. Sin embargo, siempre se mantiene el mismo

proceso de crecimiento a través de coalescencia. A pesar de la similitud con otros

sistemas, pueden observarse diferencias debidas principalmente a la temperatura a la

que se ha realizado el depósito y a la geometría usada.
Un resultado importante desde el punto de vista de la posterior oxidación

de ésta 'capa' es el hecho de que el recubrimiento del substrato tiende a un valor
estable entorno al 70%. Esto es así debido al mencionado mecanismo de
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coalescencia. Al coalescer dos gotas, la nueva se coloca en una posición nueva que
depende de la masa de ambas gotas y su antigua posición. En este desplazamiento
quedan zonas vacías sobre el substrato (como puede verse en la figura 3) que
vuelven a ser ocupadas por nuevas gotas de tamaño pequeño, y de ahí la existencia
de la cola exponencial. También es importante desde el punto de vista de la

posterior oxidación que el tamaño de las gotas no corresponde con el grosor
nominal que se pretendía obtener y que por lo tanto los tiempos de oxidación
deberán ser mayores de lo previsto.

El depósito a temperatura ambiente provoca que aparezcan regiones
irregulares pero no con forma esférica.

4.2.2 Oxidación térmica del Sn

En las imágenes de la figura 4 pueden observarse los cambios morfológicos
que tiene lugar durante la oxidación del Sn. Tales cambios son prácticamente
independientes de la temperatura a la cual fue depositado el Sn.

La oxidación comienza por la superficie del Sn, formándose pequeños
núcleos oxidados en la misma. Como puede verse en la figura 5, tales núcleos
crecen hacia el interior de la gota de estaño (o equivalente). Debido a la interacción
de los diferentes núcleos creciendo hacia el interior y a la existencia de diferentes

fases intermedias en la conversión de Sn a Sn02' se desarrolla una estructura porosa
(la competencia entre los diversos núcleos provoca tensiones capaces de 'romper' el
material y desarrollar una estructura porosa). Tal estructura es muy deseada en

sensores de este tipo, tal y como se explicó en el Capítulo J. Sin embargo, no todas

las capas presentan la misma rugosidad. Cuanto mayor sea el tamaño de las gotas de

estaño, mayor es la rugosidad obtenida tras largos periodos de oxidación. De esta

forma, una gota suficientemente grande presenta una estructura, tras la oxidación

parcial, en la que pequeños cristales (-20nrn) rodean un núcleo cristalino no

totalmente oxidado mucho mayor. Estos nanocristales se han separado parcialmente
del cúmulo inicial por fractura, proporcionando la distribución de dichas partículas
el aspecto poroso observado por SEM. Las capas depositadas a temperatura
ambiente siguen el mismo mecanismo. Sin embargo, el tamaño final de los
nanocristales podría ser diferente, dada la distinta forma del Sn depositado, la cual

podría permitir el crecimiento mucho mayor de los núcleos hacia el interior antes de

producirse la fractura.
La oxidación pasa por diferentes fases intermedias. De estas fases la única

que se puede identificar con seguridad es SnO, la cual comienza a aparecer durante

la primera etapa de la oxidación (figura 6). Así, durante el ciclo de oxidación,
inicialmente el Sn se transforma principalmente a SnO. A temperaturas -600°C

ocurre la descomposición del SnO en Sn Y Sn02• A partir de este momento, la rápida
oxidación del Sn a estas temperaturas hace que la fase predominante sea el Sn02• El
hecho de que se haya relacionado la porosidad de las capas oxidadas con la
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Figura 4: Imágenes de SEM de las capas parcialmente oxidadas. En cada imagen se indica el tiempo en

el ciclo de oxidación. Así, de aniba a abajo y de izquierda a derecha, las imágenes corresponden a la

capa inicial de estaño de 300nm, oxidación durante 480 minutos, 540 minutos (512°C), 600 minutos

(600°C), 720 minutos (600°C), y 1200 minutos (600°C).

presencia de diferentes fases es debido a que no hay cambios en la rugosidad una

vez es consumido el SnO.
Se ha descubierto que la oxidación del Sn ocurre más rápidamente de lo

que inicialmente se pensaba. A esto contribuyen:
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Figura 5: Imagen de alta resolución de una gota de estaño parcialmente oxidada

(360 minutos en el ciclo de oxidación).

o El desarrollo de núcleos oxidados que crecen hacia el interior generando
zonas de contacto entre los diferentes cristales por donde la difusión del oxígeno
para oxidar el material interior puede ocurrir más fácilmente.

O La separación de dichos cristales con el progreso de la oxidación,
dejando parcialmente libre de material una superficie que inicialmente no lo estaba.

Sin embargo, la inspección directa mediante TEM del grosor oxidado en las

primeras etapas, permite obtener parámetros aproximados de la difusión del oxígeno
en el estaño. Así, se observa que es necesario tener en cuenta que de acuerdo con el

ciclo de oxidación empleado, el Sn es inicialmente fundido, cosa que ocurre a

1S0°C, tras 120 minutos en el ciclo. A partir de este punto la difusión del oxígeno
puede aproximarse por una ley

L(t) = �D(T)' t
(1)

(2)

siendo los valores obtenidos de Do=1.5-1 05cm2s-1 y E(/=1.3eY.
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Figura 6: Evolución de la relación de intensidades de las reflexiones más importantes de

Sn, SnO y Sn02 en el espectro de rayos X, con respecto a la suma de intensidades. Sin
considerar los diferentes coeficientes de absorción, ésta figura representa el porcentaje
de cada fase en cada punto del ciclo de oxidación.

4.2.3 Influencia de una incompleta oxidación en la estabilidad

Como se ha visto, en ocasiones es necesario un largo ciclo de oxidación

para oxidar completamente una capa de Sn. Si la capa está oxidada de forma

incompleta se producen variaciones en la respuesta del sensor, como puede
observarse en la figura 7. Dichas variaciones son debidas principalmente a una

oxidación del sensor durante su operación, 10 cual implica cambio de fase del
material y cambio morfológico.

4.2.4 El método RGTO multicapa

Con el fin de reducir los periodos de oxidación es posible realizar un

método multicapa. De tal forma, cada capa individual puede ser más delgada y fácil
de oxidar completamente, evitando así las variaciones en la respuesta del sensor.

Para ello se realiza el proceso de RGTO descrito sucesivas veces. La mejora
obtenida no sólo concierne a la estabilidad del sensor, sino además mejora su

respuesta (sensitividad).
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Figura 7: Respuesta de diferentes sensores fabricados por RGTa a 100 ppm de
ca en función del tiempo. El sensor A fue oxidado durante 10 minutos a 450°C,
el sensor B durante 1 hora a 500°C, y el sensor e durante 30 horas a 600°C. Los
sensores A y B presentan una variación significativa en su respuesta en el tiempo.
Puede verse claramente, por ejemplo, que la respuesta es diferente en ausencia de

ca, antes y despues del pulso de gas.
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CAPíTULO 5

La investigación de las propiedades fundamentales de nanopartículas de Sn02' y

especialmente el análisis de su espectro Raman, ha permitido desarrollar nuevos

métodos de obtención del tamaño medio de grano. A partir de la investigación de la

región de baja frecuencia, se ha desarrollado un nuevo procedimiento a través del
cual es posible extraer no sólo el tamaño medio sino la distribución completa de
tamaños de grano de forma no destructiva y precisa. Dicha nueva técnica es de

especial interés para ser aplicada en la caracterización de sensores de gas formados

por nanopartículas de tamaño muy pequeño (-7nm para el Sn02). Sin embargo, la

comparación de las diferentes técnicas de caracterización estructural usadas para
extraer el tamaño de nanopartícula demuestra que para los tamaños de grano usuales
en el caso de sensores de gases la microscopía electrónica de transmisión es una

técnica obligatoria.

Respecto a la estabilidad del Sn02 obtenido por métodos químicos como sol-gel, se

concluye que las nanopartículas han de ser calcinadas a temperaturas que permitan
la desorción de agua y grupos hidroxilo. Asociado a tal desorción se ha observado

que ocurren el facetaje y la ordenación de la red cristalina del material, dando lugar
a partículas más estables. De esta forma, se ha encontrado que las nanopartículas de

Sn02 han de ser calcinadas a temperaturas mayores que 430-450°C. Además, se ha
visto que para tener una alta sensitividad a N02 y baja sensitividad a CO, a bajas
temperaturas, las partículas han de ser puras y calcinadas a 1000°C. Por otra parte, la
introducción de los aditivos metálicos Pt y Pd facilita la absorción del oxígeno y
aumenta la sensitividad a CO. Los aditivos se colocan en la superficie de las

nanopartículas de Sn02. La pequeña cantidad introducida de tales aditivos produce
únicamente la creación de niveles dentro de la banda prohibida en la superficie. El
mecanismo de activación es mediante sensitivización electrónica.

Además de los tratamientos aplicados típicamente en sensores de gases basados en

Sn02, tales como calcinación e introducción de aditivos metálicos, se ha observado

que el molido del polvo de Sn02 modifica de manera importante las propiedades
estructurales de las nanopartículas y los mecanismos de sensitividad. Se ha visto que
el molido del material efectuado es efectivo para reducir el tamaño de grano incluso
en un 30%. Sin embargo, la mejora de las características del sensor no está
directamente relacionada con la disminución del tamaño de grano, sino con la
modificación de la superficie de las nanopartículas de Sn02. Particularmente se ha
observado que un molido combinado durante 2 horas antes y después de la
calcinación es el que proporciona una mejor sensitividad al N02. Este efecto se

atribuye a la aparición de niveles dentro de la banda prohibida que facilitan la
absorción de N02, disminuyendo así los lugares para la absorción de oxígeno, y por
lo tanto la sensitividad al CO.
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Se han estudiado dos tecnologías actuales para la fabricación de sensores en capa

delgada de Sn02, que son el depósito de Sn02 asistido por iones (IBAD) y la

oxidación de Sn tras depósito por pulverización catódica (RGTO). La

caracterización de los efectos de la velocidad de depósito en las propiedades
morfológicas de los sensores fabricados mediante IBAD ha mostrado problemas
importantes tales como la presencia de regiones amorfas en la capa de Sn02 y
crecimiento estratificado. Sin embargo, ha sido posible reducir tales problemas
mediante el calentamiento del substrato durante el depósito.

Se ha realizado una investigación detallada del depósito de Sn por pulverización
catódica, principalmente a temperatura superior a la de fusión del Sn, y de su

oxidación térmica. El depósito de Sn bajo condiciones en las cuales permanece

líquido en la superficie del substrato hace que éste se distribuya formando esferas

truncadas de tamaños variables. La dispersión de tamaños de tales gotas, así como el

tamaño medio, incrementa con el material depositado. Esta morfología implica la
oxidación de gotas de tamaño mucho mayor que el esperado en el caso del depósito
de una capa plana, y por lo tanto obliga a recalcular los tiempos necesarios para la

completa oxidación. La mejor solución propuesta para conseguir una oxidación

completa sin ser necesarios largos tratamientos térmicos es depositar pequeñas gotas
sobre el substrato, oxidar, y repetir el procedimiento, esto es realizar un

procedimiento multicapa.

Se ha observado que el grado de oxidación influye de manera importante en la
estabilidad de los sensores obtenidos mediante oxidación térmica del Sn. Se ha visto

que la oxidación comienza en la superficie del Sn depositado y procede
independientemente de la temperatura de depósito de la capa. Mediante oxidación

térmica, antes de obtenerse la capa final de Sn02, tiene lugar principalmente la
formación intermedia de SnO. Del estudio de las primeras etapas de la oxidación se

han deducido los prámetros para la difusión del oxígeno en el estaño de

Do=1.5·105cm2s-1 y E,,=1.3eV. Mediante RGTO, las nanopartículas que forman la

capa de Sn02 son de buena calidad cristalina y facetadas, lo cual asegura una buena

estabilidad, perturbada únicamente por la reorganización de las nanopartículas como

consecuencia de los tratamientos térmicos, siempre que la capa esté totalmente
oxidada.

La introducción de aditivos metálicos mejora las características sensitivas de los
sensores fabricados mediante sol-gel así como de los sensores fabricados mediante
RGTO. Sin embargo, se ha observado que el método de introducción del aditivo
metálico determina substancialmente el efecto final del aditivo. Así, métodos

"energéticos", como los usados en las capas delgadas, y altas dosis dan lugar a

cúmulos metálicos capaces de actuar como activadores químicos o electrónicos. En

cambio, métodos "poco energéticos", como la impregnación, y bajas dosis implican
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la única posibilidad de sensitización electrónica a través del control de los estados

superficiales o interficiales creados por el aditivo.
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