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Abstract

Fine-grained recognition, i.e. identifying similar subcategories of the same su-
perclass, is central to human activity. Recognizing a friend, finding bacteria in
microscopic imagery, or discovering a new kind of galaxy, are just but few examples.
However, fine-grained image recognition is still a challenging computer vision task
since the differences between two images of the same category can overwhelm the
differences between two images of different fine-grained categories. In this regime,
where the difference between two categories resides on subtle input changes, ex-
cessively invariant CNNs discard those details that help to discriminate between
categories and focus on more obvious changes, yielding poor classification per-
formance. On the other hand, CNNs with too much capacity tend to memorize
instance-specific details, thus causing overfitting. In this thesis, motivated by the
potential impact of automatic fine-grained image recognition, we tackle the pre-
vious challenges and demonstrate that proper alignment of the inputs, multiple
levels of attention, regularization, and explicit modeling of the output space, results
in more accurate fine-grained recognition models, that generalize better, and are
more robust to intra-class variation. Concretely, we study the different stages of the
neural network pipeline: input pre-processing, attention to regions, feature acti-
vations, and the label space. In each stage, we address different issues that hinder
the recognition performance on various fine-grained tasks, and devise solutions
in each chapter: i) We deal with the sensitivity to input alignment on fine-grained
human facial motion such as pain. ii) We introduce an attention mechanism to
allow CNNs to choose and process in detail the most discriminate regions of the
image. iii) We further extend attention mechanisms to act on the network activa-
tions, thus allowing them to correct their predictions by looking back at certain
regions, at different levels of abstraction. iv) We propose a regularization loss to
prevent high-capacity neural networks to memorize instance details by means of
almost-identical feature detectors. v) We finally study the advantages of explicitly
modeling the output space within the error-correcting framework. As a result, in
this thesis we demonstrate that attention and regularization seem promising direc-
tions to overcome the problems of fine-grained image recognition, as well as proper
treatment of the input and the output space.

Key words: computer vision, machine learning, fine-grained image recognition
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Resumen

Reconocer e identificar diferentes subcategorías en nuestro entorno es una activi-
dad crucial en nuestras vidas. Reconocer un amigo, encontrar cierta bacteria en
imágenes de microscopio, o descubrir un nuevo tipo de galaxia son solo algunos
ejemplos. Sin embargo, el reconocimiento de subcategorías en imágenes aún es
una tarea ardua en el campo de la visión por computador, ya que las diferencias
entre dos imágenes de la misma subcategoría eclipsan los detalles que distinguen
dos subcategorías diferentes. En este tipo de problema, en que la distinción entre
categorías radica en diferencias sutiles, las redes neuronales más insensibles a per-
turbaciones se centran en los cambios más obvios y tienden a errar, ya que ignoran
aquellos detalles que permiten desambiguar entre diferentes categorías. Por otro
lado, los modelos con demasiada capacidad tienden a memorizar detalles únicos de
imágenes concretas, por lo que fallan al generalizar con nuevas imágenes nunca vis-
tas. En esta tesis doctoral, motivados por el impacto potencial del reconocimiento
automático de subcategorías, abordamos los desafíos presentados y demostramos
que es posible obtener modelos generales y robustos. Concretamente, estudiamos
las diferentes fases de los algoritmos de reconocimiento de imágenes: preproceso
de los datos, atención a diferentes regiones, actividad de las neuronas y el espacio
de categorías. En cada fase, abordamos diferentes problemas que merman la preci-
sión de los modelos al clasificar diferentes tipos de datos, y proponemos diferentes
soluciones en cada capítulo: i) Primero abordamos el problema de la sensibilidad al
alineamiento de las imágenes en el reconocimiento de expresiones faciales, como
el dolor. ii) A continuación, proponemos un mecanismo de atención que permite a
las redes neuronales centrarse y procesar en detalle las partes más informativas de
las imágenes. iii) Extendemos los mecanismos de atención más allá de los píxeles,
permitiendo las redes atender su propia actividad neuronal para corregir las predic-
ciones finales. iv) Después proponemos una nueva función de coste para regularizar
las conexiones de las capas de neuronas, incentivando el aprendizaje de patrones
distintos y, por lo tanto, previniendo la memorización de detalles únicos en objetos.
v) Finalmente, estudiamos las ventajas de modelar explícitamente el espacio de
categorías usando la teoría de códigos correctores de errores. Como resultado, en
esta tesis demostramos que los mecanismos de atención y regularización pueden
ser la clave para solucionar los problemas del reconocimiento de subcategorías, así
como una buena modelización del espacio de entrada y salida de los modelos.

Palabras clave: visión por computador, aprendizaje computacional, clasificación
de imágenes
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Resum

Reconèixer i identificar diverses subcategories en el nostre entorn és una activitat
crucial a les nostres vides. Reconèixer un amic, trobar cert bacteri en imatges de
microscopi, o descobrir un nou tipus de galàxia en són només alguns exemples.
Malgrat això, el reconeixement de subcategories en imatges encara és una tasca
costosa en el camp de la visió per computador, ja que les diferències entre dues
imatges de la mateixa subcategoria eclipsen els detalls que distingeixen dues subca-
tegories diferents. En aquest tipus de problema, en què la distinció entre categories
radica en diferències subtils, les xarxes neuronals més robustes a pertorbacions
se centren en els canvis més obvis i solen fallar, ja que ignoren els detalls que per-
meten distingir entre diferents categories. Per altra banda, els models amb massa
capacitat tendeixen a memoritzar detalls únics d’imatges concretes, pel que fallen
en generalitzar amb noves imatges mai vistes. En aquesta tesi doctoral, motivats
per l’impacte potencial del reconeixement automàtic de subcategories, abordem
els desafiaments presentats i demostrem que és possible obtenir models generals i
robustos. Concretament, estudiem les diferents fases dels algorismes de reconeixe-
ment d’imatges: preprocessament de les dades, atenció a diferents regions, activitat
de les neurones, i l’espai de categories. A cada fase abordem diferents problemes
que redueixen la precisió dels models al classificar diferents tipus de dades i propo-
sem diferents solucions a cada capítol: i) Abordem el problema de la sensibilitat a
l’alineament de les imatges en el reconeixement d’expressions facials, com el dolor.
ii) Proposem un mecanisme d’atenció que permet a les xarxes neuronals centrar-se
i processar en detall les parts més informatives de les imatges. iii) Estenem els
mecanismes d’atenció més enllà dels píxels, permetent les xarxes atendre la seva
pròpia activitat neuronal per a corregir les prediccions finals. iv) Després proposem
una nova funció de cost per a regularitzar les connexions de les capes de neurones,
incentivant l’aprenentatge de patrons diferents i, per tant, prevenint la memoritza-
ció de detalls únics. v) Estudiem els avantatges de modelar explícitament l’espai
de categories utilitzant la teoria de codis correctors d’errors. Com a resultat, en
aquesta tesi demostrem que els mecanismes d’atenció i regularització poden ser la
clau per a solucionar els problemes de reconeixement de subcategories, així com
una bona modelització de l’espai d’entrada i sortida dels models.

Paraules clau: visió per computador, aprenentatge computacional, classificació
d’imatges
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1 Introduction

All birds are different, yet we call them with the generic term bird. In fact, Greek
philosophers such as Plato (∼428 BCE) already noticed the importance of this
phenomena, stating that all objects are instances of a perfect abstract entity. This
theory was later adapted by conceptualist philosophers, such as William Ockham
(1287), rejecting the existence of abstract entities, explaining them as a process
of the mind. In the same vein, Emmanuel Kant (1724) proposed that the world is
made of real objects, that we experience through our senses, and organize them
in abstract categories to put coherence in an otherwise chaotic world. Inspired by
David Hume (1711), Gestalt philosophers (∼1890) state that we tend to order our
stimuli into abstract categories in order to find the simplest explanation, hence
perceiving whole objects instead of their individual parts. For instance, we tend to
perceive a bird instead of a bunch of feathers and a beak.

In other fields, such as information theory, categorization is a computational
mechanism for compressing information and saving space. For instance, it takes
less effort to just remember bird, than remembering all the particularities of that
bird. Psychologists such as Steven Pinker (1954) propose a more practical view,
where we categorize because the world is ruled by laws such as physics and mathe-
matics, allowing us to infer properties between similar objects, which is crucial for
survival. For instance, if you know that a red mushroom with white circular spots is
poisonous, you will avoid similar red mushrooms with white squared spots. In fact,
to know or recognize a mushroom, not only involves identifying its general appear-
ance, such as the parts (cap, stem, texture), but also the particular appearance of
each of these parts (size and color of the cap, ringed stem, etc). This particularly
challenging task is called fine-grained image recognition, and it is the subject of
this thesis.

In image recognition, we aim to find the identity and properties of the different
objects that compose an image with the final goal of understanding its content. For
instance, given a set of images with cars, people, and animals, an image recogni-
tion system would output which of the three categories are present in the image.
Computer vision researchers usually model these image recognition systems as a
machine learning problem, where the images and corresponding categories are
used to fit a classification function. However, the visual world is extremely complex,
with small perturbations, such as the movement or deformation of an object, caus-
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(a) Dhole

(b) Dingo

Figure 1.1: Fine-grained recognition problem. Row (a) shows images of dogs of
the dhole breed, while (b) shows dogs of the dingo breed. As it can be seen, de
differences in pose have more impact on the appearance than the breed.

ing changes in the data that are unpredictable by most of the traditional machine
learning algorithms.

Throughout the past decade, neural networks have become the main approach
to tackle this task since they can deal with the high dimensionality and complexity
of the visual world. Concretely, neural networks can "learn" to detect intricate
interactions between the pixels of an image in order to map those pixels into the de-
sired target. As a result, researchers have focused on building increasingly powerful
neural networks, attaining impressive scores on many image recognition bench-
marks, even when compared against human performance. These advances are
appealing for numerous industrial applications, and therefore are progressively
being used to assist complex repetitive tasks, such as spotting cancer on x-rays,
or identifying traffic signs. However, there are cases where neural networks still
fall behind the human image recognition skills. For instance, while a human may
be able to recognize an object by seeing it once, a neural network sill needs many
examples of the object in many situations. Moreover, while humans do not have
to obliterate previously seen objects to learn a new one, neural networks tend to
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forget previously seen classes when retrained for a new one. Another particular case
where neural networks perform worse than humans is on fine-grained recognition.
Namely, when the task is to discriminate between many subcategories of the same
object. For instance, to differentiate between bird species, car models, cell types,
and the like. This is a particularly difficult task because the difference between
objects of the same fine-grained category can eclipse de variation between objects
of different categories. For example, imagine two birds of similar species flying or
posing in a branch, the difference between the posing and the flying birds greater
than the difference between the two posing birds. Despite the inherent challenges
of fine-grained recognition, most approaches are based on coarse-grained recog-
nition models, i.e. neural networks with many layers (deep) specialized for image
processing. The next section provides detail on this kind of architectures, and how
to enhance them for fine-grained recognition.

1.1 Deep Learning and Fine-Grained Recognition

Since the great success at the Imagenet Large Scale Visual Recognition Competition
(ILSVRC2012) [1], Convolutional Neural Networks (CNN) [2] have become the main
approach to image recognition. Furthermore, CNNs are now the main workhorse
for most computer vision task such as motion analysis [3], 3D reconstruction [4],
and image generation [5, 6].

Regarding the task of image recognition, it is classically framed as a supervised
machine learning problem. That is, given a set of images X , and a set of corre-
sponding labels Y , we aim to find a function F : X → Y that minimizes a target error
criterion J : X ×Y →R. In the case of artificial neural networks, F is parameterized
by a set of neuron connections or weights θ. Thus, we aim to find the optimal value
of θ so that the function y = f (x;θ) minimizes our criterion J .

Neural networks with multiple layers are universal approximators [7], i.e. they
can represent a large variety of functions. This is particularly useful for image recog-
nition since it requires modeling complex interactions between pixels to identify
objects and categories. However, when connected to all the pixels of an image,
the high capacity of neural networks makes them very sensitive to noise, small
perturbations, and prone to memorize the input. As a result, when applied to image
recognition, vanilla artificial neural networks tend to exhibit poor performance on
unseen images (overfitting). Differently, the neurons of a CNN are not connected
to all the pixels but to a sliding subset or window, outputting one value for each
position, see Figure 1.2. This sliding-window operation is called convolution, and
it is represented by the ∗ operator. Since the same weights are applied at different
regions of the image, the network is forced to "learn" universal patterns, i.e. patterns
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Figure 1.2: A fully connected (a), and a convolutional layer (b)

that repeat through all the image, such as edges. An additional useful property of
the convolution is locality. Namely, pixels that are distant from each other are not
connected, hence avoiding modeling correlations between unrelated parts of the
image (for instance, the sun and a road). These local features keep being aggregated
layer after layer until a global description of the image is attained in the end. As a
result, CNNs are robust to translation and slight perturbations of individual pixels.1

Moreover, convolutional layers are usually followed by a max pooling operation
that provides additional translation invariance. For instance, max pooling outputs
the window maximum at each position of the image, thus as long as a maximal
pixel falls into a given window position, the output will remain invariant to small
translations of the input.

In fine-grained recognition, the differences between two images of the same cat-
egory can overwhelm the differences between two images of different fine-grained
categories, see Figure 1.3. This is often referenced in the literature as the "high
intra-class variance" and "low inter-class variance" problem [9]. In this regime,
where the difference between two categories resides on subtle input changes, ex-
cessively invariant CNNs discard those details that help to discriminate between
categories and focus on more obvious changes, yielding poor classification perfor-
mance. Therefore, most of the literature on fine-grained recognition focuses on
making the most discriminative regions of the image explicit to the classifier [9].
This can be done at different stages of the image recognition pipeline depicted in
Figure 1.4:

• Image level: a classic approach to tackle fine-grained recognition tasks is to
reduce intra-class variance at the input so that the classifier can focus on the
inter-class variance. For instance, we can align the object parts to prevent the

1When not done on purpose to alter the original behavior of the model [8].

4



1.1. Deep Learning and Fine-Grained Recognition

Class 4Class 1

Class 2

Class 6
Class 3

Class 5Inter-class 
variance

Intra-class variance
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Figure 1.3: Comparison between a fine-grained and a coarse-grained recogni-
tion.

classifier from focusing on pose differences but on their appearance [10, 11].
This approach is particularly useful for face verification, since (frontal) faces
have a direct correspondence between all parts (eyes, ears, mouth), and can
be easily aligned by affine transformations, (rotation, translation, scaling, and
shear) [12, 13].

• Model input: inspired by human attention, the recent literature focuses on
models that find and select the most discriminative parts of the image to
process them in detail [14, 15]. Iterative approaches allow the network to
dynamically look for the most discriminative region of the image [16].

• Model activations: in spatial transformer networks [17], the authors proposed
a layer that dynamically performs an affine transformation to the input, thus
aligning or cropping certain regions of the image. This layer can be placed at
any place of the network, so the network can focus on certain parts of its own
feature maps. Similarly, residual attention networks [18], enhance or weaken
certain regions of its own feature maps.

• Model output: differently from coarse-grained recognition, it is not safe to as-
sume that fine-grained output categories are equidistant. For instance, hum-
mingbird subspecies resemble each other more than penguin sub-species.
Therefore, a number of approaches focus on modeling the output space to
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Image level Input Model Output

Chapter 2 Chapter 3 Chapters 4, 5 Chapter 6

Figure 1.4: Example of fine-grained recognition pipeline. Each stage corresponds
to a chapter in this work.

account for this fact. For instance, ensembles or mixtures can be used to
assign subsets of similar categories to specialized CNNs [19, 20].

1.2 Thesis contributions

In this thesis, we analyze different stages of the neural network pipeline, identifying
issues that hinder the performance on various fine-grained recognition tasks, and
propose solutions to them in each chapter:

• In chapter 2, we show that alignment and frontalization have a great impact
on facial image processing. Concretely, we propose a deep learning pipeline to
recognize pain from facial images. Since pain is recognized from subtle facial
muscle movements, removing the variability introduced by head movement
is crucial to let the model focus on muscle dynamics. Moreover, we show that
too much alignment, such as frontalization, can cause too much deformation
and introduce noise into muscle dynamics, thus making simple frontalization
more effective than other complex approaches.

• In chapter 3, we propose an attention mechanism to allow neural networks
to focus on the most discriminative parts of the image to perform age and
gender recognition. Thus, the network spends more processing time on
the most discriminative regions of the image, in higher resolution, while
ignoring clutter. The resulting models obtain competitive performance on
three different benchmarks.

• In chapter 4, we focus on the intermediate network feature activations. Con-
cretely, we propose an efficient self-attention mechanism for convolutional
neural networks that augments them with the capacity of correcting the
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original predictions based on highly discriminative regions of the image at
different levels of abstraction. For instance, correcting "horse" for "zebra" by
attending at the stripes. When augmented with the proposed approach, all
the models show improved classification performance, obtaining excellent
results in all benchmarks.

• In chapter 5, we deal with the problem of overfitting. Concretely, since fine-
grained recognition relies on learning subtle differences between images,
overparametrized neural networks have the risk of memorizing noise. For
instance, almost-identical filters could be learned to identify two noisy varia-
tions of the same pattern in the data. In order to address this issue, we propose
a new regularization loss that enforces orthogonality between neuron weights.
As a result, regularized neural networks show better generalization yielding
higher validation accuracy.

• In chapter 6, we pay attention to the output space of neural networks. Con-
cretely, we find that representing classes as a vector with a zero for each class
and a one for the target class (one-hot) is highly inefficient for fine-grained
recognition settings, with potentially thousands of classes. Thus, we propose
to use error correcting output codes (ECOC) to represent the class space.
Since ECOC can have an arbitrary size and are denser than one-hot vectors,
they are more efficient either in space and gradient signal. Moreover, we
show that the distance between codes can be adjusted to account for class
confusion, adding extra correction capacity to very similar classes than to
highly dissimilar ones.

Summarizing, in this thesis, we show that proper alignment of the inputs, mul-
tiple levels of attention, regularization, and modeling of the output space, results
in accurate models, that generalize better, and stride towards robust fine-grained
image recognition.

1.3 First Published Appearances

This thesis follows the format of a publications compendium. Hence, each chapter
corresponds to an article published in a journal or conference:

• Chapter 2: Pau Rodríguez, Guillem Cucurull, Jordi Gonzalez, Josep M Gon-
faus, Kamal Nasrollahi, Thomas B Moeslund, and F Xavier Roca. Deep pain:
Exploiting long short-term memory networks for facial expression classifica-
tion. IEEE cybernetics, (99):1–11, 2017
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• Chapter 3: Pau Rodríguez, Guillem Cucurull, Josep M Gonfaus, F Xavier
Roca, and Jordi Gonzalez. Age and gender recognition in the wild with deep
attention. PR, 2017

• Chapter 4: Pau Rodríguez, Jordi Gonzalez, Guillem Cucurull, Josep M Gon-
faus, and Xavier Roca. Regularizing cnns with locally constrained decorrela-
tions. In ICLR, 2017

• Chapter 5: Pau Rodríguez, Josep M Gonfaus, Guillem Cucurull, F Xavier Roca,
and Jordi Gonzalez. Attend and rectify: a gated attention mechanism for
fine-grained recovery. In ECCV, pages 349–364, 2018

• Chapter 6: Pau Rodríguez, Miguel A Bautista, Jordi Gonzàlez, and Sergio
Escalera. Beyond one-hot encoding: Lower dimensional target embedding.
IMAVIS, 75:21–31, 2018
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2 Pain Recognition from Facial Images

Pain is an unpleasant feeling that has been shown to be an important factor
for the recovery of patients. Since this is costly in human resources and diffi-
cult to do objectively, there is the need for automatic systems to measure it. In
this paper, contrary to current state-of-the-art techniques in pain assessment,
which are based on facial features only, we suggest that the performance can
be enhanced by feeding the raw frames to deep learning models, outperform-
ing the latest state-of-the-art results while also directly facing the problem of im-
balanced data. As a baseline, our approach first uses convolutional neural net-
works (CNN) to learned facial features from VGG_Faces, which are then linked
to a Long Short-Term Memory (LSTM) to exploit the temporal relation between
video frames. We further compare the performances of using the so popular
schema based on the canonically normalized appearance versus taking into ac-
count the whole image: As a result, we outperform current state-of-the-art AUC
performance in the UNBC-McMaster Shoulder Pain Expression Archive Database.
In addition, to evaluate the generalization properties of our proposed methodol-
ogy on facial motion recognition, we also report competitive results in the Cohn
Kanade+ facial expression database.

2.1 Motivation

The automatic detection of pain is a subject of high interest in the health domain
since it is not only an important indicator for medical diagnosis, but has also been
shown to be an obstacle for patient recuperation in Intensive Care Units [26] and
after surgery [27]. In [28], it is shown how good pain assessment is crucial for a good
pain control, which is usually verbally checked by professional nurses, known as
self-report. However, this is not always possible due to the age of the patient, the
particular illness or language impairments. Moreover, pain is a subjective feeling
which can be described differently across cultures [29]. Thus, pain assessment
could be highly benefited from automatic tools.

Indeed this goal has been already addressed several times in the past, for ex-
ample in 2011 the authors of [30] tackle the problem using brain activity imaging.
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Figure 2.1: Examples of pain and no pain frames. This figure shows how hard it
can be to distinguish between pain and no pain frames. The subject was not in pain
in the frames of the first row (a), whereas it was suffering pain in all frames of row
(b). At first glance it is very hard to determine which row contains pain frames and
which one contains frames labeled as zero pain level, demonstrating that the task
of pain detection is not trivial and that the proposed model faces a lot of difficult
cases like the ones being shown.

So pain detection is also an important task from the point of view of computer
vision, since it is a clear step towards an automatic detector of spontaneous face
expressions [31], [32], [33], [34] and [35]. In particular, it was of high importance for
the computer vision community the release of a database published by Lucey et
al. in [36], in order to alleviate the lack of representative data of the other existing
databases. Their UNBC-McMaster database consists of 200 video sequences taken
from 25 patients who were suffering from shoulder pain. The frames were labeled
using the validated Prkachin and Solomon metric [37] (PSPI) based on the Facial
Action Coding System (FACS) [38], which codes different movements of the face
muscles with different intensity levels. It is a very challenging dataset, and as it can
be seen in Fig. 2.1, in some cases it can be very hard to determine whether a subject
is in pain or not, even for clinical professionals.

So the UNBC-McMaster Painful dataset has been used to propose new models
for facial pain detection. In the first place, Lucey et al. in [36] already released a
baseline along with the dataset, using Support Vector Machines (SVMs) on top of
the pixel and landmark features extracted using Active Appearance Models (AAM)
[39] in order to predict painful Action Units (AUs) and the PSPI for the presence
of pain. [35] proposed a late fusion of shape and appearance features in order to
predict the continuous PSPI scores of the Painful data.

In fact, facial Action Units have been typically used to encode facial motion
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corresponding to different facial expressions such as pain or anger. As stated by
Rudovic et al. [40], the task of AU intensity estimation is very challenging, due to the
high variability in facial expressions depending on the context, such as illumination,
head movements or subject-specific expressions. Being a complex task, Action Unit
intensity estimation has received a lot of attention over two decades for generic
facial motion analysis. It has been approached by Kim et al. in [41], where they
use a dynamic ranking model to overcome the difficulty of the emotion intensities
differing substantially across subjects. Valstar et al. [42] also tackle the task of
facial AUs recognition by using a facial point detector to localize 20 facial fiducial
points. Then these points are tracked through a sequence of images and then a
combination of GentleBoost, SVMs and hidden Markov models (HMM) is used for
AU recognition. According to [43] most of the temporal graphical models such as
HMM or conditional random fields (CRF) used for AU recognition fail to jointly
model different emotions. To overcome this issue, they propose the use of a Hidden
Conditional Ordinal Random Field (H-CORF) to achieve both intensity estimation
of facial expressions and dynamic recognition of multiple emotions at the same
time. Ming et al. [44] proposed a method based on multi-kernel SVM and feature
fusion to approach AUs intensity estimation.

Focused on facial landmark estimation for pain detection, Rudovic et al. [45]
proposed to use a heteroscedastic Conditional Ordinal Random Field (CORF) model
in order to deal with the inter-subject variability of the pain expressions. Authors
in [46] and [47] used weakly supervised learning and multiple instance learning to
predict pain only using sequence-level annotations. Khan et al. [48] also used the
referenced dataset for pain/no-pain recognition using shape information extracted
with a pyramid histogram of orientation gradients (PROG) and appearance informa-
tion using a pyramid local binary patterns (PLBP). Subsequently, Zafar and Khan’s
[49] used a K-NN classifier to classify AUs using 22 facial characteristic points. In
2015, Irani et al. [50] use Spatiotemporal Feature Extraction in order to model the ex-
ploits the released energy of the facial muscles in the spatial and temporal domains.
They applied their system to both RGB [51] and RGB-Thermal-Depth [50] facial im-
ages. Presti and Cascia [52] use Hankel Matrices to represent the temporal dynamics
of a sequence of Face Image Descriptors. Pedersen [53] addressed the identity bias
of the dataset using autoencoders, ensuring the presence of discriminative features
by training with a combined loss function that balances the reconstruction error
and the classification error. Later in the same year, Neshov and Manolova [54] used
SVMs on top of Scale Invariant Feature Transform (SIFT) features for continuous
and discrete PSPI prediction. Rathee and Ganotra [55] proposed the use of Thin
Plate Spline (TPS) mapping [56] for modeling the deformation of facial features
and a Distance Metric Learning (DML) method to ensure the distance between
features belonging to different levels of pain. The recent work of Zhao et al. [57]
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Figure 2.2: Proposed framework. Schematic depicting the different stages of our
proposed pain detection model.

proposes the novel Alternating Direction Method of Multipliers (ADMM) to solve
Ordinal Support Vector Regression (OSVR) achieving competitive performances in
supervised, semi-supervised and unsupervised prediction of PSPI scores.

In this paper we continue current trends on deep learning [58][59][60][61][62]
applied to pain estimation [63]. Similarly to [63], we also perform regression with
Deep Convolutional Neural Networks (DCNNs) in order to predict the PSPI score for
each frame. Subsequently, we adapt the resulting CNN model for pain classification
inspired by [36]. In order to alleviate the problem of data scarcity, we use VGG_Faces,
i.e. a VGG-16 CNN [62] pre-trained with millions of faces [64], which already obtains
state-of-the-art scores compared with other leave-one-subject-out methods.

Differently to [63], we follow the ideas exposed in [51], by directly exploiting
the temporal axis information using Long Short-Term Memory (LSTM) [65][66] on
top of the previously-learned deep features, boosting our scores even more. So
the main difference of our Deep Learning methodology as described above and
the Recurrent Convolutional Neural Networks used in [63] is that we leverage the
temporal information without renouncing to the representational power of generic
pre-trained CNN features like the ones learned from VGG_Faces, i.e. we link the
VGG_Faces features to the LSTM Recurrent Network. In other words, the approach
of [63] either discards the temporal information of the data when considering pre-
trained features from VGG_Faces or considers temporal information but using
less-discriminative features, since the RCNN is learned from scratch.

In addition, differently to [63], we consider the raw image as the input of the
CNN, rather than using facial landmarks. By doing so, the proposed method is able
to outperform current state-of-the-art in pain intensity estimation.
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As pain detection is a form of facial expression recognition, similar methods
can be applied to the more general task of emotion recognition. For example Lucey
et al. [67] used an SVM on top of features extracted using AAM to build a facial
emotion classifier. Based on the observation that only a few facial patches are
important for expression recognition, Zhong et al. [68] use a two-stage approach.
First LBP features are used to describe every patch on a grid of 8×8 over the images
of 96×96 pixels. Then Multi-task sparse learning (MTSL) is used to learn common
patches across expressions. Similar to this idea, Liu et al. [69] propose a method
which adapts 3D Convolutional Neural Networks (3D CNN) to detect facial action
parts under spatial constraints. In the work by Liu et al. [70] they propose to use
a Boosted Deep Belief Network to jointly learn the best set of features to describe
expression related facial appearance and a classifier on top of these features to
perform emotion recognition. Jung et al. [71] approached the task by using deep
learning techniques. Specifically, their method combines two deep networks: the
deep temporal appearance network (DTAN) and the deep temporal geometry net-
work (DTGN). The DTAN receives as input raw images, whereas the DTGN receives
the position of the facial landmarks points. Thus, the DTAN learns to extract appear-
ance features and the DTGN extracts geometrical features. Mollahosseini et al. also
used a deep learning approach, but in this case, they use only one CNN, with the
difference that it has several Inception modules. In the work by Zhao et al. [57] they
propose the Peak-Piloted Deep Network (PPDN) to use the peak samples (frames
with maximum expression) to supervise the feature responses for the non-peak
frames of the same emotion and the same subject. Their approach is to minimize
both the classification error and the difference in the representations of both frames,
and at the same time, they propose the usage of Peak Gradient Suppression (PGS)
to prevent the representations of peak-frames driving towards the representations
of non-peak frames.

2.2 Proposed Approach

The block-diagram of the proposed system is shown in Fig. 2.2. We use the same
data registration as the one used by Lucey et al. [36] for fair comparison: images are
cropped using the provided landmarks and then frontalized. Then, we apply global
contrast normalization before feeding the images to a deep convolutional neural
network pre-trained with faces [64]. Contrary to most of the approaches and in the
same line as Kaltwang et al. [35], we try to solve the regression task because it fits
best to this problem. However, we finally threshold the predictions in order to get
performance metrics so that we can compare to [72] or [36] as previously seen in
the introduction. The following sub-sections go through the steps of the system.
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• Data Pre-processing. As it can be seen in Figures 2.3 and 2.4, we use the
provided landmarks in order to crop and frontalize the faces. Following the
procedure in [36], we use Generalized Procrustes Analysis (GPA) to align the
landmarks [73]. This method is no more than an extension of the Procrustes
Analysis for comparing more than two ordered sets of landmarks. For the
simple case, in order to align two sets X = {x1, x2, ..., xn}, Y = {y1, y2, ..., yn} of
N landmarks, one has to (i) move their centroids x̄, ȳ to the origin (ii) find
their scaling factor s:

s =
√∑

(xi − x̄)2 + (yi − ȳ)2

N
∀xi , yi ∈ X ,Y , (2.1)

so that we can remove it from the landmarks by dividing them by s. Then,
one can find the rotation θ between two sets of landmarks by optimizing the
rotation angle needed to minimize the mean squared distance between the
two sets. This leads to the following equation:

θ = tan−1

(∑N
i=1(wi yi − zi xi )∑N
i=1(wi yi + zi xi )

)
. (2.2)

Then, for K sets of points, the GPA consists in choosing one of the sets as a
reference in order to align the rest, use the mean of the alignment as a new ref-
erence and repeat the process until the Procrustes distance d =

√∑
(xi − yi )2

between the new reference and the previous one are below a threshold. Once
the final reference is obtained, the images are aligned so that their respective
landmarks are aligned to it. Then, Delaunay triangulation is used to create a
mesh corresponding to the dual graph of the Voronoi diagram of the points
so that piecewise-affine warping can be used to get the so called canonical
normalized appearance. As it can be seen in Fig. 2.4, we did not use all the pro-
vided landmarks since it forces too much the facial expression, i.e. eliminates
mouth gestures and closed eyes, and we did not want to lose any pain-related
information.

Contrary to the procedure described in [36] and followed by others, e.g. [53],
we do not grayscale the image and we warp it to 224×244 because it is the
common input size for most deep neural network models after cropping. We
do not crop patches during training due to the fact that faces are already
aligned so there is no need for translation invariance.

Finally, per-pixel mean subtraction is performed in order to pass real zeros
for the black areas to the neural network. Global contrast normalization is
then applied to ease the training of the model.
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Figure 2.3: Pre-processing pipeline. The different stages of data pre-processing
that were applied to the image. First, the image is aligned and cropped so as to fit
the standard CNN input size. Then, it is masked and frontalized using piece-wise
affine warping to match the standard pipeline proposed in [72]. Finally we perform
data augmentation by applying landmark-based random deformations.

Figure 2.4: Frontalized Images. This figure shows the difference between frontaliz-
ing using all the provided landmarks or a coarser subset. It can be seen that using
a smaller subset, the eyes preserve their state and the line of the mouth is more
similar to the original frame.

• Facing imbalanced data Since there are about 8K pain frames and about 40K
labeled as no pain in PSPI score, it is probable that any model gets biased
towards the prediction of no-pain at the cost of missing pain frames. There
are two common approaches to overcome this problem: (i) balancing data,
(ii) using weighted loss functions. In this work we balance the training data (i)
and validate the original validation data, but we also complement the results
by giving normalized scores, as proposed by [74] (i.e. balancing the validation
dataset). To balance the data, we randomly under-sample the majority class,
i.e the no-pain class, so that both pain and no-pain categories have the same
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probability to be randomly picked by the training algorithm. To create the
training sequences for the RNN we also need to balance the data, but instead
of balancing at the frame level, we balance at the sequence level so that there
are no frame skips. This means that we sort the frames in time, split them in
sequences, and discard entire sequences with no pain in all their frames until
they match the number of sequences with pain inside.

• Target pre-processing Because MSE is very sensitive and most suited for the
cases where Gaussian noise is present, it is good practice to standardize the
labels, i.e. the pain levels, before training.

After data is pre-processed, it is used to train a CNN to perform the pain level
recognition task. This is achieved by fine-tunning a VGG-16 CNN pre-trained with
Faces [64]. Instead of using the log-likelihood objective function, we used the L2
between the predicted label Ŷ and the actual label Y in an attempt to make the
model get a better insight on pain detection since it is not binary and it actually
proved to perform slightly better:

E = 1

2N

N∑
n=1

||ŷn − yn ||22. (2.3)

In order to improve the model generalization, data augmentation is used. This
is done by (i) flipping images with 50% probability, and (ii), adding random noise to
the reference landmarks before performing piece-wise affine warping in order to
introduce small deformations to faces, see Fig. 2.3.

The masking and the frontalization performed during the pre-process alter the
original face, resulting in an image considerably different from a non-processed
face like the ones that the CNN used has been pre-trained with. These differences
between the pre-training data and the fine-tunning data could affect the results
obtained, because the network has learned to extract specific features from raw face
images, and it may not be able to extract them from the processed faces. Thus, we
also provide results with a network trained with raw faces, similar to the ones used
during pre-training, and each frame is processed only to extract a crop around the
face, see Fig. 2.3, and then the mean pixel value is subtracted to each image.

2.2.1 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are an architecture of neural networks
proposed by LeCun et al. that localize local features in images to extract information
of the visual content [75]. CNNs are made of different types of layers, stacked on top
of each other. The basic layer of a CNN is the convolution layer, which convolves a
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given tensor of size
W ×H ×D,

with K different filters of size
F ×F ×D,

with a stride of S between convolutions and padding the input with P zeros. This
convolution of the input by K filters outputs a tensor with dimensions:

W ′×H ′×D ′,

where
W ′ = (W −F +2P )/S +1,

H ′ = (H −F +2P )/S +1,

D ′ = K .

The values of the convolution filters are learned by initializing them randomly and
updating them by performing gradient descent using the backpropagation algo-
rithm [76]. To compute the error for a given input to the network, the last layer
of the network is a loss layer which computes the error between the ground truth
label of an input image and the predicted output for that image. This error at the
output is backpropagated to previous layers in order to compute the gradients for
the weights of previous layers.
This architecture is specially designed to capture 2D information, so it performs
very well on images, where pixels intensities are related to their neighbors. The
recent increase in computational power provided by GPUs and the availability
of large datasets like Imagenet [77] have made the initial CNN implementations
evolve to very deep networks [61], [62]. These deep networks have been proven
to perform very well in a variety of computer vision tasks such as human action
recognition [78], handwritten digit recognition [79] or automatic face detection [80].

2.2.2 Using temporal information

Although we are using video data, the previous sections only deal with the problem
of labeling isolated frames. Thus, temporal information can still be used in order
to improve the model. In order to take it into account, similarly to the work of [63],
the features from the fc6 layer are extracted and used to feed a recurrent neural
network (RNN). This kind of neural nets is especially suited for sequential data since
their neurons do not only have connections (weights) between the next layers but
to themselves, which are used to keep information from previous inputs. Since they

17



Chapter 2. Pain Recognition from Facial Images

have to be unrolled, the training of this kind of networks is done with an extension of
the back-propagation algorithm [76], called back-propagation through time BPTT
[81].

In this work we use LSTM, a type of RNN which is capable of learning long-term
dependencies present on sequential data. Standard RNNs are theoretically capable
of learning long-term dependencies, but in practice, it is difficult to train them
because the gradients tend to either explode or vanish [82]. LSTM differs from
standard RNN because it has a cell state controlled by 3 gates, which decide how
much information should be let through. These gates are known as forget, input
and output gates, see 2.2. The amount of information that is let through each gate
is controlled by a point-wise multiplication and sigmoid function, as the sigmoid
function output is between 0 and 1, indicating how much of the information should
let through the gate.

At each time-step, the input gate is computed depending on the input to the
LSTM for that time-step and the previously hidden state. The cell state candidate is
also computed by:

it =σ(Wi xt +Ui ht−1 +bi ), (2.4)

Ĉt = tanh(Wc xt +Uc ht−1 +bc ). (2.5)

Then output of the forget get is computed as:

ft =σ(W f xt +U f ht−1 +b f ). (2.6)

And when the forget and input gates have determined how much information of the
previous cell state Ct−1 and the new cell state candidate Ĉt should be let through,
the cell state for the current time-step is computed:

Ct = ft ∗Ct−1 + it ∗ Ĉt . (2.7)

Then, the state can be used in order to predict the output of the cell:

ot =σ(Wo xt +Uoht−1 +bo), (2.8)

ht = ot ∗ tanhCt . (2.9)

In order to train the RNN for pain detection, we used the MSE loss since it better
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Table 2.1: Summary of previous approaches. This table compares the experimen-
tal setup of previous approaches to solve the task of automatic pain detection. We
compare our method against the previous approaches that have used a subject-
exclusive leave-one-subject-out performance measure and do not discard any
painful image. ∗ Custom split, different than leave-one-subject-out.

Feature descriptors Classifier Metric Score All images

Lucey [83] PTS, APP, SVM AUC 78% Yes
Lucey [84] PTS, APP, SVM AUC 78.4% Yes
Lucey [36] SPTS, CAPP SVM AUC 83.9% Yes
Lucey [72] SPTS, SAPP, CAPP SVM AUC 84.7 Yes

Kaltwang [35] PTS, DCT, LBP RVR MSE, PCC, ICC 1.39, 0.59, 0.50 Yes
Florea [85] HoT SVR MSE, PCC 1.21, 0.53 Yes
Zhou [63] learnt RCNN MSE, PCC 1.54,0.65 Yes
Zhao [57] LBP,Gabor OSVR-L1,L2 MAE,PCC,ICC 0.81,0.60,0.56 Yes

Ashraf [34] S-PTS, S-APP, C-APP SVM Hit rate 82% No

Hammal [86] CAPP SVM
Recall, F1
Precision

61%, 57%
65%

No (Only 15%)

Rudovic [45] LBP KCORF F1∗ 40.2% No

Khan [48] PHOG, PLBP
SVM, DT
RF, 2NN

10 fold CV, Accuracy 96.4% Yes

Rathee [55] TPS SVM Accuracy∗ 96.0% Yes
Pedersen [53] Custom features SVM AUC, Accuracy 96.5, 86.1% No

suits the nature of the problem, where pain levels have distances in the output
space. In case we need to compare in terms of binary accuracy, we can just use a
binary threshold. In fact, we empirically found that using the cross-entropy error
for binary classification yielded worse performance than just using a threshold after
regression. Concretely, we could only reach 81% of accuracy on the test set with the
initial settings shown in Table 2.2, which presents a 83.1% for the same model after
regression and thresholding.

To train the LSTM, first a feature vector has to be extracted for each image,
being this vector the input to the LSTM. We can think of this feature vector as
a low-dimensional representation of the image in the feature space. To create
this vector for each frame, the frame is processed through the VGG-16 CNN fine-
tuned to perform pain level detection and the outputs of the a fully-connected
layer are used as the encoding for that frame. As it can be seen in Table 2.3, we
found that the outputs in the fc6 layer had less temporal invariability than the
ones from the fc7 and thus, the former yielded better performance when fed to
the LSTM. Hence, the fc6 is always used for comparison with the state-of-the-
art. This process results in M feature vectors v where M is the number of frames
and v ∈ R4096 since the fc6 layer of the VGG-16 network has 4096 units. Then,
the M feature vectors have to be grouped together in sequences of length ρ. The
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sequences are created so that each frame is the last of a sequence once, e.g if the first
sequence is s0 = {v0, v1, ..., vn−1, vn}, the next sequence is s1 = {v1, v2, ..., vn , vn+1}.
Each sequence s is labeled with one label t , corresponding to the label of the
last frame of the sequence. In the classification task, t is a binary one-hot vector
t ∈ {0,1}2, and for the regression task t is a real number t ∈R. As each sequence has
only one label, only the hidden state of the last time-step htn is used to compute
the output of the network.

Hence, the label of a frame is predicted taking into account the past ρ frames.
For this problem, we found that ρ = 16 worked well, and an LSTM [65] RNN is
used in order to avoid the problem of gradient vanishing for long sequences. The
network is optimized with ADAM since it has proved to be more stable than SGD
with momentum [87].

2.3 Experiments and Results

As said in the previous sections, we center our experimentation on The UNBC-
McMaster Shoulder Pain Expression Archive Database [36]. In addition, we prove
the generality of our model by testing it on the Cohn Kanade+ face emotion detec-
tion dataset [67] and obtaining competitive results.

2.3.1 Results on Pain Recognition

A quick skim through the pain detection literature concerning the database will
show the reader that there are multiple benchmark procedures. While the original
paper [36] and some posterior ones [53] use leave-one-subject-out cross-validation,
others like [45], [48], and [55] use k-fold cross-validation or even leave-one-frame-
out cross-validation. In addition, Jeni et al. face the problem of data imbalance in
[74], proposing normalized metrics that take the skew into account.

In Table 2.1 there is a summary of previous approaches to performing pain
detection on the same dataset, indicating the method used to extract features and
the classifier or regressor trained with those features. It also shows the metric used
to evaluate their approach, along with the score obtained and the performance
measure. The main difference between most of the listed previous approaches
and our approach is that they manually extract a set of features, and then train
a model with them, whereas we use an end-to-end deep learning model which
learns to extract features from the data and how to combine them to give the
correct output. Our approach is also based on Convolution Neural Networks as in
[63], but in contrast, we apply temporal modeling using LSTM onto the features
learned from the VGG_faces network. This is different from the method proposed
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Table 2.2: Unbalanced and normalized scores. This table reports the accuracy and
area under the ROC curve obtained by different versions of our method.

Normalized [74] Unbalanced

Metric Accuracy AUC Accuracy AUC

Align 77.1 83.2 83.1 83.1
Align + Fron. 83.2 82.4 86.4 82.1

Align + Front. + Data aug. 85.9 89.9 88.8 89.9

Aligned Crop 80.8 90.0 87.5 89.6
Aligned Crop + LSTM 83.8 90.1 90.3 91.3

in [63], which discards the temporal information of the data when considering
pre-trained features from VGG_Faces, and considers temporal information on low-
discriminative features, since the RCNN is learnt from scratch in an unbalanced,
quite small dataset (even smaller in [63], since no data augmentation pre-processing
is applied).

In this work, we compare within the dataset authors’ scheme: AUC score on
leave-one-subject-out cross-validation, since subject-exclusiveness increases the
confidence that the model will behave similarly with new data. In addition to
comparing our model in a binary setting by using the AUC score, we also test it
against other state-of-the-art continuous prediction models with the Intraclass
Correlation Coefficient (ICC), Pearson Correlation Coefficient (PCC), the Mean
Square Error (MSE), and the Mean Absolute Error (MAE). For the continuous setting,
we aggregated the pain levels as indicated in [57] so that the levels 4 and 5 are
merged, as well as 6+, that become the 5th level.

In our case, and only for comparison purposes, we also trained on aligned and
canonical normalized faces but including data augmentation to add robustness to
the model predictions. In Table 2.2, we show the effect of the different stages of
pre-processing shown in Fig. 2.3 on the performance of the model. Specifically, it
can be seen that the aligned frontalized facial landmarks proposed in [36] already
provides a good performance, but the VGG_faces model is not pre-trained with
similar kind of images [64]. In fact, it is interesting that with canonically normalized
appearance, the position and translation invariances of the faces are not enough
to compensate their difference with the pre-trained model. We also found very
important the mean subtraction step since the pre-trained model was trained with
faces with some background and the canonically normalized appearance contains
a black background. Hence, subtracting the global pixel mean was making all
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Figure 2.5: Average saliency map and average face. The first picture (a) corre-
sponds to the average saliency map computed for each image as described by
Simonyan et al. [88]. the second picture is the average of all the training images.
The saliency map shows where the CNN is looking to decide the level of pain of a
frame.

those zeros to be non-zero and thus lower the performance. The solution was to
subtract the per-pixel mean. The best score for the AUC metric, 89.9 is achieved by
considering the so popular pre-processing step, as used in [36].

The last 2 rows in Table 2.2 show the results obtained by our model when
it is trained with centrally cropped Procrustes aligned faces. With this different
setting, the performance of the model is enhanced, only matched by the canonically
normalized setting when heavy data augmentation was used (face deformations).
The main reason to this gain is due to the fact that VGG_Faces is pretrained with
millions of raw images.

A possible drawback of keeping the image background could be that the CNN is
helped by non-facial information (such as the arms) to improve its performance.
In order to verify that the model is ignoring the background and that it is using
only face information, we performed a class saliency visualization as described by
Simonyan et al. [88]. In Fig. 2.5 it can be seen the average saliency map compared
to the mean face, and by comparing both pictures it can be seen that the network
bases its decision looking at the face region, without using background information.
The average saliency map has been obtained by computing the saliency map of all
the images and averaging them. According to [88] the saliency map of an image can
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be thought as the magnitude of the derivative of the output Sc with respect to the
input image I , because the magnitude of the derivative indicates which pixels need
to be changed the least to affect the output the most, and therefore those pixels
correspond to the region of the image that the network is using to give its output.
The derivative is computed as following:

w = ∂Sc

∂I
, (2.10)

and the saliency map M ∈Rm×n for an image I ∈Rm×n is computed as:

Mi j = maxc |wh(i , j ,c)|, (2.11)

where h(i , j ,c) is the index of the element in w that corresponds to the i -th row,
j -th column and c-th colour channel value of the image I . As the saliency map
does not have a color dimension, the maximum magnitude of w across all colour
channels is selected to create the map.

The UNBC-McMaster Shoulder Pain Expression Archive Database is unbalanced,
meaning that there are a lot more frames labeled as zero pain than frames labeled
with some level of pain. There is a total of 48398 frames coded with a pain intensity,
40029 of them being labeled as zero pain-intensity. This means that the 83.6%
of the examples of the dataset belong to the same class, whereas only the other
16.4% examples have some level of pain [36]. As stated by the authors in [74] the
results of the accuracy metric is influenced by the skew in the testing data, whereas
the AUC metric is not affected that much. Therefore, to avoid providing a score
which is influenced by the skew in the data set, in Table 2.2 the first two columns
correspond to the accuracy and AUC obtained when the score is skew normalized
to mitigate the effect of imbalanced data. The last two columns correspond to
the scores obtained testing the models with an unbalanced distribution. In the
same way as the authors in [74], to calculate the skew normalized scores shown
in Table 2.2, we under-sample the majority class at test time. This means that we
randomly choose a set of no-pain samples (the majority class) that has as many
images as the pain class (the minority class). Then, the normalized scores provided
are calculated based on those samples. As stated by [74] the results of the accuracy
metric are influenced by the skew in the testing data, whereas the AUC metric is
not affected that much. That is why the accuracy scores change significantly when
score normalization is applied and the AUC scores don’t differ much. Accuracies
are reported with a threshold interval of [0,1) for no-pain and [1,∞) for pain. It is
important to remark that just a square crop centered on the nose of the subjects
already performed very good in terms of AUC. However, for a fair comparison with
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Table 2.3: Comparison against binary leave-one-subject-out methods with AUC
scores.

AUC

Lucey et al. [36] 83.9
Lucey et al. [72] 84.7
Aligned crop (Ours) 89.6
Frontalization (Ours) 89.9
Aligned crop + LSTM on fc7 (Ours) 91.3
Aligned crop + LSTM on fc6 (Ours) 93.3

Table 2.4: Comparison against continuous leave-one-subject-out methods with
MAE, MSE, PCC, and Intraclass Correlation (ICC).

MAE MSE PCC ICC

Kaltwang et al. [35] - 1.39 0.59 0.50
Florea et al. [85] - 1.21 0.53 -
Zhou et al. [63] - 1.54 0.64 -
Zhao et al. [57] 0.81 - 0.60 0.56
Aligned crop + LSTM 0.5 0.74 0.78 0.45

previous work, scores for cut faces are also provided. Fig. 2.2 shows a fragment of
the ground-truth data compared to the predictions of our model. It can be seen the
model is highly correlated with the data and most of the mistakes are due to frontier
effects. E.g. when a subject just stopped to feel pain, muscles relax with some lag. A
similar effect happens when a subject reported pain before the facial expression
completely changed.

Tables 2.3 and 2.4 show the achieved model is competitive enough to achieve
state-of-the-art results using the thorough leave-one-subject-out setting. A more
detailed analysis of the binary performance of our model has been conducted,
evaluating the results on each subject. Table 2.5 shows the number of pain frames
and no-pain frames per subject, indicating how many of them have been correctly
classified by our model. As it can be seen in Table 2.3, using the same preprocessing
as [72], our model already outperforms the previous state-of-the-art AUC scores.
Namely, Lucey et al. [72] train a model to detect the presence of facial action units
(AUs) from a set of facial features, while our model tries to directly find the best
hierarchy of features to infer pain from the pixel level. Then, [72] use these features
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Table 2.5: Number of correctly classified pain and no-pain frames for each sub-
ject. This table shows the number of pain and no-pain frames per subject, and
how many of them are correctly classified. It can be seen that the main source of
classification error is subject 20.

Not pain Pain

Subject Correct Total Correct Total

0 1807 1827 122 221
1 354 408 15 40
2 547 571 60 133
3 1461 1472 57 64
4 1867 2059 158 181
5 2148 2171 463 517
6 876 1000 339 408
7 2344 2403 45 93
8 2486 2699 539 821
9 1060 1116 55 100

10 2277 2361 350 455
11 1371 1396 42 76
12 1564 1863 468 505
13 913 944 59 80
14 3034 3116 45 148
15 2026 2164 267 524
16 428 641 784 959
17 713 734 183 354
18 1376 1376 71 160
20 806 844 494 1076
21 1421 1478 218 442
22 1603 1613 103 179
23 634 684 37 84
24 300 311 376 393

to train an SVM to detect each AU while the neural network is end-to-end, i.e. it
learns to extract the features and also learns to use them to predict the level of pain.
Furthermore, when frames are just aligned using Procrustes analysis, we leverage
all the potential of the pre-trained model, not only outperforming previous AUC
scores by a large margin, but achieving state-of-the-art results in terms of MAE,
MSE, and PCC; when compared with the most recent literature (as it can be seen in
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Figure 2.6: Examples of emotion frames. This figure shows one frame of each of
the seven emotions. From left to right: anger, contempt, disgust, fear, happiness,
sadness, surprise.

Table 2.4).
Summarizing, we have demonstrated that considering the raw image and tem-

poral information at the pixel level allows our model to outperform the results
obtained by previous canonical normalized appearance [36] approaches.

2.3.2 Results on Emotion Recognition

Pain recognition from facial gestures is a specific task within the broader task of
facial expression recognition. In order to evaluate the effectiveness and robustness
of our proposed method, we apply it to the task of emotion recognition from facial
pictures. Facial expressions can show different human emotions such as anger,
disgust or happiness [89] so the task of emotion recognition from pictures of faces
can be approached as a facial expression recognition task. Our method for pain
recognition can be adapted to perform facial expression recognition very easily. For
pain detection we perform a regression task, i.e. predicting the pain intensity of a
face picture. To switch to emotion detection, we must now perform a classification
task. To do so, we changed the number of output units in the output layer of the
CNN from 1 output unit to N, where N is the number of emotions we want to
recognize in one-hot encoding. The loss function was also be changed to the cross-
entropy error between the correct output y and the predicted output ŷ as defined
by the equation 2.12:

E(y, ŷ) =
N∑

n=1
yn log (ŷn) (2.12)

The output of the network ŷ is the result of applying the softmax function to the
outputs of the last layer, and the true label y , which is the one-hot representation of
the emotion label assigned to a sample. To test our method on emotion recognition
we used the Extended Cohn-Kanade Emotion Dataset (CK+) [67].
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CK+ Dataset

The emotion recognition CK+ dataset [67] has 593 sequences of 123 subjects which
are FACS coded at the peak frame. In each sequence, the subject face evolves from a
neutral face to a peak facial expression. Only 327 of the sequences are labeled with
one of the following seven emotions: anger, contempt, disgust, fear, happy, sadness,
surprise. In Fig. 2.6 there is an example of a peak frame for each of the seven
emotions present in the dataset. Following the trend in other works [68, 90, 91], we
split the sequences into 10 subject-exclusive folds in order to perform a leave-one-
fold-out cross-validation to test our method on this dataset. To make sure that the
classes are evenly distributed among folds, the subjects are randomly separated
into 10 groups. In the same way as in other works [70, 90] we select the last three
frames of each sequence to train the CNN. To train the LSTM we must provide
fixed-length sequential inputs, and as the videos vary in duration, from 10 to 60
frames approximately, we have chosen the length of the sequences to be 10. For
each video, we generate three different sequences of length 10, each sequence
ending in one of the last three frames. If there aren’t enough frames in the video
to build a sequence of length 10, the first frame is repeated at the beginning of the
sequence. The results provided for the CK+ dataset are obtained by training on 9 of
the 10 folds and leaving one out for testing, and repeating the process until each
fold has been used for testing at least one. The accuracy provided is the average
within the 10 folds.

Results on CK+

We provide two results for the CK+ dataset, the baseline accuracy obtained by the
emotion classifier built on top of the CNN and the accuracy obtained by the LSTM
model. In Table 2.6 a comparison of our method scores against other state-of-the-
art procedures reported in the literature can be seen. The results shown in the table
are from seven emotion classes: anger, contempt, disgust, fear, happy, sadness,
and surprise. The confusion matrix of the predictions on the test folds can be seen
at Fig. 2.7. Other works [92] provide scores for the eight class problem where the
neutral emotion is added. We can not construct sequences ending in a neutral
frame because the neutral frame is always the first one, so we do not provide results
for this task.

2.4 Discussion

Pain recognition has been proved to be an important task for health-care. In this
work we have faced the task of binary pain recognition on facial images from
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Table 2.6: Results on the CK+ dataset

Accuracy (%)

Zhong et al. [68] 89.9
Liu et al. [69] 92.4

Mollahosseini et al. [93] 93.2
Liu et al. [94] 94.2

Sikka et al. [91] 95.1
Liu et al. [70] 96.7

Jung et al. [71] 96.9
Zhao et al. [90] 97.3

Aligned crop (Ours) 94.5
Aligned crop + LSTM (Ours) 97.2

the deep learning perspective achieving state-of-the-art results when compared
to leave-one-subject-out setups. This, however, has also exposed the problem of
stating which is the correct comparison methodology since results from other works
have been provided in terms of accuracy, AUC, subject exclusive and non-exclusive
settings. We believe subject-exclusiveness is crucial and thus, provided all the
results computed this way. Our approach of training a deep CNN for pain-level
estimation already provided good results, and we have proved that using an RNN to
exploit the temporal relation between frames improves the results even more. By
training a CNN end-to-end to perform pain-level estimation our approach obtained
an AUC of 89.6, increasing up to 93.3 when that same CNN is used to the extract
features to train the RNN. Moreover, we prove the generality of our method by
obtaining an accuracy of 97.2% on the CK+ facial emotion recognition dataset, a
competitive score when compared to the state-of-the-art (97.3% in [90]).
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Figure 2.7: Emotion detection confusion matrix. Confusion matrix for the task of
emotion detection in the CK+ dataset for the seven classes.
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3 Age and Gender Recognition in the Wild
with Deep Attention

Face analysis in images in the wild still pose a challenge for automatic age and
gender recognition tasks, mainly due to their high variability in resolution, defor-
mation, and occlusion. Although the performance has highly increased thanks
to Convolutional Neural Networks (CNNs), it is still far from optimal when com-
pared to other image recognition tasks, mainly because of the high sensitiveness
of CNNs to facial variations. In this paper, inspired by biology and the recent
success of attention mechanisms on visual question answering and fine-grained
recognition, we propose a novel feedforward attention mechanism that is able
to discover the most informative and reliable parts of a given face for improving
age and gender classification. In particular, given a downsampled facial image,
the proposed model is trained based on a novel end-to-end learning framework
to extract the most discriminative patches from the original high-resolution im-
age. Experimental validation on the standard Adience, Images of Groups, and
MORPH II benchmarks show that including attention mechanisms enhances the
performance of CNNs in terms of robustness and accuracy.

3.1 Motivation

Human face analysis constitutes one of the most important tasks in computer vision,
since the automatic analysis of such a deformable object is of great importance
[95]: the characterization of age, gender, facial attributes, expressions, garment,
and even personality, to cite but a few, are crucial in several applications, like user
identification, social interaction, face tracking, and behavior recognition [96, 97].
Regarding age and gender classification, although these two tasks have been largely
addressed in the past, the reported performances are far from optimal [98, 99].

In the last few years, Convolutional Neural Networks (CNN) [75] have become
the main workhorse for age and gender estimation. CNNs have been proven to
perform very well in a variety of computer vision tasks such as human action recog-
nition [78], handwritten digit recognition [79], face verification [100] or automatic
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face detection [80]. In relation to the task of soft-biometrics analysis, CNNs have
been recently applied to the task of apparent age estimation [101–103], gender and
smile classification [104], and real age and gender prediction [105]. However, due to
the high variability of facial images in the wild, i.e. for example collected from the
web, the low performance of CNNs in tasks like age recognition shows that there is
still room for improvement.

The main contribution of this paper is a novel feedforward attention mecha-
nism that enhances current CNNs’ robustness for highly variable unconstrained
recognition tasks. Thus, inspired by biology, and the recent success of attention
mechanisms [106], we propose a feedforward attention mechanism to discover
the most discriminative patches of low resolution unconstrained facial images in
order to process them in high resolution. So, beyond the increase in resolution,
our method allows the network to assign more importance to the least occluded
or deformed parts of the image, thus becoming the model more robust to noise
and distractors. We perform a thorough evaluation on standard age and gender
recognition benchmarks [107], proving that our attention pipeline is more robust
than any previous state-of-the-art CNNs pretrained for facial recognition.

In particular, including attention on CNNs shows an increases in performance
for standard CNNs such as VGG-16 [108] when applied to the Adience [107], Images
of Groups (IoG) [109] and MORPH II datasets [110] for the tasks of age and gender
recognition. Thus, on one hand, Adience and IoG consist of unconstrained facial
images captured in the wild, showing that our model is capable of detecting soft
biometric traits such as age and gender from facial pictures captured in uncon-
trolled environments, with distractions, deformations, and occlusions. Moreover,
on the other hand, the proposed mechanism also shows improvement in controlled
environments such as the MORPH II databaset, thanks to using higher resolution
fixations.

3.2 Related Work

This section discusses other work that is relevant to understand our approach,
together with the context and historical evolution in the use of neural networks for
gender and age recognition.

3.2.1 Age Recognition

Not only the first studies in the 90s used the analysis of facial geometry [111] to
estimate the age of a person, but also more recent techniques like the pipeline used
in [112], presenting a combination of Biologically Inspired Features (BIF) and then
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using Canonical Correlation Analysis (CCA) and Partial Least Square (PLS) based
methods. Indeed BIF were already used in [113] to represent face images, paving
the way to works like [98, 114], showing that the automatic approach had matched
the human performance. In fact, most of the approaches previous to CNNs were
based on a two-stage pipeline, i.e. extracting features such as Local Binary Patterns
(LBP) [107], and then classifying with a Support Vector Machine (SVM), or a Multi-
layer Perceptron (MLP) [115, 116]. On the contrary, CNN based methods typically
implements the two-step pipeline described above in just one step: the network
learns both extracting the best features and either classifying such features into age
categories [105, 117] or performing age regression [118, 119]. Deeper CNN models
have been also applied to age and gender recognition [120], although most of them
depend on domain-specific pre-training [121, 122]. Cascaded combinations of deep
models were also considered in [123].

CNNs for facial images analysis have not been restricted to age estimation, but
also to face verification, facial attribute estimation, and gender recognition. One
illustrative example is the method presented in [124] which achieves a 99.2% face
verification accuracy on the challenging Labeled Faces in the Wild dataset [125].
Unfortunately, this so impressive performance has not been yet achieved in other
facial analysis tasks like gender recognition, for example, as shown next.

3.2.2 Gender Recognition

Regarding gender recognition, in contrast to age analysis, there is work from the
early 90s where neural networks were already proposed, like the pioneering ap-
proach presented in [126]: authors proposed two neural network structures, an
autoencoder and a classifier whose input was the encoded output layer of the au-
toencoder. The drawback of this method was that it relied on manual cropping,
scaling and rotating the face of the picture, which was taken in a controlled environ-
ment.

Inspired from the age estimation methodology, pipelines based on a feature
extractor and a stacked classifier were also proposed like in [127], [128], and [129].
On the other hand, the same CNN-based methods used for age were also applied to
gender [118], [105], demonstrating that CNNs are truly capable of learning how to
perform different tasks without any modification besides the data used for learning.
For example, in [130] a CNN is trained to perform gender recognition by fine-tuning
a pre-trained network, and then an SVM is trained using the deep features computed
by the CNN.

33



Chapter 3. Age and Gender Recognition in the Wild with Deep Attention

3.2.3 Neural Networks with Attention

Attention is a powerful mechanism that allows neural networks to look in more
detail into particular regions of the input image to reduce the task complexity and
discard irrelevant information, mildly inspired in the eye fixations performed by
the human visual system [106].

Previous approaches for applying bioinspired visual attention mechanisms rely
on finding visually salient regions on the image for processing them in a posterior
step [131, 132]. In the context of neural networks, Larochelle and Hinton [133]
proposed a third-order Restricted Boltzmann Machine (RBM) to combine high
resolution "glimpses" of a sequence of fixations for image classification. Likewise,
Denil et al. perform image tracking with an RBM fed with foveated images selected
by a control pathway [134]. A simpler model was proposed by Ranzato [135], which
predicts a glimpse location from a downsampled image and then uses it to extract a
high-resolution patch. Spatial Transformer Networks (STN) [17] can be also consid-
ered as a form of attention, however, differently from other attention approaches
like the one presented in this paper, they focus on a single spatially continuous
region of the image. In all these proposed papers, attention is shown specially
well-suited for images in the Wild, with multiple occlusions and distractors, which
is the case of Adience and IoG datasets.

More recently, RNNs have become central to attention mechanisms since they
naturally integrate the information extracted from glimpses at different time-steps
[106]. The ability to look "into the past" has made RNN-based attention mecha-
nisms ideal for Natural Language Processing (NLP) tasks such as Neural Machine
Translation [136], text-based question answering [137], image captioning [138], and
Visual Question Answering (VQA) [139, 140].

In our work, we assume faces have already been detected, cropped, and aligned,
and thus, there is no need to do a sequential search through the image with an
RNN so as to find the most relevant image regions. However, since the main hy-
pothesis of all the aforementioned papers is that CNN models can not give the
same importance to all the regions of an image, mainly due to the high variability of
unconstrained environments, attention mechanisms can be suitable in our case to
automatically select specific regions of a face for further processing them in more
detail, while ignoring background clutter. Based on these findings, we next describe
our proposed attention-based CNN models.
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Figure 3.1: The proposed attention model. A lower resolution image is fed to the
"where" CNN, which predicts a k ×k attention grid. This grid is then used to extract
high-resolution patches, from which the top n are pooled. The patches are then fed
to the "what" CNN, whose output is weighted by the attention grid. Finally, feature
maps from the "where" and "what" streams are concatenated and fed to an MLP
classifier.

3.3 Proposed Approach

The proposed model consists of three basic modules, see Figure 3.1: (i) an attention
CNN ("where") that predicts the best attention grid to perform the glimpses, (ii)
a patch CNN ("what") that evaluates the higher resolution patches based on their
importance predicted by the attention grid, and (iii) a Multi Layer Perceptron (MLP)
that integrates the information obtained from both CNNs and performs the final
classification. We detail these modules next.

The attention CNN is fed with all training images. We used the VGG-16 model
since it has become the well-performing standard CNN that is supported in most
of the deep learning programming frameworks [108], but any other CNN could be
considered instead. This CNN is specifically trained to predict an attention k ×k
grid G:

G(k×k) ∈R≥0,
∑
i , j

Gi , j = 1,

where k is an arbitrary number, and the values Gi , j represent the (normalized)
importance of each patch. Then, a high-resolution version of the input image is
divided in k ×k patches, and fed to the patch CNN.
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The patch CNN is fed with high resolution patches of the faces. Similarly to the
attention CNN, any model could be used for this task, however, to reduce the
computational requirements of this architecture, we reuse the first convolutional
layers of the attention CNN. The output of this module consists of a matrix:

P(k2×d) ∈R,

where k2 is the number of patches and d is the output dimension of the last
convolutional layer. Global Average Pooling (GAP) is then used to reduce the spatial
dimension of P to one, thus making it possible to feed images in their original resolu-
tion. These feature maps are subsequently weighted by G to reflect the importance
of each patch of the grid.

In the literature, such weighting can be performed using either a weighted sum,
denoted as "soft attention" in [138]:

P∗ = g ·PGAP, (3.1)

or alternatively the element-wise product, also called the Hadamard product:

P∗ = g◦PGAP; (3.2)

where g(1×k2) ∈ R≥0 is a flat view of G. In the experimental section, we show that
both strategies yield similar results. Then, on one hand, the Hadamard product
can be chosen to reduce the computational time complexity at the expense of
memory. And, on the other hand, the weighted sum can be chosen in limited
memory scenarios but conveying higher computational time cost.

Additionally, for further reducing the computational cost, we pool the top n
patches before feeding them to the patch CNN, thus using a "hard attention" mech-
anism instead. It is important to note that the gradients will not propagate to those
grid positions outside the top n, but since the importance given to those discarded
positions are zero or very close to zero, the network is still able to learn. Additionally,
as it is usually done in the literature, we also performed random patch sampling
given the distribution of the attention grid, however. the difference in performance
when compared to sampling the top n patches is not statistically significant.

The classifier is fed with features from the pool5 layer of the attention CNN, and
the weighted features of either the pool4 or pool3 layers of the patch CNN. Lower
level features maps from the patch CNN are preferred because they correspond to
local-level image features.

We also consider two strategies for merging the feature maps of both CNNs: (i)

36



3.4. Benchmark Datasets

Figure 3.2: Adience sample. Sample of each age group and gender from the fourth
fold of the Adience dataset.

concatenate them after an L2 normalization, and (ii) learn a projection of the patch
CNN feature maps to the attention CNN feature map space, and simply add them.
In the next section, we demonstrate that the normed concatenation yielded slightly
better results than the project-and-add strategy.

The resulting feature maps are then fed to the final classifier, which consists
of the fc6, fc7, and fc8 layers of the VGG-16, as typically done in the CNN liter-
ature. In the following sections, several experiments are presented for testing the
robustness and accuracy of the whole attention-based architecture.

3.4 Benchmark Datasets

To evaluate the performance of our approach on unconstrained facial images, we
test it on the Adience dataset proposed in [107], and following the same evaluation
benchmark. This dataset consists of 26.5K images distributed in eight age categories
(0-2, 4-6, 8-13, 15-20, 25-32, 38-43, 48-53, 60+) with the corresponding gender label.

The Adience benchmark measures both the accuracy in gender and age recog-
nition tasks using 5-fold cross-validation in which the provided folds are subject-
exclusive. The final score is given by the mean of the accuracies of the five folds.
The same subject-exclusive folds are used for age and gender, and there is a subset
of only nearly frontal faces which we have not used since faces in real world images
present a higher diversity on the pose. This dataset is designed to be as similar as
possible as real-world challenging face images, therefore, the faces present many
changes in pose, rotation, appearance, light and noise. Figure 3.2 shows some sam-
ples of the dataset presenting significant differences between them. It is important
to remark that the eight age range groups and the number of samples per age class
are not equally distributed since some classes have more samples than the others.
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Table 3.1: Previous results on the Adience dataset.

Reference Features Classifier Task Accuracy (%)

Levi [105] Learned CNN Age 50.7
Chen [123] Learned CNN Age 52.9
Rothe [122] Learned CNN Age 55.6
Ozbulak [121] Learned CNN Age 57.9
Rothe [122] Learned CNN Age 64.0

Eidinger [107] LBP+FPLBP SVM Gender 76.1
Tapia [99] LBP SVM Gender 79.8
Levi [105] Learned CNN Gender 86.8
Wolfshaar [130] Learned CNN Gender 87.2
Ozbulak [121] Learned CNN Gender 92.0

Table 3.2: Mapping between Adience and IoG. This Table shows the mapping be-
tween Adience and Images of Groups age categories to perform cross-dataset evalu-
ation.

Adience [107] 0-2 4-6 8-13 15-20 25-32 {38-43, 48-53} 60+
IoG [109] 0-2 3-7 8-12 13-19 20-36 37-65 66+

In Table 3.1 the previous results published on the Adience dataset for age and
gender estimation are listed. The results can be divided between the ones using LBP
features (and variants) and the ones using a deep learning approach. As expected,
CNNs yield significantly better results than SVMs on LBP features extracted from
facial images.

To test the generalization capability of our models on age recognition, we have
tested them using the Images of Groups (IoG) dataset presented in [109]. This
dataset consists of 5.1K images of groups of people where 28.2K faces have been
annotated with gender and age group labels. Like the images from the Adience
dataset, the ones from IoG dataset present several differences in pose, appearance,
and light, and they are even more challenging because the size of the faces is much
smaller than Adience faces.

The 7 age groups from this dataset are quite similar to the 8 groups used in
Adience dataset, so we can train models on the Adience dataset and then evaluate
them on the IoG dataset: the mapping between Adience and IoG age categories is
defined in Table 3.2.
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Table 3.3: Previous results on the Images of Groups Dataset. 1, 2, 3: Different data
splits used by the authors.

Ref. Features Classifier Task Data Split Acc. (%)

[141] ML-LPQ SVM age original 56.0
[142] OHLG SVM age custom1 59.5
[143] LBP+SIFT+CH SVM age Dago’s [144] 63.0
[107] LBP+FPLBP SVM age Dago’s [144] 66.6
[129] BIF SVM age 5 fold 68.1

[145] HOG+LBP+LTP+WLD SVM gender Dago’s [144] 92.5
[146] ASR+ SRC gender custom3 93.3
[99] LBP SVM gender custom3 94.6
[120] Local-DNN MLP gender Dago’s [144] 96.3
[147] CNN+HOG+LBP+LOSIB SVM+CNN gender Dago’s [144] 97.2

Table 3.4: Previous results on the MORPH II dataset using the same data split. For
the sake of clarity and fairness in the comparison, all these reported MAEs use the
same data split and data subsets, only [119] provide a more complete evaluation
procedure, using different data splits of 44K (MAE 3.31) and 55K (MAE 3.88).

Reference Method Classifier Task MAE

Chang [149] AAM OHRank age 5.69
Wang [117] CNN DLA age 4.77
Rothe [150] CNN SVR age 3.45
Huerta [119] CNN MLP age 3.31
Rothe [122] CNN DEX age 2.68

In Table 3.3 there is a listing of all the previous results on the Images of groups
dataset, indicating the methods used to tackle the problems of age or gender classi-
fication.

Deep Learning was also used in this dataset by Mansanet et al. [120] and Dong
et al. [148], achieving good results in both age and gender recognition. In these
deep learning approaches, similarly to our proposed network, the best features to
perform age or gender recognition are not hand-crafted but learned from the data.

In order to evaluate the advantages of the proposed mechanism in a controlled
environment (i.e. centered, unoccluded faces with common background), we test it
on the MORPH II dataset, which consists of more than 50K mug shots. We follow a
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well-known experimental setup in the literature [101, 122, 149, 151] consisting of
a subset of 5474 pictures with ages comprised between 16 and 77 years old. From
the subset, a 80% of them for training and a 20% for validation. The performance of
previous approaches on the same data split of the MORPH II dataset are listed in
Table 3.4. Performance is reported in Mean Average Error (MAE), the standard error
measure for age regression in the literature:

M AE =
∑n

i=1 |yi − ŷi |
n

, {Y , Ŷ } ∈R (3.3)

where yi is the ground truth value corresponding to the i th example, and ŷi is the
predicted value for that example.

3.5 Experiments and Results

Our model is based on the VGG-16 CNN [108], and it is implemented with Tensor-
flow [152]. We use domain-specific pre-training for initializing the CNN weights
since it has been proved to achieve better performance than pre-training in general
tasks such as Imagenet [121, 122]. Parameters are initialized with the standard
VGG-16 architecture trained for face recognition on 2.6M images of 2.6K people
[64] since, unlike [101], (i) it has been also tested for gender recognition, (ii) it uses
the base VGG-16 model (without DEX), (iii) it focuses in a higher variety of facial
analysis tasks than IMDB-WIKI, and (iv) it would deviate from the main purpose
of this work, which is to evaluate the effects of attention mechanisms of CNNs for
facial recognition tasks. The fully-connected layers are initialized with the Xavier
initializer [153]. Models are optimized with sgd for 30 epochs, or until they reach
a plateau. The learning rate is initially set to 0.0001 and divided by 10 every ten
epochs. All the other hyper-parameters are found by random search unless we
explicitly specify otherwise.

Next, we evaluate the influence of the different design decisions in the proposed
model, namely the attention mode, weight sharing, merge mode, attention grid and
patch depth. Following the same procedure as in the related works applied to this
dataset, any possible design decision is firstly evaluated on a random fold to make
the experimentation tractable, since results are proven consistent between folds.
Attention mode. We found that performing the Hadamard product between the
attention weights and the patch feature maps was slightly better than the weighted
sum ("Project." in Table 3.5). No weighting at all (no attention) resulted in the worst
performance.
Weight sharing. As it can be seen in Table 3.5, using independent weights for the
patch network yields small improvements in average. However, we observed the
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Table 3.5: Average validation error rate when fixating different properties of the
attention mechanism and random combinations of the rest, on a random fold of the
Adience dataset. The proposed attention mechanism is proven robust to the weight
sharing, different strategies of weighting the patches, and merging the feature maps
from the attention and patch streams.

Accuracy (%)
Baseline VGG-16 (no Attention) 57.80
VGG-16 + SVM [121] 57.90

Attention mode
No grid 59.41
Project. 61.42
Eltwise 61.78

Weight Sharing
No 61.37
Yes 61.55

Merge mode
Add 61.35
Concat. 61.78

opposite effect for big patch network inputs due to overfitting, e.g. n = 20, k = 8.
Thus, since the proposed model is robust to changes in weight sharing, we decided
to keep the weights shared to reduce the memory consumption of the network.
Merge mode. Compared to projecting the patch feature maps to the attention
stream output space and adding them, feeding the classifier with the normed
concatenation both streams resulted in the best performance by a small margin.
The Attention Grid. As it was shown in Figure 3.1, a k×k weight grid is predicted on
the low-resolution input image. Since this grid is used to extract n patches, we can
control the portion of the image that will be fed to the patch CNN by tuning n and
k. Figure 3.3 shows the impact on performance of choosing different combinations
of k, and n. As it can be seen, for most combinations, our approach outperforms
the baseline score by a 2.4% margin with n = 5, and k = 16. Samples of the attention
grid are shown in Figure 3.4, which corresponds to the predicted attention grid for
k = 4,n = 4, and k = 16,n = 5.
Patch CNN Depth. Given that the convolutional layers of the attention path are
reused, the depth of the patch CNN is conditioned to the five convolutional modules
of the VGG-16. From this CNN, we compared features from the pool3, and pool4
because they shrink the input size, and they are less invariant than features from
pool5. We empirically found that using pool3 yielded a 0.6% improvement over
pool4. And this is consistent with the fact that lowest level features maps from the
patch CNN are preferred since they better correspond to local image features.
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Figure 3.3: Maximum accuracy for different combinations of grid size (k), and
choosing n patches. Dashed lines represent the accumulated percentage of patch
pixels with respect to the whole image. Dividing the image in 16 regions, and
choosing the top-5 patches results in best performance by just processing a 2% of
the high-resolution pixels.

Summarizing, including attention in CNN models is robust to any possible design
configurations as presented in this paper, i.e. the attention grid application mode,
the feature merging, and weight sharing. In fact, the most critical hyperparameters
are the grid size k, and the number n of patches to feed to the patch network. For the
next section, the parameters were fixed to attention mode=eltwise, weight
sharing=yes, merge mode=concat, k=16, n=5, and the high-resolution im-
ages size is 600×600 before random cropping and random flip.

3.6 Evaluation on age and gender recognition

As it can be seen in Table 3.6, implementing the proposed attention mechanism
on VGG-Faces [64] increases the accuracy in 4% on age recognition and 0.6% on
gender recognition when not considering attention [121]. For the age classification
problem, 1-off accuracy is also reported, indicating the accuracy of our model con-
sidering a one error distance prediction as correct. As expected, the 1-off accuracy
of our model is 2.3% higher than the best-reported accuracy with VGG-16 pretrained
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Figure 3.4: The predicted attention grid. The top row corresponds to a grid learned
with k = 4,n = 4, and the bottom row to k = 16,n = 5. High attention is shown in
red, and low attention in blue. As it can be seen, the attention grid predicts low
values for background, glasses, and rings

Table 3.6: Accuracies obtained on the Adience dataset for the 5 folds. The VGG-
16 model pre-trained on > 3M faces [64] obtains the best performance when the
attention mechanism is included.

Accuracy (%)
Model Age 1-off Gender

Eidinger [107] 45.1 80.7 77.8
Tapia [99] - - 79.8
Levi [105] 50.7 84.7 86.8
Wolfshaar [130] - - 87.2
Chen [123] 52.9 - -
Rothe (VGG16-DEX) [122] 55.6 89.7 -
Ozbulak (VGG16-Faces + SVM) [121] 57.9 - 92.0
Rothe (VGG16-DEX-IMDB) [122] 64.0 96.6 -

Ours
VGG16-Faces 57.8 ± 4.9 92.8 ± 1.8 92.4 ± 1.9
VGG16-Faces + Attention 61.8 ± 2.1 95.1 ± 0.03 93.0 ± 1.8

with Faces.
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Table 3.7: Age confusion matrix for the Adience dataset. This Table represents the
confusion matrix of our model predictions over the whole dataset.

Predicted
0-2 4-6 8-12 15-20 25-32 38-43 48-53 +60

R
ea

l

0-2 64.2 34.8 0.6 0.1 0.1 0.0 0.1 0.1
4-6 15.8 70.1 12.2 1.3 0.3 0.1 0.1 0.1
8-12 1.9 17.2 59.1 14.9 5.8 0.6 0.4 0.1
15-20 0.1 1.0 12.8 40.7 41.1 4.2 0.2 0.1
25-32 0.0 0.3 1.7 11.4 69.2 16.3 1.0 0.0
38-43 0.0 0.1 0.5 2.1 39.8 47.4 8.0 2.2
48-53 0.0 0.0 0.2 0.8 7.8 41.6 31.1 18.5
+60 0.1 0.0 0.2 0.2 4.1 14.8 27.0 53.6

Table 3.8: Accuracies obtained on the Images of Groups dataset. This Table shows
the accuracies obtained on the IoG dataset by averaging the predictions of the
models trained on the Adience dataset. Our results are compared with the previous
work where the same age balanced test set has been used, as proposed in [109].

Accuracy (%)
Model name Age 1-off Gender

Gallagher [109] 42.9 78.1 74.1
Li [154] 48.5 88.0 -
Shan [155] 50.3 87.1 74.9
Ylioinas [156] 51.7 88.7 -
Dong [148] 54.0 91.0 -
Bekhouche [141] 56.0 88.8 79.1

VGG-16 (Adience) + Attention 60.0 94.5 86.9

To the best of our knowledge, the top accuracy score obtained in gender classifi-
cation Adience benchmark is 92.0% [121], and their results on age estimation are
57.9%. When our proposed method is trained to perform gender recognition it also
achieves state-of-the-art performance on facial gender classification. In contrast,
[122] do not apply their approach to gender analysis.

In order to evaluate how well the proposed attention model generalizes, a cross-
dataset experiment was performed on IoG, see Table 3.8. The 5 models trained
on the Adience dataset for gender recognition were used to classify the 1,050 test

44



3.7. Discussion

Table 3.9: MAE on the MORPH II dataset. Adding attention to [122] decreases the
MAE.

Reference Method Classifier Task MAE

Rothe [150] CNN SVR age 3.45
Rothe [122] CNN DEX age 2.68

VGG-16 [122] + Attention CNN DEX age 2.56

Table 3.10: Gender accuracy per age group for the Adience and IoG datasets.

0-2 4-6 8-12 15-20 25-32 38-43 48-53 +60

Acc.(%) 84.6 82.2 89.0 96.1 98.2 98.6 97.3 94.2

(a) Adience dataset.

0-2 3-7 8-12 13-19 20-36 37-65 +66

Acc.(%) 67.3 82.0 82.7 91.3 96.0 98.0 90.6

(b) IoG dataset.

images from the IoG dataset and their predictions were averaged. As shown in
Table 3.8, this ensemble obtained a gender classification accuracy of 86.9% on the
IoG dataset, surpassing the state-of-the-art score from [141], which is 79.1% for
this test split, thus confirming the generality of our approach. Table 3.9, shows
the results on the MORPH II dataset. As it can be seen, adding attention results in
2.56 MAE, a relative 4.47% improvement with respect to the state of the art [122].
Additionally, in Table 3.10, it is shown that the proposed approach performs very
well on adults, whereas it fails more frequently when classifying very young subjects.
This performance is expected as even for humans estimating the gender of young
children is harder than the gender of adults.

3.7 Discussion

A novel feedforward CNN pipeline which incorporates an attention mechanism
for automatic age and gender recognition for face analysis has been proposed.
The presented model consists of an attention network which estimates the most
informative patches in the low-resolution image, which are further processed in a
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Figure 3.5: Gender misclassifications. This figure shows several subjects whose
gender have been misclassified. The first row contains females that were wrongly
classified as males, whereas the second row contains males that were misclassified
as females.

patch network in higher resolution. As a result, the attention-based CNN is proven
to be more robust to clutter and deformation, inherent in deformable objects
like faces. Alternative design choices for implementing the attention pipeline (i.e.
attention mode, weight sharing, merge mode, attention grid, and patch network
depth) have been proposed and compared, thus proving the robustness of the
whole approach and consistently outperforming the model without attention.

Experiments show that networks enhanced with the proposed mechanism are
more robust in in-the-wild tasks such as age and gender recognition in the Adience
and IoG datasets. Concretely, enhanced models experienced a relative improvement
of 8.75% for age recognition and a 7.89% on age classification with the Adience
benchmark. The generality of the proposed model has also been demonstrated by
performing a cross-dataset experiment, resulting in state-of-the-art performance
on the IoG dataset. Moreover, experiments on MORPH II demonstrate that the
proposed model enhances CNNs even in constrained environments with centered
faces and gray backgrounds, resulting in a 4.47% relative improvement with respect
to a state-of-the-art model [122]. An explanation for this effect is that the enhanced
CNN has the ability to perform detailed fixations in the most discriminative patches
depending on the context (for instance gender).

Qualitative results are shown in Figure 3.6, where images wrongly classified by
VGG-16 (pre-trained on faces) are correctly classified by the proposed attention
model. Also, it is shown how the attention mechanism is able to ignore clutter. Ex-
treme rotations and occluding attributes (like fancy dressings) are the main reason
of misclassifications, together with the presence of multiple people of different ages
in the same image, or simply people who seem younger or older than their real age.
This rises the interesting problem of apparent age estimation, as recently addressed
in [157].

46



3.7. Discussion

Figure 3.6: Corrected miss-classifications with our attention mechanism. Each
row corresponds to an age group. Note that our approach is more robust to clutter.

For the case of gender recognition, the proposed model mostly fails with the
youngest ages, difficult to be distinguished even by humans, see Fig. 3.5.
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4 Attend and Rectify: a Gated Attention
Mechanism for Fine-Grained Recovery

We propose a novel attention mechanism to enhance Convolutional Neural Net-
works for fine-grained recognition. It learns to attend to lower-level feature acti-
vations without requiring part annotations and uses these activations to update
and rectify the output likelihood distribution. In contrast to other approaches,
the proposed mechanism is modular, architecture-independent and efficient
both in terms of parameters and computation required. Experiments show that
networks augmented with our approach systematically improve their classifica-
tion accuracy and become more robust to clutter. As a result, Wide Residual Net-
works augmented with our proposal surpasses the state of the art classification
accuracies in CIFAR-10, the Adience gender recognition task, Stanford dogs, and
UEC Food-100.

4.1 Motivation

Humans and animals process vasts amounts of information with limited com-
putational resources thanks to attention mechanisms which allow them to focus
resources on the most informative chunks of information [158–160]

This work is inspired by the advantages of visual and biological attention mech-
anisms, for tackling fine-grained visual recognition with Convolutional Neural
Networks (CNN) [2]. This is a particularly difficult task since it involves looking for
details in large amounts of data (images) while remaining robust to deformation and
clutter. In this sense, different attention mechanisms for fine-grained recognition ex-
ist in the literature: (i) iterative methods that process images using "glimpses" with
recurrent neural networks (RNN) or long short-term memory (LSTM) [161, 162], (ii)
feed-forward attention mechanisms that augment vanilla CNNs, such as the Spatial
Transformer Networks (STN) [17], or top-down feed-forward attention mechanisms
(FAM) [22]. Although it is not applied to fine-grained recognition, the Residual
Attention introduced by [18] is another example of feed-forward attention mech-
anism that takes advantage of residual connections [163] to enhance or dampen
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Figure 4.1: The proposed mechanism. The original CNN is augmented with N
attention modules at N different depths. Each attention module applies K atten-
tion heads to the network feature maps to make a class prediction based on local
information. The original network outputnet is then corrected based on the local
features by means of the global attention gates, resulting in the final output.

certain regions of the feature maps in an incremental manner.
Thus, most of the existing attention mechanisms are either limited by having to

perform multiple passes through the data [161], by carefully designed architectures
that should be trained from scratch [17], or by considerably increasing the needed
amount of memory and computation, thus introducing computational bottlenecks
[164]. Hence, there is still the need of models with the following learning properties:
(i) Detect and process in detail the most informative parts of an image for learning
models more robust to deformation and clutter [106]; (ii) feed-forward trainable
with SGD for achieving faster inference than iterative models [161, 162], together
with faster convergence rate than Reinforcement Learning-based (RL) methods
[161, 165]; (iii) preserve low-level detail for a direct access to local low-level features
before they are modified by residual identity mappings. This is important for
fine-grained recognition, where low-level patterns such as textures can help to
distinguish two similar classes. This is not fulfilled by Residual Attention, where
low-level features are subject to noise after traversing multiple residual connections
[18].

In addition, desirable properties for attention mechanisms applied to CNNs
would be: (i) Modular and incremental, since the same structure can be applied
at each layer on any convolutional architecture, and it is easy to adapt to the task
at hand; (ii) Architecture independent, that is, being able to adapt any pre-trained
architecture such as VGG [166] or ResNet [163]; (iii) Low computational impact
implying that it does not result in a significant increase in memory and computation;
and (iv) Simple in the sense that it can be implemented in few lines of code, making
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it appealing to be used in future work.
Based on all these properties, we propose a novel attention mechanism that

learns to attend low-level features from a standard CNN architecture through a set of
replicable Attention Modules and gating mechanisms (see Section 4.3). Concretely,
as it can be seen in Figure 4.1, any existing architecture can be augmented by
applying the proposed model at different depths, and replacing the original loss
by the proposed one. It is remarkable that the modules are independent of the
original path of the network, so in practice, it can be computed in parallel to the
rest of the network. The proposed attention mechanism has been included in a
strong baseline like Wide Residual Networks (WRN) [167], and applied on CIFAR-
10, CIFAR-100 [168], and five challenging fine-grained recognition datasets. The
resulting network, called Wide Attentional Residual Network (WARN) systematically
enhances the performance of WRNs and surpasses the state of the art in various
classification benchmarks.

4.2 Related Work

There are different approaches to fine-grained recognition [9]: (i) vanilla deep CNNs,
(ii) CNNs as feature extractors for localizing parts and do alignment, (iii) ensembles,
(iv) attention mechanisms. In this work, we focus on (iv), the attention mechanisms,
which aim to discover the most discriminative parts of an image to be processed
in greater detail, thus ignoring clutter and focusing on the most distinctive traits.
These parts are central for fine-grained recognition, where the inter-class variance
is small and the intra-class variance is high.

Different fine-grained attention mechanisms can be found in the literature.
[15] proposed a two-level attention mechanism for fine-grained classification on
different subsets of the ILSVRC [169] dataset, and the CUB200_2011. In this model,
images are first processed by a bottom-up object proposal network based on R-CNN
[14] and selective search [170]. Then, the softmax scores of another ILSVRC2012
pre-trained CNN, which they call FilterNet, are thresholded to prune the patches
with the lowest parent class score. These patches are then classified to fine-grained
categories with a DomainNet. Spectral clustering is also used on the DomainNet
filters in order to extract parts (head, neck, body, etc.), which are classified with
an SVM. Finally, the part- and object-based classifier scores are merged to get the
final prediction. The two-level attention obtained state of the art results on CUB200-
2011 with only class-level supervision. However, the pipeline must be carefully
fine-tuned since many stages are involved with many hyper-parameters.

Differently from two-level attention, which consists of independent processing
and it is not end-to-end, Sermanet et al. proposed to use a deep CNN and a Re-
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current Neural Network (RNN) to accumulate high multi-resolution “glimpses” of
an image to make a final prediction [161]. However, reinforcement learning slows
down convergence and the RNN adds extra computation steps and parameters.

A more efficient approach was presented by Liu et al. [165], where a fully-
convolutional network is trained with reinforcement learning to generate confi-
dence maps on the image and use them to extract the parts for the final classifiers
whose scores are averaged. Compared to previous approaches, in the work done
by [165], multiple image regions are proposed in a single timestep thus, speeding
up the computation. A greedy reward strategy is also proposed in order to increase
the training speed. The recent approach presented by [16] uses a classification
network and a recurrent attention proposal network that iteratively refines the cen-
ter and scale of the input (RA-CNN). A ranking loss is used to enforce incremental
performance at each iteration.

Zhao et al. proposed to enforce multiple non-overlapped attention regions
[162]. The overall architecture consists of an attention canvas generator, which
extracts patches of different regions and scales from the original image; a VGG-16
[166] CNN is then used to extract features from the patches, which are aggregated
with a long short-term memory [171] that attends to non-overlapping regions of
the patches. Classification is performed with the average prediction in each region.
Similarly, in [172], they proposed the Multi-Attention CNN (MA-CNN) to learn to
localize informative patches from the output of a VGG-19 and use them to train an
ensemble of part classifiers.

In [164], they propose to extract global features from the last layers of a CNN, just
before the classifier and use them to attend relevant regions in lower level feature
activations. The attended activations from each level are then spatially averaged,
channel-wise concatenated, and fed to the final classifier. The main differences
with [164] are: (i) attention maps are computed in parallel to the base model,
while the model in [164] requires output features for computing attention maps;
(ii) WARN uses fewer parameters, so dropout is not needed to obtain competitive
performance (these two factors clearly reflect in gain of speed); and (iii) gates allow
our model to ignore/attend different information to improve the performance of
the original model, while in [164] the full output function is replaced. As a result,
WARN obtains 3.44% error on CIFAR10, outperforming [164] while being 7 times
faster w/o parallelization.

All the previously described methods involve multi-stage pipelines and most of
them are trained using reinforcement learning (which requires sampling and makes
them slow to train). In contrast, STNs, FAM, the model in [164], and our approach
jointly propose the attention regions and classify them in a single pass. Moreover,
different from STNs and FAM our approach only uses one CNN stream, it can be
used on pre-trained models, and it is far more computationally efficient than STNs,
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Figure 4.2: Depiction of the attention modules and heads. (a) Attention Module:
K attention heads Hl

k are applied to a feature map Zl , and information is aggregated
with the layer attention gates. (b) Global attention: global information from the last
feature map ZL is used to compute the gating scores that produce the final output
as the weighted average of the outputs of the attention modules and the original
network outputnet

FAM, and [164] as described next.

4.3 Proposed Approach

Our approach consists of a universal attention module that can be added after
each convolutional layer without altering pre-defined information pathways of
any architecture (see Figure 4.1). This is helpful since it seamlessly augments any
architecture such as VGG and ResNet with no extra supervision, i.e. no part labels
are necessary. Furthermore, it also allows being plugged into any existing trained
network to quickly perform transfer learning approaches.

The attention module consists of three main submodules depicted in Figure
4.2 (a): (i) the attention heads H, which define the most relevant regions of a
feature map, (ii) the output heads O, generate an hypothesis given the attended
information, and (iii) the confidence gates G, which output a confidence score for
each attention head. Each of these modules is described in detail in the following
subsections.

4.3.1 Overview

As it can be seen in Figure 4.1, a convolution layer is applied to the output of the
augmented layer, producing K attentional heatmaps. These attentional maps are
then used to spatially average the local class probability scores for each of the
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feature maps, and produce the final class probability vector. This process is applied
to an arbitrary number N of layers, producing N class probability vectors. Then,
the model learns to correct the initial prediction by attending the lower-level class
predictions. This is the final combined prediction of the network. In terms of
probability, the network corrects the initial likelihood by updating the prior with
local information.

4.3.2 Attention head

Inspired by [162] and the transformer architecture presented by [173], and following
the notation established by [167], we have identified two main dimensions to define
attentional mechanisms: (i) the number of layers using the attention mechanism,
which we call attention depth (AD), and (ii) the number of attention heads in each
attention module, which we call attention width (AW). Thus, a desirable property
for any universal attention mechanism is to be able to be deployed at any arbitrary
depth and width.

This property is fulfilled by including K attention heads Hk (width), depicted
in Figure 4.1, into each attention module (depth)1. Then, the attention heads at
layer l ∈ [1..L], receive the feature activations Zl ∈Rc×h×w of that layer as input, and
output K attention masks:

Hl = spati al_so f tmax(WH
l ∗Zl ), (4.1)

where Hl ∈ RK×h×w is the output matrix of the l th attention module, WH
l :

Rc×h×w → RK×h×w is a convolution kernel with output dimensionality K used
to compute the attention masks corresponding to the attention heads Hk , and ∗
denotes the convolution operator. The spatial_softmax, which performs the softmax
operation channel-wise on the spatial dimensions of the input, is used to enforce
the model to learn the most relevant region of the image. Sigmoid units could also
be used at the risk of degeneration to all-zeros or all-ones. To prevent the attention
heads at the same depth to collapse into the same region, we apply the regularizer
proposed in [162].

4.3.3 Output head

To obtain the class probability scores, the input feature map Zl
k is convolved with a

kernel:

1Notation: H,O,G are the set of attention heads, output heads, and attention gates respectively.
Uppercase letters refer to functions or constants, and lowercase ones to indices. Bold uppercase letters
represent matrices and bold lowercase ones vectors.
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WO
l
k ∈Rchannel s×h×w →R#l abel s×h×w ,

h, w represent the spatial dimensions, and channel s is the number of input
channels to the module. This results on a spatial map of class probability scores:

Ol
k = WO

l
k ∗Zl . (4.2)

Note that this operation can be done in a single pass for all the K heads by setting
the number of output channels to #l abel s ·K . Then, class probability vectors Ol

k
are weighted by the spatial attention scores and spatially averaged:

ol
k =∑

x,y
Hl

k ¯Ol
k , (4.3)

where ¯ is the element-wise product, and x ∈ {1..wi d th}, y ∈ {1..hei g ht }. The
attention scores Hl

k are a 2d flat mask and the product with each of the input

channels of Zl is done by broadcasting, i.e. repeating Hl
k for each of the channels of

Zl.

4.3.4 Layered attention gates

The final output ol of an attention module is obtained by a weighted average of
the K output probability vectors, through the use of head attention gates gHl ∈
R|H|,

∑
k gH

l
k = 1.

ol =∑
k

gH
l
k ol

k . (4.4)

Where gH is obtained by first convolving Zl with

Wg
l ∈Rchannel s×h×w →R|H|×h×w ,

and then performing a spatial weighted average:

gH
l = so f tmax(t anh(

∑
x,y

(Wg
l ∗Zl )¯Hl )). (4.5)

This way, the model learns to choose the attention head that provides the most
meaningful output for a given attention module.
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4.3.5 Global attention gates

In order to let the model learn to choose the most discriminative features at each
depth to disambiguate the output prediction, a set of relevance scores c are pre-
dicted at the model output, one for each attention module, and one for the final
prediction. This way, through a series of gates, the model can learn to query in-
formation from each level of the network conditioned to the global context. Note
that, unlike in [164], the final predictions do not act as a bottleneck to compute the
output of the attention modules.

The relevance scores are obtained with an inner product between the last feature
activation of the network ZL and the gate weight matrix WG :

c = t anh(WGZL). (4.6)

The gate values gO are then obtained by normalizing the set of scores by means
of a so f tmax function:

gO
l
k = ec l

k∑|G|
i=1 eci

, (4.7)

where |G| is the total number of gates, and ci is the i th confidence score from
the set of all confidence scores. The final output of the network is the weighted sum
of the attention modules:

output = gnet ·outputnet +
∑

l∈{1..|O|}
g l
O ·ol , (4.8)

where gnet is the gate value for the original network output (outputnet), and
output is the final output taking the attentional predictions ol into consideration.
Note that setting the output of G to 1

|O| , corresponds to averaging all the outputs.
Likewise, setting {G \Gout put } = 0,Gout put = 1, i.e. the set of attention gates is set
to zero and the output gate to one, corresponds to the original pre-trained model
without attention.

It is worth noting that all the operations that use Zl can be aggregated into a
single convolution operation. Likewise, the fact that the attention mask is generated
by just one convolution operation, and that most masking operations are directly
performed in the label space, or can be projected into a smaller dimensionality
space, makes the implementation highly efficient. Additionally, the direct access to
the output gradients makes the module fast to learn, thus being able to generate
foreground masks from the beginning of the training and refining them during the
following epochs.
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(a) (b) (c) (d) (e)

Figure 4.3: Samples from the five fine-grained datasets. (a) Adience, (b) CUB200
Birds, (c) Stanford Cars, (d) Stanford Dogs, (e) UEC-Food100

4.4 Experiments and Results

We empirically demonstrate the impact on the accuracy and robustness of the
different modules in our model on Cluttered Translated MNIST and then compare
it with state-of-the-art models such as DenseNets and ResNeXt. Finally, we demon-
strate the universality of our method for fine-grained recognition through a set of
experiments on five fine-grained recognition datasets, as detailed next.

4.4.1 Datasets

Cluttered Translated MNIST2 Consists of 40×40 images containing a randomly
placed MNIST [174] digit and a set of D randomly placed distractors, see Figure
4.5b. The distractors are random 8×8 patches from other MNIST digits.

CIFAR3 The CIFAR dataset consists of 60K 32x32 images in 10 classes for CIFAR-10,
and 100 for CIFAR-100. There are 50K training and 10K test images.

Stanford Dogs [175]. The Stanford Dogs dataset consists of 20.5K images of 120
breeds of dogs, see Figure 4.3d. The dataset splits are fixed and they consist of 12k
training images and 8.5K validation images.

UEC Food 100 [176]. A Japanese food dataset with 14K images of 100 different
dishes, see Figure 4.3e. In order to follow the standard procedure (e.g. [177, 178]),
bounding boxes are used to crop the images before training.

Adience dataset [107]. The adience dataset consists of 26.5 K images distributed in
eight age categories (0–2, 4–6, 8–13, 15–20, 25–32, 38–43, 48–53, 60+), and gender
labels. A sample is shown in Figure 4.3a. The performance on this dataset is
measured using 5-fold cross-validation.

2https://github.com/deepmind/mnist-cluttered
3https://www.cs.toronto.edu/~kriz/cifar.html
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Stanford Cars [179]. The Cars dataset contains 16K images of 196 classes of cars,
see Figure 4.3c. The data is split into 8K training and 8K testing images.

Caltech-UCSD Birds 200 [180]. The CUB200-2011 birds dataset (see Figure 4.3b)
consists of 6K train and 5.8K test bird images distributed in 200 categories. Al-
though bounding box, segmentation, and attributes are provided, we perform raw
classification as done by [17].

4.4.2 Ablation study

We evaluate the submodules of our method on the Cluttered Translated MNIST fol-
lowing the same procedure as in [106]. The proposed attention mechanism is used
to augment a CNN with five 3×3 convolutional layers and two fully-connected layers
in the end. The three first convolution layers are followed by Batch-normalization
and a spatial pooling. Attention modules are placed starting from the fifth convolu-
tion (or pooling instead) backward until AD is reached. Training is performed with
SGD for 200 epochs, and a learning rate of 0.1, which is divided by 10 after epoch 60.
Models are trained on a 200k images train set, validated on a 100k images validation
set, and tested on 100k test images. Weights are initialized using He et al. [181].
Figure 4.4 shows the effects of the different hyperparameters of the proposed model.
The performance without attention is labeled as baseline. Attention models are
trained with softmax attention gates and regularized with [162], unless explicitly
specified.

First, we test the importance of AD for our model by increasingly adding at-
tention layers with AW = 1 after each pooling layer. As it can be seen in Figure
4.4b, greater AD results in better accuracy, reaching saturation at AD = 4, note that
for this value the receptive field of the attention module is 5×5 px, and thus the
performance improvement from such small regions is limited. Figure 4.4c shows
training curves for different values of AW , and AD = 4. As it can be seen, small
performance increments are obtained by increasing the number of attention heads
even with a single object present in the image.

Then, we use the best AD and AW , i.e. AD, AW = 4, to verify the importance of
using softmax on the attention masks instead of sigmoid (4.1), the effect of using
gates (Eq. 4.7), and the benefits of regularization [162]. Figure 4.4d confirms that
ordered by importance: gates, softmax, and regularization result in accuracy im-
provement, reaching 97.8%. In particular, gates play an important role in discarding
the distractors, especially for high AW and high AD

Finally, in order to verify that attention masks are not overfitting on the data,
and thus generalize to any amount of clutter, we run our best model so far (Figure
4.4d) on the test set with an increasing number of distractors (from 4 to 64). For the
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Figure 4.4: Ablation experiments on Cluttered Translated MNIST. baseline indi-
cates the original model before being augmented with attention. (a) shows a sample
of the cluttered MNIST dataset. (b) the effect of increasing the attention depth
(AD), for attention width AW = 1. (c) effect of increasing AW, for AD=4. (d) best
performing model (AD, AW = 4, softmax attention gates, and regularization [162])
vs unregularized, sigmoid attention, and without gates. (e) test error of the baseline,
attention (AD, AW = 4), and spatial transformer networks (stn), when trained with
different amounts of distractors.

.

comparison, we included the baseline model before applying our approach and the
same baseline augmented with an STN [17] that reached comparable performance
as our best model in the validation set. All three models were trained with the same
dataset with eight distractors. Remarkably, as it can be seen in Figure 4.4e, the
attention augmented model demonstrates better generalization than the baseline
and the STN.

4.4.3 Training from scratch

We benchmark the proposed attention mechanism on CIFAR-10 and CIFAR-100,
and compare it with the state of the art. As a base model, we choose Wide Residual
Networks, a strong baseline with a large number of parameters so that the addi-
tional parameters introduced by our model (WARN) could be considered negligible.
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The same WRN baseline is used to train an att2 model [164], we refer to this model
as WRN-att2. Models are initialized and optimized following the same procedure as
in [167]. Attention Modules are systematically placed after each of the three convo-
lutional groups starting by the last one until the attention depth has been reached
in order to capture information at different levels of abstraction and fine-grained
resolution, this same procedure is followed in [164]. The model is implemented
with pytorch [182] and run on a single workstation with two NVIDIA 1080Ti.4

First, the same ablation study performed in Section 4.4.2 is repeated on CI-
FAR100. We consistently reached the same conclusions as in Cluttered-MNIST:
accuracy improves 1.5% by increasing attention depth from 1 to #residual_blocks,
and width from 1 to 4. Gating performs 4% better than a simpler linear projection,
and 3% with respect to simply averaging the output vectors. A 0.6% improvement
is also observed when regularization is activated. Interestingly, we found sigmoid
attention to perform similarly to softmax. With this setting, WARN reaches 17.82%
error on CIFAR100. In addition, we perform an experiment blocking the gradients
from the proposed attention modules to the original network to analyze whether
the observed improvement is due to the attention mechanism or an optimization
effect due to introducing shortcut paths to the loss function [183]. Interestingly, we
observed a 0.2% drop on CIFAR10, and 0.4% on CIFAR100, which are still better
than the baseline. Note that a performance drop should be expected, even without
taking optimization into account, since backpropagation makes intermediate layers
learn to gather more discriminative features for the attention layers. It is also worth
noting that fine-grained accuracy improves even when fine-tuning (gradients are
multiplied by 0.1 in the base model), see Section 4.4.4. In contrast, the approach in
[164] does not converge when gradients are not sent to the base model since classi-
fication is directly performed on intermediate feature maps (which continuously
shift during training).

As seen in Table 4.1, the proposed Wide Attentional Residual Network (WARN)
improves the baseline model for CIFAR-10 and CIFAR-100 even without the use of
Dropout and outperforms the rest of the state of the art in CIFAR-10 while being
remarkably faster, as it can be seen in Table 4.2. Remarkably, the performance on
CIFAR-100 makes WARN competitive when compared with Densenet and Resnext,
while being up to 36 times faster. We hypothesize that the increase in accuracy of
the augmented model is limited by the base network and even better results could
be obtained when applied on the best performing baseline.

Interestingly, WARN shows superior performance even without the use of dropout;
this was not possible with [164], which requires dropout to achieve competitive per-
formances, since they introduce more parameters to the augmented network. The

4https://github.com/prlz77/attend-and-rectify
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Table 4.1: Error rate on CIFAR-10 and CIFAR-100 (%). Results that surpass all
other methods are in blue, results that surpass the baseline are in black bold font.
Total network depth, attention depth, attention width, the usage of dropout, and
the amount of floating point operations (Flop) are provided in columns 1-5 for fair
comparison

Depth AD AW Dropout GFlop CIFAR-10 CIFAR-100

Resnext [184] 29 - - 10.7 3.58 17.31

Densenet [185]
250 - - 5.4 3.62 17.60
190 - - 9.3 3.46 17.18

WRN [167]
28 - - 5.2 4 19.25
28 - - X 5.2 3.89 18.85
40 - - X 8.1 3.8 18.3

WRN-att2 [164]
28 2 - 5.7 4.10 21.20
28 2 - X 5.7 3.60 20.00
40 2 - X 8.6 3.90 19.20

WARN

28 2 4 5.2 3.60 18.72
28 3 4 5.3 3.45 18.61
28 3 4 X 5.3 3.44 18.26
40 3 4 X 8.2 3.46 17.82

Table 4.2: Number of parameters, floating point operations (Flop), time (s) per
validation epoch, and error rates (%) on CIFAR-10 and CIFAR-100. The "Time"
column shows the amount of seconds to forward the validation dataset with batch
size 256 on a single GPU

Depth Params GFlop Time CIFAR-10 CIFAR-100

ResNext 29 68M 10.7 5.02s 3.58 17.31
Densenet 190 26M 9.3 6.41s 3.46 17.18
WRN 40 56M 8.1 0.18s 3.80 18.30
WRN-att2 40 64M 8.6 0.24s 3.90 19.20

WARN 28 37M 5.3 0.17s 3.44 18.26
WARN 40 56M 8.2 0.18s 3.46 17.82

computing efficiency of the top performing models is shown in Figure 4.5. WARN
provides the highest accuracy per GFlop on CIFAR-10, and is more competitive than
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Figure 4.5: Performance comparison on CIFAR. The best performing Resnext,
Densenet, WRN, WRN-att2, and WARN are compared on the CIFAR-10 and CIFAR-
100. Validation accuracy is reported as a function of the number of GFLOPs.

WRN, and WRN-att2 on CIFAR-100.

4.4.4 Transfer Learning

We fine-tune an augmented WRN-50-4 pre-trained on Imagenet [169] and report
higher accuracy on five different fine-grained datasets: Stanford Dogs, UEC Food-
100, Adience, Stanford Cars, CUB200-2001 compared to the WRN baseline. All the
experiments are trained for 100 epochs, with a batch size of 64. The learning rate
is first set to 10−3 to all layers except the attention modules and the classifier, for
which it ten times higher. The learning rate is reduced by a factor of 0.1 every 30
iterations and the experiment is automatically stopped if a plateau is reached. The
network is trained with standard data augmentation, i.e. random 224×224 patches
are extracted from 256×256 images with random horizontal flips. Since the aim
of this work is to demonstrate that the proposed mechanism universally improves
the baseline CNNs for fine-grained recognition, we follow the same training pro-
cedure in all datasets. Thus, we do not use 512×512 images, which are central
for state-of-the-art methods such as RA-CNNs, MA-CNNs, or color jitter [178] for
food recognition. The proposed method is able to obtain state of the art results in
Adience Gender, Stanford dogs and UEC Food-100 even when trained with lower
resolution.

As seen in table 4.3, WRN substantially increase their accuracy on all bench-

62



4.4. Experiments and Results

Table 4.3: Results on six fine-grained recognition tasks. DSP means that the cited
model uses Domain Specific Pre-training. HR means the cited model uses high-
resolution images. Accuracies that improve the baseline model are in black bold
font, and highest accuracies are in blue

Dogs Food Cars Gender Age Birds

SotA RA-CNN [16] Inception [178] MA-CNN [172] FAM [22] DEX [186] MA-CNN [172]
DSP X X
HR X X X
Acc. 87.3 81.5 92.8 93.0 64.0 86.5

WRN 89.6 84.3 88.5 93.9 57.4 84.3
WARN 92.9 85.5 90.0 94.6 59.7 85.6

Table 4.4: Increment of accuracy (%) per Million of parameters

Dogs Food Cars Gender Age Birds Average

WRN 1.3 1.2 1.3 1.4 0.8 1.2 1.2
WARN 6.9 2.5 3.1 1.5 4.0 2.5 3.4

marks by just fine-tuning them with the proposed attention mechanism. Moreover,
we report the highest accuracy scores on Stanford Dogs, UEC Food, and Gender
recognition, and obtain competitive scores when compared with models that use
high resolution images, or domain-specific pre-training. For instance, in [186] a
domain-specific model pre-trained on millions of faces is used for age recognition,
while our baseline is a general-purpose WRN pre-trained on the Imagenet. It is
also worth noting that the performance increase on CUB200-2011 (+1.3%) is higher
than the one obtained in STNs with 224×224 images (+0.8%) even though we are
augmenting a stronger baseline. This points out that the proposed mechanism
might be extracting complementary information that is not extracted by the main
convolutional stream. As seen in table 4.4, WARN not only increases the absolute
accuracy, but it provides a high efficiency per introduced parameter. A sample of
the attention masks for each dataset is shown on Figure 4.6. As it can be seen, the at-
tention heads learn to ignore the background and to attend the most discriminative
parts of the objects. This matches the conclusions of Section 4.4.2.
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(a) (b) (c) (d) (e) (f)

Figure 4.6: Attention masks for each dataset: (a) Stanford dogs, (b) Stanford cars,
(c) Adience gender, (d) CUB birds, (e) Adience age, (f) UEC food. As it can be seen,
the masks help to focus on the foreground object. In (c), the attention mask focuses
on ears for gender recognition, possibly looking for earrings

4.5 Discussion

We have presented a novel attention mechanism to improve CNNs. The proposed
model learns to attend the most informative parts of the CNN feature maps at
different depth levels and combines them with a gating function to update the
output distribution.

We suggest that attention helps to discard noisy uninformative regions, avoiding
the network to memorize them. Unlike previous work, the proposed mechanism is
modular, architecture independent, fast, simple, and yet WRN augmented with it
obtain state-of-the-art results on highly competitive datasets while being 37 times
faster than DenseNet, 30 times faster than ResNeXt, and making the augmented
model more parameter-efficient. When fine-tuning on a transfer learning task, the
attention augmented model showed superior performance in each recognition
dataset. Moreover, state of the art performance is obtained on dogs, gender, and
food. Results indicate that the model learns to extract local discriminative informa-
tion that is otherwise lost when traversing the layers of the baseline architecture.
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5 Regularizing CNNs with Locally Constrained
Decorrelations

Regularization is key for deep learning since it allows training more complex
models while keeping lower levels of overfitting. However, the most prevalent
regularizations do not leverage all the capacity of the models since they rely on
reducing the effective number of parameters. Feature decorrelation is an alter-
native for using the full capacity of the models but the overfitting reduction mar-
gins are too narrow given the overhead it introduces. In this thesis, we show that
regularizing negatively correlated features is an obstacle for effective decorrela-
tion and present OrthoReg, a novel regularization technique that locally enforces
feature orthogonality. As a result, imposing locality constraints in feature decor-
relation removes interferences between negatively correlated feature weights, al-
lowing the regularizer to reach higher decorrelation bounds, and reducing the
overfitting more effectively. In particular, we show that the models regularized
with OrthoReg have higher accuracy bounds even when batch normalization and
dropout are present. Moreover, since our regularization is directly performed
on the weights, it is especially suitable for fully convolutional neural networks,
where the weight space is constant compared to the feature map space. As a re-
sult, we are able to reduce the overfitting of state-of-the-art CNNs on CIFAR-10,
CIFAR-100, and SVHN.

5.1 Motivation

Neural networks perform really well in numerous tasks even when initialized ran-
domly and trained with Stochastic Gradient Descent (SGD) (see [59]). Deeper
models, like Googlenet ([187]) and Deep Residual Networks ([187, 188]) are released
each year, providing impressive results and even surpassing human performances
in well-known datasets such as the Imagenet ([169]). This would not have been
possible without the help of regularization and initialization techniques which solve
the overfitting and convergence problems that are usually caused by data scarcity
and the growth of the architectures.
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From the literature, two different regularization strategies can be defined. The
first ones consist in reducing the complexity of the model by (i) reducing the effec-
tive number of parameters with weight decay ([189]), and (ii) randomly dropping
activations with Dropout ([190]) or dropping weights with DropConnect ([191])
so as to prevent feature co-adaptation. Due to their nature, although this set of
strategies have proved to be very effective, they do not leverage all the capacity of
the models they regularize.

The second group of regularizations is those which improve the effectiveness
and generality of the trained model without reducing its capacity. In this second
group, the most relevant approaches decorrelate the weights or feature maps, e.g.
[192] introduced a new criterion so as to learn slow decorrelated features while
pre-training models. In the same line [193] presented "incoherent training", a
regularizer for reducing the decorrelation of the network activations or feature maps
in the context of speech recognition. Although regularizations in the second group
are promising and have already been used to reduce the overfitting in different
tasks, even with the presence of Dropout (as shown by [194]), they are seldom used
in the large scale image recognition domain because of the small improvement
margins they provide together with the computational overhead they introduce.

Although they are not directly presented as regularizers, there are other strate-
gies to reduce the overfitting such as Batch Normalization ([195]), which decreases
the overfitting by reducing the internal covariance shift. In the same line, initializa-
tion strategies such as "Xavier" ([153]) or "He" ([181]), also keep the same variance
at both input and output of the layers in order to preserve propagated signals in
deep neural networks. Orthogonal initialization techniques are another family
which set the weights in a decorrelated initial state so as to condition the network
training to converge into better representations. For instance, [196] propose to
initialize the network with decorrelated features using orthonormal initialization
([197]) while normalizing the variance of the outputs as well.

In this work we hypothesize that regularizing negatively correlated features is
an obstacle for achieving better results and we introduce OrhoReg, a novel regular-
ization technique that addresses the performance margin issue by only regularizing
positively correlated feature weights. Moreover, OrthoReg is computationally effi-
cient since it only regularizes the feature weights, which makes it very suitable for
the latest CNN models. We verify our hypothesis through a series of experiments:
first using MNIST as a proof of concept, secondly we regularize wide residual net-
works on CIFAR-10, CIFAR-100, and SVHN ([198]) achieving the lowest error rates
in the dataset to the best of our knowledge.
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5.2 Proposed Approach

5.2.1 Orthogonal weight regularization

This section introduces the orthogonal weight regularization, a regularization tech-
nique that aims to reduce feature detector correlation enforcing local orthogonality
between all pairs of weight vectors. In order to keep the magnitudes of the detectors
unaffected, we have chosen the cosine similarity between the vector pairs in order
to solely focus on the vectors angle β ∈ [−π,π]. Then, given any pair of feature
vectors of the same size θ1,θ2 the cosine of their relative angle is:

cos(θ1,θ2) = 〈θ1,θ2〉
||θ1||||θ2||

(5.1)

Where 〈θ1,θ2〉 denotes the inner product between θ1 and θ2. We then square
the cosine similarity in order to define a regularization cost function for steepest
descent that has its local minima when vectors are orthogonal:

C (θ) = 1

2

n∑
i=1

n∑
j=1, j 6=i

cos2(θi ,θ j ) = 1

2

n∑
i=1

n∑
j=1, j 6=i

( 〈θi ,θ j 〉
||θi ||||θ j ||

)2
(5.2)

Where θi are the weights connecting the output of the layer l −1 to the neu-
ron i of the layer l , which has n hidden units. Interestingly, minimizing this cost
function relates to the minimization of the Frobenius norm of the cross-covariance
matrix without the diagonal. This cost will be added to the global cost of the
model J(θ; X , y), where X are the inputs and y are the labels or targets, obtaining
J̃(θ; X , y) = J(θ; X , y)+γC (θ). Note that γ is an hyperparameter that weights the
relative contribution of the regularization term. We can now define the gradient
with respect to the parameters:

δ

δθ(i , j )
C (θ) =

n∑
k=1,k 6=i

θ(k, j )〈θi ,θk〉
〈θi ,θi 〉〈θk ,θk〉

− θ(i , j )〈θi ,θk〉2

〈θi ,θi 〉2〈θk ,θk〉
(5.3)

The second term is introduced by the magnitude normalization. As magnitudes
are not relevant for the vector angle problem, this equation can be simplified just
by assuming normalized feature detectors:

δ

δθ(i , j )
C (θ) =

n∑
k=1,k 6=i

θ(k, j )〈θi ,θk〉 (5.4)
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Algorithm 1 Orthogonal Regularization Step.

Require: Layer parameter matricesΘl , regularization coefficient γ, global learning
rate α.

1: for each layer l to regularize do
2: η1 = nor m_r ow s(Θl ) {Keep norm of the rows ofΘl .}
3: Θl

1 = di v_r ow s(Θl ,η1) {Keep aΘl
1 with normalized rows.}

4: i nner Pr od M at =Θl
1tr anspose(Θl

1)
5: ∇Θl

1 = γ(i nner Pr od M at −di ag (i nner Pr od M at))Θl
1 {Second term in eq.

5.6}
6: ∆Θl =−α(∇JΘl +γ∇Θl

1){Complete eq. 5.6.}
7: end for

We then add eq. 5.4 to the backpropagation gradient:

∆θ(i , j ) =−α
(
∇Jθ(i , j ) +γ

n∑
k=1,k 6=i

θ(k, j )〈θi ,θk〉
)

(5.5)

Where α is the global learning rate coefficient, J any target loss function for the
backpropagation algorithm.

Although this update can be done sequentially for each feature-detector pair, it
can be vectorized to speedup computations. LetΘ be a matrix where each row is
a feature detector θ(I , j ) corresponding to the normalized weights connecting the
whole input I of the layer to the neuron j . Then, ΘΘt contains the inner product
of each pair of vectors i and j in each position i , j . Subsequently, we subtract
the diagonal so as to ignore the angle from each feature with respect to itself and
multiply byΘ to compute the final value corresponding to the sum in eq. 5.5:

∆Θ=−α
(
∇JΘ+γ(ΘΘt −di ag (ΘΘt ))Θ

)
(5.6)

Where the second term is ∇CΘ. Algorithm 1 summarizes the steps in order to
apply OrthoReg.

5.2.2 Negative Correlations

Note that the presented algorithm, based on the cosine similarity, penalizes any
kind of correlation between all pairs of feature detectors, i.e. the positive and the
negative correlations, see Figure 5.1a. However, negative correlations are related to
inhibitory connections, competitive learning, and self-organization. In fact, there
is evidence that negative correlations can help a neural population to increase the
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(a) Global loss plot (eq. 5.2) (b) Local loss plot (eq. 5.7)

(c) Direction of gradients for the loss in (a). (d) Direction of gradients for loss in (b).

Figure 5.1: Comparison between the two loss functions represented by eq. 5.2
and 5.7. (a) is the original loss, (b) is the new loss that discards negative correla-
tions given for different λ values. It can be seen λ = 10 reaches a plateau when
approximating to π

2 . (c) and (d) shows the directions of the gradients for the two
loss functions above. For instance, a red arrow coming from a green ball represents
the gradient of the loss between the red and green balls with respect to the green
one. In (d) most of the arrows disappear since the loss in (b) only applies to angles
smaller than π

2 .

signal-to-noise ratio ([199]) in the V1. In order to find out the advantages of keeping
negative correlations, we propose to use an exponential to squash the gradients for
angles greater than π

2 (or thog onal ):

C (θ) =
n∑

i=1

n∑
j=1, j 6=i

log(1+eλ(cos(θi ,θ j )−1)) = log(1+eλ(〈θi ,θ j 〉−1)), ||θi || = ||θ j || = 1 (5.7)

Where λ is a coefficient that controls the minimum angle-of-influence of the
regularizer, i.e. the minimum angle between two feature weights so that there
exists a gradient pushing them apart, see Figure 5.1b. We empirically found that
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the regularizer worked well for λ = 10, see Figure 5.2b. Note that when λ ' 10
the loss and the gradients approximate to zero when vectors are at more than π

2
(orthogonal). As a result of incorporating the squashing function on the cosine
similarity, negatively correlated feature weights will not be regularized. This is
different from all previous approaches and the loss presented in eq. 5.2, where all
pairs of weight vectors influence each other. Thus, from now on, the loss in eq. 5.2
is named as global loss and the loss in eq. 5.7 is named as local loss.

The derivative of eq. 5.7 is:

δ

δθ(i , j )
C (θ) =

n∑
k=1,k 6=i

λ
eλ〈θi ,θk 〉θ(k, j )

eλ〈θi ,θk 〉+eλ
(5.8)

Then, given the element-wise exponential operator exp, we define the following
expression in order to simplify the formulas:

Θ̂= exp(λ(ΘΘt )) (5.9)

and thus, the ∆ in vectorial form can be formulated as:

∇CΘ =λ (Θ̂−di ag (Θ̂))Θ

Θ̂−di ag (Θ̂)+eλ
(5.10)

In order to provide a visual example, we have created a 2D toy dataset and
used the previous equations for positive and negative γ values, see Figure 5.2. As
expected, it can be seen that the angle between all pairs of adjacent feature weights
becomes more uniform after regularization. Note that Figure 5.2b shows that
regularization with the global loss (eq. 5.2) results in less uniform angles than using
the local loss as shown in 5.2c (which corresponds to the local loss presented in
eq. 5.7) because vectors in opposite quadrants still influence each other. This is
why in Figure 5.2d, it can be seen that the mean nearest neighbor angle using the
global loss (b) is more unstable than the local loss (c). As a proof of concept, we
also performed gradient ascent, which minimizes the angle between the vectors.
Thus, in Figures 5.2e and 5.2f, it can be seen that the locality introduced by the local
loss reaches a stable configuration where feature weights with angle π

2 are too far to
attract each other.

The effects of global and local regularizations on Alexnet, VGG-16 and a 50-
layer ResNet are shown on Figure 5.3. As it can be seen, OrthoReg reaches higher
decorrelation bounds. Lower decorrelation peaks are still observed when the input
dimensionality of the layers is smaller than the output since all vectors cannot be
orthogonal at the same time. In this case, local regularization largely outperforms
global regularization since it removes interferences caused by negatively correlated
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(a) Toy dataset. (b) Reg. with eq. 5.2 and γ< 0
(gradient descent)

(c) Reg. with eq. 5.7 and γ< 0
(gradient descent)

(d) Nearest neighbor angle av-
erage.

(e) Reg. with eq. 5.2 and γ> 0
(gradient ascent)

(f) Reg. with eq. 5.7 and γ> 0
(gradient ascent)

Figure 5.2: Toy experiments. A 2d dataset is regularized with global loss (eq. 5.2)
and local loss (eq. 5.7). (a) shows the initial 2D randomly generated dataset. (b) the
dataset after 300 regularization steps using the global loss and (c) using the local
loss. (d) the evolution of the mean nearest neighbor angle for the global loss (b)
and the local loss (c). (e) and (f) correspond to (b) and (c) but using gradient ascent
instead of gradient descent as a sanity-check.

feature weights. This suggests why increasing fully connected layers’ size has not
improved networks performance.

5.3 Experiments and Results

In this section we provide a set of experiments that verify that (i) training with
the proposed regularization increases the performance of naive unregularized
models, (ii) negatively correlated feature weights are useful, and (iii) the proposed
regularization improves the performance of state-of-the-art models.

5.3.1 Verification experiments

As a sanity check, we first train a three-hidden-layer Multi-Layer Perceptron (MLP)
with ReLU non-liniarities on the MNIST dataset ([2]). Our code is based in the
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(a) Unregularized feature weights. (b) Regularized feature weights.

Figure 5.3: Effects of local and global regularization on the Alexnet, VGG-16 and
50-layer-ResNet weights. The regularized versions reach higher decorrelation
bounds (in terms of minimum angle) than the unregularized counterparts.

train-a-digit-classifier example included in torch/demos1, which uses an
upsampled version of the dataset (32×32). The only pre-processing applied to the
data is a global standardization. The model is trained with SGD and a batch size
of 200 during 200 epochs. No momentum neither weight decay was applied. By
default, the magnitude of the weights of this experiments is recovered after each
regularization step in order to prove the regularization only affects their angle.

Sensitivity to hyperparameters. We train a three-hidden-layer MLP with 1024
hidden units, and different γ and λ values so as to verify how they affect the per-
formance of the model. Figure 5.4a shows that the model effectively achieves the
best error rate for the highest gamma value (γ = 1), thus proving the advantages
of the regularization. On Figure 5.4b, we verify that higher regularization rates
produce more general models. Figure 5.5a depicts the sensitivity of the model to λ.
As expected, the best value is found when lambda corresponds to Orthogonality
(λ' 10).

Negative Correlations. Figure 5.5b highlights the difference between regular-
izing with the global or the local regularizer. Although both regularizations reach
better error rates than the unregularized counterpart, the local regularization is
better than the global. This confirms the hypothesis that negative correlations are
useful and thus, performance decreases when we reduce them.

Compatibility with initialization and dropout. To demonstrate the proposed
regularization can help even when other regularizations are present, we trained a

1https://github.com/torch/demos
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(a) (b)

Figure 5.4: Sensitivity to γ. (a) The evolution of the error rate on the MNIST vali-
dation set for different regularization magnitudes. It can be seen that for γ= 1 it
reaches the best error rate (1.45%) while the unregularized counterpart (γ= 0) is
1.74%. (b) Measures the overfitting of the model for different γ, confirming that
higher regularization rates decrease overfitting.

(a) (b)

Figure 5.5: Sensitivity to λ. (a) Shows the minimum error rate for different λ values.
(b) Classification error on MNIST for different loss functions. Not regularizing nega-
tive correlated feature weights (eq. 5.7) results in better test error than regularizing
them (eq.5.2).

CNN with (i) dropout (c32-c64-l512-d0.5-l10)2 or (ii) LSUV initialization ([196]).

2cxx = convolution with xx filters. l xx = fully-connected with xx units. d xx = dropout with prob
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Table 5.1: Error rates for a small CNN trained with the MNIST dataset. OrthoReg
leads to much better results when no other improvements such as Dropout and
LSUV are present but it can still make small accuracy increments when these two
techniques are present.

OrthoReg Base Base+Dropout Base+LSUV

None 0.92 0.70±0.01 0.86
Conv Layers 0.75 0.69±0.03 0.83
All Layers 0.75 0.66±0.03 0.79

In Table 5.1, we show that best results are obtained when orthogonal regularization
is present. The results are consistent with the hypothesis that OrthoReg, as well as
Dropout and LSUV, focuses on reducing the model redundancy. Thus, when one of
them is present, the margin of improvement for the others is reduced.

5.3.2 Regularization on CIFAR-10 and CIFAR-100

We show that the proposed OrthoReg can help to improve the performance of
state-of-the-art models such as deep residual networks ([188]). In order to show
the regularization is suitable for deep CNNs, we successfuly regularize a 110-layer
ResNet3 on CIFAR-10, decreasing its error from 6.55% to 6.29% without data aug-
mentation.

In order to compare with the most recent state-of-the-art, we train a wide
residual network ([200]) on CIFAR-10 and CIFAR-100. The experiment is based on
a torch implementation of the 28-layer and 10th width factor wide deep residual
model, for which the median error rate on CIFAR-10 is 3.89% and 18.85% on CIFAR-
1004. As it can be seen in Figure 5.6, regularizing with OrthoReg yields the best test
error rates compared to the baselines.

The regularization coefficient γ was chosen using grid search although similar
values were found for all the experiments, specially if regularization gradients are
normalized before adding them to the weights. The regularization was equally
applied to all the convolution layers of the (wide) ResNet. We found that, although
the regularized models were already using weight decay, dropout, and batch nor-
malization, best error rates were always achieved with OrthoReg.

Table 5.2 compares the performance of the regularized models with other state-

xx.
3https://github.com/gcr/torch-residual-networks
4https://github.com/szagoruyko/wide-residual-networks
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Figure 5.6: Wide ResNet error rate on Cifar10 and Cifar100. OrthoReg shows better
performance than the base regularizer (all feature maps), and the unregularized
counterparts.

Table 5.2: Comparison with other CNNs on CIFAR-10 and CIFAR-100 (Test error
%). Orthogonally regularized residual networks achieve the best results to the best
of our knowldege. Only single-crop results are reported for fairness of comparison.
*Median over 5 runs as reported by [200].

Network CIFAR-10 CIFAR-100 Augmented

Maxout ([201]) 9.38 38.57 YES
NiN ([202]) 8.81 35.68 YES
DSN ([183]) 7.97 34.57 YES
Highway Network ([203]) 7.60 32.24 YES
All-CNN ([204]) 7.25 33.71 NO
110-Layer ResNet ([188]) 6.61 28.4 NO
ELU-Network ([205]) 6.55 24.28 NO
OrthoReg on 110-Layer ResNet* 6.29±0.19 28.33±0.5 NO
LSUV ([196]) 5.84 - YES
Fract. Max-Pooling ([206]) 4.50 27.62 YES
Wide ResNet ([200])* 3.89 18.85 YES
OrthoReg on Wide ResNet* 3.69±0.01 18.56±0.12 YES

of-the-art results. As it can be seen the regularized model surpasses the state of the
art, with a 5.1% relative error improvement on CIFAR-10, and a 1.5% relative error
improvement on CIFAR-100.
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Table 5.3: Comparison with other CNNs on SVHN. Wide Resnets regularized with
OrthoReg show better performance.

Model Error rate

NiN ([202]) 2.35
DSN ([183]) 1.92
Stochastic Depth ResNet ([207]) 1.75
Wide Resnet ([200]) 1.64
OrthoReg on Wide Resnet 1.54

5.3.3 Regularization on SVHN

For SVHN we follow the procedure depicted in [200], training a wide residual net-
work of depth=28, width=4, and dropout. Results are shown in Table 5.3. As it can
be seen, we reduce the error rate from 1.64% to 1.54%, which is the lowest value
reported on this dataset to the best of our knowledge.

5.4 Discussion

Regularization by feature decorrelation can reduce Neural Networks overfitting
even in the presence of other kinds of regularizations. However, especially when
the number of feature detectors is higher than the input dimensionality, its decor-
relation capacity is limited due to the effects of negatively correlated features. We
showed that imposing locality constraints in feature decorrelation removes interfer-
ences between negatively correlated feature weights, allowing regularizers to reach
higher decorrelation bounds, and reducing the overfitting more effectively.

In particular, we show that the models regularized with the constrained regular-
ization present lower overfitting even when batch normalization and dropout are
present. Moreover, since our regularization is directly performed on the weights,
it is especially suitable for fully convolutional neural networks, where the weight
space is constant compared to the feature map space. As a result, we are able to re-
duce the overfitting of 110-layer ResNets and wide ResNets on CIFAR-10, CIFAR-100,
and SVHN improving their performance. Note that despite OrthoReg consistently
improves state of the art ReLU networks, the choice of the activation function could
affect regularizers like the one presented in this work. In this sense, the effect of
asymmetrical activations on feature correlations and regularizers should be further
investigated in the future.
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6 Beyond One-hot Encoding: lower dimen-
sional target embedding

Target encoding plays a central role when learning Convolutional Neural Net-
works. In this realm, One-hot encoding is the most prevalent strategy due to
its simplicity. However, this so widespread encoding schema assumes a flat la-
bel space, thus ignoring rich relationships existing among labels that can be ex-
ploited during training. In large-scale datasets, data does not span the full la-
bel space, but instead lies in a low-dimensional output manifold. Following this
observation, we embed the targets into a low-dimensional space, drastically im-
proving convergence speed while preserving accuracy. Our contribution is two
fold: (i) We show that random projections of the label space are a valid tool to find
such lower dimensional embeddings, boosting dramatically convergence rates at
zero computational cost; and (ii) we propose a normalized eigenrepresentation
of the class manifold that encodes the targets with minimal information loss, im-
proving the accuracy of random projections encoding while enjoying the same
convergence rates. Experiments on CIFAR-100, CUB200-2011, Imagenet, and
MIT Places demonstrate that the proposed approach drastically improves con-
vergence speed while reaching very competitive accuracy rates.

6.1 Motivation

Convolutional Neural Networks lie at the core of the latest breakthroughs in large-
scale image recognition [169, 208], at present even surpassing human performance
[181], applied to the classification of objects [209], faces [210], or scenes [211].
Due to its effectiveness and simplicity, one-hot encoding is still the most prevalent
procedure for addressing such multi-class classification tasks: in essence, a function
f :Rp →Zn

2 is modeled, that maps image samples to a probability distribution over
a discrete set of the n labels of target categories.

Unfortunately, when the output space grows, class labels do not properly span
the full label space, mainly due to existing label cross-correlations. Consequently,
one-hot encoding might result inadequate for fine-grained classification tasks,
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since the projection of the outputs into a higher dimensional (orthogonal) space
dramatically increases the parameter space of computed models. In addition, for
datasets with a large number of labels, the ratio of samples per label is typically
reduced. This constitutes an additional challenge for training CNN models in large
output spaces, and the reason of slow convergence rates [212].

In order to address the aforementioned limitations, output embeddings have
been proposed as an alternative to the one-hot encoding for training in large output
spaces [213]: depending on the specific classification task at hand, using different
output embeddings captures different aspects of the structure of the output space.
Indeed, since embeddings use weight sharing during training for finding simpler
(and more natural) partitions of classes, the latent relationships between categories
are included in the modeling process.

According to Akata et al. [214], output embeddings can be categorized as:

• Data-independent embeddings, such as drawing rows or columns from a
Hadamard matrix [215]: data-independent embeddings produce strong base-
lines [216], since embedded classes are equidistant due to the lack of prior
knowledge;

• Embeddings based on a priori information, like attributes [217], or hierar-
chies [218]: unfortunately, learning from attributes requires expert knowledge
or extra labeling effort and hierarchies require a prior understanding of a tax-
onomy of classes, and in addition, approaches that use textual data as prior
do not guarantee visual similarity [216]; and

• Learned embeddings, for capturing the semantic structure of word sequences
(i.e. annotations) and images jointly [219]. The main drawbacks of learning
output embeddings are the need of a high amount of data, and a slow training
performance.

Thus, in cases where there exist high quality attributes, methods with prior
information are preferred, while in cases of a known equidistant label space, data-
independent embeddings are a more suitable alternative. Unfortunately, the ar-
chitectural design of a model is bound to the particular choice among the above-
mentioned embeddings. Thus, once a model is chosen and trained using an specific
output embedding, it is hard to reuse it for another tasks requiring a different type
of embedding.

In this paper, Error-Correcting Output Codes (ECOC) are proven to be a better
alternative to one-hot encoding for image recognition, since ECOCs are a general-
ization of the three embedding categories [220], so a change in the ECOC matrix will
not constitute a change in the chosen architecture. In addition, ECOCs naturally
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enable error-correction, low dimensional embedding spaces [221], and bias and
variance error reduction [222].
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Figure 6.1: Hierarchical coding scheme. This paper proposes to replace the tradi-
tional one-hot output scheme of CNNs with a reduced scheme with at least log2(k)
outputs. In addition, when using a hierarchical representation of the data labels,
outputs show that the most discriminative attributes to split the target classes
have been learned. In essence, a decoder computes the similarities of the "pre-
dicted code" in a "code-matrix", and subsequently the output label is then obtained
through a softmax layer. The internal code representation is depicted in a tree
structure, where each bit of the code corresponds to the actual learned partition
from the data, from lower partition cost (aquatic) to higher (stripped).

Inspired by the latest advances on ECOCs, we circumvent one-hot encoding by
integrating the Error-Correcting Output Codes into CNNs, as a generalization of
output embedding. As a result, a best-of-both-worlds approach is indeed proposed:
compact outputs, data-based hierarchies, and error correction. Using our approach,
training models in low-dimensional spaces drastically improves convergence speed
in comparison to one-hot encoding. Figure 6.1 shows an overview of the proposed
model.

The rest of the paper is organized as follows: Section 6.2 reviews the existing
work most closely related to this paper. Section 6.3 presents the contribution of
the proposed embedding technique, which is two fold: (i) we show that random
projections of the label space are suitable for finding useful lower dimensional
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embeddings, while boosting dramatically convergence rates at zero computational
cost; and (ii) In order to generate partitions of the label space that are more discrim-
inative than the random encoding (which generates random partitions of the label
space), we also propose a normalized eigenrepresentation of the class manifold
to encode the targets with minimal information loss, thus improving the accuracy
of random projections encoding while enjoying the same convergence rates. Sub-
sequently, the experimental results on CIFAR-100 [168], CUB200-2011 [223], MIT
Places [211], and ImageNet [169] presented in Section 6.4 show that our approach
drastically improves convergence speed while maintaining a competitive accuracy.
Lastly, Section 6.5 concludes the paper discussing how, when gradient sparsity on
the output neurons is highly reduced, more robust gradient estimates and better
representations can be found.

6.2 Related work

This section reviews those works on output embeddings most related to ours, in
particular those using ECOC.

Output Embeddings Most of the related literature addresses the challenge of zero-
shot learning, i.e. training a classifier in the absence of labels. Often, the proposed
approaches take into account the attributes of objects [214, 224–226] related to the
different classes through well-known, shared object features.

Due to their computing efficiency based on a divide-and-conquer strategy,
output embeddings have been also proven useful for those multi-class classification
problems in which testing all possible class labels and hierarchical structures is
not feasible [213, 219, 223, 227]. Given a large output space, most labels are usually
considered instances of a superior category e.g., sunflower and violet are flower
plants. In this sense, the inherent hierarchical structure of the data makes divide-
and-conquer hierarchical output spaces a suitable alternative to the traditionally
flat 1-of-N classifiers. Likewise in the context of language processing, Mikolov et al.
combine Huffman binary codes and hierarchical soft-max in order to map the most
frequent codes to shorter paths in a tree [228].

Because output embeddings enforce weight sharing, they have been also used
when the number of classes is rather large, with no clear inter-class boundaries,
and a decaying ratio of the number of examples per class. In this context, in order
to reduce the output space, Weston et al. proposed WSABIE, an online learning-to-
rank algorithm to find an embedding for the labels based on images [229].

In the field of large-scale recognition, hierarchical approaches such as using
tree-based priors [230], label relational graphs [231], CNN hierarchies [232], and
HD-CNNs [233] have been proposed. For example in [234] binary hash codes are
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used for fast image retrieval. However, such hierarchical approaches need to be
learned, and cannot be easily interchanged with other embeddings. In addition, for
approaches learning codes as latent variables, to find the optimal ones in terms of
class separability or error correction is not guaranteed [234]. Due to all this, ECOC
constitute a better alternative for seamless integration with CNNs, as detailed next.

Error-Correcting Output Codes1 ECOC have been applied in multiple fields such
as medical imaging [235], face and facial-feature recognition [236, 237], and seg-
mentation of human limbs citesanchez2015hupba8k+. ECOCs are a generic divide-
and-conquer framework that combines binary partitions to achieve multi-class
recognition [238]. Their core property is the capability to correct errors of binary
classifiers using redundancy, while reducing the bias and variance of the ensemble
[222]. Advanced approaches propose to use them as intermediate representations
[239].

ECOC consist of two main steps: coding and decoding. The coding step consists
in assigning a codeword of arbitrary length k to each of the n classes. Codewords are
organized in a "code matrix" Mk,n ∈ {−1,1}, where each column is a binary partition
on the label space in meta-classes. Since there are many possible bi-partitions, the
design of the code is central for obtaining discriminative ones. Indeed there are
several approaches for generating ECOCs: Exhaustive codes [238], BCH codes [240],
random codes [241], and circular ECOC [242] are few examples of methods that
generate codes independently from the inherent structure of the data.

Although ECOCs can be data-independent and even randomly generated, they
can also be learnt from data: Pujol et al. propose a discriminant ECOC approach
based on hierarchical partitions of the output space [243]. Subsequently, Escalera
et al. [244] proposed to split complex problems into easier subclasses, embedded
as binary dichotomizers in the ECOC framework, easier to optimize. In [245], it is
also shown Optimal continuous ECOCs can be found by gradient descent. Griffin &
Perona [246] use trees to efficiently handle multi-class problems, which posteriorly
Zhang et al. improved by finding optimal partitions with spectral ECOCs [247].

In the decoding step, a sample x can be decoded as the output of k binary
classifiers { f1(x), f2(x), ..., fk (x)}. Given the predicted code, the class label y corre-
sponds to the closest row in Mk,n . The most common decoding methods are the
Hamming and Euclidean distances but there are more sophisticated approaches
such as probabilistic-based decoding, especially with ternary codes [220].

Inspired from latest ECOC advances, we propose to integrate output codes in
large-scale deep learning problems. In this context, few approaches in the literature
have been presented: in [231, 248], CNNs are also used to directly predict the code

1We use the standard notation in ECOCs: bold capital letters denote matrices (e.g. X) and bold
lower-case letters represent vectors (e.g., z). All non-bold letters denote scalar variables.
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bits for Optical Character recognition (OCR). We go a step further by: (i) showing
that the convergence speed in large scale settings with millions of images can be
dramatically improved; (ii) instead of directly predicting the code bits, we integrate
the euclidean decoding with the cross-entropy loss, so that the network does not
only optimize individual bits independently but also inter-code distances, which
results in error-correction.

Our approach enhances the convergence of CNNs using random codes, i.e.
when the inter-class relationships are not considered. We achieve even lower error
rates with data-dependent codes, due to using more efficient data partitions. Simi-
larly, Yang et al. also used CNNs to integrate data-independent Hadamard Codes
with the Euclidean loss [249]. But due to the efficiency of data-dependent codes,
our encoding proposal is shown more efficient than [249], by halving the required
CNN output size, and eliminating the need of training multiple CNNs to predict
code chunks.

6.3 Proposed Approach

Figure 6.1 depicts our proposed model inspired by the ECOC framework [238] and
applied for deep supervised learning. Given a set of n classes, an ECOC consists of
a set of k binary partitions of the label space (groups of classes) representing each
of the n classes in the dataset. The codes are usually arranged in a design matrix
M ∈ {−1,1}n×k .

Let’s define the output of the last layer of a neural network as z l , with l the
depth of the network. For the sake of clarity the identity non-linearity φ(·) is used
so that zl = φ(zl ). Thus, given the weights of the previous layer Θ(l−1), and the
corresponding bias b(l−1), zl can be computed asΘ(l−1)z(l−1) +b(l−1).

In our case, we reduce the output dimensionality of a CNN, i.e. the dimension-
ality of zl , from n (the number of classes) to k, an arbitrary number of partitions.
Then, given a design matrix Mn×k , where each row encodes a class label, the pre-
dicted class is obtained by finding the distance of the output with each row of the
design matrix D = M−1>zl , with 1> a column vector constituted by ones, and
obtaining the label with ar g mi n(D). Then, we seamlessly integrate our proposal in
the traditional log-likelihood and softmax loss layer.

6.3.1 Embedding output codes in CNNs

Given a training set {xi , yi } i = 1 : s, of image-label pairs, CNNs constitute the state-
of-the-art at finding good local minima by empirical risk minimization (ERM) using
the cross-entropy as the loss function J by means of backpropagation [250]:
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J (X ,Y ;Θ) =−1

s

s∑
i=1

[yi log (ŷ)i + (1− yi )log (1− ŷi )],

where ŷi = ar g max(h(zl (xi ))) ∈ R is the predicted label for the i th example
and yi ∈ {0,1} the ground truth label. Since cross-entropy requires probability
distributions, the output of the network zl is fed to a softmax layer that assigns a
probability score to each of the n possible classes:

h(zl ) j = e
zl

j∑N
i=1 ezl

i

, j ∈ {1,2, ...,n}.

The derivative of the loss function J for gradient descent through backpropaga-
tion is known to be:

δJ

δz l
i

= yi − ŷi .

The decoder is introduced between the output zl of the network and the softmax
function h(zl ). Concretely, the negative normalized Euclidean distance D(zl |M)
between zl and the rows in M is used, so that the output of the softmax represents
the probability of the output of the CNN to be decoded as the i th , i ∈ {1,2,3..,n}
output word.

We reformulate the softmax function h(zl ) as h(D( zl

||zl ||2 )), with the variable

change of D( zl

||zl ||2 ) by D(U) (with U(z) the normalized vector). The derivative of the

loss can be computed using the chain rule:

δJ (D,Y ;Θ)

δz
= δJ (D,Y ;Θ)

δD

δD

δU

(1) δU

δzl

(2)

.

We now calculate:

δD

δU
= δ

δU

−1

2
(M−1>U)(M−1>U)> = M−1>U, (6.1)

δU

δz
= δ

δz

z

||z||2
= I||z||2 −zU>

||z||2
. (6.2)

Given eq. 6.1 and 6.2, it is possible to compute the derivative of the cross-entropy
with the new decoding loss Ĵ :

δ Ĵ

δzl
= (Y− Ŷ)[(M−1>U)

I||zl ||2 −zl U>

||zl ||2
]>. (6.3)
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Provided the amount of computation that can be shared from the forward pass
to the backward pass, this process does not slow-down the training phase. In fact,
the cost is compensated by (i) the shrinkage of z, which also results in a reduction
of the number of network parameters, and (ii) the increase of convergence speed.

The convergence speed increases because reducing the output layer results in
parameter sharing, which produces more robust gradient estimates. The explana-
tion is that the softmax function distributes the probabilities among a high number
of neurons. Thus, the the gradient δJ = yi − ŷi is zero for most outputs because
yi = 1 only once in the ground truth vector, and E(ŷ j ) = 1

n . Given that the network is
certain about the output i ′, the expected output for the rest of the outputs is even

smaller E(ŷ j 6=i ′ ) = 1−yi ′
n−1 .

In other words, output layers with huge number of outputs and smaller mini-
batch size can only update the weights of few output units per iteration, since
activation expected value is virtually zero. Thus, the gradients for these outputs
are either zero or based on too few examples. This leads to noisy estimates to the
real loss surface. As a result, reducing the output space with our method increases
the ratio of activations per mini-batch, helping to obtain more robust gradient
estimates and increasing convergence speed, reduces the mini-batch size, and thus
the memory requirements.

6.3.2 Connections with Normalized Cuts

CNNs trained with our approach are robust and fast even when drawing codes from
a normal distribution. The reason is the fact that random gaussian matrices tend to
follow the coding properties described in the literature [238, 251], such as row and
column orthogonality. For most large datasets the label space follows a hierarchical
structure and defining random partitions of the label space is rather unnatural. In
order to find the most simple partitions we use an eigenrepresentation of the class
manifold based on the class similarities found in the dataset. Concretely, solving the
normalized cut (Ncut) problem on the class similarity graph is a way of obtaining n
uncorrelated low-cost partitions, with n the number of classes [252]. The NCut can
be approximated by solving the eigendecomposition of the normalized Laplacian
of the class similarity matrix LM:

LG = D
1
2 (D−M)D

−1
2 =λV,

where M is the class similarity matrix, D is the degree matrix, λi are the eigen-
values in ascending order and vi, the corresponding eigenvectors i ∈ {0,1,2, ...,k}.
Given that λ0 = 0, the eigenvectors vi , i ∈ {1, ...,k} constitute the partitions ordered
by the Ncut cost. As explained in [211], this kind of codes have desirable properties
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such as balancing, orthogonality, lower error bounds due to the separability maxi-
mization, and similarity preserving, i.e. similar classes have similar codes. We show
that training CNNs to predict the embedded target, together with this data-based
codes, exhibit lower error rates than using random codes. Contrary to [247], we do
not threshold the eigenvectors so as to obtain a binary code but we interpret the
values as likelihoods.

In the following section, we provide empirical evidence confirming that CNNs
trained with our proposed methodology on CIFAR-100, CUB-200, MIT Places, and
Imagenet have faster convergence rates (with comparable or better recognition
rates), even with smaller mini-batch size, than their one-hot counterparts.

6.4 Experiments and Results

To validate our approach, we perform a thorough analysis of the advantages of
embedding output codes in CNN models over different state-of-the-art datasets.
First, we describe the considered datasets, methods and evaluation.

6.4.1 Datasets

We first experiment the ImageNet 2012 Large-Scale Visual Recognition Challenge
(ILSVRC-2012) [169] and the MIT Places-205 [211] datasets. ImageNet consists of
1.2M images, and 50K validation images with 10K object classes. MIT Places is
constituted by 2.5M images from 205 scene categories for training, and 100 images
for category for testing.

Subsequently we experiment on the CIFAR-100 [168] and the Caltech-UCSD
Birds-200-2011 [253]. CIFAR-100 consists of 50K 32×32 images for training, and 10K
32×32 images for testing belonging to 10 coarse categories and 100 fine-grained
categories. CUB-200 contains 11,788 images (5,994 images for training and 5,794
for test) of 200 bird species, each image annotated with 15 part locations, 312 binary
attributes, and 1 Bounding Box.

6.4.2 Methods and evaluation

We use standard state-of-the-art models to evaluate the contribution of the pro-
posed target embedding procedure instead of comparing with state-of-the-art
results on the considered datasets. Note that any model, including more recent
and powerful state-of-the-art architectures, can benefit from our target embedding
methodology.

As a proof of concept, we first validate data-independent codes on the Imagenet
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and MIT Places datasets. Concretely, we retrain with our approach the fc7 and fc8
layers of an Alexnet model [1] pre-trained on the respective datasets. Concretely, we
randomly reinitialize their weights and train them using SGD with a global learning
rate (lr) of 0.001, and the specific lr of the reinitialized layers is multiplied by 10.

Then, we demonstrate the advantages of data-dependent codes on the fine-
grained CIFAR-100 and CUB-200 2011. For CIFAR-100, we use the cifar_quick
models found in the Caffe framework [254]. The network is initialized with noise
sampled from a gaussian distribution, and the model is trained for 100 epochs. Fine-
tuning on CUB-200 is performed with the same pre-trained model of the Imagenet
experiments for 30 epochs, and the lr is divided by 10 after 15 epochs.

Experiments with the standard Alexnet CNN [1] (caffe version [254]) on Im-
agenet, and MIT Places, prove that CNNs trained with random codes and our
approach show faster convergence rates than using one-hot encoding, especially
for small mini-batch sizes, while matching one-hot in performance for bigger mini-
batch sizes. Thus, the proposed data-dependent encoding approach performs
better than using random codes for fine-grained datasets, with fuzzy inter-class
boundaries, essentially because random codes alone do not take into account the
correlation of attributes.

6.4.3 Random codes for faster convergence

Output encodings allow to embed sparse output spaces into compact represen-
tations. For instance, codes generated with the dense random strategy only need
k = 10log (n) bits [241] to encode n classes. An inherent property of one-hot en-
coding is the output activation sparsity for huge output spaces. Given a randomly
initialized CNN with one-hot encoding, provided that the output neurons follow a
uniform distribution, the probability assigned to each class will be 1

n , n = #C l asses,
which tends to 0 for n →∞. In the final stages of training, the situation will persist
since just an extremely small ratio of the neurons activate, i.e. a small subset of the
neurons show high probability for the predicted class while the residual probability
mass is spread over a much larger number of neurons.

Thus, it can be coarsely estimated that the update probability of the parameters
associated to an output neuron during an SGD step is related to the ratioρ = bs

n , with
mini-batch size bs, being ρ = 256·103 for Alexnet trained on Imagenet, provided that
p(Y = ni ) = p(Y = n j ), i 6= j . In other words, given a label, sampling more images
increases the probability of that label being in the set of samples, and drawing less
samples than the number of labels ensures that at least n − s labels will not be seen
during the update.

Figure 6.2 shows the resulting validation accuracy when training Alexnet on the
ILSVRC2012 and MIT Places for different mini-batches and a random code sampled
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(a) ILSVRC2012, bs=16 (b) ILSVRC2012, bs=32

(c) MIT Places, bs=16 (d) MIT Places, bs=32

Figure 6.2: Validation accuracy on ILSVRC2012 and MIT Places. Using output
codes randomly sampled from a normal distribution results in faster convergence,
especially for small mini-batch sizes (a,c)

from N (0,1). As it can be seen, models trained with our approach converge faster
than those trained with one-hot encoding.

6.4.4 Using data-based encodings

In order to adapt to fine-grained settings, i.e. with high inter-class correlations,
and few examples per class, we propose to generate the output codes using the
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Figure 6.3: Classification accuracy based on the number of the code bits. As ex-
pected, the same amount of information is encoded for each of the one-hot bits
while the same results are obtained with just the 25% of the data-based codes.

eigenvectors of the normalized Laplacian of the class similarity matrix. Since this
eigendecomposition generates the most discriminating, hierarchical partitions
based on the data, models trained with this data-dependent codes result in higher
accuracy bounds than the random counterparts.

To confirm the aforementioned advantages of using data-dependent codes we
choose to experiment on the well-established CIFAR-100 and CUB-200 2011 fine-
grained datasets. see Fig. 6.3. We use CIFAR-100 for fast experimentation, and then
we apply the best setting to CUB-200.

CIFAR-100. First, we evaluate different procedures for generating the codes:

1. One-hot. A vector of n−1 zeros and a one at the target position (with n the number of
classes).

2. Dense random [241]. Sampling the matrix with the most uncorrelated rows and
columns from U (0,1).

3. Gaussian. Sampling matrices from a normal distribution.

4. Data-based. Constructing the code matrix from the eigenvalues of the class similarity
Laplacian.

Note that Gaussian and Data-based codes are composed of real numbers and a
thresholding function should be applied for obtaining binary partitions. We test
thresholding at zero and the median of the rows of the code matrix. Additionally,
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Table 6.1: Influence of code designs on CIFAR-100. Dense output encodings are
more robust than One-hot to the loss of bits. As expected, data-based codes out-
perform the rest of encodings (50%), especially when no threshold is applied to
binarize the code.

Code One-hot Gaussian
Binarization - - Zero Median
Length 66 100 200 66 100 200 66 100 200 66 100 200
Accuracy (%) 32.4 49.2 - 44.9 44.8 44.8 45.0 47.1 49.1 45.6 47.8 48.4

Dense Random Data-dependent
- - - - Zero Median

66 100 200 66 99 200 66 99 200 66 99 200
43.9 44.5 44.3 48.0 50.0 49.7 46.7 49.0 48.9 47.4 47.8 49.7

(a) One-hot. (b) Dense random. (c) Data-based.

Figure 6.4: T-sne visualization on CIFAR-100 on the ten coarse categories for the
hidden fc layer of a CNN trained with (a) one-hot encoding, (b) an output code
generated with the dense random strategy, and (c) a data-based code.

we test the raw values, interpreting them as the likelihood of the k th metaclass to
be present in the nth class.

As it can be seen in table 6.1, output encodings are more robust, losing a smaller
percentage of the accuracy when the number of code-bits are halved, while one-
hot scales linearly with the number of bits, see 6.3a for a detailed analysis. In
addition, data-based codes find the more discriminative partitions, resulting in
better accuracy than the rest of the encodings. Moreover, keeping the raw values of
the eigenvectors provides additional information about the likelihood of a metaclass
to be present in a certain class, resulting in more robust predictions. Since output
codes are based on binary partitions, they constrain the learning so that features
are encoded to fall into hyperplanes.
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Figure 6.5: Validation accuracy on CUB200. Plots have been generated for different
mini-batch sizes. (a) when mini-batch size is 16, the performance of one-hot
encoding is dramatically reduced

In figure 6.4 we show the 2D projection of those hyperplanes using t-sne. Note
the higher overlapping of samples from different classes displayed on the target
embedding space of 1-hot in comparison to dense and data-dependent alternatives.
In particular, the proposed eigendecomposition of the output space shows a more
discriminative splitting of the data samples according to their labels.
CUB-200. Figure 6.5 shows that using small mini-batch sizes with data-based en-
codings largely outperforms the one-hot baseline for different code lengths when
training a CNN on CUB-200 with data-dependent codes based on the raw eigenval-
ues of the class similarity matrix (best setting on CIFAR100). Moreover, in figure 6.3b,
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it can be seen that the data-based code matches the one-hot encoding with just the
25% of the bits. As expected, the first bits correspond to the most discriminative
partitions ordered by cut cost. The class similarity matrix was built with the fc7
outputs of a pre-trained network, but any other would also work if it reflects the
inter-class relationships.

Figure 6.6 contains the confusion matrices for ten of the CUB-200 classes. Note
that data-dependent encodings find low cost partitions, discriminating classes
prone to be confused in the first stages of the hierarchy (the first encoding bits), and
keeping those harder classification problems to the leafs. A comparison of one-hot,
random and data-dependent encodings for the classification of "Fish crow" and
"Grackle" is shown in figure 6.8.

We lastly verify the correspondence of the metaclasses found with data-dependent
encodings by computing the Pearson Correlation Coefficient (CCP) between the
columns of the code-matrix and the attributes associated to each of the CUB-200
classes, see table 6.2.

As expected, the data-dependent code finds a high-level partition that already
discriminates both classes. One-hot, instead acts directly at the class level, without
being explicitly based on shared attributes. On the other hand, random codes,
although also based on metaclasses (attributes), do not guarantee that those meta-
classes are the most discriminative ones.

6.5 Discussion

In this work, output codes are integrated with the training of deep CNNs on large-
scale datasets. We found that CNNs trained on CIFAR-100, CUB200, Imagenet, and
MIT Places using our approach show less sparsity at the output neurons. As a result,
models trained with our approach showed more robust gradient estimates and
faster convergence rates than those trained with the prevalent one-hot encoding
at a small cost, especially for huge label spaces. As a side effect, CNNs trained
with our approach can use smaller minibatch sizes, lowering the memory con-
sumption. Moreover, we showed that training with data-dependent codes based on
eigenrepresentations of the class space allows for more efficient, hierarchical repre-
sentations, achieving lower error rates than those trained with data-independent
output codes.
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(a) One-hot encoding. (b) Random encoding.

(c) Data-dependent code.

Figure 6.6: Confusion matrices on CUB200-2011. Alexnet trained with random
codes sampled from a normal distribution (b) already advantage those trained
with one-hot encoding (a) e.g., reducing the number of confusions of "Olive sided
Flycatcher" with the rest of the classes. Moreover, data-dependent codes based on
eigenrepresentations of the output space (d), can better discriminate even more
classes, like "boat tailed Grackle" from "Fish crow". Samples for the classes in the
confusion matrices are shown in figure 6.7.
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Olive sided 
flycatcher

Boar tailed 
Grackle

Long tailed 
Jaeger Fish Crow

Red eyed 
Vireo

Mockingbird American 
Pipit

Sayornis

House 
Sparrow

Rusty 
Blackbird

Figure 6.7: Confusion matrix classes.
Table 6.2: Top CUB200 attributes by correlation with the code. Random codes do
not show relevant correlations with the data attributes, while data-dependent codes
are visibly correlated with the attributes. Concretely, the first bit of the code, i.e. the
partition with the lowest cut cost, is highly correlated with shape and size attributes
(0.79). The sign of the PPC indicates the expected side of the bi-partition associated
for the attribute. As expected, the PPC coefficient decreases in absolute value as the
cut cost increases, since higher bits correspond to increasingly difficult partitions.

Code bit 1 2 3 4 5 6

Attribute
Belly-color

red
Head-pattern

eyeline
breast-color

blue
bill-color

green
head-pattern

unique
crown-color

yellow
PCC 0.18 0.16 0.15 0.15 0.14 0.14

Attribute
Tail-shape
rounded

Under-tail-color
iridiscent

biill-color
brown

belly-color
pink

bill-shape
all-purpose

tail-shape
forked

PCC -0.22 -0.17 -0.17 -0.16 -0.18 -0.18

(a) Random Code

Code bit 1 2 3 4 5 6

Attribute
shape

perching-like
primary-color

yellow
back-color

black
bill-color

black
throat-color

yellow
upperpart-color

white
PCC 0.79 0.64 0.50 0.44 0.53 0.55

Attribute size:medium
upper-tail-color

brown
wing-color

grey
primary-color

red
primary-color

rufous
belly-color

black
PCC -0.73 -0.56 -0.58 -0.38 -0.42 -0.48

(b) Data-dependent code.
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Boat tailed Grackle Fish Crow

One-hot Random Data-dependent

Figure 6.8: Classifying Boat tailed Grackle and Fish Crow. One-hot encoding di-
rectly assigns labels to each of the examples. Random encoding partitions groups of
classes into meta-classes systematically. Data-depending codes first group aquatic
and non-aquatic birds, eliminating posterior confusions.
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7 Conclusions and Future work

7.1 Conclusions

Fine-grained image recognition is still a challenging problem in computer vision
since it involves learning subtle differences between images, while ignoring more
obvious variations such as the pose. In this regime, high capacity neural networks
risk to memorize intra-class variations caused by pose changes, clutter, and noise,
thus overfitting and being inefficient. In fact, fine-grained recognition can be
arduous even for humans, which need expert training in many cases (herbology,
medicine, mycology, etc), and careful observation. Thus, reaching or surpassing
fine-grained human performance has the potential to bring progress across many
fields. Motivated the previous reasons, in this PhD dissertation we have tackled
the problem of robustness on fine-grained image recognition, showing that proper
alignment of the inputs, multiple levels of attention, regularization, and explicit
modeling of the output space, results in accurate models, that generalize better,
and are more robust to intra-class variation.

Each stage of the fine-grained recognition pipeline (input, model, output) has
been analized in a different chapter. In chapter 2, we proposed a deep learning
pipeline for pain recognition from facial images. We have shown that removing
pose variations on the input images helps recurrent neural networks to isolate the
dynamics of facial muscles, yielding better classification performance. On the other
hand, we have shown that forcing too much invariance can supersede distortions
caused by muscle movement, thus hindering the performance of the models. As a
result, the proposed pipeline attains higher pain recognition rates than other state
of the art.

In chapter 3, we have proposed an attention mechanism for facial age and
gender recognition. This mechanism allow the network to process in detail the most
discriminative regions of the image such as skin wrinkles, while ignoring clutter
such as eyeglasses. The resulting model is more robust to clutter and deformation,
which is inherent to datasets such as facial pictures in the wild, obtaining state-of-
the-art performance on three different benchmarks.
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In chapter 4, motivated by the benefits of attention seen in 3, we have extended
attention from the input to the network feature activations themselves, thus al-
lowing neural networks to focus on informative regions beyond the pixel space
at different levels of abstraction. Unlike previous work, the proposed mechanism
is modular, architecture independent, fast, efficient, and yet we have empirically
proved that when augmented with it, neural networks systematically improve their
classification accuracy on seven distinct benchmarks.

In chapter 5, we have focused on the neural network weights themselves, since
high-capacity networks can learn over-specialized feature detectors, memorizing
certain patterns in the data, and thus overfitting. Therefore we have proposed a new
regularization term that enforces feature detectors to be as different as possible,
thus overcoming the problem of over-specialization. As a result, models trained
with the proposed regularizer attained higher performance than the unregularized
counterparts.

Finally, in 6, we have explored the effects of modeling the output space. Con-
cretely, based on the error-correcting framework, we show that using dense output
codes to represent classes instead of sparse one-hot vectors results in more robust
and efficient learning. Moreover, we have showed that it is possible to adapt the
correction capacity to inter-class similarities, assigning more distant codes to the
most confused classes.

The take-home message from this work is that the current models used for
fine-grained recognition are very sensitive to distractors, deformation, clutter, and
easily overfit. Attention and regularization seem promising directions to overcome
these problems, as well as proper treatment of the input and the output space.

7.2 Future Perspective

Thanks to the availability of vast amounts of data, image classification systems have
reached outstanding performances on popular benchmarks such as the ImageNet
[169] and MIT Places [255]. However, these are coarse-grained recognition tasks,
for which it is easy to gather information. On the other hand, data is scarcer in the
realm of fine-grained recognition (for instance, it is easier to take pictures of "birds"
than of "bird-subspecies").

Transfer learning, i.e. reusing the knowledge extracted from a large pool of la-
beled data to classify a different smaller set of labeled samples, is the most common
approach to tackle the problem of data scarcity in the literature [256, 257] and in
this thesis. For example, in [21] we fine-tuned a model pre-trained with millions
of facial attributes on a smaller dataset for pain recognition. However, a major
challenge for transfer learning is the adaptation to new domains while retaining
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the performance on the original domain. This is an important problem because
training deep learning models is computationally expensive, and leveraging infor-
mation obtained from other domains might help them improve performance with
fewer data. This is very different from biological systems, which quickly learn even
from single exposures (for instance the location of food), and generalize well on a
wide range of tasks and domains, reusing previous knowledge without forgetting
what was already learned. Furthermore, it would be compelling that already-trained
models learn online, at the same time they are solving the target tasks.

Therefore, a promising research direction is continuous improvement and adap-
tation of deep learning models to new domains and tasks, avoiding catastrophic
forgetting [258], i.e. unlearning previously-learned information. A biology-inspired
promising direction to tackle this problem is memory [259, 260], since it directly
deals with the problem of long-term information storage and recall. Another in-
teresting direction for continuous learning of new tasks without forgetting is the
one presented in [261], i.e. to keep a minimal amount of exemplars for the original
classes, and ensure that the model predictions after being updated resemble those
of the original one (knowledge distillation).

Despite fine-tuning requires less data than training from scratch, many ex-
amples are still required to attain low classification error rates. Hence, few-shot
learning has emerged as an attractive alternative to achieve transfer learning from
very few examples (one per class in the case of one-shot learning) [262, 263]. How-
ever, current few-shot approaches require huge amounts of labeled examples during
training time in order to generalize well. Moreover, these methods can only classify
small numbers of classes, usually between 5 and 20 [262, 263], and their perfor-
mances are still far from fully supervised neural networks [185]. Hence, it would be
interesting to scale up these models to work with an arbitrary number of classes
and to leverage the availability of large amounts of unlabeled data to train them.

Few-shot learning can be framed as a meta-learning problem [264], where
a model is adapted to solve different tasks. This allows to aggregate data from
various fine-grained tasks to learn a single model, but it fails when those tasks
are very different from each other, thus requiring specialized algorithms to reduce
the impact of task disparity [265]. In this realm, modularity [266, 267] is another
encouraging research direction, since it allows sharing parameters across tasks,
while also learning specialized modules.

Finally, a different problem of current fine-grained recognition systems is that
CNNs fail to model the relative position of the object parts, which makes them
vulnerable noise and adversarial attacks [8]. Capsule neural networks have been
recently proposed as a possible solution to this problem [268] since they use vectors
to represent single-neuron activations and thus, they can encode the presence of a
feature in the vector magnitude and its pose in the vector direction.
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7.3 Scientific Articles

This PhD dissertation has led to the following publications:

7.3.1 Journals

• Pau Rodríguez, Miguel A Bautista, Jordi Gonzàlez, and Sergio Escalera. Be-
yond one-hot encoding: Lower dimensional target embedding. IMAVIS, 75:
21–31, 2018

• Pau Rodríguez, Guillem Cucurull, Josep M Gonfaus, F Xavier Roca, and Jordi
Gonzalez. Age and gender recognition in the wild with deep attention. PR,
2017

• Pau Rodríguez, Guillem Cucurull, Jordi Gonzalez, Josep M Gonfaus, Kamal
Nasrollahi, Thomas B Moeslund, and F Xavier Roca. Deep pain: Exploiting
long short-term memory networks for facial expression classification. IEEE
cybernetics, (99):1–11, 2017

• Farhood Negin, Pau Rodríguez, Michal Koperski, Adlen Kerboua, Jordi Gonzàlez,
Jeremy Bourgeois, Emmanuelle Chapoulie, Philippe Robert, and Francois
Bremond. Praxis: Towards automatic cognitive assessment using gesture
recognition. Expert Systems with Applications, 106:21–35, 2018

7.3.2 International Conferences and Workshops

• Pau Rodríguez, Josep M Gonfaus, Guillem Cucurull, F Xavier Roca, and Jordi
Gonzalez. Attend and rectify: a gated attention mechanism for fine-grained
recovery. In ECCV, pages 349–364, 2018

• Pau Rodríguez, Jordi Gonzalez, Guillem Cucurull, Josep M Gonfaus, and
Xavier Roca. Regularizing cnns with locally constrained decorrelations. In
ICLR, 2017

• Boris N Oreshkin, Pau Rodríguez, and Alexandre Lacoste. Tadam: Task de-
pendent adaptive metric for improved few-shot learning. In NeurIPS, 2018

• Marco Bellantonio, Mohammad A Haque, Pau Rodríguez, Kamal Nasrollahi,
Taisi Telve, Sergio Escalera, Jordi Gonzalez, Thomas B Moeslund, Pejman
Rasti, and Gholamreza Anbarjafari. Spatio-temporal pain recognition in cnn-
based super-resolved facial images. In ICPR FFER Workshop, pages 151–162.
Springer, 2016
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7.4 Contributed Code

• Attend and Rectify:code to reproduce the results presented in [24] within the
PyTorch framework. https://github.com/prlz77/attend-and-rectify

• Tiny-dnn: a header only, dependency-free deep learning framework in C++14.
Contributed with LSTM and recurrent cells during the Google Summer of
Code. https://github.com/tiny-dnn/tiny-dnn

• LSTM on CNN: code to reproduce [21] using caffe and Torch. https://github.
com/prlz77/LSTM-on-CNN

• Orthoreg: code to reproduce the results presented in [23] within the Torch
framework. https://github.com/prlz77/orthoreg

7.5 Scientific Dissemination

7.5.1 Invited Talks

• Patrones Biométricos: cómo saber la edad y género con la IA, at Libary Living
Lab, Volpelleres, Barcelona, Spain, 2018

• TADAM, at DLBCN, Barcelona, Spain, 2018

• Computer Vision and AI, at Parc de Recerca, UAB, Bellaterra, Spain, 2018

• Computer Vision and AI, at AI4ALL, UAB, Bellaterra, Spain, 2018

• Fine-grained image recognition in the wild, at Element AI, Montreal, Canada,
2018

• How do Machines Learn?, at CosmoCaixa, Barcelona, Spain, 2018

• Deep Learning 101, at Vall d’Hebron Research Institute, Barcelona, Spain,
2015

7.5.2 In the Media

• El teléfono se queda con tu cara, La Vanguardia, September, 2017
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