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Abstract

This dissertation presents two searches for Supersymmetry in proton-proton collisions at CERN’s Large

Hadron Collider (LHC), targeting signal models that lead to the production of multiple top quarks or

bottom quarks in the final state.

The first search targets gluino pair production, where each gluino decays through a top squark (Gtt

model) or a bottom squark (Gbb model) to a top-antitop quark pair or a bottom-antibottom quark pair,

respectively, and a neutralino, which is the Lightest Sypersymmetric Partner (LSP). Each top quark in turn

decays to a W boson and an a bottom quark. Thus, the final state is characterized by a high multiplicity of

bottom jets, which are collimated sprays of particles originating from the hadronization of bottom quarks,

and missing transverse momentum (Emiss
T ) from the LSP that escapes the detection.

The second search targets a GGM model of higgsino pair production, where each higgsino decays to

a Standard Model Higgs boson and a gravitino, which in this case plays the role of the LSP. This search

focuses on the decay of the two Higgs bosons to bottom-antibottom quark pairs, yielding again final states

with multiple b-jets. This is the first ATLAS analysis targeting this signature, which had been previously

considered in searches performed by the CMS Collaboration.

Both searches in the thesis use the data collected by the ATLAS experiment at the LHC between 2015

and 2016, at a center-of-mass energy
√

s = 13 TeV, corresponding to an integrated luminosity of 36.1

fb−1. The gluino search, without further reoptimization, is also extended using the data collected in 2017,

for a total integrated luminosity of 79.8 fb−1.

No significant excess of events above the Standard Model expectation is observed in any of the search

regions, and the results are used to set upper limits on the production of supersymmetric particles. The

first search excludes at 95% confidence level gluino masses up to 2.25 TeV for the Gtt model and up

to 2.17 TeV for the Gbb model, in both cases for neutralino masses below 800 GeV. The second search

excludes higgsino masses in the range 240–880 GeV, assuming that the higgsino decays exclusively to a

Higgs boson and a gravitino.

Keywords: particle physics, CERN, LHC, ATLAS, supersymmetry, new phenomena, search, top quark,

Higgs boson.
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Resumen

En esta tesis se presentan dos búsquedas de Supersimetría en colisiones protón-protón en el Gran Coli-

sionador de Hadrones (LHC, por sus siglas en inglés) del CERN, centradas en modelos que dan lugar a

la producción de múltiples quarks top o quarks bottom en el estado final.

La primera búsqueda tiene como objetivo la producción de pares de gluinos, donde cada gluino de

desintegra a través de un squark top (modelo Gtt) o un squark bottom (modelo Gbb) en una pareja

de quarks top-antitop o bottom-antibottom, respectivamente, y un neutralino, que es la partícula super-

simétrica más ligera (LSP, por sus siglas en inglés). Cada quak top a su vez se desintegra en un bosón W
y un quark bottom. Consecuentemente, el estado final se caracteriza por una alta multiplicidad de bottom

jets (b-jets), que son chorros de partículas resultantes de la hadronización de quarks bottom, así como un

alto momento transverso faltante (Emiss
T ) debido a que la LSP escapa sin ser detectada.

La segunda búsqueda tiene como objetivo la producción de pares de higgsinos en el contexto de un

modelo GGM, en el cual cada higgsino se desintegra en el bosón de Higgs del Model Estándar y un

gravitino, que en este caso juega el papel de la LSP. Esta búsqueda se centra en sucesos donde ambos

bosones de Higgs se desintegran en parejas de quarks bottom-antibottom, de nuevo dado lugar a estados

finales con múltiples b-jets. Este es el primer análisis en ATLAS optimizado para esta signatura, la cual

había sido considerada previamente en búsquedas llevadas a cabo por la colaboración CMS.

Ambas búsquedas en esta tesis usan los datos recopilados por el experimento ATLAS en el LHC entre

el 2015 y el 2016, a una energía del centro de masas de
√

s = 13 TeV, correspondiente a una luminosidad

integrada de 36.1 fb−1. La búsqueda de gluinos, sin optimización adicional, ha sido extendida usando los

datos recopilados en el 2017, resultando en una luminosidad integrada total de 79.8 fb−1.

No habiendo encontrado un exceso significativo de sucesos sobre la predicción del Modelo Estándar

en ninguna de las regiones de búsqueda, los resultados han sido usados para establecer límites superiores

a la producción de partículas supersimétricas. La primera búsqueda excluye a un nivel de confianza del

95% masas del gluino de hasta 2.25 TeV para el modelo Gtt y de hasta 2.17 TeV para el modelo Gbb,

en ambos casos para masas del neutralino menores que 800 GeV. La segunda búsqueda excluye masas

del higgsino en el rango de 240–880 GeV, asumiendo que el higgsino se desintegra exclusivamente en un

bosón de Higgs y un gravitino.

Palabras clave: física de partículas, CERN, LHC, ATLAS, supersimetría, nuevos fenómenos, búsqueda,

quark top, bosón de Higgs.
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Introduction

At the Large Hadron Collider (LHC) proton-proton (pp) collisions are used to probe the nature of particles

in energy regimes that were not accessible before. After the discovery of the Higgs boson in 2012, the

LHC is now continuing its operations with the dual goal of measuring the Higgs boson properties in great

detail but also to continue the quest for new particles.

ATLAS is one of the two general purpose experiments on the LHC ring, and this thesis focus on the

data that is has collected between 2015 and 2016, at a center-of-mass energy
√

s = 13 TeV, corresponding

to an integrated luminosity of approximately 36 fb−1.

The Standard Model (SM) is the theory that as of today best describes the experimental results on

subatomic particles. Nevertheless, there are strong theoretical and experimental arguments to believe

that the SM is the low-energy limit of a more general theory, yet to be determined. Supersymmetry

(SUSY) is one of the most promising SM extensions, addressing some of its shortcomings. SUSY predicts

the existence of partners for SM particles, which cancel the SM corrections to the Higgs boson mass,

solving the Naturalness problem. In "natural" SUSY models, several particles are expected to be light and

therefore observable at the LHC. First of all higgsinos, which share the same tree-level mass parameter as

the Higgs boson. Then top squarks (stops), that provide a one-loop correction to its mass, and gluinos, that

give a two-loop correction since they contribute at one-loop at the stop mass. The requirement on the stop

mass reflects also on the sbottom mass, to which is related through the weak-isospin symmetry. These

particles are exactly the target of the searches presented in this thesis. Furthermore, in the framework

of R-parity conserving (RPC) SUSY, supersymmetric particles are produced in pairs and the lightest

supersymmetric partner (LSP) is stable. In several models the LSP is neutral and weakly interacting,

providing a good candidate for dark matter.

In this dissertation I discuss two analyses searching for SUSY in final states enriched in b-jets, the

collimated sprays of particles originating from the hadronization of a b-quark. I have been strongly

involved in both analyses, and in this thesis I describe with more emphasis the topics where I have given

direct contribution.

The first analysis discussed is a search for gluino pair production, where each gluino decays through a

stop or a sbottom to respectively four top or four bottom quarks and the LSP, that is assumed to be neutral

and stable. Since the top quark decays to a b-quark and a W-boson, both the gluino decay chain through

stop and sbottom lead to a final state with multiple himBHjets and missing transverse momentum (Emiss
T ).

The second search targets a general gauge mediation (GGM) model of higgsino pair production, where

each higgsino then decays to a Higgs boson and a gravitino, which in this case is the LSP. The high

branching ratio of the Higgs boson into a pair of b-quarks makes a final state rich in b-jets promising to

tackle this signature.

The content of this dissertation is organized as follows. Chapter 1 presents an introduction to the

SM, moving then to its shortcomings and possible extensions, with particular focus on SUSY. Chapter 2

describes the LHC accelerator complex, the general techniques used in detectors for high-energy physics

and the details of the ATLAS detector. Chapter 3 discusses the physics of pp interactions and how they

are simulated with Monte Carlo (MC) techniques. The event reconstruction and the identification of the

physics objects used in the analyses is presented in Chapter 4. Chapter 5 describes the main statistical

procedures used to derive quantitative results in the analysis of the LHC data. Chapter 6 gives a general

introduction to the strategies common to both the analyses discussed in this thesis, which are discussed
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in Chapter 7 and Chapter 8 for the gluino search and higgsino search respectively. Chapter 9 presents

a comparison of the analyses discussed in this thesis with other searches carried out by the ATLAS and

CMS collaborations targeting similar signal models. Finally, the conclusions are discussed.

The results presented in this dissertation have lead to the following publications:

• ATLAS Collaboration, "Search for Supersymmetry in final states with missing transverse momen-

tum and multiple b-jets in proton–proton collisions at
√

s = 13 TeV with the ATLAS detector",

JHEP 06 (2018).

• ATLAS Collaboration, "Search for supersymmetry in final states with missing transverse momen-

tum and multiple b-jets in proton-proton collisions at
√

s = 13 TeV with the ATLAS detector",

ATLAS-CONF-2018-041.

• ATLAS Collaboration, "Search for pair production of higgsinos in final states with at least three b-

tagged jets in
√

s = 13 TeV pp collisions using the ATLAS detector", arXiv:1806.04030 [hep-ex],

Submitted to: Phys. Rev. (2018).

While the paper mention above is the first ATLAS result for the signal model with higgsino pair pro-

duction, the high cross-section for gluino pair-production made strong-production multi-b signals among

the ones that were targeted since Run 1. I have been heavily involved in all the strong-production multi-b

results since the beginning of Run 2, in particular:

• ATLAS Collaboration, "Search for pair production of gluinos decaying via stop and sbottom in

events with b-jets and large missing transverse momentum in pp collisions at
√

s = 13 TeV with

the ATLAS detector", Phys. Rev. D94.3 (2016).

• ATLAS Collaboration, "Search for pair production of gluinos decaying via top or bottom squarks

in events with b-jets and large missing transverse momentum in pp collisions at
√

s = 13 TeV with

the ATLAS detector", ATLAS-CONF-2016-052.

Beside physics analyses, I have also been involved in studies related to the performance of the ATLAS

hadronic calorimeter: as discussed in Appendix D, I have evaluated the impact of a non-linearity in the

response of the photon multiplier tubes of the hadronic calorimeter on the measurement of the ATLAS

luminosity. I have also carried out studies related to the identification of b-jets, performing studies on

the b-tagging efficiency for jets with high transverse momentum and contributing to the development and

validation of a tool to facilitate the use of truth-tagging; this technique allows to reduce the statistical

uncertainty on samples of simulated events when requiring a high number of b-jets.
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1 | Standard Model and Supersymmetry

This chapter presents an introduction to the Standard Model (SM) of particle physics, the theory that

nowadays best describes the subatomic world. In Section 1.1 a general overview of the SM is given.

Section 1.2 discusses the limitations of the SM, and some of the theoretical extensions proposed to over-

come them. Finally Section 1.3 focuses on Supersymmetry, arguably one of the most promising of these

extensions. Throughout this chapter (as well as in the rest of this thesis) we will use natural units; we will

thus use energy units to describe masses, as the speed of light (c) and the Planck constant (�) are set to

unity.

1.1 The Standard Model of Particle Physics

The SM is a renormalizable gauge quantum field theory based on the group SU(3)× SU(2)× U(1). It

was developed in the second half of the 20th century [1–3], and since then the description that it gives

of the elementary particles and of their interactions has been accurately tested by several experiments.

Many experimental discoveries have been guided by the SM predictions, including the discovery of the

top quark [4, 5] and up to the latest one, the observation of the Higgs boson at the Large Hadron Collider

(LHC) in July 2012 [6, 7].

1.1.1 Particle content of the Standard Model

In the SM, particles are described as excitations of quantum fields. In the following paragraphs, we

introduce the quantum field theory description of fermions and bosons.

Fermions

Matter constituents are half-integer spin fields (fermions). Fermions are further divided into two cate-

gories based on the type of interaction they experience:

Leptons which experience only the electroweak interaction.

Quarks which experience both the electroweak and the strong interaction.

Both leptons and quarks come in three generations, and conventionally the numbering of these gen-

erations follows an order of increasing mass. A summary of the SM fermions is presented in Table 1.1.

While it is possible to observe free leptons, quarks exist only in bound states (hadrons); this is because

of the confinement property of the strong interaction, discussed in Section 1.1.3. Hadrons built of three

quarks have spin 1
2 and are named barions, while mesons are formed by two quarks and have integer spin.

The free Lagrangian of a fermion is given by:

L f ree = ψ̄
(
iγμ∂μ − m

)
ψ , (1.1)

where ψ is the fermion field, m its mass, γ are the Dirac matrices and ∂μ is the four-momentum derivative.
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Leptons Quarks

Generation Flavour Charge Mass [GeV] Flavour Charge Mass [GeV]

1st
νe 0 < 2 × 10−9 u +2/3 2.2 × 10−3

e -1 5.1 × 10−4 d -1/3 4.8 × 10−3

2nd
νμ 0 < 2 × 10−9 c +2/3 1.27

μ -1 0.10566 s -1/3 0.096

3rd
ντ 0 < 2 × 10−9 t +2/3 173.2

τ -1 1.77 b -1/3 4.66

TABLE 1.1: Fermion content of the Standard Model. Each particle is listed with its electric

charge and mass [8].

Bosons

Particles with integer spin are referred to as bosons. In the SM, force carriers are described through spin-1

fields. The SM includes also a spin-0 particle, the Higgs boson. Is the interaction with the Higgs boson

field that allows all the other elementary particles to acquire mass, as described in Section 1.1.4.

The Klein-Gordon Lagrangian governs the kinematics of spin-0 neutral particles:

Lfree =
1
2

∂μφ∂μφ − 1
2

m2φ2, (1.2)

while in the case of charged particles (described through a complex field) the Lagrangian becomes:

Lfree = ∂μφ∂μφ∗ − m2φφ∗. (1.3)

The two equations above describe scalar particles. In the case of a vector field Aμ, the expression of the

Lagrangian is the following:

Lfree = −1
4

FμνFμν +
1
2

m2Aμ Aμ . (1.4)

This is the Proca Lagrangian. In the case of a particle with zero mass, this reduces to the Maxwell

Lagrangian:

L f ree = −1
4

FμνFμν, (1.5)

where Fμν = ∂μ Aν − ∂ν Aμ.

1.1.2 Interactions and gauge invariance

The SM describes all the interactions among elementary particles, except for gravity, for which nowadays

no renormalizable quantum field theory is formulated. Table 1.2 presents a summary of the SM interac-

tions and the properties of the corresponding force carriers. More details about the strong and electroweak

interactions are given in the following sections.

The interaction terms in the SM Lagrangian are introduced by promoting an already existing global

symmetry of the Lagrangian (θ) to a local one (θ(x)) function of the space-time coordinates. In general,
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Interaction Carrier Electric Charge Mass [GeV]

Strong Gluons (g) 0 0

Electromagnetic Photon (γ) < 10−27 0

Weak
W+, W− +1, -1 80.385

Z 0 91.1876

TABLE 1.2: Interaction in the Standard Model. Here the different force carriers are listed,

with their electric charges and masses [8].

given a Lagrangian globally invariant under a symmetry group, the fields transform as:

ψ → eigθkτk ψ , (1.6)

where g is the coupling constant of the filed ψ under the interaction and τk are the generators of the group

and obey commutation relations: [
τi, τj

]
= i fijkτk . (1.7)

fijk is the structure constant of the group and is always zero for Abelian groups. Promoting this gauge

invariance to a global one (θk → θk(x)) implies adding to the theory:

• A number of massless gauge fields Wμ
k equal to the number of generators of the symmetry group,

that transform as

Wμ
k → Wμ

k − ∂μθk − gεklmθmWμ
m . (1.8)

• A covariant derivative:

Dμ = ∂μ + igτkWμ
k , (1.9)

that substitutes the standard derivative in the Lagrangian.

• A free Lagrangian for the vector fields as in Equation 1.4, with:

Fμν
k = ∂μWν

k − ∂νWμ
k − g f lm

k Wμ
l Wν

m . (1.10)

Note that the last term, of second order in the field, is present only for non-Abelian symmetry

groups, since it is proportional to the structure constant. This has non-trivial consequences as the

second-order term leads to self-interaction among the gauge fields.

The SM is a theory invariant under SU(3)C × SU(2)L × U(1)Y. Imposing local invariance under

SU(3)C leads to the theory of strong interactions, while SU(2)L ×U(1)Y is the symmetry whose break-

ing gives origin to the electroweak interactions.

1.1.3 Strong interaction

quantum chromodynamics (QCD) is the theory that describes strong interactions, based on the symmetry

group SU(3)C, where the subscript C refers to the color, the quantum number associated with these in-

teractions; this can assume three possible values denoted with red, blue and green. The observable states,

hadrons, are color singlets, while quarks (anti-quarks) carry only one color (anti-color) charge. Since the

symmetry group is non-Abelian, also the corresponding eight gauge bosons (gluons) carry a color charge

(bi-color, with one color and one different anti-color) and therefore interact not only with quarks but also

among themselves. Since SU(3)C is believed to be an exact symmetry, gluons are massless.
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The renormalization of a gauge theory leads to the definition of running coupling constants, whose

value depend on the energy scale at which they are evaluated. In QCD, at leading order the dependence

of the coupling constant on the energy scale Q is given by:

αs(Q2) =
12π

(11NC − 2nf) log Q2

Λ2
QCD

, (1.11)

where NC is the number of colors, nf is the number of quark flavors that are active (i.e. whose mass is

lower than the energy scale) and ΛQCD is the infrared cutoff scale that sets the limit of validity of the

perturbative approximation. In QCD NC = 3, so for nf < 16 the coupling constant decreases with the

increase of the energy scale of the process considered. This behavior has important consequences on the

properties of the strong interaction:

• At high Q2 (i.e. at small distances), αs becomes small enough for the perturbative approximation

to be correct. In this case quarks and gluons behave as free particles (asymptotic freedom) [9, 10].

• When the momentum transfer is small (i.e. at large distances) αs is large; this gives rise to con-

finement: quarks can not be observed as isolated particles, as it is not possible to extract individual

quarks from hadrons. When the distance between two quarks is increased, the potential energy

increases as well, up to the point when it is energetically more favorable to create from the vacuum

a quark-antiquark pair and thus a new hadron is formed.

• In a collider experiment, quarks and gluons will create a collimated spray of hadrons (jets).

The evolution of the QCD coupling constant with the energy scale has been verified experimentally,

as shown in Figure 1.1 [11].

pp –> jets (NLO)

QCD s Z

0.1

0.2

0.3

0.4

0.5

s (Q)

1 10 100Q [GeV]

Heavy Quarkonia (NLO)
e+e–   jets & shapes (res. NNLO)

DIS jets (NLO)

April 2012

Lattice QCD (NNLO)

Z pole fit (N3LO)

 decays (N3LO)

FIGURE 1.1: Evolution of the QCD coupling constant αs with the energy scale. Figure

from Ref [11].

1.1.4 Electroweak interaction and Higgs-Englert-Brout mechanism

The theory of electroweak interactions is based on the symmetry group SU(2)L ×U(1)Y. This symmetry

breaks at a scale around 100 GeV giving rise to the electromagnetic interaction, mediated by the photon,
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and to the weak interaction, mediated by the Z and W± bosons for neutral currents and charged currents

respectively. The number of mediators, four, is the same as the number of generators of the symmetry

group.

The SU(2)L part of the symmetry group governs the weak interactions, and the subscript L indi-

cates that only left-handed particles participate to them. Left-handed and right-handed fields (ψL and ψR
respectively) are defined through the chirality projectors PL and PR:

ψL = PLψ =
(1 − γ5)

2
ψ,

ψR = PRψ =
(1 + γ5)

2
ψ,

(1.12)

where γ5 is defined as γ5 = iγ0γ1γ2γ3. Looking back at Equation 1.1, it can be noted that, if we

decompose the fermion field into its left-handed and right-handed components, the derivative term keeps

ψL and ψR separated, while the mass term mixes them:

− mψ̄ψ = −mψ̄P2
Lψ − mψ̄P2

Rψ = −mψ̄RψL − mψ̄LψR . (1.13)

The covariant derivative for the SU(2)L × U(1)Y group is:

Dμ = ∂μ + i
g′

2
BμY + igWμ

k Tk , (1.14)

and substituting with this the regular derivative results in the interaction Lagrangian:

LEW
int = − g′

2
(
ψ̄γμYψ

)
Bμ − g ∑

k

(
ψ̄γμTkψ

)
Wμ

k , (1.15)

where we have introduced Tk, the weak isospin operator, and Y, the hypercharge operator (associated to

the U(1)Y group), and the respective coupling constants g and g′. The quantum numbers of the Tk and

Y operators relate to the electric charge Q through the Gell-Mann Nishijima relation:

Q =
Y
2
+ T3 (1.16)

where Y is the hypercharge quantum number and T3 is the quantum number of the third component of

the isospin.

In the case of an SU(2) symmetry, it is not possible to add directly to the Lagrangian a mass term

for the vector bosons of the form in Equation 1.4, as it would spoil the SU(2) local invariance. The

Higgs-Englert-Brout mechanism [12–14] solves this problem through spontaneous symmetry breaking

(SSB) of the SU(2)L ×U(1)Y invariance. The SSB is obtained by adding to the theory one extra isospin

doublet of complex scalar components, the Higgs field:

Φ =

⎛⎝ φ+

φ0

⎞⎠ . (1.17)

This doublet has hypercharge Y = 1 and isospin T = 1
2 ; the first component has positive electric charge,

while the second one is electrically neutral. The Lagrangian for this new field includes a kinetic and a

potential term:

LΦ = (DμΦ)†(DμΦ)− V(Φ) , (1.18)

where Dμ is the covariant derivative defined in Equation 1.14 and the potential V(Φ) is given by:
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V(Φ) = μ2Φ†Φ + λ(Φ†Φ)2 . (1.19)

The two real parameters μ2 and λ relate respectively to the mass term and the strength of the self-

interaction term. The shape of the potential depends on the value of these parameters:

• If λ < 0, the potential does not present any stable minima, and this case is therefore unphysical.

• If λ > 0 and μ2 > 0 there is only one solution to the minimization of the potential, Φ = 0. This

case is shown in Figure 1.2(a).

• If λ > 0 and μ2 < 0, the field acquires a vacuum expectation value (VEV) as the minima is not at

zero; it lies instead on the points of the circumference such that:

Φ†Φ =
μ2

2λ
≡ v2

2
. (1.20)

Figure 1.2(b) illustrates this case.

)φRe(
)φ

Im(

)φ
V(

(a)

)φRe(
)φ

Im(

)φ
V(

(b)

FIGURE 1.2: Higgs potential in the case (a) λ > 0 and μ2 > 0 and (b) λ > 0 and μ2 < 0.

Up to this point the SU(2)L × U(1)Y symmetry is still intact, but the explicit choice of one of the

infinite possible vacuum states for the Higgs field breaks the symmetry. According to the Goldstone

theorem [15], the breaking of a continuous symmetry leads to the appearance of new massless scalar

particles as field excitations. These new degrees of freedom are absorbed by the existing gauge bosons,

thus giving them mass. To meet the experimental requirement of a massless photon, the choice of the

Higgs vacuum has not to break the electromagnetic symmetry, U(1)EM, so the component of the Higgs

doublet that acquires a VEV is the neutral one:
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Φ0 =
1√
2

⎛⎝ 0

v

⎞⎠ . (1.21)

We can then expand the field Φ considering small excitations around the minimum:

Φ =
ei�σ·�θ(x)/v

√
2

⎛⎝ 0

v + φ(x)

⎞⎠ , (1.22)

where φ(x) is the physical field associated with the Higgs boson, �σ the Pauli matrices and �θ(x) the

three degrees of freedom absorbed to give masses to the Z and W± bosons. Inserting Equation 1.22 into

Equation 1.18 relates the mass of the Higgs boson to the parameters in the potential:

mH =
√
−2μ2 =

√
2λv . (1.23)

Since the numeric value of the μ2 and λ parameters is not set, the theory does not predict a spe-

cific value for mH. The physical mass eigenstates of the gauge bosons are a rotation of the interaction

eigenstates, given by:

W±
μ =

W1
μ ∓ W2

μ√
2

,

Aμ = Bμ cos θW + W3
μ sin θW ,

Zμ = W3
μ cos θW − Bμ sin θW ,

(1.24)

where we have introduced the Weinberg angle θW such that:

tan θW ≡ g′

g
. (1.25)

The (DμΦ)†(DμΦ) term in Equation 1.18 gives rise to the physical mass of the gauge bosons: once

applied to the Higgs field, the covariant derivative in Equation 1.14 produces terms quadratic in the gauge

fields, that we interpret as mass terms:

LΦ =

(
1 +

φ

v

)2 {
m2

W W†
μWμ +

1
2

m2
Z ZμZμ

}
+ LH , (1.26)

where LH denotes all the terms in LΦ that involve only the Higgs field: Higgs boson mass, cubic and

quadratic self-interaction. Note that the coupling of the gauge bosons with the Higgs field is proportional

to the square of the boson mass. At tree level the resulting masses of the gauge bosons are:

mγ = 0 ,

mZ =
v
√

g2 + g′2

2
,

mW =
vg
2

= cos θWmZ .

(1.27)

Therefore, the Higgs-Englert-Brout mechanism generates automatically a mass term for the gauge

bosons, that does not break the global underlying SU(2)L × U(1)Y symmetry. The Higgs field is used

also to make fermion mass terms arise, but in this case it is necessary to postulate a Yukawa interaction

between the Higgs and fermion fields. The fermion masses are assumed to be proportional to the strength

of the coupling and, unlike the masses of the gauge bosons, they are not related to other parameters of the
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theory. While the Higgs field itself is enough to give mass to down-type fermions, the mass term for the

up-type fermions requires the introduction of the complex conjugate of the Higgs field (ΦC):

ΦC = iσ2Φ∗ = i

⎛⎝ 0 −i

i 0

⎞⎠⎛⎝ φ−

φ0∗

⎞⎠ =

⎛⎝ φ0∗

−φ−

⎞⎠ , (1.28)

If we identify as g f the coupling of the fermion f to the Higgs field (Yukawa coupling), the additional

part of the Lagrangian that generates the fermion masses is:

LYukawa = − [yd
(
ūL d̄L

)
ΦdR + yu

(
ūL d̄L

)
ΦCuR

]
+ h.c.

= − 1√
2

[
yd (v + φ) d̄LdR + h.c. + yu (v + φ) ūLdu + h.c.

]
.

(1.29)

In this equation we can now easily identify the fermion mass terms, of the form:

m f =
v√
2

y f . (1.30)

Note that, in the case of fermions, the coupling to the Higgs boson is directly proportional to the

fermion mass.The matrices y f are not necessarily diagonal, but they can be diagonalized through

a unitary transformation, which we can interpret as the transformation that relates the mass eigen-

states to the weak interaction eigenstates. In the quark sector, this transformation is encoded in the

Cabibbo–Kobayashi–Maskawa (CKM) matrix [16,17], that describes the mixing of the down-type quarks.

In the SM with three generations of fermions, the CKM matrix is specified by three angles and one com-

plex phase that provides the only source of CP violation.

1.1.5 Measured properties of the Higgs boson

The value of the Higgs boson mass is not predicted by the SM, but it can be measured and, once it is

know, the Higgs boson production cross-section and decay fractions can be predicted accurately. These

predictions can be verified experimentally, providing hints toward believing that the discovered boson

is indeed the SM Higgs boson. In 2015 the ATLAS and CMS collaborations published a combined

measurement of the Higgs boson mass [18]:

mH = 125.09 ± 0.21(stat.)± 0.11(syst.) GeV. (1.31)

This result uses the full Run 1 ATLAS and CMS data, analyzed in the h → γγ and h → ZZ → 4 leptons
channels.

The discussion of the Higgs mechanism in Section 1.1.4 highlights interesting properties of the inter-

actions involving the Higgs boson. In particular, the strength of its coupling with fermions and bosons is

proportional respectively to the mass and the square of the mass of the particle involved. This is reflected

on the branching ratios (Bs): they are high for the decay to particles with the highest mass that are kine-

matically allowed. While the top quark mass is too large to have the decay h → tt̄, the large top Yukawa

coupling leads to loop-induced couplings of the Higgs boson to massless particles (gluons and photons);

these are of phenomenological interest as they lead to the main production mode (gluon-gluon fusion)

and to the h → γγ decay mode, which has a low B but leads to a very clean signature and was one of the

key channels for the Higgs boson discovery.

The theoretical production cross-section and Bs for a Higgs boson with mass between 120 and 130

GeV are reported in Figure 1.3.

The production cross-section is found to be in agreement with the SM predictions within uncertainties.

Figure 1.4(a) shows the best fit value of Higgs production cross-section times B in the different production

and decay modes [20]. Also the relation between the fermion or boson mass and the Higgs coupling has

been verified experimentally, as show in Figure 1.4(b).
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FIGURE 1.3: (a) Higgs boson production cross-section at 13 TeV for a mass range between

120 and 130 GeV. (b) Higgs boson B for a mass range between 120 and 130 GeV. Figures

from Ref. [19].

1.2 Limitations of the Standard Model and how to extend it

Despite its undeniable success in describing the subatomic world, the SM has some limitations that sug-

gest it should be considered as the low-energy approximation of a more general theory. Nowadays there

is no perfect candidate to fill the role of this general theory, but the shortcomings of the SM highlight

the characteristics this theory should have. Section 1.2.1 discusses the experimental observations that

are not accounted by the SM framework, whose lacking is an objective limit of the SM. In section 1.2.2

we review some other features that the SM is missing that, while not being strictly necessary, would be

desirable in a general theory. Some theories and models candidate to extend the SM are briefly presented

in Section 1.2.3.

1.2.1 Unexplained phenomena

The SM lacks an explanation for some well established experimental phenomena that are listed in the

next paragraphs.

Neutrino Masses

Neutrino oscillations [21] are possible only if there is a mass difference between the three neutrino gener-

ations, which automatically implies non-zero masses for at least some neutrinos. Although neutrino mass

terms could be accommodated by the SM through right-handed neutrinos or a description of neutrinos as

Majorana particles, the basic formulation of the SM describes neutrinos as massless particles.

Dark Matter and Dark Energy

The SM describes only baryonic matter; this accounts for about 5% of the energy density in the universe.

Even though no direct observation of it has been made so far, we know there is also another type of matter,

that does not have electromagnetic interactions and is about five times more abundant than ordinary

matter. Since this type of matter does not reflect light, it is referred to as dark matter. The presence
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FIGURE 1.4: (b) Best-fit values as a function of particle mass for the combination of Run

1 ATLAS and CMS data. (a) Best-fit value of Higgs production cross-section times B in

different production and decay modes. Figure from Ref. [20].

of dark matter has been postulated for the first time from the rotational velocity of galaxies [22], but

this evidence has now been confirmed also by other observations, including the analysis of the cosmic

microwave background from the WMAP and Planck collaborations [23, 24]. The sum of baryonic and

dark matter accounts for about 32% of the of the energy density in the universe. The remaining 68%,

known as dark energy, is the energy responsible for the accelerated expansion of the universe. While

some extensions of the SM provide candidates for dark matter, at the moment no theory provides a

compelling explanation for dark energy.

CP Violation

CP-violating processes are needed in order to generate the observed asymmetry between the matter and

the anti-matter content of our universe. While the SM provides one source of CP violation with the

complex phase in the CKM matrix mentioned in Section 1.1.4, this is not enough and additional sources

are needed in order to explain the observed asymmetry.

Gravity

Gravity is the only force acting on elementary particles that is not described by the SM. In fact, not only is

not described by the SM, but the simple attempt to quantize gravity through a spin-2 mediator (graviton)

leads to a non-renormalizable theory. The strength of gravity is expected to be comparable to that of the

other forces at the Planck scale (ΛPlanck, ≈ 1019 GeV).

1.2.2 Aesthetic shortcomings

While the previous section discusses objective shortcomings of the SM, there are also some aesthetic

criteria that the SM does not seem to satisfy. These are mostly based on the concept of Naturalness: unless

there is a good reason, the parameters of a "beautiful" theory should be all of the same order of magnitude,
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and a theory where instead the parameters are bound to assume very specific and different values (fine

tuning) seems "unnatural". It is important to notice that this naturalness requirement is subjective, as well

as the amount of fine tuning allowed for a theory to be considered natural.

Hierarchy Problem

The expression for the mass of the Higgs boson in Equation 1.23 contains only the tree-level contribution.

The proper computation should include the radiative contributions from all the particles that couple with

the Higgs boson, directly or indirectly (see below). A fermion, whose Yukawa coupling leads to the

interaction −y f φ f̄ f , will produce a correction to the Higgs boson mass with a divergent integral; this

can be computed e.g. with a cut-off regularization, and in this case the resulting correction to the Higgs

boson mass, shown in Figure 1.5(a), is:

Δm2
H = −|y f |2

8π2 Λ2
UV +O(ln ΛUV) , (1.32)

where Λ2
UV is the cut-off scale, identified with the limit of validity of the theory. If we assume that no

physics Beyond Standard Model (BSM) is present up to ΛPlanck, having corrections to the mass propor-

tional to ΛPlanck requires a fine tuning of the parameters of the order of mH
ΛPlanck

≈ 10−17. This is due to

the strong hierarchy of the scales involved (hierarchy problem) [25–28]. Since the correction to the mass

is proportional to the Yukawa coupling of the fermion, it is clear that the most important correction is the

one given by the top quark, whose Yukawa coupling is yt ≈ 1.

Despite this, it can still be argued that the appearance of the ΛUV divergence is connected more to

the regularization scheme rather than to the theory itself. But even in this case, the value of 125 GeV for

the Higgs boson mass remains difficult to justify. The SM Lagrangian does not have any symmetry that

prevents the Higgs boson to couple to new BSM particles. If we assume the existence of a complex scalar

that couples with the Higgs field through −yS|φ|2|S|2, the correction to the Higgs propagator, shown in

Figure 1.5(b), is given by:

Δm2
H =

yS

16π2

[
Λ2

UV − 2m2
S ln(ΛUV/mS) + . . .

]
. (1.33)

Beside the first term, proportional to Λ2
UV , that can be thought as a consequence of the cut-off regular-

ization, we also have a second term proportional to m2
S. If we assume that BSM physics exists and that,

since it has not yet been observed, mS must be large, this contribution drives mH to high values. A similar

argument applies even if the new BSM sector and the Higgs field do not couple directly but, for example,

share a gauge interaction.

H

f

(a)

S

H

(b)

FIGURE 1.5: Correction to the Higgs boson propagator form the interaction with (a) a

fermion and (b) a scalar. Figure from Ref. [29].
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Fermion Mass Hierarchy

Fermion masses are less sensitive than the Higgs boson mass to the cut-off scale as the divergence is only

logarithmic. Nevertheless, it is striking how strong the fermion Yukawa coupling hierarchy is: even if

we don’t consider neutrinos, fermion masses span about six orders of magnitude, without any apparent

reason.

Unification of Coupling Constants

The SM coupling constants of the SU(3)C, SU(2)L and U(1)Y groups have a different evolution, and

the extrapolation of their values at very high energies suggests a common value at a scale MGUT ≈
1015 − 1016 GeV, after which the different couplings should unify. However, if the only particles involved

in the computation of the evolution of the coupling constants are the SM ones, there is no exact crossing

point, as shown in Figure 1.6(a).

Strong CP Problem

The most general SM QCD Lagrangian should include also a CP-violating angle, and this would not spoil

renormalizability. The presence of this term would have directly measurable physical consequences, for

example a non-zero electric dipole moment for the neutron (nEDM). The tight limits on the nEDM (

< 3.6 × 10−26 e cm at 95% CL [30]) translate into upper limits on the parameter regulating the CP-

violating term of the QCD Lagrangian (θ < 10−10 rad), while there is no theoretical reason why it should

not be of order 1.

1.2.3 Extensions of the Standard Model

The aspects of the particle physics world not yet described by the SM, are an indication that the SM

should be extended. In this section we briefly discuss a few of the most popular models proposed to

extend the SM, except from Supersymmetry which is discussed in more details in Section 1.3. These

extensions introduce typically one or more of the following:

• New particles, that can either be independent particles or "partners" of the SM particles.

• New symmetries, that can be broken.

• New degrees of freedom, such as new quantum numbers or extra dimensions.

• New forces, whose strength depends on the energy scale.

Little Higgs

Little Higgs models address the problem of the Higgs boson mass by considering the Higgs boson as a

pseudo-Goldstone boson of a global symmetry [31–34]. This leads to a light mass for the Higgs boson is

a similar way as for the pion in QCD.

Technicolor

In technicolor models [25, 26] the mass of the Z and W± bosons is not generated through the interaction

with the Higgs boson, but dynamically with a new asymptotically free gauge interaction whose strength

is higher at small distances; the analogy with QCD (and the "color" degree of freedom) leads to the name

technicolor. New fermions ("technifermions") are also introduced, transforming under the group vectorial

representation. The Higgs boson is not predicted by technicolor, but it can be included in the model as a

singlet scalar resonance, a dilaton, or a singlet pseudo-Goldstone boson.



1.3. Supersymmetry 15

Extra Dimensions

The first attempt to introduce additional spacial dimensions to unify forces was done in the 1920’s by

Kaluza and Klein [35, 36], who interpreted our four-dimensional universe as a "brane" of a higher-

dimensional space-time. While the SM foresees only three spatial dimensions, adding extra dimensions

can explain the observed weakness of gravity with respect to the other forces as it would be diluted in

the extra dimensions. Particles propagating in the extra dimensions manifest in our brane as Kaluza-

Klein modes. While the original model from Kaluza and Klein was disproved shortly shortly after being

proposed, similar ideas and formalism have also been used afterwards:

• In the Arkani-Hamed-Dimopoulos-Dvali (ADD) model [37], two (or more) flat extra dimensions

are added in which only gravity can propagate (through a graviton).

• In the Randall and Sundrum model [38] the universe is conceived as a five-dimensional Anti-de

Sitter space-time, and the weakness of gravity is explained through the red-shift of the gravity

brane.

1.3 Supersymmetry

Supersymmetry (SUSY) [39, 40] is an extension of the Poincaré group that rotates bosonic states into

fermionic ones and vice versa, through the supercharge operator (Q) that carries itself a fermionic charge:

Q|boson〉 = |fermion〉 ,
Q|fermion〉 = |boson〉 .

(1.34)

The Haag-Lopuszanski-Sohnius extension of the Coleman-Mandula theorem [41] allows such operator

as the only non-trivial extension of the Poincaré group in a consistent four-dimensional theory, if the

operator and his hermitian conjugate (Q†) satisfy the following relations:

{Q, Q†} = Pμ ,

{Q, Q} = {Q†, Q†} = 0 ,

[Pμ, Q] = [Pμ, Q†] = 0 ,

(1.35)

where P is the four-momentum operator. These relations, which define the Supersymmetry algebra,

make it clear how the action of the supercharge is related to the Poincaré group: the combination of two

Supersymmetry rotations is a space-time translation.

1.3.1 Supermultiplets

The irreducible representations of the SUSY algebra are the supermultiplets, that contain both bosons and

fermions. SUSY particles are referred to as superpartners of the SM particles within the same supermul-

tiplet. Superpartners of the SM particles are indicated with the same symbol but with a ∼ on top of it.

Depending on their particle content, supermultiplets are classified in different categories:

Chiral supermultiplets These supermultiplets are the ones containing the SM fermions and their super-

partners. Each Dirac fermionic field can be regarded as two separate Weyl field, each of which

has two degrees of freedom and is associated with a complex scalar as a superpartner. The name

given to superpartners of fermions is sfermions (e.g. the superpartner of the top is the stop and the

superpartner of the bottom is the sbottom). Since chiral supermultiplets are formed by spin-0 and

spin- 1
2 particles, they contain also the SUSY extended Higgs sector, as described in Section 1.3.2.

Gauge supermultiplets Gauge bosons and their superpartners belong to gauge supermultiplets. Each

spin-1 SM boson is associated to a spin- 1
2 Weyl fermion, as before the electroweak symmetry
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Names Spin 0 Spin 1/2 SU(3)C, SU(2)L, U(1)Y

squarks, quarks Q (ũL d̃L) (uL dL) ( 3, 2 , 1
6 )

(×3 families) ū ũ∗
R u†

R ( 3, 1, − 2
3 )

d̄ d̃∗R d†
R ( 3, 1, 1

3 )

sleptons, leptons L (ν̃ ẽL) (ν eL) ( 1, 2 , − 1
2 )

(×3 families) ē ẽ∗R e†
R ( 1, 1, 1)

Higgs, higgsinos Hu (H+
u H0

u) (H̃+
u H̃0

u) ( 1, 2 , + 1
2 )

Hd (H0
d H−

d ) (H̃0
d H̃−

d ) ( 1, 2 , − 1
2 )

TABLE 1.3: Chiral supermultiplets in the Minimal Supersymmetric Standard Model. The

spin-0 fields are complex scalars, and the spin-1/2 fields are left-handed two-component

Weyl fermions. Table from Ref. [29].

Names Spin 1/2 Spin 1 SU(3)C, SU(2)L, U(1)Y

gluino, gluon g̃ g ( 8, 1 , 0)

winos, W bosons W̃± W̃0 W± W0 ( 1, 3 , 0)

bino, B boson B̃0 B0 ( 1, 1 , 0)

TABLE 1.4: Gauge supermultiplets in the Minimal Supersymmetric Standard Model. Ta-

ble from Ref. [29].

breaking all the gauge bosons are massless and have only two degrees of freedom. The name of

the superpartners of the gauge bosons is the same as the corresponding SM particle but with a -ino

suffix (e.g. the gluon superpartner is the gluino).

Gravitational supermultiplets If we assume that gravity is mediated by the graviton, then a third type

of supermultiplet is necessary that contains the spin-2 graviton and its superpartner, the spin- 3
2

gravitino.

1.3.2 Minimal Supersymmetric Standard Model

SUSY is a framework that allows to generate an infinite number of models. The Minimal Supersymmetric

Standard Model (MSSM) is the one that allows to include and extend the SM with the smallest number

of extra parameters, and is based on the superpotential:

WMSSM = yuũQ̃Hu − ydd̃Q̃Hd − yeẽL̃Hd + μHuHd

= ∑
F,G,T

yFG
u ũFQ̃T

G HT
u − = ∑

F,G,T
yFG

u ũFQ̃T
G HT

u − ∑
F,G,T

yFG
d d̃FQ̃T

G HT
d

− ∑
F,G,T

yFG
e ẽF L̃T

G HT
d + ∑

T
μHT

u HT
d .

(1.36)

The superpotential appears in the MSSM Lagrangian through first and second order derivatives as dis-

cussed e.g. in Ref. [29].

The chiral supermultiplets of the MSSM are described in Table 1.3, and the gauge supermultiples in

Table 1.4. Note that the states defined in these tables are interaction eigenstates, but not necessary mass
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Names Spin PR Gauge Eigenstates Mass Eigenstates

Higgs bosons 0 +1 H0
u H0

d H+
u H−

d h0 H0 A0 H±

ũL ũR d̃L d̃R (same)

squarks 0 −1 s̃L s̃R c̃L c̃R (same)

t̃L t̃R b̃L b̃R t̃1 t̃2 b̃1 b̃2

ẽL ẽR ν̃e (same)

sleptons 0 −1 μ̃L μ̃R ν̃μ (same)

τ̃L τ̃R ν̃τ τ̃1 τ̃2 ν̃τ

neutralinos 1/2 −1 B̃0 W̃0 H̃0
u H̃0

d χ̃0
1 χ̃0

2 χ̃0
3 χ̃0

4

charginos 1/2 −1 W̃± H̃+
u H̃−

d χ̃±
1 χ̃±

2

gluino 1/2 −1 g̃ (same)

goldstino
(gravitino)

1/2
(3/2) −1 G̃ (same)

TABLE 1.5: The gauge and mass eigenstates of the MSSM. Table from Ref. [29].

eigenstates as mixing is possible. In particular, the higgsinos mix with the gauginos to form neutralinos

(χ̃0
i ) and charginos (χ̃±

i ). In addition, the sfermions associated with the left and right component of the

same SM fermion mix to form the sfermion mass eigenstates (e.g. t̃L and t̃R mix to form t̃1 and t̃2). The

gluinos instead do not undergo any mixing, as there are no other superpartners with the same quantum

numbers. The gauge mass eigenstates of the MSSM are listed in Table 1.5, assuming that the mixing

within the first- and second-generation sfermions is negligible.

Once the MSSM particles are introduced the computation of the evolution of the coupling constants,

the unification of the forces discussed in Section 1.2.2 is achieved, as shown in Figure 1.6(b).

MSSM Higgs Sector

To maintain an holomorphic superpotential, SUSY requires at least two SU(2) doublets: one to give mass

to up-type quarks (Hu) and one to give mass to the the down-type quarks (Hd). The two doublets provide

eight degrees of freedom. Three of them are needed to give masses to the gauge bosons, while the other

five become observable particles:

• Two CP-even neutral Higgs bosons: h0 (the lighter) and H0.

• A0, a CP-odd Higgs boson.

• Two charged Higgs bosons, H+ and H−.

R-parity

The MSSM does not include all the possible terms that are gauge- and SUSY-invariant, to avoid interac-

tions that would violate lepton or baryon number conservation. Matter parity, defined as:

PM = (−1)3(B−L) , (1.37)

is a multiplicative quantum number whose conservation implies automatically the conservation of lepton

and baryon numbers (denoted with L and B respectively), without having to impose their conservation by
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FIGURE 1.6: Evolution of the gauge couplings with energy scale in (a) the SM and (b) the

MSSM. Figure from Ref. [8].

hand. Particles in the same supermultiplet have the same matter parity: PM = −1 for lepton and quark

supermultiplets, while the Higgs and gauge supermultiplets have PM = +1.

A more convenient way to express the same conservation rule is R-parity:

PR = (−1)3(B−L)+2s , (1.38)

where s is the spin of the particle. This is equivalent to matter parity as (−1)2s is conserved in all

interactions where angular momentum conservation holds. The advantage of R-parity over matter parity

is that for all SM particles PR = 1 and for all SUSY particles PR = −1. If R-parity is conserved, in

a collider experiment SUSY particles are always produced in pairs, and each SUSY particle always has

an odd number of SUSY particles in its decay products. As a consequence, the lightest supersymmetric

partner (LSP) is stable; if the LSP is electrically neutral, it interacts with ordinary matter mainly through

gravity and thus it provides a good candidate for dark matter.

Note that R-parity conservation is not deduced from the theory and thus, while its consequences are

appealing (especially the provision of a dark matter candidate), it is not an assumption that holds in all

SUSY models.

1.3.3 Natural SUSY

Particles within the same supermultiplet share the same electric charge, isospin and QCD color as Q
and Q† commute with the generator of the gauge transformations. The third equality in Equation 1.35

implies that [(Pμ)2, Q] = 0. If we think of this as an operator applied to a supermultiplet, this implies

that all the particles within the same supermultiplet should also have the same mass. The superpartners

also bring a radiative correction to the Higgs boson mass, since they couple to the Higgs boson with the

same coupling constant as their SM partners (yS = y f = y). If we consider the case of a fermion and a

sfermion, according to Eqs. 1.32-1.33 the two contributions have opposite sign and the total correction

is:

Δm2
H =

y
16π2

[
m2

f ln(ΛUV/m f )− m2
S ln(ΛUV/mS)

]
. (1.39)
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This correction cancels if each SM particle and its superpartner have the same mass. Unfortunately

we know that, if SUSY exists, it must be a broken symmetry as the superpartners do not have the same

mass as the corresponding SM particles (otherwise they would have been already observed). Since the

correction to the Higgs boson mass becomes larger with the increase of the mass difference between

particles in the same supermultiplet, SUSY remains a solution to the hierarchy problem as long as this

mass difference is reasonably small. The term natural SUSY refers to the class of SUSY models that

allow to solve (or mitigate) the fine-tuning problem that affects the Higgs boson mass; this has been a

very active topic of discussion both before the start of the LHC (see e.g. Refs. [42, 43]) and after (e.g.

Refs. [44, 45])

Not all the superpartners have the same relevance in the contribution to the Higgs-mass corrections,

and a SUSY model can be natural even if most particles in it are extremely heavy. The particles that

should be light in a natural SUSY model are summarized in Figure 1.7 and are:

• higgsinos, whose tree-level mass is directly controlled by the μ parameter,

• Stops, which contribute at one loop to the Higgs boson mass, and

• Gluinos, which contribute at two loops, since they give a one-loop correction to the stop mass.

H̃

t̃L
b̃L

t̃R

g̃

natural SUSY decoupled SUSY

W̃

B̃
L̃i, ẽi

b̃R

Q̃1,2, ũ1,2, d̃1,2

FIGURE 1.7: The Naturalness argument constrains the masses of the SUSY particles on

the left side of the figure to be light, while the superpartners on the right side of the

figure can have arbitrary mass without spoiling the Naturalness of the model. Figure from

Ref. [44].
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1.3.4 SUSY breaking in the MSSM

Superpartners of the SM particles have not been observed yet. This means that, if they exist, their mass

must be larger than that of the corresponding SM particle, and thus SUSY must be a broken symmetry.

The Lagrangian can therefore be written as:

L = LSUSY + Lsoft , (1.40)

where LSUSY is the SUSY-conserving part derived from the superpotential, while Lsoft encloses the terms

that break SUSY. The suffix "soft" means that we allow in the Lagrangian only soft SUSY-breaking terms,

whose couplings have positive mass dimension, so that they vanish at very high mass scales. The inclusion

of SUSY-breaking terms requires the addition of new particles and interactions to the MSSM. While there

is no unambiguous way to modify the theory to do this (some examples of SUSY-breaking mechanisms

are described in Section 1.3.5), it is possible to include in the Lagrangian a general parametric form of

the SUSY-breaking terms:

• Gaugino masses, which in the MSSM correspond to the bino, wino and gluino mass terms;

• Non-holomorphic scalar squared masses, which add mass terms for squarks and sleptons and con-

tribute to the Higgs potential;

• Holomorphic scalar squared masses, that in the MSSM can be present only in a term like bHuHd;

• Scalar cubic couplings.

The necessary SUSY-breaking part of the Lagrangian adds to the MSSM many free parameters: in

total the MSSM has 105 parameters in addition to the SM ones.

1.3.5 SUSY-breaking mechanisms

The SUSY-breaking terms of Lsoft can be generated in models where SUSY is spontaneously broken.

This is the case if, just like for the electroweak symmetry breaking, the Lagrangian is SUSY-invariant,

but the vacuum state is not. As it happens with the Higgs mechanism, the spontaneous breaking of a

symmetry implies the appearance of a massless Goldstone particle (goldstino, G̃) that, in the case of

SUSY, has to be a neutral Weyl fermion in order to have the same quantum numbers as the supercharge

Q. To be massless and annihilate the fermion mass matrix, the goldstino field has to be proportional to:

G̃ =

⎛⎝〈Da〉/√2

〈Fi〉

⎞⎠ , (1.41)

where Da and Fi are respectively the auxiliary real bosonic and complex fermion fields of the SUSY

Lagrangian, and 〈〉 denotes their vacuum expectation value. For Equation 1.41 to be non-trivial, at least

one of the Da or Fi has to have a non-zero VEV. This is related to the two possible mechanisms that lead

to SUSY breaking: via a D-term or an F-term. The Fayet-Iliopoulos mechanism [46] allows to have a

non-zero VEV for an auxiliary field D by adding to the Lagrangian a term proportional to the auxiliary

field itself, and with a coupling constant with the dimension of a squared mass:

LFI = −κD . (1.42)

With this mechanism it is however difficult to attribute properly masses to all the MSSM particles.

Another possibility is to assign a VEV to an F-term, with the O’Raifeartaigh mechanism [47]. Since

in the MSSM there is not a good candidate to be a gauge singlet with a non-vanishing VEV for an F-term,

this implies the addition of at least one set of chiral supermultiplets, such that Fi is non-trivial for at least
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one of them. A realization of this is possible for example with three chiral supermupliplets Φi and a

superpotential of the form:

W = −kΦ1 + mΦ2Φ3 +
y
2

Φ1Φ2
3 . (1.43)

The resulting scalar potential at tree level has a minimum for φ2 = φ3 = 0 and independent of φ1 (where

φi are the scalar fields in Φi), while the one-loop corrections highlight a non-zero global minimum when

also φ1 = 0. In the following we will consider only SUSY breaking originating from the O’Raifeartaigh

mechanism.

When SUSY is treated as a local symmetry, it has to include also gravity, and the resulting theory is

called supergravity. The gravity mediator is the spin-2 graviton, and its superpartner the spin- 3
2 gravitino.

The gravitino can be interpreted as the gauge field of SUSY, and it incorporates the goldstino degrees

of freedom upon spontaneous SUSY breaking. Therefore, the gravitino is also indicated with the same

symbol as the goldstino, G̃. By dimensional arguments, we can understand that the gravitino mass (m3/2)

has to be proportional to:

m3/2 ≈ 〈F〉
ΛP

, (1.44)

where 〈F〉 is the VEV of the SUSY-breaking F-term, as it has to vanish both if SUSY is an exact sym-

metry and if the Planck scale is extremely high (and thus gravity is negligible).

For any SUSY-breaking mechanism, the MSSM soft term do not appear at tree level, but are generated

through radiative corrections. SUSY breaking happens in a hidden sector, while the MSSM particle live

in the visible sector, and experiment the consequences of the spontaneous SUSY breaking happening

in the hidden sector through interactions that couple both sectors. Depending on which interaction is

driving the communication between the SUSY-breaking sector and the MSSM, we can distinguish three

main mechanisms:

PMSB

If supergravity and the other new physics effects that arise at the Planck scale are the responsible of the

connection of the hidden sector with the MSSM sector, then the order of magnitude of the soft parameters

in the MSSM is:

msoft ≈ 〈F〉
ΛP

. (1.45)

This ratio is motivated by the observation that mso f t should vanish both in the limit where SUSY is an

exact symmetry, as well as in the limit where the Planck mass is very large and the interactions mediated

by gravity are not anymore sizable. We refer to this scenario as Planck-scale-mediated supersymmetry

breaking (PMSB) [48–51]. In PMSB models, the gravitino mass has the same order of magnitude as the

mass of the other superpartners (as we can notice by comparing Equation 1.44 and Equation 1.45), and

therefore it can not be particularly light.

AMSB

If the supregravity couplings that mediate SUSY breaking in PMSB models are absent, SUSY can be bro-

ken through loop effects. In anomaly-mediated supersymmetry breaking (AMSB) models [52, 53] scalar

and gaugino masses are generated through one-loop corrections arising from superconformal anomalies.

These corrections are always present, but are dominant only in models that do not include tree-level

terms. In the simplest AMSB model leads to the prediction of negative squared masses for sfermions;

one possible extension to the model that solves this problem is the addition of a scalar mass parameter

m2
0, common to all scalar squared masses.
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GMSB

In the case of gauge-mediated supersymmetry breaking (GMSB) [54–59] the interactions mediating the

connection between the hidden sector and the MSSM are the same gauge interactions of the MSSM

itself. This requires to add to the theory a set of chiral supermultiplets (mediators) that interact both with

the source of supersymmetry breaking and with the MSSM particles (through loop corrections to their

masses, involving the MSSM gauge interactions). The mediators contribute at one loop to the mass of

gauginos, while they have a two-loop contribution to the mass of squarks and leptons. In both cases, the

mass scale of the superpartners is:

msoft ≈ 〈F〉
Mmediator

. (1.46)

SM gauge bosons are not affected by the loop corrections induced by the mediators as their mass is

protected by the gauge symmetry. If we compare Equation 1.46 with Equation 1.44 we can see that, as

long as the mass of the mediators is lower than the Planck scale, the gravitino can be significantly lighter

than the rest of the superpartners. In most GMSB models the gravitino is the LSP, and all particles decay

to it. While we could expect the decay rate to a G̃ to be low because of the weakness of the gravitational

interaction, this is not the case as the gravitino inherits the gauge interactions of the goldstino it absorbs

during the spontaneous supersymmetry breaking. SUSY breaking introduces a large number of free

parameters with respect to the SM. Most of these new parameters lead to flavor-changing interactions

that are highly suppressed experimentally. In models of gauge mediation, the interaction between the

SUSY-breaking sector and the MSSM happens only through gauge interaction, that are flavor-blind, and

therefore the suppression of flavor-changing effects is implemented automatically.

1.3.6 Phenomenological MSSM

The phenomenological Minimal Supersymmetric Standard Model (pMSSM) [60] reduces the number

of free parameters in the MSSM through some assumptions motivated by experimental evidence. In

particular:

• To avoid flavor changing neutral currents, the sfermion mass matrices and all the trilinear couplings

are diagonal.

• The presence of CP-violating terms is bound to be only the one predicted by the SM by imposing

that all the new parameters are real numbers.

• The first two generations of sfermions are degenerate i.e. the corresponding elements in the first

and second generation have the same mass, to circumvent existing limits on the splitting between

the first ans second squark generations.

• Since the trilinear couplings give rise to amplitudes that are proportional to the corresponding

Yukawa coupling, only the third generation ones are relevant and the others are set to zero.

These assumptions allow to reduce the number of free parameters from 105 to 19 (summarized in

Table 1.6), making phenomenological analyses possible.
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Parameter Description

M1, M2 M3 Gaugino mass parameters

tan β Ratio of the VEVs of the two Higgs doublets

MA Pseudoscalar Higgs boson mass parameter

μ higgsino mass parameter

At, Ab, Aτ Third generation trlinear couplings

mqL, muR, mdR, mlL, meR First (and second) generation sfermion masses

mq3L, mtR, mbR, mL̃, mτ̃R , Third generation sfermion masses

TABLE 1.6: List of free parameters in the pMSSM.
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2 | LHC and ATLAS

The analyses presented in this thesis use the proton-proton (pp) collision data at a center-of-mass energy√
s = 13 TeV collected by the ATLAS experiment in 2015, 2016 and 2017.

The ATLAS experiment is one of the four main experiments at the LHC at the European Organization

for Nuclear Research (CERN). Section 2.1 of this chapter describes the LHC accelerator complex. This

is followed by a general description of the detectors used in high-energy physics in Section 2.2. The

ATLAS detector is discussed in Section 2.3.

2.1 The Large Hadron Collider

In this section we give a brief introduction to the LHC [61], at the moment the largest and most powerful

particle accelerator in the world, hosted by CERN and in operation since September 2008. The first data

for physics have been collected in Run 1, between 2010 and 2013, at the center-of-mass energy of
√

s = 7
and later

√
s = 8 TeV, delivering to ATLAS 5.5 fb−1at

√
s = 7 TeV and 22.8 fb−1at

√
s = 8 TeV. After

a shutdown of two years, in 2015 the LHC started the Run 2 data taking at
√

s = 13 TeV, which will

continue until the end of 2018. In 2015-2017 the LHC has delivered to ATLAS 93 fb−1of pp collisions.

2.1.1 A circular hadron collider

The LHC is a circular hadron accelerator, located in a 26.7-km-long underground tunnel (with a depth

ranging between 50 and 140 meters) that was previously hosting the Large Electron-Positron Collider

(LEP), a CERN accelerator that was operational from 1989 to 2000. The LHC can accelerate protons up

to a design center-of-mass energy of 13 TeV. Accelerating particles to very high energies is necessary both

to study the structure of the particles themselves at smaller scales, and to create heavy states in collisions.

Cosmic rays provide a source of particles with energies up to 107 times more than what the LHC is

capable of, but these extremely energetic rays are very rare, and the flux is not controlled. Accelerators

provide a well controlled flux of particles of a specific type in a specific location, and this allows the study

of these particles with dedicated detectors.

A circular accelerator simplifies the acceleration of particles, as this can happen over several revolu-

tions. When a charged particle travels on an orbit of radius r under the effect of a magnetic field B, its

momentum p is given by:

p = 0.3rB, (2.1)

where the momentum is expressed in GeV, B in Tesla and the radius of the orbit in meters. For a given

magnetic field, a larger radius allows to reach higher energies.

The choice of a collider over a fixed-target experiment is motivated by the possibility of reaching a

higher energy in center-of-mass of the system: while in a fixed-target experiment this is proportional to

the square root of the energy of the incoming particle, in a collider it is the sum of the energies of the two

beams.

Suitable particles for a collider experiment need to fulfill two criteria: they need to be charged, in order

to be accelerated and guided through electric and magnetic fields, and they need to be stable enough not
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to decay before being used for collisions. These criteria effectively limit the choice to protons, electrons,

their antiparticles and ions.

At the LHC it has been chosen to study collisions with protons and lead ions. Three types of collisions

are studied: proton-proton (p − p), lead-lead (Pb − Pb) and also proton-lead (Pb − p). The main reason

to prefer protons over electrons is the energy loss that affects charged particles accelerated in a circular

trajectory (syncrotron radiation), which decreases with the fourth power of the mass of the particle:

dE
dt

∝
E4

m4r2 . (2.2)

The larger mass of a proton with respect to an electron leads to a decrease by a factor 1012 in the

energy lost through syncrotron radiation. This choice comes with a price: proton-proton collisions lead

to less clean events, with a lot of soft interactions covering the interesting hard interactions. Furthermore,

the center-of-mass energy is unknown as the particles taking part in hard interactions are not the protons

themselves but their constituents.

2.1.2 Magnet system

The LHC is not a perfect circumference: it is composed of eight arcs (sectors), where the magnetic system

is located, and eight straight sections containing the resonant cavities, the four interaction points with and

the detectors, the equipment for beam injection and extraction, and other instrumentation. Magnetic fields

are used to govern the trajectory of particles. In the LHC there are more than nine thousand magnets,

constructed from a superconducting alloy of niobium and titanium. About 150 tons of super-fluid helium

at a temperature of 1.9 K are used to maintain the magnet system in the superconducting regime. Different

types of magnets are necessary to achieve a proper control over the trajectory of particles.

Dipoles

Dipoles are used to create a vertical magnetic field, so as to bend the particles in the horizontal plane

and thus give the dominant circular orbit. The LHC has 1232 dipoles, each 15 m long and providing a

magnetic field of 8.3 T. The current necessary to achieve this strong magnetic field is 11.8 kA.

Quadrupoles

The LHC has 858 quadrupoles, used for beam focusing. A single quadrupole can focus the beam either

in the vertical or the horizontal plane, but it causes a defocusing in the other plane; conventionally a

quadrupole is denoted as focusing if it is oriented to focus in the horizontal plane. A combination of

focusing and defocusing quadrupoles separated by some drift space (FODO lattice) is used to keep both

planes focused, and gives rise to Betatron oscillations. Figure 2.1 shows a schematic representation of

the transverse view of a quadrupole magnet.

Higher-order magnets

Beside dipoles and quadrupoles, in the LHC there are about 600 higher-order magnets that are used to

maintain a good beam quality; e.g. sextupoles are used to correct the spread in Betatron tune caused by

the quadrupoles.

2.1.3 Resonant cavities

While the orbit of particles is governed by the magnetic fields, longitudinal electric fields are used for

acceleration. In the LHC the electric filed is provided by radiofrequency (RF) cavities. There are overall

16 RF cavities, eight per beam, hosted in four cryo-modules. Each cavity can provide an accelerating

field of 5 MV/m, and oscillates with a frequency of 400 MHz. Since the electric field changes over time
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FIGURE 2.1: A schematic cross-section of a quadrupole magnet. The red arrows indicate

the direction of the force experienced by the particle. Figure from Ref. [62].

with the oscillations, particles passing through the same point of a RF cavity at different times experience

a different voltage; this produces a non-trivial longitudinal dynamics, where particles oscillate around the

ideal synchronous particle with changes in momentum and phase (Synchrotron oscillations). If we define

the slip factor η as the relative change in frequency in Synchrotron oscillations with the relative change

in momentum:

η =
Δ f / f
Δp/p

, (2.3)

and the compaction factor α as the relative change in frequency in orbit length with the relative change in

momentum:

α =
ΔL/L
Δp/p

, (2.4)

the following relation holds:

η =
1

γ2 − α , (2.5)

where γ is the Lorentz factor of the particle. This means that while the energy of the particle is

low (η > 0) an increase in momentum leads to an increase in frequency, while it leads to a decrease in

frequency for η < 0. At the transition energy, a previously stable synchrotron phase becomes unstable

and vice versa; this requires a rapid change in RF phase. This situation is illustrated in Figure 2.2(a).

For example, a particle corresponding to the phase point M1 will arrive in the RF cavity after one cor-

responding to the stability point P1, and will experiment higher voltage and increase in momentum; if

η > 0 this increase in momentum will translate in an increase in frequency and the particle will, at the

following revolution, arrive earlier, while if η < 0 the frequency will further decrease and the particle

will be eventually lost. The transition energy in the LHC is 53 GeV, well below the injection energy of

450 GeV, so the LHC is always above transition.

In the LHC beams particles are not distributed continuously, as this would now be allowed by phase

instabilities, but are divided in bunches. The areas of stable motion are identified as bucket, and the area

of the bucket is the beam longitudinal acceptance. The beam bunches fill only a part of the bucket, and

the area of the beam bunches is the longitudinal beam emittance. Figure 2.2(b) shows a schematic view

of the bucket and the bunch area for the case of a beam above the transition energy.
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FIGURE 2.2: (a) Phase stability below and above transition. Figure from Ref. [63]. (b)

Bucket and the bunch for a beam above the transition energy. Figure from Ref. [64].

2.1.4 Luminosity and operational parameters

The amount of data delivered by an accelerator is quantified by the integrated luminosity Lint. Given a

certain process with production cross-section σ, the total number of events for that process is the product

of cross-section and integrated luminosity:

Nevents = σ Lint . (2.6)

The integrated luminosity is the time integral of the instantaneous luminosity L,

Lint =
∫

L dt , (2.7)

which, assuming a Gaussian particle distribution and the same characteristics for the two beams, can be

expressed as:

L =
f Nbn2

4πσxσy
, (2.8)

where f is the revolution frequency, Nb the number of bunches in each beam, n the number of protons in

each bunch and σx(y) is the transverse beam size at the interaction point in the x(y) direction .

The instantaneous luminosity defined in Equation 2.8 needs to be corrected for two effects. First of all,

this formula assumes a head-on collision between the bunches; in reality, to avoid unwanted interactions

the beams collide with a crossing angle, and a large crossing angle decreases the instantaneous luminosity.

The second correction is related to the beam transverse size, that can be expressed as:

σx,y =
√

εβ∗ , (2.9)

where ε is the beam emittance and β∗ is the beta function. Beam collisions happen in minibeta insertions,

drift spaces with a beta waist in the center, where the beam size is as small as possible. In the vicinity of

the minimum, the beta function evolves like:

β(s) = β∗ +
s2

β∗ . (2.10)

From this it is possible to see that the smaller the beta function, the larger the dependence with s,

so a bunch with a finite size will not have the same beta function as a whole (hour glass effect). This

correction becomes more important with the decrease of the β∗ value. With the LHC design parameters,

the effect of crossing angle and hour glass changes the instantaneous luminosity by about 20%.

The main limitations in the choice of the parameters that regulate the luminosity are collective effects,

which could cause beam instabilities if the number of bunches or the number of protons per bunch is too
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high, and the limitations in the available aperture in the quadrupoles focusing the beam in the minibeta

insertions, that impacts β∗. The summary of the LHC operational parameters during Run 2 is reported in

Table 2.1.

Parameter 2015 2016 2017 Design

Protons per bunch (n) [1011 p] ≈ 1.2 ≈ 1.1 ≈ 1.2 1.15

Number of bunches (Nb) 2244 2220 ≈ 2250 2780

Emittance (ε) [mm mrad] ≈ 3.5 ≈ 2.2 ≈ 2.2 3.5

Beta function (β∗) [cm] 80 40 40 (30) 55

Crossing angle [μrad] 290 370 (280) 300 (340) 285

Peak luminosity [1034 cm−2s−1] 0.51 1.4 1.7(1.9) 1.0

TABLE 2.1: LHC operational parameters in Run 2 compared to their design value. The

numbers in parenthesis report changes in the parameters during the year. E.g. in 2016

the crossing angle was reduced after fill 5300, while for 2017 the numbers in parenthesis

report the values after the recommissioning with β∗ = 0.3 m.

The luminosity profile changes over time, and different experiments have different luminosity needs.

ATLAS and CMS profit from having the maximum luminosity possible, while LHCb and ALICE have

their top functionality at lower luminosity, and therefore apply a luminosity leveling that consists in chang-

ing the offset of the beams during the run, to maintain a constant (low) value of the instantaneous lumi-

nosity.

A high number of particles participating in a single bunch crossing can lead to a large number of

multiple proton-proton collisions (pileup). In 2012 the LHC operated with a bunch spacing of 50 ns,

leading to a pileup of about 35 events per bunch crossing. With the increase in energy from Run 1 to Run

2, the same settings would have implied more than 100 events, above the limit for the proper functioning

of the detectors. This is what motivated the choice to move from the 50 ns bunch spacing used in Run

1 to the 25 ns in Run 2: with this setup, for the same instantaneous luminosity is possible to have a

lower "luminosity per bunch" and therefore a lower pile up. Figure 2.3 shows the luminosity-weighted

distribution of the mean number of interactions per crossing during Run 1 (in Figure 2.3(a)) and in 2015-

2017 (in Figure 2.3(b)) as recorded by the ATLAS experiment.

2.1.5 Accelerator complex

Protons are injected in the LHC only after being accelerated to 450 GeV by a sequence of machines.

• Protons are extracted from a H2 at the Linac2 facility, a linear accelerator of 33 m that brings them

to the energy of 50 MeV.

• The Proton Synchrotron Booster (PSB) is the first synchrotron in the acceleration chain (with a

circumference of 157 m), that in 1.2 s increases the energy of the protons from 50 MeV to 1.4 GeV.

• With a circumference of 628 m, the Proton Synchrotron (PS) brings the protons to about 26 GeV.

This was the oldest synchrotron experiment at CERN.

• The Super Proton Synchrotron (SPS) is the first accelerator of the chain to be underground (about

30 m) and has a circumference of 6.9 km; it brings the proton energy at 450 GeV. Beside preparing

the protons to be injected into the LHC, the SPS provides beam also to the North Area, and to the

AWAKE experiment, that studies proton-induced plasma wakefield acceleration.
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FIGURE 2.3: Luminosity-weighted distribution of the mean number of interactions per

crossing in (a) Run 1 and (b) Run 2 (2015-2017). All data recorded by ATLAS during

stable beams is shown. The mean number of interactions per crossing μ corresponds to

the mean of the Poisson distribution of the number of interactions per crossing calculated

for each bunch. It is calculated from the instantaneous per-bunch luminosity as μ =
Lbunch×σinel

f , where Lbunch is the per-bunch instantaneous luminosity, σinel is the inelastic

cross-section which is taken to be 80 mb for 13 TeV collisions, and f is the LHC revolution

frequency. Figures from Ref. [65].

• The LHC is the last step of this chain, and it accelerates the protons form 450 GeV to 6.5 TeV (the

design energy is 7 TeV); while in the LHC the protons gain about 0.5 MeV per turn, so it takes

about 15 minutes to reach 6.5 TeV.

The accelerator complex of CERN is shown in Figure 2.4. The acceleration chain for lead ions is the

same, except that the extraction and first acceleration is performed by Linac3 instead than by Linac2.

2.1.6 Experiments at the LHC

Seven experiments are built along the LHC circumference and collect the data produced during the col-

lisions. Each experiment is run by an independent collaboration that comprises several universities and

research institutes. ATLAS [67] and CMS [68] are the two largest and general purpose experiments, lo-

cated at two opposite sides of the LHC ring, in correspondence with two of the four interaction points.

Their goal is to study a large variety of SM processes and to perform an extensive search program for

BSM physics. The independent design of the two detectors, as well as of the separation between the two

collaborations running them, is essential to provide a validation of the LHC results. Since the data used in

this thesis is collected with the ATLAS detector, a more extensive description of this experiment is given

in Section 2.3. The LHCb [69] and ALICE [70] experiments are located at the other two LHC interaction

points. LHCb is a single-arm forward spectrometer, designed to perform high-precision studies of heavy

flavor physics. The ALICE experiment is dedicated to the study of Pb − Pb collisions, which at the LHC

happen with a center-of-mass energy of 2.6 TeV per nucleon pair; in this energy regime, quarks and glu-

ons are expected to form a quark-gluon plasma. The position of the four main experiments on the LHC

ring is shown in Figure 2.4. Other three smaller experiments are installed along the LHC circumference:

TOTEM [71], LHCf [72] and MoEDAL [73]. TOTEM is located at the same interaction point as CMS,

and measures the total p − p cross-section, as well as elastic and inelastic scattering. LHCf is installed

in the same interaction point as ATLAS and has two detectors, at 140 m from each side of the collision

point, aiming at the study of particles produced in the "forward" region (very close to the beam axis).

MoEDAL is installed in the LHCb cavern and is designed to search for magnetic monopoles.
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FIGURE 2.4: Schematic view of the CERN accelerator complex. The four main LHC

experiments are shown at the interaction points. Figure from Ref. [66].

2.2 Detectors for collider Physics

In this section we review the basic concepts that drive the design of the LHC detectors, including ATLAS.

2.2.1 Identification of particles

The ability to accurately identify particles and reconstruct their energy and trajectory is what drives the

design of detectors for high energy physics. In a detector, different sub-systems are able to capture

different types of particle interactions, and the combination of the information collected by each of them

allows to identify particles (or at least assign them to families, such as neutral or charged hadrons).

A typical schema of the subdetectors sequence is shown in Fig. 2.5. The innermost layer, closer to

the interaction point, is the tracking system, dedicated to the measurement of the signed charge and

momentum of charged particles. The following layers are the electromagnetic and hadronic calorimeters,

that measure the energy of particles with electromagnetic and hadronic interactions respectively. The

outermost layer is dedicated to the muon system: because of their large mass (about 200 times more than

electrons) muons do not produce electromagnetic showers and are therefore easy to identify as they are

the only detectable particles that reach the external part of the detector.

2.2.2 Tracking and spectrometry

A tracking device measures the traces left by charged particles passing through it. To allow the determi-

nation of the momentum and the charge of a particle, a tracking device needs to be accompanied by a

magnetic field (in this case we speak of a magnetic spectrometer): once the magnetic field is known, the

measure of the radius of curvature of the particle is equivalent to a measure of its momentum, according
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FIGURE 2.5: Components of a typical detector for physics at colliders. Different particles

are identified by the distinctive signatures in the subdetectors. Figure from Ref. [74].

to Equation 2.1. In a typical particle detector as the one in the schema in Fig. 2.5, both the inner tracking

system and the muon system are magnetic spectrometers.

The relative uncertainty in the momentum is given by:

σp

p
=

√
(ap)2 + b2 . (2.11)

The first term, whose relative importance increases for high-momentum particles, derives from the

resolution in the measurement of the curvature. Typical values for a are between 0.01% and 1%. The

constant term in Equation 2.11 accounts for the impact of multiple Coulomb scattering, which broadens

the distribution of the transverse momentum perpendicular to the direction of motion. This terms is

important only at low energies, while it is negligible for high-energy particles.

There are three main configurations of magnetic fields typically used in momentum spectrometers:

• A dipole field leads to a rectangular symmetry; if we think of a circular collider with a coordinate

system where z is the direction along the beam trajectory and (x,y) define a Cartesian system in

the transverse plane, a dipole field in the x direction will cause a deflection in the (y, z) plane. This

is the configuration adopted by forward spectrometers like LHCb, where the tracking devices are

arranged in sequence in the z direction. As an example, the integral of the LHCb dipole field over

the detector length is 4 Tm.

• A solenoidal field leads to a cylindrical symmetry and, if the field lines are along the z direction,

the deflection is in the (x, y) plane. This is the typical configuration of the spectrometers in the

central barrel, where the detectors are arranged in cylindrical layers. The CMS solenoid field is 4

T, while the ATLAS one is 2 T.

• A toroidal field leads to an azymuthal symmetry: the direction of the field lines is a circle in the

transverse plane, and the deflection is in the (r, z) plane. This configuration is adopted by the

ATLAS muon spectrometer, with a magnetic field of 4 T. As in the case of the solenoidal field, the

detectors are arranged in cylindrical shells.
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The track left by a charged particle curving because of the magnetic field is reconstructed by the

tracking detectors. The two most common categories of tracking devices are gas and silicon detectors,

described in the next two sections.

Gas detectors

In gas detectors, the passage of a charged particle ionizes the atoms and creates electron-ion pairs. Once

the electron and the ion are created, they can be separated (thus creating a current) by applying an electric

field. This induces signal on an electrode added to the material, read through a readout system. The basic

principle of most of gas detectors relies on a tube with a wire in the center, which is an anode with a high

electric field. When the particle crosses the gas, the ionization electrons drift toward the anode and can be

collected. Without an electric field, the electron and ion would move in the system by thermal diffusion.

The effect of an electric field is to make the electron and ion move in opposite directions, allowing us to

measure them. Since not many electrons are produced in gas, they need to be amplified. Inside the tube,

the electric field decreases with the inverse of the distance from the anode wire. When the electrons reach

a distance of a few micrometers from the wire, the electric field is very large and the electrons gain more

energy than the ionization energy; this leads to secondary ionization and an exponential growth of the

number of electron-ion pairs (avalanche effect).
Several types of gas detectors with different characteristics have been developed. In single-wire pro-

portional chambers, like the one used in the outer tracker of the LHCb experiment, several counters are

combined next to each other, to allow the measurement of the particle position. In multi-wire proportional
chambers [75] several wires in two perpendicular directions are contained in the same box filled with gas.

Drift chambers are a further evolution of wire chambers, where the position of the particle is computed

by measuring the time taken by the secondary ionization to reach the anode. Time projection chambers
(TPC) are a different type of gas detector, used for example in ALICE. It is constituted by a large area

filled only with gas, without wires, with detectors and readout structure only at the end plates. Between

the plates a strong electric field causes the electron-ion pairs to drift, until they reach the plates where

a combined measurement of the position and time of arrival allows to reconstruct the three-dimensional

trajectory of the particle (that can be curved if a magnetic field is added). Micro-strips chambers [76] are

more modern, very condensed and thin gas detectors. Instead of being generated by a wire, the electric

field comes from small metal deposits on a high-resistivity substrate.

In general the main problems of gas detectors based on ionization are the spatial extension and the long

drift time, which nevertheless make them suitable for the outer part of the LHC detectors, in particular

muon spectrometers.

All the gas detectors described above are based on the electron-ion pairs created by the ionization

induced by the charged particle. A different principle is used in transition radiation detector (TRD).

TRDs are based on detecting the electromagnetic radiation emitted by particles that cross boundaries

between different media below the Cherenkov threshold [77]. The energy radiated increases with the

energy of the incoming particle. These detectors are less common for tracking, but are mentioned here as

the main example of a modern TRD in high-energy physics is the Transition Radiation Tracker (TRT) in

the inner detector of the ATLAS experiment.

Solid-state detectors

Semiconductor (and in particular silicon) detectors are the main type of solid-state detectors, and are

currently the most used for inner tracking, where high precision and low occupancy are needed [78].

These detectors detectors are also based on the ionization of the material but in this case, since the

structure is a crystal, we talk about electrons and electron holes.

The underlying principle is based on the band model of solids, describing the allowed energy levels

for electrons in a solid: when many atoms of the same type are bound together in a crystal lattice, in

order to fulfill Pauli’s principle the atomic orbitals split into many closely spaced molecular orbitals, that
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can be considered as continuous energy bands. The highest-energy full band is the valence band, while

the lowest partially-filled (or empty) band is the conduction band; the energy difference between the

conduction band and the valence band is referred to as energy gap, as illustrated in Fig. 2.6(a).
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FIGURE 2.6: (a) Schema of band model of solids. (b) Top: schema of a p-n junction.

Bottom: charge distribution in a p-n junction and extension of the depletion area. Figures

from Ref. [79].

Semiconductors are materials where the conduction band is almost empty, but the energy gap is small

(≈ 1 eV, e.g. 1.07 eV for silicon), so the conduction band can be occupied by excited electrons from

the valence band; this leaves holes in the valence band, that under the effect of an electric field can

drift as well. Semiconductors with a pure composition have the same amount of electorns and holes. If

the semiconductor is doped with an atom with one more electron in the valence band, this creates an

excess of electrons and the material is referred to as a n-type semiconductor. If instead the impurities are

electron acceptors, the material has an excess of holes and is referred to as p-type semiconductor. When

a p-type and a n-type semiconductors are pulled together, the holes of the p-side drift into the n-side,

and the electrons from the n-side into the p-side, as shown in Fig. 2.6(b). This creates an electric field

that takes charge carriers out of the area where it is present (depletion region). When a charged particle

passes through the semiconductor, it produces electron-hole pairs in the depletion region; these drift apart

because of the electric field and can be collected by electrodes. The application of a negative potential

difference between the p-side and the n-side can increase the depletion area.

The density of silicon is about one thousand times higher than that of gases like argon, and silicon also

needs a much lower energy to be ionized (3.6 eV for silicon, while it is about 250 times higher for argon).

This leads to a much higher number of electron-holes pairs than the number of electron-ion pairs in gas

detectors, so the signal needs very little amplification, and the size of the detector itself can be smaller.

Different configurations of the silicon sensors are possible. Fig. 2.7(a) shows the schema of a single-
sided strip sensor, where the readout strips are at negative potential. The second coordinate can be deter-

mined if also the n-side is divided into strips in a direction orthogonal to the ones in the p-side, as shown

in Fig. 2.7(b). The grid structure of this double-sided strip sensors can still lead to ambiguities when

the number of hits is elevated; a true two-dimensional sensitivity is offered only by the pixel modules,

schematically shown in Fig. 2.7(c), where the module is divided in a matrix-like shape.

2.2.3 Calorimetry

Calorimeters can determine the energy of both charged and neutral particles through a destructive mea-

surement: the energy of the particles is deposited in the detector material and transformed into a mea-

surable quantity. Because of their sensitivity to a wide variety of particles, good energy resolution and

relatively small size, they are very attractive devices for accelerator physics experiments [80, 81].

When the incident particle interacts with the material of the calorimeter it develops a cascade of

particles (shower), with different characteristics for electromagnetic and hadronic interactions, described
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FIGURE 2.7: Schematic view of (a) a single-sided strip sensor, (b) a double-sided strip

sensor and (c) a pixel module.

in the next two sections. Different types of calorimeters are necessary to capture the two typologies. The

energy of the shower is decreased by the interactions happening in the absorber material, while the active
material provides the conversion of the energy into a charge or light signal. In sampling calorimeters
layers of absorber and active material are alternated in sequence, while in homogeneous calorimeters a

single material carries out both functions.

Electromagnetic calorimeters

The type of interaction that electromagnetically interacting particles have with the detector depends on

their energy. The average fractional energy loss in lead for electrons and positrons and the photon inter-

action cross-section in lead are shown in Figures 2.8(a) and 2.8(b) respectively.
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FIGURE 2.8: (a) Fractional energy loss per radiation length in lead as a function of the

electron (positron) energy. (b) Photon interaction cross-section in lead. Figures from

Ref. [8].

When electrons, positrons and photons with energies above 1 GeV traverse a block of material they

produce a cascade of particles (electromagnetic shower): electrons and positrons can emit a photon by

Bremsstrahlung, and a photon, thanks to the interaction with a nucleus, can turn into an electron-positron



36 Chapter 2. LHC and ATLAS

pair (pair production is indicated with the symbol κnucl in Fig. 2.8(b)). A schematic view of the evolution

of an electromagnetic shower is shown in Fig. 2.9(a).

(a)

en
er

gy
 d

ep
os

it
[in

 a
rb

itr
ar

y 
un

its
]

lateral shower
width [X0]

2

50

100

150

4 6 8

3
5

7
9

12
15

18
21

24

50

100

150

longitudinal shower depth [X 0]

(b)

FIGURE 2.9: (a) Sketch of the evolution of an electromagnetic shower. (b) Lateral and

longitudinal evolution of the shower from electrons with an energy of 6 GeV. Figure from

Ref. [79].

The main parameter to describe the evolution of an electromagnetic shower is the radiation length
(X0), defined as the distance over which an electron reduces its energy to 1

e of the initial value, and

it corresponds also to 7
9 of the mean free path for pair production for a photon. The radiation length

depends on the characteristics of the material:

X0[
g

cm2 ] =
716 g

cm2 A

Z(Z + 1) ln
(

287/
√

Z
) , (2.12)

where A and Z are the atomic and mass number of the material. If we define t = x
X0

as the shower depth

relative to the radiation length, the maximum number of produced particles occurs at:

tmax =
ln (E0/Ec)

ln (2)
. (2.13)

Typical values for the interaction length are of the order of the cm (e.g. 0.56 cm for lead, 1.76 cm

for iron [8]); 99% of the shower is contained in about 11(22) X0 for a particle with an energy of 1

GeV(TeV), allowing for electromagnetic calorimeters of compact dimensions. The lateral with of the

shower, determined mainly by multiple scattering, increases with depth and is defined in terms of the

Moliére radius:

RM =
21MeV X0[

g
cm2 ]

Ec[MeV]
. (2.14)

A cylinder of radius 2RM contains about 95% of the shower; for most calorimeters RM has a value of

few centimeters, so electromagnetic showers are quite narrow. The longitudinal and lateral development

of the shower induced in lead by electrons with an energy of 6 GeV is shown in Fig. 2.9(b).

Once the electrons in the shower have an energy lower than the critical energy (Ec, defined as the

energy where the loss through Bremsstrahlung equals the loss through ionization), the shower stops as

the energy is dissipated mostly through ionization for electrons and photoelectric effect for photons, and
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no longer through the creation of new particles. Therefore all the energy of the incoming particle is in the

end used to ionize the material of the detector, and this is the effect that is detected.

We have discussed in Section 2.2.2 how the resolution of the momentum measurement in a magnetic

spectrometer decreases with the increase in the momentum itself. Instead, the relative energy resolution

in a calorimeter improves for high-energy particles, and can be written in the parametric form:

σE

E
=

√(
a√
E

)2

+

(
b
E

)2

+ c2 . (2.15)

The first term of the sum in quadrature reflects the stochastic nature of the shower development: ignoring

the instrumental effects, the energy resolution of a calorimeter is proportional to the square root of the

total track length, which is in turn proportional to the initial energy. The contribution of this term is small

in homogeneous calorimeters, while is larger in sampling calorimeters (because of fluctuations in the

fraction of energy deposited in the absorber) and it grows with the thickness of the absorber layers; typical

values for a are 5-20% if the energy is expressed in GeV. The second term is the noise term originating

from the electronic noise of the readout chain; this term is in general more relevant for calorimeters

producing charge signals than for those producing light signals, and can become the dominant term for

particles with energy below 1 GeV. The last term is a constant deriving from instrumental effects that

produce a non-uniform detector response, including for example energy lost outside the detector volume

and radiation damage; this becomes the dominant term at high energies and is typically < 1%.

Hadronic calorimeters

The difference between electromagnetic calorimeters and hadronic calorimeters finds its origin in the

more complicated nature of strong interactions compared to the electromagnetic ones.

A sketch of the evolution of an hadronic shower is shown in Fig. 2.10(a). A first relevant difference

between hadronic and electromagnetic showers is that the former has a much larger spatial extension.

On the longitudinal direction, the scale is determined by the nuclear interaction length (λI), which is

material-dependent and can be expressed as:

λI = 35
g

cm2 A1/3 , (2.16)

where A is the atomic number of the material. For most materials used in particle detectors this turns out

to be larger than X0 (e.g. the nuclear interaction length is 17.59 cm for lead, and 16.77 cm for iron [8]).

The 99% shower containment is reached after about 5(9) λI for pions with E=10(138) GeV. Also the

lateral width of the shower is larger than in electromagnetic interactions: while the size of the Moliére

radius is determined mainly by multiple scattering, the lateral profile of an hadronic shower depends on

the transverse-momentum transfer, which can be quite sizable in strong nuclear interactions. Fig. 2.10(b)

shows the lateral shower profile in iron for pions with E=10 GeV.

Another difference with electromagnetic showers lies in the composition of the shower: while an

electromagnetic shower is constituted only by electrons, positrons and photons, a much larger variety

of particles participates in hadronic showers, including both hadrons and electromagnetically-interacting

particles. Starting from the simplifying assumption that one third of the particles produced in nuclear

interactions are neutral pions ( fπ0 = 1
3 ), a first approximation of the electromagnetic fraction of a shower

is given by:

fem = 1 −
(

1 − 1
3

)n

, (2.17)
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FIGURE 2.10: (a) Sketch of the evolution of an hadronic shower. Figure from Ref. [79].

(b) Lateral energy distribution of shower induced by π− with E=10 GeV, measured at a

depth of 10, 20, 30, 50 and 70 cm in Fe. Figure from Ref. [82].

where n is the number of generations in the shower. Since the number of generations increases with the

initial energy, it is intuitive that also fem will be larger for particles of higher energy. It is found [83]:

fem = 1 −
(

E
E0

)(k−1)

, (2.18)

where E0 is the energy necessary to produce one pion (e.g. 0.7 GeV for iron and 1.3 GeV for lead), and

k is a slope parameter related to fπ0 through the average multiplicity < m >:

1 − fπ0 =< m >(k−1) . (2.19)

FIGURE 2.11: Particle spectra produced by protons with E=100 GeV absorbed by lead, as

simulated by the Fluka code [84] and averaged over many showers. Figure from Ref. [80].
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Fig. 2.11 shows the particle spectra produced by protons with E=100 GeV absorbed by lead, as

simulated by the Fluka code [84]. We can see that at low energies the particle content is dominated by

electrons, positrons, photons and neutrons.

While in electromagnetic showers most of the initial energy is recorded in the detector, in hadronic

showers a relevant fraction (up to 30-40%) is invisible. This invisible fraction is caused by energy that

goes into breaking the nuclear bonds, nuclear fragments that in sampling calorimeters do not reach the

active material, and neutral particles that can escape the calorimeter (e.g. neutrinos or long-lived neutral

kaons). Therefore, for the same initial energy, the visible energy will be lower for an hadronic shower

than for an electromagnetic one. If we define the response as the collected signal per unit of incident

energy, the invisible energy causes a different response of calorimeters to the electromagnetic and to the

purely-hadronic parts of the shower. Defining Rem, Rh, Rπ respectively as the calorimeter response to

electromagnetic shower, the hadronic part of the shower and to pions, we have that:

Rπ = femRem + (1 − fem)Rh = Rh

(
Rem

Rh
fem + (1 − fem)

)
. (2.20)

In general, it is expected that Rem/Rh > 1. Since the value of the electromagnetic fraction is

energy-dependent, the signal from the calorimeter does not increase linearly with energy. Compensat-
ing calorimeters are aiming at having the same response to the electromagnetic and hadronic part of the

shower ( Rem
Rh

= 1), restoring the linearity of the calorimeter response. In non-compensating calorimeters

the fluctuations in fem are the dominant component of the energy resolution and, since the fluctuations

are approximately Gaussian, they give rise to a term proportional to:

σE

E
=

const√
E

. (2.21)

In modern non-compensating calorimeters the value of the constant is about 0.4, while it can be as low as

0.2 in the case of compensating calorimeters.

2.2.4 Detecting photons

As already mentioned in previous sections, photons are often the result of the passage of a particle through

the material; this is the case e.g. in TRDs or in calorimeters with scintillator as active material. This sec-

tions gives an overview of how these photons can generate a detectable current; for a more extensive

discussion see e.g. Ref. [85, 86]. The typical process of photon detection can be summarized in three

different steps: (1) the incident photon generates a photoelectron or an electron-hole pair through the

photoelectric or photoconductive effect, (2) the signal of the photoelectron is amplified, and (3) the am-

plified signal is collected. Important properties to classify photon-detecting devices are [8]:

Quantum efficiency: The probability that the incident photon generates a photoelectron. This depends on

the photon wavelength.

Collection efficiency: The probability that the photoelectron is collected at the end of the chain.

Photon detection efficiency: The product of quantum and collection efficiency.

Gain: The amplification of the photoelectron, quantified as the number of electrons collected for each

photoelectron generated.

Dark current or dark noise: The output current in the absence of signal.

Energy resolution: Resolution depending on electronic noise and statistical fluctuations.

Dynamic range: Maximum intensity that the detector can handle expressed in units of the smallest inten-

sity with a signal-to-noise ratio above one.
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Time dependence: Time between the arrival of the photon and the collection of the electrical current.

Rate capability: Inverse of the time needed after the arrival of a photon to be ready for another one.

Photon detectors can be broadly classified into three categories: vacuum, gaseous and solid-state

detectors, described in the following paragraphs.

Photomultiplier tubes

photon multiplier tubes (PMTs) are the most common type of vacuum photon detectors. A sketch of the

structure of a PMT is shown in Fig. 2.12. It consists of a vacuum tube with an input window, a photo-

catode, a focusing electrode, electron multipliers, and an anode [87]. Photons enter the device through

the window and excite the electrons in the valence band of the photocatode, which is a semiconductor; in

transmission-type PMTs the photocatode is deposited on the inside of the window, while in reflection-type
PMTs it is on a separate surface. The excited electrons diffuse to the surface of the semiconductor and, if

they have enough energy to overcome the vacuum level barrier, are emitted as photoelectrons. These are

accelerated and focused by the electrode toward the multi-stage dynodes, a system of electrodes coated

with a secondary emissive material, where the incident electrons are multiplied. The gain G of the PMT

depends on the applied voltage V as G = AVkn, where A and k are constants and n is the number of

multiplicative stages. Typical values for the gain are 105 − 106. After the last stage of multiplication, the

electrons are collected by the anode, which then outputs the current to the external circuit.

FIGURE 2.12: Sketch of the structure of a PMT. Figure from Ref. [87].

Beside PMTs, other examples of vacuum photon detectors are Microchannel plates (MCP) and hybrid

photon detectors (HPD). MCPs are based on the same principle as PMTs but substitute the discrete

multiplicative stages of the dynodes with continuous multiplication in cylindrical holes of a few μm.

The decreased size of a MCP comes at the price of a large recovery time, shorter lifetime and smaller

gain (typically ≈ 104). In HPDs photoelectrons are accelerated onto a silicon sensor, allowing higher

resolution in space and energy; this type of sensors are used e.g. in the CMS hadronic calorimeter.

Gaseous photon detectors

In gaseous photon detectors the photoelectrons are multiplied through the avalanche effect in an high-

field region, similarly to what happens in gaseous tracking detectors. The photoelectrons are generated by

the interaction of the photon either with a solid photocatode or with a photosensitive molecule vaporized

and mixed in the gas itself.

Solid-State photon detectors

Solid state photon detectors are devices where the production and detection of the photoelectrons takes

place in the same semiconductor material. They are in rapid development (see e.g. Ref. [88]) as they
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provide a smaller, and often cheaper, option to PMTs and gaseous detectors, especially when the area to

be covered is small. Silicon photodiodes are devices based on a reverse-biased p-n junction, used in many

applications from high-energy physics to solar cells. Photons passing through the silicon create electron-

hole pairs through the photoconductive effect, which are then collected respectively at the positive and

negative side of the chip.

2.3 The ATLAS experiment

ATLAS [67], shown in Fig. 2.13, is the largest of the LHC detectors, measuring 44 meters in length and

25 meters in height, and weighting about 700 tons. To be fully functional in the LHC environment, the

ATLAS detector needs to be fast in order to resolve the collisions resulting from consecutive bunches

(which are interspaced by 25 ns) and radiation resistant.

FIGURE 2.13: Drawing of the ATLAS detector showing the different subdetectors and the

magnet systems. Figure from Ref. [67].

The ATLAS physics program covers a large variety of topics:

• Standard Model processes can be measured at the LHC at energies never reached before, and being

sensitive to them is essential both to provide accurate measurements and to use them as candles to

calibrate the detector.

• The discovery of the Higgs boson was one of the main goals of the LHC and, after its observation

in 2012, the focus moved onto measuring its properties.

• Compared to the Tevatron, the LHC is a true top-quark factory, and the study of the properties of

this particle can both probe the SM and set limits on BSM theories.

• The LHC offers an exciting opportunity to discover BSM physics, and ATLAS needs to be ready to

identify its signs.

• Despite the ALICE detector is specifically designed to study heavy-ion collisions, ATLAS also

carries out a heavy-ion program.
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To cope with the wide range of types and energies (from few GeV to several TeV) of particles that

need to be identified, ATLAS relies on a sequence of subdetectors nested in a cylindrical geometry,

that follow the general schema discussed in Section 2.2.1: close to the interaction point (IP) we find

the Inner Detector (ID), embedded in a solenoidal magnetic field of 2 T. The following layers are the

electromagnetic calorimeter (ECal) and Hadronic Calorimeter (HCal), and the outermost part is occupied

by the muon system, where muons are bent by a 4 T toroidal magnetic field. All these components are

described in the next sections.

2.3.1 Coordinate system

ATLAS uses a right-handed coordinate system, with its origin at the nominal IP. The z-axis follows the

beam direction, while in the transverse plane the y-axis points upward and the x-axis toward the LHC

center. Positive and negative values of the z-axis identify respectively the A-side and the C-side of the

detector. When spherical coordinates are used, the azimuthal angle φ is defined starting from the x-axis,

and ranges between −π and π; the polar angle θ is defined starting from the z-axis and takes values

between 0 and π. Often the polar angle is substituted by the pseudorapidity:

η = − ln tan
(

θ

2

)
, (2.22)

which, in the limit of massless particles, is equivalent to the rapidity:

y =
1
2

ln
(

E + pz

E − pz

)
, (2.23)

where E is the energy of the particle and pz its momentum projected on the z-axis. The advantage of

rapidity and pseudorapidity over the polar angle is that rapidity differences Δy are boostinvariant along

the z-axis, as well as pseudorapidity differences Δη for massless particles. The pseudorapidity is usually

preferred to the rapidity as it does not require knowing the particle’s mass but only its polar position. The

η-φ plane is used to define the angular separation of two objects in the detector:

ΔR =
√
(Δη)2 + (Δφ)2 . (2.24)

Since protons are composite particles, and the hard scattering happens between its constituents, the

longitudinal momentum of the partons is unknown. It is therefore useful to define the transverse momen-
tum as the projection of the momentum on the (x,y) plane:

pT =
√

p2
x + p2

y , (2.25)

where px(y) are the projection of the momentum along the x-(y-)axis.

2.3.2 Magnet system

The two segments of the ATLAS detector that are dedicated to tracking, the ID and the muon spectrome-

ters, are embedded in two separate magnetic fields. A schematic overview of the ATLAS magnetic system

is shown in Fig. 2.14.

As discussed in Section 2.2.2, the magnetic field configurations that are more suitable for a detector

with cylindrical symmetry are solenoidal and toroidal. The bending of the charged particles in the ATLAS

ID is caused by an axial 2 T solenoidal field, provided by the central solenoid [90]. This magnet is 5.8

m long, has an inner diameter of 2.46 m and an outer diameter of 2.56. The wounded coil is made of an

Al-stabilised NbTi conductor, and is powered with a 7.73 kA current.

In the muon system, a solenoid would be disadvantageous in the measurement of forward muons, since

the resultant magnetic field would not be perpendicular to the trajectory of those particles. The usage of

a toroid to provide the outer magnetic field solves this problem. The choice of the “open air” toroid
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FIGURE 2.14: Layout of the ATLAS magnet system. Figure from Ref. [89].

configuration allows a good muon reconstruction performance without relying on the ID. The toroids

allow to efficiently generate the magnetic field over a large volume with a reduced amount of material.

This minimizes the amount of multiple scattering, which represents one of the factors limiting the muon

momentum resolution. The main drawback of the usage of a toroid is that, in order to obtain the same

strength of magnetic field, a toroid needs more current than a solenoid (20.5 kA for 4 T). The ATLAS

toroid system is divided into two subsystems, to allows for an easier design, as well as to provide access

to the core part of the detector. The barrel toroid [91] provides a peak field of 3.9 T in the cylindrical

shell between the calorimeters and the end of the muon spectrometer, and consists of eight coils contained

in individual vacuum vessels. The end-cap toroids [92] provide the magnetic field necessary to bend the

muons in the end-cap region of the spectrometer, and each of them consists of eight coils building a single

cold mass, originating a peak field of 4.1 T.

2.3.3 Inner detector

The main purposes of ATLAS ID [93, 94] are to provide a good momentum resolution of the charged

particles produced in the collisions and to allow the determination of secondary vertices. The dimensions

of the ID are determined on one side by the radius of the beam pipe and on the other side by the beginning

of the ECal. The total length is 5.4 m, which provides a coverage up to |η| <2.5. The ID is divided

into a barrel, whose schema is shown in Fig. 2.15, and two end-cap regions, covering respectively the

pseudorapidity regions |η| < 1.2 and 1.2 < |η| < 2.5. In both, a mixture of gaseous and silicon

detectors is used to maximize the performance and reduce the costs. The three components of the ID

are the pixel detector, the semi-conductor tracker, and the transition radiation tracker, discussed in the

following paragraphs.

Pixel detector

The innermost layer of the ID is the pixel detector, divided into barrel and end-cap regions. During the

Long Shutdown after the LHC Run 1, the ID was subject to important upgrades [95]. The main one is the

addition of a fourth pixel layer in the barrel, in addition to the three already existing ones, the Insertable

B-Layer (IBL) [96], that is positioned 3.33 cm away from the IP. In order to locate a detector so close to

the IP, the beam pipe had to be replaced with a thinner one. The IBL is 72.4 cm long along the z-direction,

and consists of 14 staves that provide full coverage in azimuthal angle. Each stave contains 20 modules,

12 with planar silicon sensors and eight with 3D pixel sensors [97], and each module has 144×328 pixels

with the size of 50×250 μm2, for a total of over 12 million pixels in the entire IBL. The size of the pixels

leads to a resolution of 40 and 8 μm respectively in the longitudinal and transverse direction. The three

outer pixel layers are located at 5.05, 8.85 and 12.5 cm from the IP. Each module contains 80 pixels

of 50×400 μm2, leading to a spatial resolution of 115 and 10 μm respectively in the longitudinal and

transverse direction. The two end caps, on the two sides of the detector, consist of three wheels each,
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FIGURE 2.15: Layout of the ATLAS ID. Figure from Ref. [95].

with a radius of 34 cm and located at 49.5, 58.8 and 65.0 cm from the IP. To ensure a good performance,

the pixel detectors need to be kept at a low and stable temperature, between -15◦ C and 5◦ C for the IBL,

and between -15◦ C and -10◦ C for the other layers.

Semi-conductor tracker

The ATLAS Semiconductor Tracker (SCT) is composed by 4088 silicon micro-strip modules with binary

readout mounted on carbon fibre composite structures, and is organized in four cylinders in the barrel and

nine disks in each of the forward regions [98]. The cylinders have radii of 30.0, 37.3, 44.7 and 52.0 cm

and provide a coverage for |η| < 1.1 − 1.4, while the disks cover the region with 1.1 − 1.4 < |η| < 2.5.

Out of the 4088 SCT modules, 2112 modules are in the barrel, and contain single-sided p-in-n silicon

strips, with a pitch of 80 μm. In each module, the strip sensors are positioned back to back with an

angle of 40 mrad, to be able to access information on the z-coordinate as well. The end-cap modules use

strips with width between 56.9 and 94.2 μm. These choices lead to a spatial resolution of 580 μm in the

longitudinal direction and 17 μm in the transverse one. Also the SCT components need to be kept at a

low temperature, between -15◦ C and -5◦ C.

Transition radiation tracker

The TRT is the outermost layer of the ID. In the barrel it consists of 52544 straw tubes with a length

of 1.5 m disposed parallel to the beam direction, while each end-cap contains 122880 straw tubes 0.4 m

long disposed perpendicularly to the beam axis. Each tube is 4 mm in diameter, and has in the inside gold

plated tungsten wire as anode with a diameter of 31 μm. The tubes are filled with a mixture of 70% Xe,

27% CO2 and 3% O2; due to a gas leakage, in 2016 part of the TRT tubes have been filled with a cheaper

mixture of 80% Ar and 20% CO2. The TRT has a pseudorapidity coverage up to |η| < 2 and it provides

tracking information only in the (r-φ) plane, with a resolution of 130 μm.
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2.3.4 Calorimeters

The ATLAS calorimeter system is located outside the ID and the magnetic field of the solenoid, as shown

in Fig. 2.16. The ECal is closer to the IP, while the HCal is on the outside; both systems have a barrel

and an end-cap section. The combined thickness of the calorimeter system is about 11 interaction lengths

to ensure the longitudinal containment of energetic jets, as well as a good reconstruction of the energy

imbalance in the event, which is a measure of the energy carried away by neutral weakly-interacting

particles. The total pseudorapidity coverage is up to |η| < 4.9.

FIGURE 2.16: Layout of the ATLAS calorimeter system. Figure from Ref. [67].

Table 2.2 summarizes the energy resolution of the different subsystems. As expected from the discus-

sion in Section 2.2.3, the resolution is better for electromagnetic showers than for the hadronic ones. For

example, a 1 GeV particle detected in the ECal has an energy resolution of about 19%, while 50% (100%)

if detected in the HCal barrel (end-caps). On the other hand, a 1 TeV particle has an energy resolution

of 0.7% in the ECal and 3% (10%) in HCal barrel (end-caps), and in this case the resolution is domi-

nated by the constant term, related to instrumental effects and to the different response of the detectors to

electromagnetic and hadronic showers.

Component σE/E

ECal 0.1/
√

E[GeV]
⊕

0.17/E
⊕

0.007

HCal barrel 0.5/
√

E[GeV]
⊕

0.03

HCal end caps 1/
√

E[GeV]
⊕

0.1

TABLE 2.2: Energy resolution of the ATLAS calorimeters.

Electromagnetic calorimeter

The ECal is a sampling calorimeter with Liquid Argon (LAr) as active material and lead plates as ab-

sorber, both in the barrel and in the end caps. The lead plates have a characteristic accordion shape and,
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FIGURE 2.17: (a) Schema of a barrel module of the ATLAS ECal. Figure from Ref. [67].

(b) Accordion shape of the metal plates of the ECal.

in the barrel, are oriented in the radial direction. Before the ECal, a presampler provides the information

necessary to reconstruct the amount of energy lost in the passive material of the solenoid. The design

of a LAr barrel module is shown in Fig. 2.17(a), where it is possible to see the segmentation in three

layers with decreasing granularity: the first layer is finely segmented in pseudorapidity, with strips of

Δη × Δφ = 0.0031 × 0.098; the second layer has towers of Δη × Δφ = 0.025 × 0.025 to measure the

clusters, while the third layer has wider towers of Δη ×Δφ = 0.05× 0.0245 to provide an estimate of the

energy leaking outside the ECal. The LAr barrel offers pseudorapidity coverage up to |η| <1.475, and

the thickness of the detector varies from 22 X0 at η = 0 to 33 X0 at |η| = 1.3. Each of the two end-cap

regions consists of two coaxial wheels, of eight modules each, that cover the region 1.375 < |η| < 3.2,

with a thickness varying between 26 and 36 X0 for the inner wheel and between 24 and 38 X0 for the

outer wheel. The end-cap modules are divided into two layers, again with decreasing granularity.

Hadronic calorimeter

The hadronic calorimeter is composed of three subsystems with different technologies: the Tile barrel

calorimeter (TileCal) [99] is a sampling calorimeter with plastic scintillator as active material and steel as

absorber, the hadronic end-cap calorimeter (HEC) uses copper as absorber and liquid argon as scintillator,

while the forward calorimeter (FCal) also uses liquid argon in the active layer but has tungsten rods

embedded in a copper matrix as absorber. The choice of the materials is driven by the need to have

detectors more resistant to radiation in the forward region, where the flux of particles is larger.

TileCal covers the pseudorapidity region with |η| < 1.7, and is divided into a central long barrel (LB),

5.8 m long, and two extended barrels (EBs), 2.6 m long; the TileCal inner radius is 2.28 m, and the outer

radius 4.25 m. Each barrel is divided in 64 modules, disposed on the φ direction and each having the size

of 0.1 radians. Each module is further segmented radially into three layers with thicknesses of about 1.5,

4.1 and 1.8 λI in the LB and 1.5, 2.6 and 3.3 λI in the EB; a schematic of one module is shown in Fig.

2.18(a). Ionizing particles passing through the plastic scintillator (polystyrene) produce ultra-violet light,

which is then collected at the two edges of each tile and converted to the longer wavelength of visible

light by wavelength-shifting fibers. The fibers, with a diameter of 1 mm each, transmit the light to the

readout PMTs located in the grinder.

An approximately projective geometry, shown in Fig. 2.19, is provided by the grouping of the readout

fibers into the PMTs: this defines a cell structure, and each cell has dimension Δη × Δφ = 0.1 × 0.1
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(a) (b)

FIGURE 2.18: (a) Schematic representation of a TileCal module and its interface with the

optical readout. Figure from Ref. [67]. (b) TileCal modules before the installation.

in the first two layers and Δη × Δφ = 0.2 × 0.1 in the third layer. Special cells cover the gap region

between the LB and the EB: the gap scintillators in the pseudorapidity region 1.0 < |η| < 1.2 and the

crack scintillators in the region 1.2 < |η| < 1.6, in front of the LAr end caps.

FIGURE 2.19: Layout of the projective geometry of the TileCal cells. Figure from Ref.

[67].

The HEC shares the same cryogenic system as the ECal end caps, and covers the region with 1.5 <
|η| < 3.2. Liquid argon is more resistant to radiation than the plastic scintillator used in TileCal, and is

therefore the preferred choice in the end-cap region. Each side of the HEC consists of two wheels with

outer radius of 2.03 m, and each wheel is composed by 32 identical modules. The electromagnetic signal

produced in the LAr is collected by cathodes on the plates.

The FCal provides coverage in the forward region with 3.1 < |η| < 4.9. The FCal modules are

located at high pseudorapidity, at a distance of 4.7 m along the z-axis from the IP.



48 Chapter 2. LHC and ATLAS

2.3.5 Muon spectrometer

The muon spectrometer (MS) [100], shown in Fig. 2.20, is the outer layer of the ATLAS detector, and

is located in the magnetic field produced by the 4 T toroidal magnets described in Section 2.3.2. It is

designed to provide a pT measurement with a relative uncertainty of 3% for muons of intermediate pT,

and to maintain a low uncertainty also at higher pT (about 10% for muons with pT of 1 TeV). It consists

of four different muon chambers, two dedicated to the precise measurement of the muon tracks traversing

the detector, and two providing fast event selection for the trigger system.

FIGURE 2.20: Layout of the ATLAS muon system. Figure from Ref. [67].

The two systems dedicated to precision measurement are the Monitored Drift Tubes (MDT) and the

cathode strip chambers (CSC), both present in barrel and end caps. The MDTs are proportional drift

chambers covering the region |η| < 2.7; they are made of aluminium tubes with a diameter of 30 mm

and a length between 700 and 6300 mm, and a cathode wire made of an alloy of tungsten (97%) and

rhenium (3%). The filling gas is a mixture of Ar, N2, and CH4 with percentages respectively of 91%, 4%

and 5%. The CSCs are multi-wire proportional chambers that cover the region with 2.0 < |η| < 2.7,

where the shorter drift time of this detector (30 ns compared to the 480 ns of the MDTs) allows to better

cope with the increase in particle flux in the forward region. The anode wires in the CSCs are made of

the same tungsten-rhenium alloy of the MDTs and have a 2.54 mm pitch, which is the same distance

separating them from the copper cathode strips, creating a symmetric cell. The gas inside the chamber is

a mixture of 30% Ar, 50% CO2, and 20% CF4. The spatial resolution is 40 μm in the bending plane and

5 mm in the perpendicular plane.

The muon trigger system needs to be able to identify events with energetic muons in a timescale

compatible with assigning them to the correct bunch crossing, that are spaced by 25 ns. The two trig-

ger chambers are the resistive plate chambers (RPC) and the thin gap chambers (TGC). The RPCs are

arranged in three layers in the barrel region, outside the outermost MDT layer. Each narrow chamber

consists of two parallel resistive bakelite plates and is filled with a mixture of 94.7% C2H2F4, 5% Iso-

C4H10, and 0.3% SF6. The signal is readout by metal plates through capacitive coupling, providing a time

resolution of 1.5 ns, while the space resolution is about 1 cm. The RPC also provides the φ coordinate for

the track, which is not measured by the MDTs. The TGCs are multi-wire proportional chambers located

in the end caps, filled with a mixture of 55% CO2 and 45% n-C5H12. Contrary to the CSCs, the TGCs

are characterized by a distance between the cathode and the anode shorter than the anode pitch. The
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pseudorapidity coverage is 1.05 < |η| < 2.7 for tracking and 1.05 < |η| < 2.4 for triggering; the time

response is similar to that of the RPCs, while the spatial resolution is better: between 2 and 7 mm.

2.3.6 Luminosity measurement

An accurate determination of the luminosity is important both for SM measurements, where often the

luminosity uncertainty can dominate in some cases, and for BSM searches, where a precise background

estimate is a key ingredient to be sensitive to a signal. In the ATLAS detector the luminosity measurement

is performed with redundancy by multiple luminometers that use different technologies and algorithms, to

allow a better determination of the final number and to assign systematic uncertainties. The instantaneous

luminosity in Equation 2.8 can also be expressed following the conventions in Ref. [101] as product of

the number of bunch crossings Nb and the average luminosity per bunch cross < Lb >:

L = Nb < Lb >= Nb
f < μ >

σinel
. (2.26)

With respect to the nomenclature of Equation 2.8, < μ > is the average pileup per bunch crossing

and σinel the inelastic pp cross-section. Because of the finite acceptance and efficiency of the detector,

what is measured is:

Lb =
f < μvis >

σvis
, (2.27)

where < μvis > and σvis are the product of the corresponding quantities in Equation 2.26 and the accep-

tance and efficiency of the detector. Out of these two quantities, < μvis > is directly measurable during

the collisions, while σvis is determined with the van der Meer (vdM) method [102], carried out in the

dedicated vdM runs. These are special runs with low bunch intensity and number of bunches, where a

variation (scan) of the overlap of the two beams in the x- and y-direction is performed; the beam param-

eters and the peak of visible interaction rate per bunch crossing during the scan can be used to determine

the visible cross-section and therefore calibrate each subsystem.

We can express the luminosity per bunch cross as:

Lb = n1n2 f
∫

ρ1(x, y)ρ2(x, y) dx dy , (2.28)

where ρ1(x, y) and ρ2(x, y) are the particle densities in the two colliding bunches at the IP. Under the

assumption that these densities can be factorized into the horizontal and vertical components, we can

write Equation 2.29 as:

Lb = n1n2 f Ωx(ρ1(x), ρ2(x))Ωy(ρ1(y), ρ2(y)) , (2.29)

where Ωx/y defines the beam overlap in the x/y direction.

The relevant quantity in physics analyses is the integrated luminosity over a defined period of time.

The basic time unit over which the integrated luminosity is computed and stored is the luminosity block

(LB), whose duration is defined by the ATLAS trigger system and is typically about one minute. The

data contained in each LB is collected with the same detector conditions, and the integrated luminosity is

computed as the average instantaneous luminosity multiplied by the LB time duration.

ATLAS has two primary specifically-designed luminometers, LUCID-2 (LUminosity measurements
using Cherenkov Integrating Detector) and BCM (Beam Conditions Monitor), whose results are com-

pared with the one obtained by other ATLAS subsystems that measure luminosity through quantities that

are sensitive to it, such as the number of tracks or the flow of particles.



50 Chapter 2. LHC and ATLAS

Bunch-by-bunch luminometers

The two dedicated luminometers are able to provide information for individual bunch crossings, each

labeled by a bunch-crossing identifier (BCID).

BCM consists of four 8 × 8 mm2 diamond sensors, located at z = ±184 m from the IP and disposed

in a cross shape around the beam pipe, at |η| = 4.2. Beside luminosity measurements, BCM is also used

to recognize beam losses so that the beam can be dumped before damaging the silicon detectors.

LUCID is located 17 m from the IP, at 5.6 < |η| < 6.0, and consists on each side of 16 Cherenkov

detectors built by aluminum tubes with a diameter of 10 mm. Cherenkov radiation is produced in the

passage of particles through the quartz windows of the PMTs. A signal over threshold produces a hit for

that bunch crossing.

Tracker-based algorithms

The ID, described in Sec. 2.3.3, records the passage of charged particles as tracks. The number of

such charged tracks in each bunch crossing is proportional to the luminosity, and can be used as <
μvis > if averaged over a LB. During collisions partial data, selected with a random trigger that has the

same probability of firing for each colliding bunch, are recorded in a dedicated stream. Because of the

high number of colliding bunches, to achieve enough statistical precision the luminosity is provided as

integrated over the LB; instead, during vdM scans, bunch-by-bunch luminosity can be provided. The

reconstruction of the tracks used in this process is described in Sec. 4.1.

Bunch-integrating devices

The long-term stability of the luminosity measurement provided by BCM, LUCID and the track system

is checked with devices that are sensitive to the flux of particles through the detector. This technique

only allows to measure the instantaneous luminosity integrated over a time of a few seconds, and not

bunch-by-bunch.

A subdetector capable of providing such measurement is TileCal, described in Sec. 2.3.4. The current

generated by the PMTs is proportional to the total number of particles; this current is not read through

the digital readout system, but through an integrator system sensitive to currents between 0.01 nA and

1.2 μA over a time window of 10-20 ms. The current induced in different cells varies largely with the

cell position: the ones that receive a larger amount of particles are the ones around |η| = 1.25 and in

the inner part of the detector (as the hadronic shower is stopped while it passes through the calorimeter).

The TileCal luminosity measurement is not calibrated during vdM scans, but is instead equalized to

LUCID or the track measurement for one specific run, and the calibration constant between current and

luminosity allows to measure the luminosity also in different runs. More details on the TileCal luminosity

measurement are given in Appendix D.

Additional systems used in the luminosity determination are the LAr-based calorimeters in the end

caps, the electromagnetic one and the FCal. In both systems the high-voltage (HV) system maintains

a constant voltage by supplying a continuous injection of current that counterbalances the voltage drop

caused by the flux of particles in a certain sector. The measurement of this current provides a luminosity

measurement. Also LAr systems are not calibrated during the vdM scan, but each HV run is calibrated to

the baseline luminosity algorithm over a physics run.

2.3.7 Trigger system

With the nominal bunch spacing of 25 ns, the LHC produces collisions at a frequency of 40 MHz. This

exceeds by several orders of magnitude the current capability to write events to disk; therefore the ATLAS

trigger and data acquisition (TDAQ) system selects and records the events that are considered interesting

for analyses. The TDAQ system has been updated between Run 1 and Run 2 [103] and it currently consists

of a hardware Level 1 (L1) trigger and a single software-based high-level trigger (HLT). A schematic
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view of the Run 2 ATLAS TDAQ system is shown in Fig. 2.21. L1 is the first step in the chain, and

reduces the output rate from 40 MHz to about 100 kHz. It uses reduced-granularity information from

the calorimeter systems and from the muon RPC and TGS to select events with interesting objects and

saves the information about the region of interest (RoI). L1 has a latency time of 2.5 μs; this corresponds

to about 100 collisions, whose information has to be temporarily stored in buffers before the L1 Central

Trigger Processor (CTP) finalizes a decision based on the inputs from the Level 1 Calorimeter trigger

(L1Calo), Level 1 Muon trigger (L1Muon) and the Level 1 Topological trigger (L1Topo).

During Run 1 the HLT consisted of two separate levels that in Run 2 have been merged to have a

simpler setup and better resource sharing. The HLT uses information with finer granularity from the

calorimeter systems, precision tracking from the muon spectrometer and tracking information from the

ID, not available for L1. The HLT reduces further the event rate to about 1 kHz, and has a processing

time of about 0.2 s per each event.

A trigger chain is a set of selections that characterize a certain trigger object, and the list of all available

trigger chains defines the trigger menu; some of the items on the menu are unprescaled, which means all

the events firing that trigger are stored, while others are associated to a prescale constant P such that only

a fraction 1
P of the events firing the trigger are stored.

(a)

FIGURE 2.21: Schematic view of the Run 2 ATLAS TDAQ system. Figure from Ref.

[103].

2.3.8 ATLAS operation

ATLAS has been successfully recording the collision data delivered by the LHC in Run 1 and Run 2.

Figure 2.22 shows the cumulative luminosity delivered by the LHC between the declaration of stable

beams and the request to put the detector in standby for beam dump as well as the luminosity recorded
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by ATLAS in 2015 and 2016, which is the dataset used in the analyses described in this thesis. The

difference between the two derives from inefficiencies of the data acquisition system and from the "warm

start" procedure: the high voltage of the tracking devices and the preamplifiers of the pixel detector are

turned on after the start of stable beams [65].
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FIGURE 2.22: Cumulative luminosity versus time delivered to (green) and recorded by

ATLAS (yellow) during stable beams for pp collisions at
√

s = 13 TeV in (a) 2015, (b)

2016, and (c) 2017. (d) Cumulative luminosity versus time in 2015-2017 certified to be

good quality data (blue). Figure from Ref. [65].

At the time of this writing, the 2017 dataset has been collected but not yet analyzed. The delivered and

recorded luminosity for 2017 is shown in Fig. 2.22(c). Not all the recorded luminosity can be used for

physics analyses, as most of these require a good state of all the detector subsystems. This is checked for

each luminosity block; the ones with poor detector conditions are disregarded, while the ones that pass

this criteria form the good run list (GRL), which imposes requirements on the quality of the beams and of

the detector. Figure 2.22(d) shows the total cumulative luminosity for the 2015-2017 period, highlighting

the portion that enters the GRL.



53

3 | Proton-proton interactions and their
simulation

Proton-proton interactions at the LHC are complex processes that span very different energy scales. In

order to interpret the experimental data it is essential to develop a good understanding of the physics

involved in the pp collisions, and the ability to simulate the various processes is also crucial to be able to

compare the observed data with the patterns predicted by the theory. Section 3.1 focuses on the description

of our understanding of a pp collision, while Section 3.2 discusses the event-simulation process; the main

Monte Carlo (MC) generators used in the ATLAS Collaboration are described in Section 3.3, and Section

3.4 touches briefly on the topics of detector simulation and data-driven corrections.

3.1 p-p interactions

In hard-scattering processes, where the momentum transfer is much higher than the proton mass [104],

a pp collision is easier to understand in terms of interactions between the constituents of the protons,

quarks and gluons, collectively referred to as partons. A schematic view of pp event is shown in Fig.

3.1. In this particular example, the interaction between a quark and a gluon leads to a final state with a Z

boson and jets.

underlying
event
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(π

hadronisation

parton
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−μ+μ
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FIGURE 3.1: Schematic representation of a pp, involving a quark-gluon scattering that

leads to a final state consisting of a Z boson and a hard jet. Figure from Ref. [104].

As in can be appreciated from the figure, the hard process, which can be computed in perturbation

theory, takes place between two of the proton’s partons; the probability that a gluon or a specific quark

type takes part in the hard scattering is described by the parton distribution functions (PDFs), discussed

in Section 3.1.1. If the products of the hard scattering are quarks or gluons, they first of all loose energy
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by radiating other gluons (which in turn can generate quark-antiquark pairs through gluon splitting) in

the process of parton shower; successively they evolve to stable hadrons in the lower-energy hadroniza-

tion process, which we can describe only through phenomenological models. This picture is further

complicated by the fact that also initial-state quarks and gluons can radiate. Also, the other partons not

contributing to the hard scattering can interact, originating what is referred to as the underlying event.

3.1.1 Factorization theorem

The hard scattering between the partons inside the proton takes place in a kinematic regime where the

strong coupling constant, αs, is small and therefore the partonic cross-sections can be computed in pertur-

bation theory. Thanks to the factorization theorem [105], the generic production cross-section for a final

state X can be expressed in terms of the partonic cross-section σ̂ as:

σ(pp → X) = ∑
i,j

∫
dx1dx2 fi(x1, μ2

F) f j(x2, μ2
F) σ̂ij→X(x1x2s, μ2

R, μ2
F) . (3.1)

The i and j indexes run over all possible partons, and fi(x1, μ2
F) is the PDF for the parton of type i,

representing the distribution of probability for that parton to carry a fraction x1 of the proton momentum

when the proton is probed at a scale μF (factorization scale). σ̂ij→X is the partonic cross-section, computed

at the partonic center of mass energy
√

ŝ; it has to be noted that
√

ŝ is lower than the total center of mass

energy, as
√

ŝ = x1 × x2 × s, where x1 and x2 are the fraction of the proton momentum that is carried by

each of the two partons. Although the partonic cross-section depends on μF and on the renormalization

scale μR, which is the scale used for the evaluation of αs, when considered at all orders in perturbative

QCD this dependence disappears. Higher-order calculations exhibit a reduced scale dependence, and are

therefore used whenever available.

3.1.2 Parton density functions

The partons inside the proton can not be observed as free particles, and therefore their PDFs can not be

computed with perturbative QCD. In particular, for a given scale, it is not possible to predict theoretically

the probability distribution of the parton’s momentum fraction. Instead, once the PDFs are known at a

certain scale, their energy evolution is determined by the equations derived independently by Dokshitzer

[106] , Gribov and Lipatov [107], and Altarelli and Parisi [108] (DGLAP equations):

∂q(x, Q2)

∂logQ2 =
αs

2π

(
Pqq ⊗ q + Pqg ⊗ g

)
,

∂g(x, Q2)

∂logQ2 =
αs

2π

(
∑

i
Pgq ⊗ (qi + q̄i) + Pgg ⊗ g

)
.

(3.2)

In the expressions above, q(x, Q2) and g(x, Q2) denote the quark and gluon PDFs respectively, Pij de-

scribes the i → j parton splitting function, which corresponds to the probability of the outgoing parton j
to be emitted at a virtuality scale Q2 and carry a fraction x/y of the mother parton momentum. and ⊗ is

a symbol for the convolution integral:

P ⊗ f ≡
∫ 1

x

dy
y

fq(y) P
(

x
y

)
. (3.3)

As mentioned above, the PDFs have to be determined experimentally. This is done by several col-

laborations through fits (with typically 10 to 30 parameters) to data from deep inelastic scattering (DIS)

experiments. As an example, Figure 3.2 shows the next-to-leading order (NLO) PDFs obtained by the

MSTW Collaboration for two different scales, Q2 = 10 GeV2 and Q2 = 104 GeV2. As can be appreciated,

with the increase of Q2, the shape of the PDFs changes to favor lower x values. At low x values the gluon
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PDF is dominating (and this effect increases with Q2), while for high x values the PDFs of the valence

quarks are more relevant.

FIGURE 3.2: MSTW 2008 NLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2. Figure from

Ref. [109].

3.2 Event simulation

The main steps in the simulation of a pp collision consists of:

• Computation of the matrix elements (MEs) for the hard process.

• Parton shower (PS) evolution and matching between PS and MEs.

• Hadronization and decay of unstable particles.

• Simulation of the underlying event and pileup.

In the next sections, each step is summarized in its main features.

3.2.1 Matrix element

As discussed e.g. in Ref [110], the partonic cross-section for the production of the final state X starting

from the partons i and j, necessary to compute Equation 3.1, can be expressed at all orders as:

σ̂ij→X =
∞

∑
k=0

∫
dΦX+k|

∞

∑
l=0

M(l)
X+k|2 . (3.4)

In this expression, the index k denotes the number of final-state quarks and gluons produced in addition

to X (legs) and M(l)
X+k the amplitude to produce the final state X + k computed with l virtual loops. To

compute a cross-section is not possible to extend these sums to infinity, and the number of extra partons

and the number of loops identify the perturbative order of the cross-section. In particular:
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• The lowest possible order for the calculation of σ̂ij→X is the leading order (LO), where k = l = 0.

• l = 0, k = n represents the LO computation for the production of X + n jets.

• k + l ≤ n corresponds to a NnLO prediction for the production of X, while Nn−kLO for the

production of X in association with k jets.

At each order, the computation of the MEs implies a choice of the factorization and renormalization

scales (μF and μR, respectively). These scales are not predetermined, and are typically set to values

related to the characteristic energy scale of the considered physical process. The impact of this subjective

choice is taken into account by evaluating each production cross-section at different scales (typically

varying the nominal scale by a factor of two up and down), and assigning the difference as a systematic

uncertainty in the cross-section estimate.

3.2.2 Parton shower

A theorem by Kinoshita, Lee and Nauenberg (KLN theorem) [111,112] guarantees that, when computing

inclusive cross-sections, the logarithmic divergences arising from collinear splitting cancel against the vir-

tual corrections order by order in perturbation theory. This does not hold anymore when we are interested

in the computation of a differential cross-section, for example with a specific number of accompanying

final-state extra partons, as it could be the case l = 0, k = 1 in Equation 3.4. In this case, the kinematic

of the basic inclusive event is simulated at fixed order, and the QCD emission process (splitting) is car-

ried out by the PS algorithms [113], which generate an ordered sequence of emissions with decreasing

angle or energy; the PS approximation consists in retaining only singular parts of the MEs, namely those

corresponding to low angles and energies, obtaining a leading logarithm (LL) accuracy. Starting from the

cross-section for the production of n particles, the cross-section for the production of n + 1 particles is

calculated based on the parton splitting function Pij (described in Section 3.1.2):

dσn+1 ≈ dσn
αs

2π

dt
t

Pij(z, t) dz (3.5)

The probability for a parton to evolve from an energy t to a lower energy t′ without splitting is encoded

in the Sudakov form factor:

Δi(t, t′) = exp

⎛⎝− ∑
j∈{q,g}

∫ t′

t

dt̄
t̄

∫ zmax

zmin

dz
αs

2π

1
2

Pij(z, t)

⎞⎠ , (3.6)

There are three types of emission processes that are described by the PS: g → qq̄, g → gg and

q → qg. Equation 3.6 is sampled with MC techniques to produce the sequence of splittings, until the

hadronization scale is reached; this describes final-state radiation (FSR).

Also incoming particles can emit extra partons, giving rise to initial-state radiation (ISR). While in the

case of FSR the first emissions are harder than subsequent ones, for ISR the ordering is inverted, and the

showering is performed with a backwards-evolution algorithm [114].

3.2.3 Matching

When a process F is simulated with LO MEs plus PS, as illustrated in the left diagram in Figure 3.3, the

hardest extra jet is described at LL accuracy. One might wish to improve the accuracy of the description

of the event by adding the LO MEs for the process F with the addition of one extra parton (F+1), as in

the second diagram in Figure 3.3. In this figure, the boxes are only partially filled to indicate the phase-

space restriction necessary to deal with the divergence of the F+1 MEs. The naive addition of these two

pieces leads to double counting of configurations, as illustrated in the third diagram of Figure 3.3. This
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FIGURE 3.3: Illustration of the source of possible double-counting originating from

adding cross-sections involving matrix elements with different numbers of legs when in-

terfaced to parton showers. Figure from Ref. [110].

double-counting problem worsens with the increase of the number of extra legs that we want to add to the

MEs.

Different methods have been designed to match MEs to showers such that, for each order in perturba-

tion theory, double-counting is avoided. The three main strategies are [115]:

Unitarity This approach consists in correcting the shower splitting functions by multiplicative factors

obtained as the ratio of the ME to PS approximation:

Matched = Approximate
Exact

Approximate
.

When these correction factors are inserted in the shower evolution, they guarantee that the shower

evolution of the process F describes correctly also the F+1 MEs, without actually adding the F+1

sample. This strategy has traditionally been worked out only for one extra parton emission.

Subtraction The subtraction approach consists in correcting the PS by the difference between the MEs

and the PS:

Matched = Approximate + (Exact − Approximate) .

With this strategy, the corrections are not resummed and the events are weighted. This is the

strategy used in MC@NLO [116–118], and the POWHEG method [119] is a hybrid between this and

the unitarity approach.

Slicing The slicing approach divides the phase space into two regions: one described mainly by the MEs

(by vetoing shower emissions below a cutoff scale, the matching scale), and one mainly by the PS:

Matched(above matching scale) ≈ Exact(1 +O(αs)) ,
Matched(below matching scale) = Approximate + (Exact − Approximate)

≈ Approximate ,

where the last approximation holds because, below the matching scale, the MEs and the PS give

similar results. With the slicing strategy, the corrections are not resummed and the events are

weighted, but the weights are all positive. This approach can be extended beyond the first extra

emission. Examples of this approach are the CKKW [120] and MLM [121,122] prescriptions. The

MLM approach at NLO is known as FxFx [123].

3.2.4 Hadronization

At the end of the shower we have emissions at very low energy, which correspond to high values of

the strong coupling constant. When the strong coupling becomes of order unity, the interaction is very
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strong and this is presumably what causes the confinement of the colored partons into colorless hadrons

(primary hadrons), that can in turn decay to secondary hadrons. This transition is described through

phenomenological models since the hadronization scale, that corresponds also to the infrared (IR) cutoff

of the parton shower, is outside the perturbative regime of QCD. At the end of the shower, the color, flavor

and momentum distribution is already organized, and the hadronization process can only cause a local

redistribution. Two main hadronization models used in MC generators are:

String Model The string model [124], whose schematic is depicted in Figure 3.4(a), is based on linear

confinement: the potential energy between two colored particles increases linearly with their dis-

tance, when the distance is greater than about 1 fm (while at shorter distances also a Coulomb term

is present). The term "string model" comprises several different models, among which the most

used nowadays is the Lund model [125, 126]. A color string forms that joins the final state in a

string configuration of field energies, and hadrons originate from the breakups of the string. The

proportionality constant of the linear inter-quark potential can be measured from quarkonia spectra

or from lattice QCD, and results to be ≈ 1 GeV/fm. The main difference between quarks and glu-

ons resides in the fact that, while quarks are connected to one single string, gluons are connected to

two strings and have therefore a rate for hadron production twice that of quarks. The fragmentation

function determines the probability of a given hadron to carry a certain fraction of the available

momentum. In the Lund model the form of the fragmentation function is constrained by the left-

right symmetry necessary to make the model independent on the sequence of string breakups. The

resulting function depends on the mass and transverse momentum (pT) of the hadron, leading to

heavier hadrons carrying on average a higher fraction of the momentum.

Cluster Model The cluster model, sketched in Figure 3.4(b), is based on the preconfinement property of

QCD. Color-singlet combinations of partons, referred to as clusters, are formed during the parton

shower, and then decay to (possibly unstable) hadrons. Heavier clusters may first split through non-

perturbative processes, and decay first to a pair of clusters or to a cluster and a hadron; this process

continues until all clusters are transformed into hadrons. The mass distribution of the preconfined

clusters results to be independent on the scale and nature of the original hard process. This universal

distribution of the cluster mass peaks below 1 GeV, with a tail that extends to above 10 GeV.

(a) (b)

FIGURE 3.4: Schematic view of (a) the string hadronization model and (b) the cluster

hadronization model. Figure from Ref. [127].
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These two hadronization models were developed in the 1980’s, and since then there has been no

fundamental progress in the theoretical understanding of hadronization. When the simulation of the

events stops before hadronization, it is referred to as "parton-level".

3.2.5 Underlying event

The partons from the colliding protons that do not participate in the hard scattering can undergo interac-

tions as well, giving origin to multiple parton interactions in the same collision (underlying event). These

secondary interactions are in general of lower momentum, since the ME is larger for low momentum

transfer, and will contribute to the activity along the beam direction, less in the transverse plane. When

the two protons pass through each other the likelihood of having multiple parton interactions depends on

the overlap between the two protons. To model the underlying event, the assumption is made that these

processes are 2 → 2 scattering; the ME for these diverges at small angle, so the modeling is dependent

on the chosen pT cutoff. Because of the low-pT nature of the underlying event, its description is based

on phenomenological models [128, 129]. To model the data, color reconnection between the primary

interaction and the underlying event is needed.

3.2.6 Pileup

The term pileup refers to additional pp interactions taking place in the same bunch crossing (in-time

pileup) or in events in different bunch crossings (out-of-time pileup). The presence of pileup challenges

the reconstruction of the event, as it gives rise to extra activity overlapping with the products of the hard-

scattering. The techniques used to model in-time pileup are the same as for the underlying event; for

out-of-time pileup, similar methods are used but simulating the time response of the detector electronics

to collisions from the previous bunch crossing.

3.3 Monte Carlo generators

The simulations described in the above sections are carried out by event generators, that can be either

general purpose, if they can reproduce all of the steps of the event generation, or specialized to one

functionality. In this section the main characteristics of the generators used in the analyses described in

this thesis are reviewed.

3.3.1 General purpose generators

Several independent codes allow to study the effects of different modeling of the hadronization and dif-

ferent choices for the parton shower. The three main general-purpose event generators are:

PYTHIA [130, 131] PYTHIA is a general purpose generator that uses LO MEs for 2 → n (n ≤ 3)

processes; it is capable of simulating both hard and soft interactions, including ISR and FSR and

multiple parton interactions. It uses a pT-ordered parton shower and the Lund string hadronization

model. It is commonly used as a PS generator, interfaced with a different generator that computes

the MEs.

HERWIG [132–134] has the same capabilities as PYTHIA with few small differences. It computes 2 → 2
LO MEs. The partons shower is ordered by the angle of the emitted parton. Gluon splitting pro-

cesses (g → qq̄ and g → gg) in the collinear approximation are not symmetric in the azimuthal

direction due to interference of positive and negative helicity states in the original gluon. While

PYTHIA uses a method that takes these affects into account only partially [135], HERWIG uses one

that fully includes spin correlations [136]. The hadronization is based on the cluster model. HER-

WIG is typically interfaced with the standalone software JIMMY [137] that simulates the underlying

event.
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SHERPA [138] The SHERPA event generator can provide multi-leg MEs both at LO (up to four extra

partons) and at NLO (up to two extra partons). The matching between the ME and the dipole-type

parton shower [139] follows the CKKW prescription. It uses a cluster hadronization model.

The recent versions of all three generators are coded in C++, but HERWIG and PYTHIA were originally

developed in Fortran.

3.3.2 Matrix elements generators

The generators described in this section do not provide a full description of the event, but aim instead at

improving the computation of the MEs, and can be afterwards interfaced to a general purpose generator

to simulate parton shower, underlying event and pileup. The most common ME generators are:

POWHEG-BOX [140] In this framework it is possible to implement NLO ME computations, using the 5

flavor scheme. It uses the POWHEG method for matching.

MADGRAPH5_AMC@NLO [141] This generator can compute MEs at LO for any user-specified la-

grangian, and at NLO accuracy for selected processes. The NLO calculation implements the

MC@NLO method. It is then interfaced to a parton shower using the MLM prescriptions at LO

and the FxFx prescription at NLO.

3.3.3 Specialized generators

The specialized generators provide a better description of one specific aspect of the MC simulation. Some

of them are:

EVTGEN [142] This package simulates the decay of heavy flavor particles, in particular B and D
hadrons. In the simulation of the decay it uses decay amplitudes instead of probabilities and it

includes spin correlations. When interfaced with other event generators, it can be used to re-decay

the heavy flavor particles, substituting original decay chains by the more sophisticated simulation

by EVTGEN.

TAUOLA [143] General purpose event generators treat tau leptons as stable particles. The tau decays

are then handled by separated packages like TAUOLA, which includes leptonic and semileptonic

decays, paying attention to the tau polarization. Since the format of the tau-related information is

generator-dependent and the results of the original generator need to be replaces, also the input and

output formats of TAUOLA depend on the generator it is interfaced with.

PHOTOS [144] This generator handles electromagnetic radiation, estimating the size of the quantum

electrodynamics (QED) bremsstrahlung in the collinear approximation, and is used e.g. by TAUOLA.

3.4 Detector simulation

The outcome of the event simulation are the four-vectors of all the stable particles produced in the final

state of the event, stored in the standard HepMC format [145]. When this information is used directly,

the analysis is referred to as "particle level" analysis; furthermore, if we want to filter the simulated

events based on the final state, this can be done at this stage. While the event generation can already

provide information on the kinematic of the event, it is not enough to compare the MC simulations with

the data collected by the ATLAS detector. After the event simulation, the ATLAS simulation chain

[146] (described in Figure 3.5) proceeds with the emulation of the interaction of the particles with the

detector and the signal generated in each of the detector’s subsystems, which is done with the GEANT4

package [147]. The configuration of the detector, including any misalignment, can be set at run time,

and the energy depositions are recorded as hits. The digitalization step takes the input hits from the hard
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scattering, underlying event and pileup and transforms them into detector signals, adding also detector

noise. Also the response of the L1 trigger (described in Section 2.3.7) is simulated at this stage. The

final output of the digitalization is the Raw Data Object (RDO) file, to which the output of the ATLAS

detector itself, which is in "bytestream" format, can be converted as well. The HLT decision and the

event reconstruction run on the RDO data format. After the detector simulation, the MC simulated events

are treated in the same manner as data, going through the object reconstruction procedures described in

Chapter 4.

FIGURE 3.5: The ATLAS simulation chain, compared with the processing of the recorded

data; square-cornered boxes represent algorithms, while data objects are represented as

rounded boxes. Figure from Ref. [146].

The full simulation of the interaction of particles with the ATLAS detector is a CPU-intensive task.

ATLFAST-II [146] is a fast simulation method aiming at simulating the large amount of MC events

required by ATLAS analyses by making use of a simplified detector description. ATLFAST-II has two

components: the Fast ATLAS Tracking Simulation (Fatras) [148], to emulate the response of the ID

and of the muon system, and the Fast calorimeter Simulation (FastCaloSim) [149], that takes care of

the simulation of the calorimeters. The default ATLFAST-II simulation uses the full GEANT4 simulation

for the ID and the muon spectrometer, while it uses FastCaloSim to emulate the energy deposited in the

calorimeters using a parametrization of the longitudinal and lateral energy profile. ATLFAST-IIF uses

both FastCaloSim for the calorimeters and Fatras for the tracking systems. The output of ATLFAST-II

includes all the properties necessary to run the same event reconstruction as with GEANT4 or the real data.

The simulated event samples are normalized to the highest-available-order cross-section, and events

are reweighted so that the simulated pileup distribution matches that observed in the data. Despite the

accurate simulation, residual differences can be present in the reconstruction and selection efficiency

in data and MC simulation. The simulated reconstruction and selection efficiencies are corrected with

multiplicative scale factors (SFs), defined as:

SF =
εdata

εMC
, (3.7)

where εdata and εMC are measured in dedicated data calibration samples and in the equivalent MC simu-

lation, respectively. These SFs can be function of the kinematic of the physics objects in the event (often

pT and η). Some examples of SFs for the physics objects relevant for the analyses described in this thesis

are provided in Chapter 4. Analogously, energy scale and resolution of the different physics objects in

the simulation are corrected to match the corresponding measurements in data.
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4 | Event reconstruction

The particles produced in the pp collisions in the center of the ATLAS detector interact with the detec-

tor material as discussed in Chapter 2. As a result of these interactions, electrical signals are recorded.

Event reconstruction is the process of recombining these digital signals and interpreting them as tracks

and energy deposits in the calorimeters. Finally, a particle identification step is performed, where the in-

formation from the relevant subdetectors is combined to reconstruct as accurately as possible a candidate

physics object. This chapter describes the reconstruction and identification of the objects used in the anal-

yses discussed in this thesis: tracks and vertices, hadronic jets, muons, electrons and missing transverse

momentum.

4.1 Tracks and primary vertices

In ATLAS the identification of tracks from charged particles relies on the information collected by the

ID. The tracking information is crucial to the reconstruction and identification of many types of particles,

including electrons, muons, and the jets originating from the hadronization of a b-quark. Charged particles

traversing the ID deposit energy through ionization, which is read out as hits; in the Pixel detector each

hit corresponds to a space point, while in the SCT the space points are obtained as pairs of hits from

each side of the modules. The space points are used to reconstruct the trajectory of the charged particles,

which is helicoidal and with radius inversely proportional to their momentum, since the ID is surrounded

by a solenoidal magnetic field. The precision on the position measurement of the track depends on the

granularity of the different subsystems of the ID.

After the point of closest approach (perigee) to a given reference is defined, the trajectory of the track

can be described by five parameters:

θ, φ, q/p, d0, z0 , (4.1)

where θ and φ are the azimuthal and polar angle, q/p is the ratio of the charge of the track to the track

momentum, and d0 and z0 are the distance to the perigee in the transverse plane and along the z-axis. The

track perigee parameters are schematically shown in Figure 4.1.

Primary tracks, originating from charged particles with a life time longer that 3 × 10−11 s produced

directly in the hard-scatttering vertex, are reconstructed with an inside-out approach [151]: the seed of the

reconstruction are three hits in the silicon detector, and then compatible hits in the outer layers of the ID

are added with a Kalman Filter [152,153]. The TRT segments that are not associated with primary tracks

are used as starting point to reconstruct tracks from long-lived particles or from material interaction, with

a back-tracking that extrapolates the TRT information to the pixel hits.

Random groups of hits can be wrongly reconstructed as belonging to the helical trajectory of a track

(fake tracks). The amount of fake tracks increases with the increase of pileup, and can be reduced by

tightening the selection criteria of the track, at the expense of reconstruction efficiency. Three different

selection criteria are used for the data collected in 2015 and 2016 (Loose, Loose-Primary and Tight-

Primary), that differ in the requirements on the hits and holes (elements where a hit was expected but

was not registered) in the different ID layers. The track reconstruction efficiency is measured in MC

simulations as the ratio of the reconstructed tracks matched to a generated charged particle over the total
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FIGURE 4.1: Schematic view of the track perigee parameters. Figure from Ref. [150].

number of generated charged particles. The reconstruction efficiency as a function of the track η and pT
is shown in Figure 4.2 for Loose and Tight-Primary tracks.
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FIGURE 4.2: Track reconstruction efficiency, evaluated by using minimum bias simulated

events, as a function of truth η (a) and pT (b) for Loose and Tight Primary track selections.

The bands indicate the total sstematic uncertainty. Figure from Ref. [154].

Tracks are the starting point for the identification of the interaction points, referred to as primary

vertexs (PVs). PVs are reconstructed through a vertex finding algorithm [155], and then the vertex fitting

algorithm identifies the vertex position and refits the tracks adding the constraint of the reconstructed

interaction point. The LHC operates in a high-luminosity regime, which makes it likely to have multiple

pp interactions per bunch crossing, and therefore multiple reconstructed PV candidates. Once all the

PV candidates are reconstructed, the one with the highest sum of the squared transverse momenta of

its associated tracks (∑N−tracks
i p2

T,i) is identified as the hard scattering PV, and the position of physics

objects is recomputed with respect to its coordinates. The other vertices are named pileup vertices, and

their number is correlated to the number of interactions per bunch crossing.
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4.2 Jets

Because of confinement, quarks and gluons produced in the collisions give origin to a collimated spray

of hadrons (jets) that move in the direction of the original parton. When jets interact with the detector,

they loose most of their energy as deposits in the calorimeter systems, which are then grouped together

aiming at reconstructing the characteristics of the original parton.

4.2.1 Clusters

The first step in the jet reconstruction is the procedure that groups the calorimeter cells in three dimen-

sional objects referred to as topological clusters (topoclusters) [156, 157]. Topoclusters are built starting

from seed cells with a signal-to-noise ratio higher than 4. All the neighboring cells with signal-to-noise

ratio higher than two are added with an iterative procedure, and finally a ring of guard cells are added

independently of their signal. This procedure is illustrated in Figure 4.3. Topoclusters are calibrated at the

electromagnetic (EM) scale, which means that the proportionality constant between the readout current

and the particle energy is correct only for particles of an EM shower.

FIGURE 4.3: Topocluster schematic representation. The seed of the cluster is shown in

red, the neighbouring cells are in yellow and the ring of guard cells is in grey.

4.2.2 Jet-finding algorithms

The topoclusters are then grouped together by a jet-finding algorithm. Different algorithm are available,

and in particular the algorithms of the kT-family merge clusters according to the metric di,j, defined as:

di,j = min
(
k2n

T,i, k2n
T,i
) ΔR2

i,j

R2 , (4.2)

where kT,i is the transverse momentum of the cluster, ΔRi,j is the angular distance defined as in 2.24, R
is a fixed parameter, whose value sets the size of the jet, and n is the parameters that defines the kind

of algorithm we are using and therefore the shape of the resulting jets. Equation 4.2 defines the distance

between two clusters, while the cluster-beam distance is defined as:

di,B = k2n
T,i . (4.3)

The grouping of clusters follows an iterative approach:

1. For each topocluster, the distances di,j and di,B are calculated.

2. If, for some i and j, di,j < di,B, the two clusters with the smallest di,j are grouped.
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3. Otherwise, if di,B < di,j ∀i �= j the i-th cluster is defined as a jet.

4. This procedure is iterated until all inputs have been classified into jets.

Depending on the value of the parameter n, we can distinguish different algorithms:

• n = 0: Cambridge-Aachen. The grouping of the clusters depends only on geometrical considera-

tions and not on their momentum.

• n = 1: kT algorithm. Soft clusters are grouped first.

• n = −1: anti-kT algorithm. Groups hard objects first; the shape of the jets is more regular than in

the two previous cases and is a cone of radius R.

The choice of a particular algorithm results in different shapes of the jets, represented in Figure 4.4.

The standard algorithm used by ATLAS is the anti-kT algorithm [158].

FIGURE 4.4: Shape of jets reconstructed with different algorithms. Figure from Ref.

[158].

4.2.3 Jet calibration

As mentioned previously, the inputs to the jet-finding algorithm are calibrated at the EM scale, and its

coordinates refer to the center of the detector. To access a more precise measurement of the jet energy

and kinematics, a sequence of calibration steps is applied; the standard ATLAS corrections are [159]:

Origin correction The direction of the jet is changed to point to the reconstructed hard-scattering PV

rather than to the cented of the detector. This correction improves the η resolution of the jets.

Pileup correction Multiple collisions in the same bunch crossing (in-time pileup), as well as residual

energy from previous collisions (out-of-time pileup), affect the jet energy reconstruction. The effect

of pileup is corrected in two steps [160, 161]: a first correction, dependent on the number of PVs,

uses the jet area to subtract form the jet energy the average energy form pileup events. The jet

area is measured with ghost-association: simulated ghost particles of infinitesimal momentum are

added to the event uniformly in solid angle prior to jet reconstruction, and the jet area is computed

from the fraction of ghost particles associated to the jet after the clusters are merged. A second

correction based on the number of PVs and on the number of interactions per bunch crossing is

then applied to disentangle the effect of in-time pileup and out-of-time pileup.

Absolute calibration The absolute jet energy scale (JES) and η correction is derived comparing in MC

the truth energy of a jet (defined as the energy of the truth jet with ΔR < 0.3 from the calorimeter

jet) with the reconstructed energy, and it also corrects for biases in the η reconstruction [162].

Global sequential calibration The global sequential calibration (GSC) [163] improves the JES reso-

lution by deriving additional corrections based on individual jet properties, e.g. the number of

associated tracks and the fraction of energy deposited in the various layers of the calorimeter.
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In-situ calibration As a last stage, the data-driven calibration (in-situ) [164] corrects for the differences

between MC simulation and data (arising e.g. from imperfect simulation of the detector response

and material interaction). These corrections are derived from events where the jet pT is balanced

against other well measured objects. In the η-intercalibration, dijet events are used to correct the

response of forward jets (with 0.8 < |η| < 4.5) using well-measured central jets (with |η| < 0.8).

The response of central jets is instead measured in Z+jets, γ+jets and multijet events; in Z/γ+jets

events, the pT of the jet is measured against the pT of a well measured Z boson or photon, while

multijet events are used to calibrate central high-pT jets (300 < pT < 2000 GeV) against well

calibrated low-pT central jets.

Jet calibration uncertainties

The calibration procedure described above implies a set of uncertainties. In particular, the ATLAS JES

Run-2 calibration includes a set of 80 systematic uncertainties; 67 of those derive from the in-situ cal-

ibration [159], accounting for modeling uncertainties, sample statistical uncertainty and uncertainties in

the calibration of other physics objects used in deriving the calibration. The other 13 systematic uncer-

tainties derive from the pileup correction, the η-intercalibration and differences in the jet response and

composition for jets of different flavors. The full combination of the uncertainties derived from the first

3.2 fb−1of the Run 2 data is shown in Figure 4.5 as a function of pT at η = 0 and as a function of η at pT
= 80 GeV.
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FIGURE 4.5: Combined uncertainty in the JES of fully calibrated jets as a function of (a)

jet pT at η = 0 and (b) η at pT = 80 GeV. Figure from Ref. [159].

To allow an easier usage of the uncertainties in physics analyses, a reduced set of 19 nuisance pa-

rameters (NP) is provided: the 67 NPs from the in-situ calibration are reduced to six by keeping the five

uncertainties of largest magnitude, plus a sixth one which is the sum in quadrature of the remaining ones.

A further reduction is in place to group the remaining NPs into three components, and the NPs within

a single component are added in quadrature; this leads to a correlation loss, whose effect is analysis

dependent.

Jets with the same true energy can have different reconstructed energies; the distribution of the differ-

ence between true and reconstructed energy of a jet is modeled with a Gaussian, whose width is defined

as jet energy resolution (JER). The measurements for the in-situ calibrations can be used also to access

the differences in JER between data and MC [164, 165], and result into an additional NP.
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4.2.4 Jet vertex tagger

Beside affecting the jet energy, high levels of pileup can also lead to the reconstruction of spurious jets

not originating from the hard-scattering interaction. In ATLAS track-based algorithms are used for the

identification of pileup jets [166,167]. Tracks are matched to calorimeter jets by ghost-association [168].

Once the hard-scattering PV (PV0) is identified, for each jet it is possible to compute the jet vertex fraction

(JVF), the ratio of the scalar sum of the pT of the tracks associated to the jet and originating from PV0 to

that of all the associated tracks:

JVF =
∑m ptrack

T,m (PV0)

∑n ∑l ptrack
T,l (PVn)

. (4.4)

In this definition the index n runs over all the vertices of the event. In high-pileup conditions the denomi-

nator in Equation 4.4 increases; to correct for this dependence, the corrected jet vertex fraction (corrJVF)

is introduced. This is a modified version of JVF, that takes into account the dependence on the number

of pileup tracks (nPU
track):

corrJVF =
∑m ptrack

T,m (PV0)

∑l ptrack
T,l (PV0) +

∑n≥1 ∑l ptrack
T,l (PVn)

(k·nPU
track)

, (4.5)

with k = 0.001. Another variable used to discriminate hard-scattering jets against pileup jets is the ratio

of the scalar sum of the pT of the tracks originating from PV0 to the jet transverse momentum:

RpT =
∑k ptrack

T,k (PV0)

pjet
T

. (4.6)

The corrJVF and RpT variables are combined in a two-dimensional likelihood that constitutes a single

tagger, the jet vertex tagger (JVT). The distribution of JVT for hard-scattering and pileup jets in MC

simulation is shown in Figure 4.6(a), while Figure 4.6(b) shows the comparison of the JVT distribution

in data and MC in a dimuon selection.

4.2.5 Jet cleaning

Beside pileup jets, other spurious jets come from the non-collision background; this type of background

includes muons originating from secondary cascades from beam losses, in which case we speak of beam-

induced background, and from cosmic rays. These muons leave energy deposits in the calorimeters while

traversing the detector, which can be interpreted as jets. Also coherent noise from the calorimeters can

give rise to fake jets. In ATLAS a set of quality criteria are designed to reject jets not originating from pp
collisions [170]. These quality criteria are rely on variables based on:

• Ionization signal shape in the LAr calorimeters, to remove mainly fake jets from calorimeter noise.

• Ratios of energies, e.g. the ratio of the energy deposited in the electromagnetic calorimeter to the

total energy, or the ratio of energy in different calorimeter layers, that can be used to discriminate

against jets from beam-induced background or calorimeter noise.

• Tracks associated with the jets, and in particular variables similar to RpT defined in Equation 4.6,

that have in general lower value for fake jets than for jets originating from pp collisions.

Different thresholds for the selections on these variable distinguish the two working points, BadLoose
and BadTight, which have an efficiency respectively of 99.5% and 95% for jets with pT > 20 GeV, while

for jets with pT > 100 GeV the efficiency of the two working points increases to 99.9% and 99.5%. The

operating point (OP) used in the searches discussed in Chapters 7 and 8 is BadLoose.
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(a) (b)

FIGURE 4.6: (a) Distribution of JVT for pileup and hard-scatter jets with 20 < pT < 30
GeV. Figure from Ref. [167]. (b) The JVT distribution, in Powheg+Pythia8 MC and in

2015+2016 data, of jets balanced against Z bosons decaying to muons. Figure from Ref.

[169].

4.2.6 Re-clustered jets

The angular separation between the decay products of a particle with mass m and transverse momentum

pT scales as:

ΔR ≈ 2m
pT

. (4.7)

This indicates that the ideal value of the R parameter described in Sec. 4.2.2 can vary depending on

the event topology that we want to capture. For example, the decay products of a heavy particle with

a transverse momentum much larger than its rest mass (boosted object) could be better described by a

single jet with a larger R than with multiple jets with the "standard" 0.4 radius, as it happens e.g. in the

decay of very energetic top quarks, W, Z or Higgs bosons produced at the LHC. Each different value of

the R parameter requires a dedicated calibration following the steps described in Sec. 4.2.3. Therefore, it

is not always possible to choose the optimal value of the jet radius. A possible solution to this problem

comes from noticing that the same jet-finding algorithms used to group topoclusters can have different

types of inputs. In particular, jets themselves can be be used as input and grouped together, and in this

case we speak of re-clustered jets [171]. Re-clustered jets are automatically calibrated as long as the

input jets are, and also the jet uncertainties can be propagated directly. A comparison of the jet clustering

obtained with anti-kT R=1.0 and by re-clustering anti-kT R=0.3 jets into anti-kT R=1.0 jets is shown in

Figure 4.7. It is possible to see how the jet axis is similar between the two cases, and how the anti-kT
R=1.0 jets have more inputs away from the jet axis. Re-clustered jets can be trimmed by removing the

constituent small-R jets that have a pT smaller than a defined fraction of the pT of the original reclustered

jet.

4.3 Jets from B-hadrons

Jets originating from the hadronization of a b-quark (b-jets) can be identified thanks to the lifetime of

B-hadrons (about 10−12 s), which is shorter than the typical lifetime of hadrons containing only light



70 Chapter 4. Event reconstruction

Rapidity
-2 0 2

Az
im

ut
ha

l A
ng

le 
[ra

d]

-2

0

2

=1.5 TeVZ', mt t→ = 8 TeV PYTHIA Z' s

Stable Truth Particles

 R=1.0 Jetstanti-k

Rapidity
-2 0 2

Az
im

ut
ha

l A
ng

le 
[ra

d]

-2

0

2

Inside R=0.3 Jets
Stable Truth Particles

 R=1.0, r=0.3 Jetstanti-k

FIGURE 4.7: Example event where jets have been clustered with (a) anti-kT with R=1.0

and (b) anti-kT R=1.0 re-clustered jets (starting from anti-kT R=0.3 jets); the shaded re-

gion shows the jet area. Figure from Ref. [171].

quarks, but still long enough to allow the B-hadrons to travel distances of the order of the mm before

decaying. A schematic view of the topology originating from a jet containing a B-hadron is shown in

Figure 4.8. The procedure of identifying b-jets is referred to as b-tagging, and in ATLAS is performed

using as input the tracks associated to the jets . As already mentioned in Sec. 2.3.3, between Run 1 and

Run 2 a fourth pixel layer, the IBL, was added to the ATLAS detector, allowing a better impact parameter

resolution and therefore improving substantially the b-tagging performance.

There are three families of b-tagging algorithms that can be combined through multivariate techniques.

The basic algorithms can be based on:

Impact Parameter The transverse impact parameter of a track (d0) is the point of closest approach to

the PV in the transverse plane, while the longitudinal impact parameter (z0 sin θ) is defined as the

distance along the z-axis between the PV and the point of closest approach in the transverse plane.

Because of the typical lifetime of B-hadrons, on average b-jets contain tracks with higher impact

parameter than light-jets. The sign of the impact parameter is positive if the track extrapolation

crosses the jet direction in front of the primary vertex, and negative otherwise. The negative side

of the impact-parameter distribution derives from the impact-parameter resolution, and can be used

to calibrate light-jets. In ATLAS, two taggers make use of the information on the impact parame-

ter [173]: IP2D, which is based on the significance of the transverse impact parameter (d0/σd0), and

IP3D, which builds a two-dimensional template including also the significance of the longitudinal

impact parameter (z0 sin θ/σz0 sin θ). The probability density function (PDF) for each flavor hypoth-

esis (b, c, and light) is derived from MC simulation on a per-track basis, and then a log-likelihood

ratio (LLR) of the different probabilities is computed, including the contribution from all tracks

associated to the jet. For example, the LLR discriminating b-jets from light-jets is of the form

∑N
i=1 log pb

plight
, where the index N runs on all the tracks associated to the jet.

Secondary Vertex Finding The SV1 algorithm [173] explicitly looks for a secondary vertex within a jet.

All the track pairs in the jet are tested for a two-track vertex hypothesis, removing the pairs that are

likely to originate from long-lived particles (e.g. K0, Λ), photon conversion or hadronic interaction
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FIGURE 4.8: Schematic view of the topology of a b-jet. Figure from Ref. [172].

with the detector material. If a two-track vertex remains, a new single vertex is fitted with the tracks

passing this selection. Jets that are b-tagged for high values of a likelihood discriminant, built using

several variables including the decay-length signicance, the invariant mass of all tracks associated

with the vertex, the ratio of the sum of the energies of the tracks in the vertex to the sum of the

energies of all tracks in the jet, and the number of two-track vertices.

Identification of the Decay Chain The B-hadrons inside b-jets decay with an electroweak interaction,

through which a b-quark decays preferentially to a c-quark, since the CKM matrix element |Vcb|2
is much larger than |Vub|2. Hadrons containing a c-quark (D-hadrons) subsequently decay as well,

giving rise to a topology with two decay vertices. While the resolution is often not enough to

reconstruct the two vertices individually, the JetFitter algorithm [174] operates assuming that they

both lie on the same line, the flight axis of the B-hadron. The information on the event topology

derived with JetFitter is then used in a likelihood function, from which three different templates

(one for each flavor) are derived.

The default b-tagging algorithm used by ATLAS in the analysis of the 2015-2016 dataset is MV2c10

[175,176], a multivariate algorithm based on a boosted decision tree (BDT) that combines the algorithms

described above. MV2c10 belongs to the family of MV2 algorithms, which are trained on a tt sample

using b-jets as signal and c-jets and light-jets as background, and differ in the relative fraction of c-jets

and light-jets that are used in the training; in the case of MV2c10, the background sample in the training

contains 15% of c-jets. Figure 4.9 shows the light-jet and c-jet rejection as a function of b-jet efficiency

for different MV2 algorithms.

OPs are defined by a selection on the value of the BDT output, and are designed to have a specific

b-jet efficiency. Table 4.1 shows the OPs of the MV2c10 algorithm.

4.3.1 B-tagging calibration and uncertainties

The b-tagging efficiency can be different in MC simulation and data. The b-tagging efficiency, c-tagging

efficiency and light mistag rate are measured in data for the OPs of Table 4.1, and the MC simulation is

corrected with the SFs derived as the ratio of the efficiency in data and in MC. The SFs are derived on a
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ATLAS

(a)

ATLAS

(b)

FIGURE 4.9: Light-jet (a) and c-jet (b) rejection as a function of the b-jet efficiency for

the MV2 algorithms. Figures from Ref. [176].

BDT Cut Value b-jet Efficiency [%] c-jet Rejection Light-jet Rejection τ Rejection
0.9349 60 34 1538 184
0.8244 70 12 381 55
0.6459 77 6 134 22
0.1758 85 3.1 33 8.2

TABLE 4.1: Operating points for the MV2c10 b-tagging algorithm. The efficiency and

rejection rates are computed for jets with pT > 20 GeV from tt events. Table from

Ref. [176].

per-jet basis in a parametric form based on jet pT, η and truth flavor. For each MC simulated event, an

event-level SF is derived by multiplying all the efficiency SFs for the b-tagged jets and all the inefficiency

SFs for the jets that are not b-tagged. Different techniques are used in ATLAS to measure the b-tagging

efficiency in ATLAS for the different jet flavors [177]. The calibrations used in the analyses described in

this thesis are:

b-jets The default b-tagging calibration for b-jets is based on a tt dileptonic sample. Events with exactly

two opposite-sign leptons and two or three jets are selected, and a per-event likelihood is built

containing the b-tagging weight PDF for a jet of a given flavor; the PDF for light-jets and c-jets is

taken from MC, while the PDF for b-jets is the information that we want to extract from data. This

last PDF is described by a histogram with only two bins, one below and one above the threshold to

b-tag a jet.

c-jets The analysis described in Chapter 7 uses a c-jet calibration based on events where a W boson is

produced in association with a c-quark. The events selected are the ones where the W boson decays

to an electron and a neutrino, and the D-hadron originating from the fragmentation of the c-quark

decays to a muon. In W + c production the electron and the muon in the final state have opposite

charge, while most of the background processes have an equal number of same-sign and opposite-

sign events. The number of W + c events can therefore be obtained as the difference of these two

categories. For the higgsino search described in Chapter 8, which was developed at a later time,

a new calibration for c-jets, based on tt events [178], was available. This calibration selects tt
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events where one of the W bosons decays leptonically and the other one decays to a c-quark and

an s-quark.

light-jets The b-tagging efficiency of light-jets (mistag rate) is measured on an inclusive sample of jets,

using the negative tag method [179]. The two main reasons that lead to b-tagged light-jets are the

finite resolution of the impact parameter and the secondary vertices caused by long-lived particles

and material interactions. If we consider only the first type of mistags, the signed impact parameter

distribution will be symmetric around zero. The negative tag method is based on a modified version

of the b-tagging algorithms, that takes as input impact parameters and decay lengths with reversed

sign. The mistag rate is measured as the negative-tag efficiency of the jet sample, with MC-based

correction factors that take into account the negative-tag rate for b- and c-jets and the effect of

long-lived particles and material interactions.

The b-tagging scale factors are affected by multiple sources of uncertainty, which are reflected in

uncertainties in the SFs. As an example, Figure 4.10 shows the b-tagging SF for c-jets derived with the tt
calibration 77% OP, and Figure 4.11 shows the SFs for light-jets derived with the negative tag calibration

for the same OP.

FIGURE 4.10: B-tagging SF for c-jets for the OP corresponding to the 77% OP. Figure

from Ref. [178].

(a) (b)

FIGURE 4.11: B-tagging SF for light-jets for the OP corresponding to the 77% OP for (a)

|η| < 1.2 and (b) 1.2 < |η| < 2.5. Figures from Ref. [179].
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4.4 Muons

Muon reconstruction and identification [180] is based on the information collected by the ID, where

muons are reconstructed as charged tracks, and by the MS.

4.4.1 Muon reconstruction

Both the ID and the MS perform the reconstruction of muon candidates independently and then the

information is combined to build the muon candidates used in physics analyses. The reconstruction of

muon tracks in the ID proceeds as described in Section 4.1. In the MS, the first step is the identification

of segments starting from the hits in each chamber. A muon track is reconstructed with a segment-seeded

search (considering first the segments in the central layers of the detector as seeds, and then extending to

the inner and outer ones). Except from the transition region between the barrel and the end-cap, tracks are

required to have at least two matching segments; the hits associated to each track are fitted with a global

χ2, and the track candidate is accepted or rejected based on the χ2 value.

Reconstructed muons can belong to four different types, depending on the subdetectors that contribute

to their reconstruction:

Combined Combined muons are built from a global fit that uses hits from tracks reconstructed indepen-

dently in the ID and MS.

Segment-tagged Muons of lower pT or that cross regions of lower acceptance of the MS can result in a

segment in only one MS chamber. If a track from the ID is associated with this segment, this track

is classified as a segment-tagged muon.

Calorimeter-tagged A track in the ID is identified as a calorimeter-tagged muon if it is matched to

an energy deposit in the calorimeter compatible with a minimum-ionizing particle. This muon

category recovers identification efficiency for the muons that fall out of the MS acceptance.

Extrapolated Extrapolated muons are reconstructed from tracks in the MS compatible with originating

from the IP, to recover muons in high-η regions, outside of the ID acceptance.

When multiple types of muon are reconstructed for the same physical object, the redundant ones are

removed with an overlap removal (OR) procedure that, when muons share the same ID tracks, gives

priority to combined muons, and then to segment-tagged muons over combined muons. The OR with

extrapolated muons gives preference to the MS track with the best quality.

4.4.2 Muon identification

The reconstructed muons have to fulfill identification criteria that help reject the background constituted

mostly by decays of pions and kaons. The variables used in the identification are the significance of the

difference of the charge-over-momentum ratios measured by the ID and by the MS (q/p significance),

the difference of the pT measured in the ID ad in the MS divided by the pT of the combined track (ρ′), the

normalized χ2 of the combined fit, and the number of hits in the different detector layers. Based on these

quantities, four muon identification criteria are defined: Loose, Medium, Tight and High-pT. Loose,

Medium and Tight are inclusive categories with increasingly tighter requirements, while the High-pT
selection starts from the Medium selection and applies extra requirements that improve the momentum

resolution for muons with pT above 100 GeV.

The Medium identification criteria is the default in ATLAS, and is the one that minimizes the system-

atic uncertainties associated with the muon reconstruction and calibration. In the pseudorapidity region

with |η| < 2.5, Medium muons are required to be combined muons with ≥ 3 hits in at least two MDT

layers (except for muons with |η| < 0.1, in which case the requirement becomes on one MDT layer, but

with a hole veto), while extrapolated muons are used when 2.5 < |η| < 2.7. To suppress muons from

hadron decays, the q/p significance is required to be less than seven.
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4.4.3 Muon efficiency measurement

In the region with |η| < 2.5, where the information from both the ID and the MS is available, the

reconstruction efficiency is measured with a tag-and-probe method, performed on J/Ψ → μμ and Z →
μμ events for low-pT and high-pT muons respectively. After a selection on the event topology to reduce

the background fraction, one of the two muons of the decay is required to be identified as a Medium muon

(denoted as tag muon). The second leg of the decay (denoted as probe muon) has to be reconstructed by a

system independent on the one to be calibrated. For example, calorimeter muons can be used to measure

the efficiency of muon identification in the MS, while the ID efficiency can be measured with respect to

muons identified in the MS. The reconstruction efficiency of the Medium OP as derived from Z → μμ
and J/Ψ → μμ events is shown in Fig 4.12(a). The efficiency for high-η muons, for which the ID

information is not available, is measured following the strategy detailed in Ref. [181].
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FIGURE 4.12: (a) Reconstruction efficiency for the Medium muon selection as a function

of the muon pT, in the region with 0.1 < |η| < 2.5, as derived from Z → μμ and

J/Ψ → μμ events. (b) Efficiency of the muon isolation criteria for the LooseTrackOnly
OP as derived from Z → μμ events. In both figures, the top panel shows the efficiency for

data and MC, while the bottom panes shows the ratio of data to MC with the corresponding

uncertainty. Figures from Ref. [180].

4.4.4 Muon isolation

While muons originating from semileptonic decays of hadrons are very close to the axis of a jet,

prompt muons are typically well separated from other physics objects in the event (isolated). The iso-

lation requirements help therefore suppressing further the background from semileptonically decaying

hadrons. Different isolation requirements are available and calibrated in ATLAS, defined to be op-

timal for different analyses. The OP used in the analyses described in this thesis is the one labeled

LooseTrackOnly, which applies a selection on the ratio of the variable pvarcone30
T over the muon pT (pμ

T),

where pvarcone30
T is defined as the scalar sum of the momenta of the tracks with pT > 1 GeV in the cone

with ΔR < min
(
10 GeV/pμ

T, 0.3
)
. The pT-dependent size of the isolation cone helps in recovering

efficiency for muons deriving from the decay of boosted particles. The efficiency of the isolation OPs is

calibrated on Z → μμ with the tag-and-probe method. The LooseTrackOnly OP has an efficiency of

99%, almost constant in η and pT, as shown in Figure 4.12(b).
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4.4.5 Muon momentum calibration

A set of corrections applied to the MC simulation, such that after the correction the simulation describes

the muon momentum and momentum resolution in data with a precision of the order of few per-mill and

few percent respectively. The corrections are derived in J/Ψ → μμ and Z → μμ events, by performing

a binned maximum-likelihood fit of the dimuon invariant mass distribution.

4.5 Electrons

When electrons traverse the ATLAS detector, they leave a track in the ID and then the energy of their EM

shower is absorbed in the ECal.

4.5.1 Electron reconstruction

The electron reconstruction [182–184] starts with the identification of clusters in the ECal. The ECal can

be divided in a grid of towers of size 0.025 × 0.025 in η and φ, and the tower energy is the sum of the

energy of all the cells belonging to the tower. While, in the case of hadronic jets, the calorimeter clusters

are created with a topological algorithm, in the case of electrons the calorimeter clusters are based on a

sliding-window algorithm [156] with a size of 3 × 5 in units of 0.025 × 0.025 in the (η, φ) space, that

searches for seed towers; these are the centers around which clusters are built.

The identified clusters are the starting point to reconstruct electrons, photons and converted photons.

The key feature that allows to separate electrons from converted and unconverted photons is that, in the

case of electrons, the calorimeter clusters are associated with a track from the ID; instead, in the case of

converted photons the cluster is associated with a conversion vertex, while there is no track associated to

an unconverted photon. Tracks from the ID are extrapolated to the second layer of the ECal, and a track

is considered loosely matched to a seed cluster if the η difference between the track and the barycentre of

the cluster is lower than 0.05 and the φ difference either lower than 0.2 (0.1 in the case of tracks deriving

from hits only in the TRT) in the bending direction, or lower that 0.05 in the opposite direction. The

tracks loosely matched with these criteria are then re-fitted with a Gaussian Sum Filter algorithm [185],

that takes into account non-linear bremsstrahlung effects, and the re-fitted tracks are matched with the

clusters with the same criteria as the loose matching, except from the φ difference in the direction of the

bending, which is tightened to 0.1. If multiple tracks are associated to a cluster, only one is chosen as

primary track based on the cluster-track distance. After the cluster-track matching, the cluster is re-built

using groups of 3 × 7 (5 × 5) towers in the barrel (endcaps).

Once the electron is reconstructed, its energy is obtained from the energy of calorimter cluster cali-

brated to the original electron energy with multivariate techniques [183], as will be discussed in Section

4.5.5, while the η and φ coordinates derive from the primary associated track.

Selections on the parameters of the primary track are applied to ensure that the electron is compatible

with the PV interaction. In particular, in Run 2 analyses these selections are: d0/σd0 < 5 and z0 sin θ <
0.5 mm.

4.5.2 Electron identification

After the electron candidates are reconstructed, a likelihood-based discriminant is used to reject the back-

ground, constituted mostly by hadronic jets and converted photons. This discriminant is built using as sig-

nal and background samples Z → ee and dijet events respectively for the high-ET region, and J/Ψ → ee
and minimum bias events respectively for the low-ET region. Several variables are used to discriminate

between signal and background, based on ratios of energy released in different layers of the calorimeter,

shape of the EM shower, quality of the track and of the track-cluster matching; the full list of variables is

reported in Table 4.2. The variables counting the number of hits in the different layers, as well as E/p,

wstot and Δφ2 are used to apply simple selections, while for the other discriminating variables PDFs are

built based on the signal and background samples.
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Type Description Name

Hadronic leakage Ratio of ET in the first layer of the hadronic calorimeter to ET of the EM cluster Rhad1

(used over the range |η| < 0.8 or |η| > 1.37)

Ratio of ET in the hadronic calorimeter to ET of the EM cluster Rhad

(used over the range 0.8 < |η| < 1.37)

Back layer of Ratio of the energy in the back layer to the total energy in the EM accordion f3

EM calorimeter calorimeter. This variable is only used below 100 GeV because it is known to

be inefficient at high energies.

Middle layer of Lateral shower width,
√
(ΣEiη2i )/(ΣEi)− ((ΣEiηi)/(ΣEi))2, where Ei is the wη2

EM calorimeter energy and ηi is the pseudorapidity of cell i and the sum is calculated within

a window of 3× 5 cells
Ratio of the energy in 3×3 cells over the energy in 3×7 cells centered at the Rφ

electron cluster position

Ratio of the energy in 3×7 cells over the energy in 7×7 cells centered at the Rη

electron cluster position

Strip layer of Shower width,
√
(ΣEi(i− imax)2)/(ΣEi), where i runs over all strips in a window wstot

EM calorimeter of Δη ×Δφ ≈ 0.0625× 0.2, corresponding typically to 20 strips in η, and

imax is the index of the highest-energy strip

Ratio of the energy difference between the largest and second largest energy Eratio

deposits in the cluster over the sum of these energies

Ratio of the energy in the strip layer to the total energy in the EM accordion f1

calorimeter

Track conditions Number of hits in the innermost pixel layer; discriminates against nBlayer

photon conversions

Number of hits in the pixel detector nPixel

Number of total hits in the pixel and SCT detectors nSi

Transverse impact parameter with respect to the beam-line d0

Significance of transverse impact parameter defined as the ratio of d0 d0/σd0
and its uncertainty

Momentum lost by the track between the perigee and the last Δp/p

measurement point divided by the original momentum

TRT Likelihood probability based on transition radiation in the TRT eProbabilityHT

Track-cluster Δη between the cluster position in the strip layer and the extrapolated track Δη1

matching Δφ between the cluster position in the middle layer and the track extrapolated Δφ2

from the perigee

Defined as Δφ2, but the track momentum is rescaled to the cluster energy Δφres

before extrapolating the track from the perigee to the middle layer of the calorimeter

Ratio of the cluster energy to the track momentum E/p

TABLE 4.2: Definitions of electron discriminating variables. Table from Ref. [184].

The product of these PDFs constitutes the signal and background likelihoods (Ls and Ls respectively),

and the final discriminant is given by:

dL =
Ls

Ls + Lb
. (4.8)

Three identification OPs are defined, Loose, Medium and Tight, optimized in bins of |η| and ET; these

OPs are inclusive and with an increasing level of signal purity. The signal and background efficiency in

MC samples is shown in Figure 4.14. It is possible to notice how, with increasing ET, the signal efficiency

increases and the background mis-identification decreases.

4.5.3 Electron isolation

As already discussed in the case of muons in Section 4.4.4, prompt signal electrons are in general more

isolated than electrons candidates originating from hadron decays, from light hadrons misidentified as
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FIGURE 4.13: (a) Electron identification efficiency in Z → ee events and (b) background

mis-identification in dijet events for the three OPs Loose, Medium and Tight. Figures from

Ref. [184].

electrons or from photon conversion. The analyses described in this thesis use a track-based isolation cri-

terion, based on the variable pvarcone0.2
T , defined as the scalar sum of the pT of the tracks satisfying quality

requirements in a cone with ΔR < min (10 GeV/ET, 0.2), where ET is the transverse energy of the elec-

tron candidate and the sum excludes the electron track. The operating point used is LooseTrackOnly, that

applies a selection on the ratio pvarcone0.2
T /ET to have an efficiency of 99% on simulated Z → ee events,

constant as a function of ET.

4.5.4 Electron efficiency measurement

The measurement of the electron efficiency in data relies on the tag-and-probe method, applied to Z → ee
and J/Ψ → ee events, for the high-ET (> 15 GeV) and low-ET (typically 7-20 GeV) regions respectively.

One of the two electrons is identified with strict criteria and, after kinematic requirements, the second one

is used to measure the efficiency. The electron efficiency is a product of the reconstruction, identification

and isolation efficiency (and also trigger efficiency, if the events are selected with an electron trigger).

The ratio between the efficiency expected from MC simulations and the one measured in data, in the

form of SFs function of ET and |η|, is used to correct the simulations and its uncertainty is applied as a

systematic variation.

The identification efficiency is measured with four methods, always with respect to reconstructed

electrons. Two methods, Zmass and Ziso, use Z → ee events. In the Zmass analysis, the tag-probe

invariant mass is required to be within 15 GeV of the Z boson mass, while in the Ziso method the electron

isolation is used to discriminate between signal and background. The other two methods [186], J/Ψ τ-

cut and J/Ψ τ-fit, use the distribution of a variable related to the J/Ψ proper time (pseudo-proper time)

to select ee events. The two Z-based methods and the two J/Ψ-based methods are combined, taking into

account statistical and systematic correlations, to derive SFs in the high-ET and low-ET regions.

The reconstruction efficiency is measured as the ratio of reconstructed electrons to the number of

EM clusters. It is measured with a method similar to the Zmass method, but with the selection criteria

for the probe relaxed to include all the EM clusters. Figure 4.14(a) shows the combined reconstruction

and identification efficiency in Z → ee simulated events and in the 2015 data, as a function of ET and

inclusive in η.

Also the isolation efficiency is measured with a tag-and-probe method derived from the Zmass one,

but with a lower ET threshold for the probe electrons. For each isolation OP, the efficiency is derived with

respect to each identification OP.
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FIGURE 4.14: (a) Combined electron reconstruction and identification efficiency in

Z → ee simulated events and in the 2015 data and (b) absolute efficiency uncertainty,

as a function of ET and inclusive in η. Figures from Ref. [184].

4.5.5 Electron energy scale and resolution

The electron energy calibration follows three steps [183, 187]:

Detector response Data-driven corrections are derived to correct for non-uniformity in the detector re-

sponse, and are applied to data.

MC-based The energy is corrected with a BDT that takes into account the energy deposited in front of the

calorimeter (before reaching the first active layer of the calorimeter particles traverse 5-10 radiation

lengths) and the changes in energy response depending on the impact point in the calorimeter. This

calibration is derived from MC simulation and applied to both data and MC.

In-situ After the application of the data-driven corrections for the detector non-uniformity and of the

MC-based corrections, residual differences in electron energy scale and resolution between data

and MC are measured with a template procedure on Z → ee events. The energy scale correction is

applied to data, while a energy resolution smearing is applied to MC.

4.6 Missing transverse momentum

Particles that interact only weakly with the detector, such as neutrinos or BSM particles like neutralinos,

are not reconstructed directly. Their presence is instead inferred by measuring the total momentum im-

balance in the event. The missing transverse momentum vector (Ēmiss
T ) is defined as the negative vector

sum of the pT of all the reconstructed calibrated objects in the event, plus a term that groups all the energy

that is not associated to any of the reconstructed objects (soft term) [188–190]. The missing transverse

momentum is given by:

Ēmiss
T = −∑ pe

T − ∑ pγ
T − ∑ pτ

T − ∑ pjets
T − ∑ pμ

T − ∑ pso f t−terms
T

The magnitude of Ēmiss
T is the missing transverse momentum (Emiss

T ), and its azimuthal angle is φmiss.

The soft term includes all the detector signals that are not associated to muons, electrons, photons,

taus or jets, and can receive contributions both from the hard scattering and from pileup interactions. In

ATLAS several algorithms are designed to reconstruct and calibrate the Emiss
T soft term, and the analyses
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discussed in this thesis use the one recommended for the 2015-2016 analyses, the track soft term (TST).

In this algorithm, the Emiss
T soft term is reconstructed purely from track information, without any con-

tribution from the calorimeter information; this results at the same time in better pileup resistance but

also in the loss of information about soft neutral particles. An alternative version of the soft term is the

calorimeter soft term (CST), that instead uses energy deposits in the calorimeters not associated to hard

physics objects. Other algorithms are described in Ref. [188].

Three different Emiss
T OP are available, which differ in the selections on the jets that are used in the

∑ pjets
T term in Equation 4.9 [190]:

Loose Includes all jets with pT > 20 GeV that pass the JVT selection when the jet has pT < 60 GeV

and |η| < 2.4. This is the OP used in the searches presented in this thesis.

Tight In addition to Loose criteria, the forward jets with |η| > 2.4 are required to have pT > 30 GeV to

be included in the Emiss
T computation.

Forward-JVT In addition to the Loose criteria, jets with |η| > 2.5, pT < 50 GeV and failing the Loose

fJVT criteria (described in Ref. [191]) are not included.

The performance of the Emiss
T reconstruction is evaluated in data and MC simulation, studying the

mean, the width and the integral of the tail of the Emiss
T distribution in different topologies. In the 2015-

2016 dataset, the Emiss
T performance has been evaluated using two different signatures. Z → �� events

are studies both MC simulation and in data, since the leptonic decay of the Z boson are abundant and

easy to trigger. These events do not contain any real Emiss
T , therefore all the reconstructed Emiss

T can be

assigned to mismeasurement effects. The second signature used is vector boson fusion h → WW events,

where both W bosons decay to a lepton and a neutrino; this topology is studied in MC simulation only.

The comparison of the Emiss
T distribution with the Loose OP and of the Emiss

T soft term in data and

simulation is shown in Figure 4.15(a) and 4.15(b) respectively, in a Z → ee event selection.
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FIGURE 4.15: Distribution of (a) Emiss
T using the Loose Emiss

T OP in data and simulation

and (b) Emiss
T soft term in a Z → ee event selection. Figures from Ref. [190].

The Emiss
T resolution, defined as the root mean square (RMS) obtained from the combined distribution

of the x and y components, respectively Emiss
x and Emiss

y , is shown in Figure 4.16 for the Loose OP. The
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simulation agrees well with data within the uncertainties. In the definition of the resolution, the RMS is

preferred over the width of a Gaussian fit to the distribution to preserve the information on the tail. The

systematic uncertainties in the energy scale and resolution of all the physics objects are propagated to the

Emiss
T computation. The only systematic uncertainties affecting only Emiss

T are the ones related to the soft

term, which are measured Z → �� events by comparing the simulation with data.
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FIGURE 4.16: The RMS obtained from the combined distributions of Emiss
T using the

Loose Emiss
T OP for data with EMTopo jets (circular marker) and PFlow jets (triangular

marker) and MC simulation with EMTopo jets (square marker) in a Z → ee event selection

are shown versus (a) < μ > and (b) number of primary vertices. Figures from Ref. [190].
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The result of a pp interaction is not deterministic, as the statements that can be obtain from quantum field

theory are of probabilistic nature. Furthermore, uncertainties in our predictions related both to experi-

mental effects and to the modeling of the physics processes need to be taken into account. Therefore,

a proper statistical treatment is essential to extract quantitative statements from the observed data. This

chapter describes the main statistical methods that are used to obtain the results described in Chapters 7

and 8. After a brief introduction to statistical inference in Section 5.1, the two main topics discussed are

parameter estimation, in Section 5.2, that has the aim to determine the value of the input parameters that

allows to best describe data, and hypothesis testing, in Section 5.3, that checks the plausibility of models

against the observed data. For illustration purposes, section 5.4 describes two simplified examples of

applications of these statistical methods to physics analyses.

5.1 Statistical inference

Statistical inference uses a data sample to make probabilistic statements on the population from which the

sample is extracted. The generalization from the properties of the sample to the properties of the entire

population comes with a certain degree of uncertainty, which can also be determined through statistical

methods. There are two main approaches to statistical inference: frequentist and Bayesian.

Frequentist In the frequentist approach, probability is defined as the fraction of favorable outcomes of a

repeatable experiment when the number of repetitions tends to infinity:

P(A) = lim
Ntot→∞

NA

Ntot
. (5.1)

In this case there is no probability for a hypothesis or true values of the parameters: a theory is

either true or false, and given a theory only the data has a certain probability or PDF.

Bayesian In the Bayesian approach, probability is a more subjective notion, which incorporates the de-

gree of belief in the from of priors. In this case it is meaningful to speak about the PDF not only

for the observed data, but also for theories and parameters. Performing an experiment will modify

the probability of a theory according to the Bayes formula:

P(theory|data) =
P(data|theory)× P(theory)

P(data)
, (5.2)

where P(data|theory) is the probability of the data given the theory under examination,

P(theory) is the theory prior, P(data) is a normalization constant that expresses the probabil-

ity of observing these data whether the theory is true or false, and P(theory|data) is the final

posterior probability of the theory.

In this chapter we discuss only about frequentist statistics, as only frequentist methods are applied to

obtain the results presented in Chapters 7 and 8.
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As mentioned above, a hypothesis is a statement that we want to test against the observed data. A

hypothesis can be simple, when the data PDF can be fully determined by stating if the hypothesis is true

or false, or complex, when it depends on a number of parameters that in the following will be generally

denoted with θ.

Given a certain hypothesis H, the probability of observing the data x is P(x|H). This expression

can be considered also as a function of the hypothesis, for fixed data, and in this case it is assigned the

name of likelihood (L). In the case of a composite hypothesis, the value of the likelihood depends on the

value of the parameters necessary to specify the hypothesis, and it takes the name of likelihood function:

L(θ) = P(x|θ). Note that while P(x|θ) as a function of x is a proper PDF and it normalizes to unity, this

is not the case for the likelihood function, which depends on θ:∫
L(θ) dθ �= 1 . (5.3)

5.2 Parameter estimation

Parameter estimation, also know as fitting, is the technique that allows to derive the best values, along

with their uncertainties, of some parameters from data. This sections describes parameter estimation and

in particular the method based on the maximum likelihood.

5.2.1 Estimators

Consider a set of N independent observations �x = {x1, x2, ..., xN}, distributed accordingly to a PDF

f (x|�θ), where �θ = {θ1, θ2, ..., θM} are the M true parameters that specify the underlying theory. A

statistic is any function of the measured data �x, and an estimator �̂θ is a statistic introduced to provide an

estimate of�θ. The characteristics used to evaluate the performance of an estimator are:

Consistency The asymptotic limit for large number of observations of the estimator is the true value of

the parameter:

lim
N→∞

�̂θ = �θ . (5.4)

Bias For a given number N of observations, the bias is the difference between the expectation value of

the estimator (E[�̂θ]) and the true value:

�b = E[�̂θ]−�θ . (5.5)

Once the bias of a specific estimator is known, it is possible to build and unbiased one by defining

�̂θunbiased = �̂θ −�b . (5.6)

Efficiency The efficiency of an estimator is high when its variance (V[�̂θ]) is small. V[�̂θ] has a lower

bound, that is given by the Cramer-Rao inequality [192, 193].

Robustness An estimator is robust if it is not sensitive to small changes in the assumptions in the PDF

f (x|�θ), and is not excessively affected by outliers.

5.2.2 The maximum likelihood estimator

The maximum likelihood estimate (MLE) of the parameters �θ, first introduced by Fisher [194, 195], is

obtained by choosing the set of parameters that yields the global maximum of the likelihood function. At

an intuitive level this corresponds to the choice for which the observed data �x are more probable.
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The MLE is widely used because of the favorable properties that it reaches in the asymptotic limit of

infinite number of events N:

• Consistent, which means that it satisfies Equation 5.4.

• Unbiased, so the bias, defined in Equation 5.5, tends to zero as N → ∞.

• Efficient, as it reaches the minimum bound for the variance.

• It follows a Gaussian distribution.

With a finite number of events, the estimator is biased and the bias is proportional to 1
N . Also, the MLE

is invariant under a functional transformation, which means that if θ̂ is the MLE for the parameter θ, g(θ̂)
is the MLE for g(θ), and therefore it maintains all the properties described above. This is not necessarily

true for other estimators.

Practically, most of the times instead of maximizing the likelihood function it is more convenient to

minimize − log L. This allows to perform a minimization rather than a maximization because of the

minus sign, and gives the same result since the natural logarithm is a monotone transformation: as long

as the likelihood is a monotonous function, its maxima are the same as the ones of the log L. There are

two types of maximum likelihood fits that can be performed:

Unbinned fits Each event enters in the likelihood separately. This method is the optimal one from the

statistics point of view, but it can be computationally expensive if the number of events is very

large.

Binned fits The events are grouped in bins of a histogram, and the quantity entering in the likelihood is

the number of events in each bin.

In this chapter the focus will be on the second type of fit, as it is the one used in this thesis.

Variance of the maximum likelihood estimator

The estimate of a parameter based on a data sample is always associated with a statistical uncertainty. If

the same parameter estimate is performed on a different data sample, the values of the best estimate are

different; if this is repeated N times on independent data samples, for large N the best estimates will have

a distribution that tends to a Gaussian, whose variance gives access to the statistical uncertainty in the

MLE. There are two ways to access this variance:

• Once the parameter is estimated from the experimental results, the experiment can be simulated N

times with MC simulations. For each simulation the best value of the parameter can be estimated

with the maximum likelihood method, and from the distribution of these values it is possible to

compute the variance.

• With the increase of the size of the data sample, the likelihood function tends to a Gaussian, and

the log L tends to a parabola, so the variance of the distribution can be obtained as the point where

− log L differs by 1
2 with respect to its minimum.

5.2.3 Binned likelihood fit with systematic uncertainties

If we consider the representation of the observed data given by the binned distribution of a certain variable,

the expected number of events in each bin of the distribution is given by:

E[ni] = bi + μsi , (5.7)
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where bi is the expected number of background events, si the expected number of signal events, normal-

ized to a given benchmark cross-section, and μ is a multiplicative factor of that cross-section referred to

as signal strength. If the observed data follow a Poisson distribution, the likelihood is given by:

L(μ) =
N

∏
i=1

(μsi + bi)
ni

ni!
e−(μsi+bi) , (5.8)

where the index i runs on all the bins of the distribution.

The prediction on the expected number of events in each bin is affected by systematic and statistical

uncertainties, that are incorporated in the likelihood in the form of NPs. In the frequentistic approach,

each NP has a true unknown value, whose MLE derived in auxiliary measurements. While in principle

the full likelihood of the auxiliary measurements should be included in the likelihood of our own mea-

surement, in most practical cases this is not feasible, and the auxiliary likelihood is modeled through

constraining terms. Assuming that data used to derive the constraints on the NPs is statistically indepen-

dent from the data in the analysis and not affected by the potential presence of the signal under study, the

combined likelihood assumes the factorized form:

L(μ,�θ) =
N

∏
i=1

(μsi(�θ) + bi(�θ))
ni

ni!
e−(μsi(�θ)+bi(�θ))

M

∏
k=1

ρ(θk) , (5.9)

where ρ(θk) is the constraint term for the parameter θk. Note that the treatment of an uncertainty through

the addition of a constraint term, from the pure frequentist point of view is justified only for sources of

uncertainty of experimental nature, where there is indeed an auxiliary measurement. The same approach

is instead often used also for theoretical uncertainties, where the frequentist prescription would be to

have a result that depends on these parameters. While in the Bayesian view the constrain term would

easily be interpreted as a prior on the value of the theoretical parameter, in the frequentist approach this

is equivalent to assigning also to the theoretical uncertainties a fictitious auxiliary measurement.

Functional forms of the constraining terms

Depending on the underlying auxiliary measurement, different functional types can be used for the con-

straining terms.

Gaussian constraint This is the default constrain type for systematic uncertainties, and its usage is jus-

tified by the central limit theorem. In general, it is safe to use this constraint as long as the MLE

of the NP from the corresponding auxiliary measurement follows a Gaussian distribution. The

functional form is:

ρ(θ) =
1√
2πσ

exp

(
− (θ − θ̂)2

2σ2

)
. (5.10)

Technically, the function implemented in the likelihood is a truncated Gaussian, in order to avoid

non-zero probability for non-physical values of the NP (e.g. values that correspond to a negative

background prediction). This truncated Gaussian is normalized to still have unit area.

Poisson constraint This constraint is often referred to as "Gamma" constraint because, when using it in

a Bayesian approach, if combined with a uniform prior it gives rise to a Gamma posterior. It is

used for NPs related to event count and to model the MC statistical uncertainty. If we assume that

the background yield predicted from MC is n background events, derived from N MC simulated

events with a multiplicative scale α, then the constraint term is:

ρ(n) =
1
α

(n/α)N

N!
exp (−n/α) . (5.11)
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Log-normal constraint Log-normal is the distribution of a variable whose logarithm is distributed ac-

cording to a Gaussian distribution. When random variables are multiplied, their product follows a

log-normal distribution:

ρ(θ) =
1√

2π ln σ
exp

(
− (lnθ − ln θ̂)2

2(ln σ)2

)
1
θ

. (5.12)

One of the advantages of this constraint is that it never assumes negative values.

Effect of a systematic uncertainty in the yield

Let’s consider a single bin of a distribution and the effect that a systematic uncertainty, e.g. the JER, has

on the expected background yield in this bin. The JER uncertainty is calibrated with an auxiliary mea-

surement, whose likelihood we include by the simplification of a Gaussian constraint term, G(θ̃|θ, σθ),
where θ̃ is the nominal value of the calibration, θ the underlying real value and σθ the uncertainty. Stating

that the uncertainty in JER is 10%, means that the width of the Gaussian is 10%.

To include this information in the likelihood, we need to evaluate the response to this uncertainty,

i.e. the effect of a shift in JER in the background efficiency of our region. In practice this means that

we need to evaluate how much a one-sigma variation of JER (10% in our example) changes the number

of expected events in the bin we are considering. For this example, we assume that a 10% shift in JER

causes a 20% change in the background yields. If we consider only one bin of the likelihood in Equation

5.8, consider only one systematic (JER in this case) and write explicitly the effect of the systematic on

the number of background events, we have:

L(μ, θ) =
(μs + b

(
θ
θ̃

)
2)n

n!
e−(μ+b( θ

θ̃ )2) G(θ̃|θ, σθ) . (5.13)

The change b → b θ
θ̃
2 encodes exactly the fact that a 10% change in JER leads to a 20% change in back-

ground yields. To simplify this expression, the auxiliary measurement can be normalized to a standard

Gaussian: G(θ̃|θ, σθ) → G(0|θ, 1), where also θ has been normalized such that the values θ = ±1
correspond to the nominal uncertainty. The likelihood then becomes:

L(μ, θ) =
(μs + b(1 + 0.1θ))n

n!
e−(μ+b(1+0.2θ)) G(0|θ, 1) . (5.14)

Interpolation

The dependence of the expected yield to a ±1σ variation of each parameter in the likelihood is something

that is measured in each specific analysis. This process is done for only for three points (the nominal value

and the ±1σ variations), but it needs to be implemented in the likelihood as a continuous function. In

the examples in Equation 5.13 and Equation 5.14 a linear interpolation is assumed, but this is not always

the best solution. Several interpolation strategies are possible; the ones described below and compared in

Figure 5.3 are the ones supported by HistFactory [196].

Piecewise Linear This is the simplest interpolation technique. The value of the predicted background

yields is given by:

b(θ) =

{
b + θ(b+ − b) θ ≥ 0
b + θ(b − b−) θ < 0

(5.15)

where b is the nominal background prediction and b± correspond to the background yields for the

±1σ variation of the NP. This interpolation technique has the clear advantage of simplicity, but it



88 Chapter 5. Statistical methods

has the inconvenience of presenting a discontinuity at θ = 0 when b+ and b− are not symmetric

with respect to b as illustrated in Figures 5.1(b) and 5.1(d). For large uncertainties, it can also lead

to negative b(θ), as shown in Figure 5.1(c).

Piecewise exponential The piecewise exponential interpolation is given by:

b(θ) =

⎧⎪⎨⎪⎩
b
(

b+
b

)θ
θ ≥ 0

b
(

b−
b

)−θ
θ < 0

, (5.16)

In this case, b(θ) is bound to be positive. The discontinuity at θ = 0 is still present, and in this

case it appears also when b+ and b− are symmetric with respect to b (see Figure 5.1(c)). Note that,

once this is inserted into the likelihood, the combination of a Gaussian constraint with exponential

interpolation is equivalent to a log-normal constraint with a linear extrapolation. This is the default

interpolation strategy used for the systematic uncertainties of the analyses discussed in Chapters 7

and 8.

Quadratic interpolation and linear extrapolation In this case the interpolation between the ±1σ re-

sponse is given by the parabola passing through b−, b+ and b, while outside this range the ex-

trapolation is given by the line tangent to the parabola in b+ and b−. This strategy avoids the

discontinuity for θ = 0, but it can introduce problems with the sign of the variation, for example

sign inversion if b − b+ and b − b− have the same sign, as shown in Figure 5.1(b).

Polynomial interpolation and exponential extrapolation The extrapolation outside the range of the

±1σ response is given by the formula in Equation 5.15, while the interpolation is obtained with a

polynomial of sixth degree, bound to pass through b−, b+ and b and to match in value, first and

second derivative the exponential extrapolation at the ±1σ boundaries. This strategy avoids both

the discontinuity at θ = 0 and the possibility of negative b(θ).

Correlation and profiling

The post-fit values of the NPs can be compared to the pre-fit values. A central value close to 0 and an un-

certainty close to 1 indicates that the fit does not have enough statistical power to profile the uncertainties.

If the central values is different from 0, it means that the best value is different from the nominal one; the

modified MC prediction will have a better agreement with data than the original prediction. If the post-fit

uncertainty in one NP is smaller than 1, it means that the original assigned uncertainty was too large and

the fit was able to constrain the uncertainty in that NP.

When multiple NPs have a similar effect on the background prediction, the total variation obtained

as a sum of their effects can be larger than what allowed by the statistical precision of the data. The

individual effects can not be disentangled and constrained individually, but a correlation between them

produce a total variation that is compatible with what is observed in data.

5.2.4 Profiled likelihood ratio

Once we divide the parameters in the likelihood into parameter of interests (POIs), which are the ones we

are interested in (typically the signal strength), and NPs, the likelihood itself can be maximized globally

with respect to both the POI and the NPs (L(μ̂, θ̂)), but we can also find the conditional maximum for a

certain value of the POI (L(μ, ˆ̂θ)). The ratio of these two quantities is the profiled likelihood ratio (PLR):

λ(μ) =
L(μ, ˆ̂θ)
L(μ̂, θ̂)

. (5.17)
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FIGURE 5.1: Comparison of the four interpolation strategies supported by HistFactory

[196]. α represents the variation of the NP in units of standard deviations, and η the re-

sponse relative to the nominal value; the three white markers are the points where the

response is measured (nominal and ± one sigma), while the colored lines show the inter-

polating function. (a) η(−1) = 0.8, η(+1) = 1.2. (b) η(−1) = 1.1, η(+1) = 1.5. (c)

η(−1) = 0.2, η(+1) = 1.8. (d) η(−1) = 0.95, η(+1) = 1.5. Figures from Ref. [196].

As it was discussed in Section 5.2.2, in order to determine the best-fit value of the POI it is more con-

venient to minimize the negative logarithm of the PLR, − log λ(μ) , rather than maximizing the PLR

itself.

5.3 Hypothesis testing

Hypothesis testing is the statistical procedure that allows to confirm or reject a specific model. In the case

of high-energy physics, a typical example is the identification of the type of a particle based on its energy

deposits in the detector. Another example, that will be be used as main test case in this section, is the

discovery or exclusion of a BSM theory. When the alternative between two hypotheses is presented, they

are typically referred to as null hypothesis and alternative hypothesis. If what we want to do is to proof

the discovery of a new BSM signal by excluding the SM only hypothesis, the following symbols are used:

H0 The null hypothesis, corresponds to SM only.

H1 The alternative hypothesis, corresponds to the SM with the addition of the BSM process under test.
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p-value Z

Exclude test hypothesis 0.05 1.64

Evidence of New Physics 1.3 × 10−3 3

Discovery of New Physics 2.9 × 10−7 5

TABLE 5.1: Conventional p-value and significance thresholds to exclude a test hypothesis,

declare evidence or discovery of New Physics.

The test hypothesis can be generalized by including the signal strength μ, that acts as a cross-section

modifier; μ=1 corresponds to the SM prediction plus the BSM process with its theoretical cross-section,

while μ=0 corresponds to the SM only.

5.3.1 Test statistics and p-value

A test statistic t is a single real-value quantity, function of all the collected data. The PDF of the test

statistic is different if we assume the null hypothesis or the alternative hypothesis to be true.

To quantify the compatibility of the observed data with a specific model, a p-value can be extracted

from the distribution of the test statistics according to a certain hypothesis. For each hypothesis under

test and given the observed value of the test statistic, tobs, the p-value corresponds to the probability of

having another observation more extreme than the current one:

pμ =
∫ ∞

tobs

f (t|μ) dt , (5.18)

The p-value is therefore a frequentistic statement on the conditional probability of having higher

values for t if the measurement is repeated. When the p-value for the test hypothesis is lower than a

predefined threshold, the test hypothesis is excluded. In high energy physics the convention is to set this

threshold at 0.05. This corresponds to exclusion at 95% confidence level (CL). Note that excluding a

test hypothesis does not mean confirming that the null hypothesis is correct, unless the union of the two

covers all the possible phase space.

The threshold to exclude the null hypothesis (SM only) and declare a discovery has to be tighter than

the one needed to exclude the test hypotheses (BSM). The 0.05 threshold would lead to 5% of the BSM

searches to declare a discovery even in the absence of any real BSM signal. Instead, the convention is to

declare evidence for New Physics when the p-value for the null hypothesis is lower than 1.3 × 10−3, and

discovery when it is lower than 2.9 × 10−7.

The significance Z of the p-value can be evaluated by transforming it in the equivalent number of

standard deviations of a standard Gaussian needed to have an upper-tail integral equal to the p-value:

Z = Φ−1(1 − p) , (5.19)

where Φ is the cumulative of the standard Gaussian. Table 5.1 summarizes the conventional values for

the exclusion of a signal hypothesis, the declaration of evidence or discovery of New Physics in terms of

p-value and significance.

5.3.2 Test statistic using the PRL

While a test statistic can be any real-valued function of the data, the Neyman-Pearson lemma [197]

ensures that the ones based on a likelihood ratio are the most statistically powerful. This means that, for a

given signal efficiency, they provide the decision criterion that minimizes the misidentification probability.

The PLR defined in Equation 5.17 is the most used at the LHC, and it gives origin to this test statistic:
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tμ = −2 log λ(μ) , (5.20)

and the corresponding p-value:

pμ =
∫ ∞

tμ,obs

f (tμ|μ) dtμ . (5.21)

Different variations of this test statistic are used for discovery and exclusion.

Test statistic for discovery

The discovery test statistics q0 used to quantify the level of disagreement of data with the background-only

hypothesis in case of an excess is defined as:

q0 =

⎧⎪⎪⎨⎪⎪⎩
−2 ln λ(0) μ̂ ≥ 0 ,

0 μ̂ < 0 .
(5.22)

The reason to assign the value 0 to the test statistic when μ̂ < 0 is to avoid excluding the background-only

hypothesis in case of a deficit. In fact, μ̂ < 0 can indeed be symptomatic of a non correct background-

only hypothesis (e.g. due to a systematic error), but it does not indicate the presence of a signal, which is

what we want to highlight with this test statistics. Note that, since PLR assumes values between 0 and 1,

q0 is positive definite. The associated discovery p-value p0 is:

p0 =
∫ ∞

q0,obs

f (q0|0) dq0 . (5.23)

Test statistics for exclusion

When investigating the exclusion of the test hypothesis, we want a test statistics that does not penalize an

excess. The exclusion test statistics qμ is therefore defined as:

qμ =

⎧⎪⎨⎪⎩
−2 ln λ(μ) μ̂ ≤ μ ,

0 μ̂ > μ .
(5.24)

This test statistic, also known as one-sided PLR, is the default one used in the analyses described in

Chapters 7 and 8. pμ is consequently defined as the integral above the observed value:

pμ =
∫ ∞

qμ,obs

f (qμ|μ) dqμ . (5.25)

Note that switching from the discovery test statistic to the exclusion test statistic is equivalent to inverting

the role of the background-only and signal-plus-background hypothesis: in the case of the exclusion fit,

the null hypothesis to exclude is the signal-plus-background one.

Uncapped test statistics

The strategy described above leads to a loss of information when the test statistic is set to 0. A solution

is obtained by uncapping the test statistic and, instead of assigning a 0 to the situations we do not want to

penalize, assign them a negative value. This is achieved with the r0 and rμ test statistics. As an example,
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the definition for rμ is:

rμ =

⎧⎪⎨⎪⎩
−2 ln λ(μ) μ̂ ≤ μ ,

+2 ln λ(μ) μ̂ > μ .
(5.26)

Allow only positive signals

The alternate PLR, λ̃(μ), is designed to take into account the fact that, in most physical cases, only

positive μ have a physical meaning. In this case, when μ̂ < 0 , the best physical value is 0, and the

alternate PLR is defined as:

λ̃(μ) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
L(μ,

ˆ̂�θ(μ))

L(μ̂,�̂θ)
μ̂ ≥ 0,

L(μ,
ˆ̂�θ(μ))

L(0,
ˆ̂�θ(0))

μ̂ < 0 .
(5.27)

The corresponding test statistics are indicated with q̃ and are defined as in Equations 5.22 and 5.24 after

substituting λ(μ) → λ̃(μ).

5.3.3 The CLs method

If we consider a situation where H0 and H1 give similar distribution of the exclusion test statistic (e.g.

because the signal cross-section is small) and we observe a downward fluctuation in data, we could end

up excluding the test hypothesis, even if almost indistinguishable from the null hypothesis. The modified

confidence level (CLs) method [198] recovers from this situations by defining:

CLs =
pμ

1 − pb
, (5.28)

where, as shown in Figure 5.2:

pb =
∫ qμ,obs

0
f (qμ|0) dqμ . (5.29)

With the CLs method, the test hypothesis is excluded at 95% CL if CLs < 0.05. In the situation

described above, where the null and the test hypotheses give similar qμ distribution, in case of a deficit

both the numerator and the denumerator in Equation 5.28 will be small, and the test hypothesis will not

be excluded. The CLs method is the default procedure used in this thesis to decide on the exclusion of a

signal model.

5.3.4 Distribution of the test statistic

To compute the p-value associated with the observed value of a test statistics t, we need the PDF of

t assuming that the signal hypothesis Hμ is true, f (t|μ). The distribution of the test statistics can be

obtained with pseudo-experiments or, in the case of large statistics, with the asymptotic approximation.

Pseudo-experiments

The distribution of the test statistic can be obtained by sampling the likelihood function with MC simula-

tions (pseudo-experiments). This is obtained by repeating many times the following steps:

• The nominal value of all the NPs is varied by sampling randomly their constraining terms.

• The new value of the NPs is used to compute a new expected value for the yields.
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FIGURE 5.2: Distribution of the test statistic qμ in the case of background only (red line)

and signal-plus-background (blue line) hypothesis. The filled blue are indicates the value

of pμ, while the filled red area indicated the value of pb.

• The observed value is substituted by a Poisson fluctuation of the expected yields.

• The test statistic for this "observed" value is computed.

This is done twice: a first time using as expected number of events the one predicted by the null

hypothesis, and a second time the one predicted by the test hypothesis. The integral of the two resulting

distributions is used to compute the p-values.

Asymptotic approximation

For large number of events, the asymptotic approximation [199] can be used to determine the PDF of the

test statistic without having to simulate a large number of pseudo-experiments. This technique is based

on Wald’s theorem [200], which states that tμ = −2 ln λ(μ) is parabolic up to corrections that scale with

the inverse of the square root of the sample size:

tμ = −2 ln λ(μ) =
(μ − μ̂)2

σ2 +O(1/
√

N) . (5.30)

Ignoring the O(1/
√

N) terms, tμ = −2 ln λ(μ) is then distributed according to a noncentral chi-square

distribution with one degree of freedom:

f (tμ; Λ) =
1

2
√

tμ

1√
2π

[
exp
(
−1

2

(√
tμ +

√
Λ
)2
)
+ exp

(
−1

2

(√
tμ −

√
Λ
)2
)]

, (5.31)

where the noncentrality parameter Λ is:

Λ =
(μ − μ′)2

σ2 . (5.32)

The value of σ can be estimated through the Asimov dataset, defined as the dataset that, when used to

estimate the likelihood parameters, leads to their true values. In practice the Asimov dataset is built by

setting data equal to the nominal background prediction. Plugging this back into Equation 5.31 allows to

obtain a functional form of the distribution of the test statistic. Figure 5.3(a) compares the distribution
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of the test statistic q1 with pseudo-experiments and with the asymptotic approximation in the case of the

background-only hypothesis and in the signal-plus-background hypothesis in a cut-and-count experiment

with nine background events and six signal events; it can be observed that a dataset of this size leads

to a good agreement of the asymptotic approximation with the PDF obtained with pseudo-experiments.

Figure 5.3(b) shows a further investigation of this comparison: the discovery significance obtained for

q0 = 16 with pseudo-experiments and with the asymptotic approximation is compared as a function of

the number of events. Even if the approximations used to derive the asymptotic formulae hold in the

case of a large data sample, the agreement between this method and pseudo-experiments is at the level of

≈ 10% even for an expected background of three events.
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FIGURE 5.3: (a) PDFs for q1 in the case of the background-only hypothesis and in the

signal-plus-background hypothesis in a cut-and-count experiment with nine background

events and six signal events. The solid curves show the asymptotic approximation, while

the histograms are the distributions obtained with pseudo-experiments. (b) Discovery

significance obtained for q0 = 16 with pseudo-experiments (black points) and with the

asymptotic approximation, that leads to a nominal value of Z0 =
√

q0 = 4, as a function

of the number of background events. Figures from Ref. [199].

5.4 Simplified examples

In this section we present a few simplified examples that illustrate the concepts described in the previous

sections and how they are applied in physics analyses that search for BSM signals. In particular, Section

5.4.1 is devoted to the principle followed in optimizing signal regions (SRs), Section 5.4.2 discusses the

advantages of using control regions (CRs), while Sections 5.4.3 and 5.4.4 focus respectively on limit

setting and on how to improve limits by combining several SRs.

5.4.1 Region Definition

Let’s consider a situation where we want to use only one discriminating variable to separate signal and

background, e.g. meff, defined as the scalar sum of the momenta of all the objects in the event and missing

transverse momentum, and they are distributed as in Figure 5.4. We can see that the background, which

in this case we consider as constituted by only one single physical process, tends to have lower values of

meff with respect to the signal; this means that the SR will be defined by a lower boundary on the value
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FIGURE 5.4: Distribution of a discriminating variable (meff) for the signal and background

in the example in the text. The arrows indicate the SR defined by maximizing the expected

significance and the CR where the background is normalized.

of meff. There are different criteria that can be used to choose the value of meff that defines the SR. The

one used in this thesis is the maximization of the expected significance, computed through the function

BINOMIALEXPZ in ROOSTATS [201], assuming a 30% uncertainty in the background yields. With this

definition, the significance is the equivalent number of standard deviations of a Gaussian of a p-value

defined as:

p(Ns, Nb, σb) = I
⎛⎝ 1

1 + 1
Nbσ2

b

; Ns + Nb;
1
σ2

b
+ 1

⎞⎠ (5.33)

where Ns (Nb) is the expected number of signal (background) events, and σb the relative uncertainty in

the background yields and I the regularized beta function.

In the case of the signal and background models shown in Figure 5.4, values of meff between 2 TeV and

4 TeV have been tested in steps of 100 GeV, and the optimal value has been found to be meff > 3000 TeV.

This selection leads to a SR with 9.5 signal events, 10.5 background events and an expected significance

of 1.58 σ. The portion of the meff spectrum that is not occupied by the SR, can be used to define a CR and

a validation region (VR). In this example we use the region with meff between 1.6 and 2.2 TeV as CR for

the background. In order to evaluate the effect of the inclusion of a CR in the background estimate, we

need to compare the number of expected and observed background events in the CR. In these examples,

the data sample is substituted by a pseudo-data sample generated with a Poisson fluctuation of the bin-

content of a histogram built as the sum of the background histogram with a scale factor of 0.87 and the

signal histogram with a scale factor of 0.5. The summary of the pre-fit background yields, signal yields,

signal-to-background ratio, significance and pseudo-data yields in all the regions is given in Table 5.2.

5.4.2 Background-only fit and advantages of the control regions

CRs are used first of all in the so called "background-only fit", where the likelihood comprises only the

CRs and any signal contamination is neglected. The goal of the background-only fit is to extract from

the CRs data information on the modeling of the background and extrapolate it to VRs and SRs. A

background estimate based on a CR has two main advantages with respect to the nominal MC prediction:

• First of all, the usage of a CR allows to eliminate mismodelings in the normalization of the back-

ground sample in a phase space kinematically close to the SR. This is implemented through the

inclusion in the likelihood of a normalization NP with a flat constraint. The improvement in the
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CR VR SR

Background 279.1 62.9 10.5

Signal 6.3 14.6 9.5

S/B [%] 2.2 23 91

Significance 0 0.48 1.58

Pseudo-data 231 52 15

TABLE 5.2: Pre-fit background yields, signal yields, signal-to-background ratio, signifi-

cance and pseudo-data yields in the regions used in the examples in the text.

description of the data in the VR is shown in Figure 5.5: the central value of the bottom panel,

showing the ratio of the pseudo-data to the MC simulation, is closer to one after the fit.
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(b) VR post-fit

FIGURE 5.5: Agreement between MC simulation and pseudo-data (a) before and (b) after

the fit in the CR. No systematic uncertainties are included in the fit.

• The inclusion of a CR in the fit plays a key role also in the evaluation of the systematic uncertainties.

When computing the impact of a systematic uncertainty in a SR or VR for a background normalized

in a CR, this does not depend on the full change in yields between the nominal and the systematic

variation in that SR or VR, but it depends only on the change in the transfer factor (TF), defined

as the ratio of the predicted yields in each SR/VR to the yields in the CR. Let’s include in the

previous example a systematic variation that impacts both the shape and the normalization of the

meff distribution: we define a systematic uncertainty that increases the normalization of the sample

by 20% and also changes the shape of the meff distribution by assigning to each event a weight

corresponding to the meff value (expressed in GeV) divided by 20000; the uncertainty is then

symmetrized.

This leads to the following yields in the CR and VR:

CR Nominal: 279.1, up variation: 360.3, down variation: 197.8.

VR Nominal: 62.9, up variation: 83.2, down variation: 42.5.

When a background is normalized in a CR, is the relative change in the TF and not the change in

yields that determines the size of the systematic uncertainty. This is because the normalization of
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the background in the CR absorbs the normalization uncertainty, and the effect of the uncertainty

on the VR depends only on the change in shape of the distribution. In this example, while the pre-fit

uncertainty in the VR is large, the variation of the transfer factor is significantly smaller:

TFnominal
VR =

62.9
279.1

= 0.225 ,

TFup
VR =

83.2
360.3

= 0.231 ,

TFdown
VR =

42.5
197.8

= 0.215 .

(5.34)

This leads to an overall reduction of the impact of the systematic uncertainty, as shown in Figure

5.6: after the fit in the CR, the shaded band indicating the uncertainty in the background estimate is

smaller. This example was carried out on a VR, but the same is true for the uncertainty in the SR.
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FIGURE 5.6: Agreement between MC simulation and pseudo-data (a) before and (b) after

the fit in the CR. The large pre-fit systematic uncertainty is reduced by the fit in the CR.

5.4.3 Inclusion of the signal region in the fit and limits

Once the background model has been derived with the fit in the CR and validated in the VR, it is possible

to set model-dependent limits by including also the SR in the likelihood ("exclusion fit").

First of all, the CLs for the nominal signal cross-section is computed based on the distribution of the

exclusion test statistic qμ (described in Section 5.3.2). This can be done using the PDF for qμ obtained

with pseudo experiments, as shown in Figure 5.7(b), or with the asymptotic approximation.
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FIGURE 5.7: Distribution of the test statistics for the background-only (blue) and signal-

plus-background (red) hypothesis for 5.7(a) μSIG = 0.1, 5.7(b) μSIG = 1.0, 5.7(c) μSIG =
1.6.
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FIGURE 5.8: Scan of the CLs for different values of the signal strength with (a) 5000

pseudo experiments and (b) the asymptotic approximation.

Observed Expected -1 σ + 1 σ - 2 σ + 2 σ

Asymptotic 1.15 0.69 0.48 1.01 0.35 1.43

Pseudo-experiments 1.14 0.71 0.51 0.99 0.40 1.35

TABLE 5.3: Expected and observed upper limit on μSIG for the example in the text, com-

puted with the asymptotic approximation and with 5000 pseudo-experiments.

A second step consists in deriving an upper limit (UL) on the signal strength μSIG, which means

finding by how much the nominal cross-section of the signal should be scaled to find a CLs of exactly

0.05. This is obtained by performing multiple times the same hypothesis test just described, each time

scaling the signal by a different factor. Also in this case, each point of this scan can be obtained either

with the asymptotic approximation or with pseudo-experiments (some examples are shown in Figure

5.8); note that in this case the "data" sample we are using is a pseudo-data sample built from a Poisson

sampling of the sum of background scaled by 0.87 and signal scaled by 0.5, so the observed value of the

test statistic is "signal-like". The interpolation of these CLs values allows to determine the signal strength

where CLs= 0.05; this is shown in Figure 5.8(a), where the p-values are determined based on pseudo-

experiments, and in Figure 5.8(b), where instead the asymptotic approximation is used. The numerical

UL values resulting from these CLs scans are reported in Table 5.3.

5.4.4 Improving the sensitivity by combining regions

In this section we show how combining different regions can increase the sensitivity. For this we use the

same signal sample as in the previous examples. The meff value that defines the SR has been determined

by optimizing the expected significance. Since, in this case, the signal has a harder meff spectrum than

the background, the phase-space region with meff below this threshold has a lower signal fraction. Never-

theless, it can still provide information useful to discriminate signal and background. If we consider for

example the region with meff between 2.6 and 3.0 TeV (which is non-overlapping with the previous SR

definition), here we expect 17.1 background events and 7.4 signal events; assuming a 30% uncertainty in

the background estimate, this corresponds to an expected significance of 0.82, far below the significance

of 1.58 in the SR previously defined. Note that this region overlaps with the VR defined in Section 5.4.1,

which in the case of this last example would need to be modified.

If we include this new region as well into the likelihood of the exclusion fit and perform an upper-limit

scan (in this case, for simplicity, only with the asymptotic approximation), we have that the expected UL
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on μSIG is 0.62. This corresponds to an improvement of about 10% on the expected UL, obtained just

by adding to the fit a region with limited sensitivity. This effect is increased when the regions that are

considered simultaneously in the fit all offer a good sensitivity and have different signal fractions. This

additional SR would play a bigger role for signal models giving a less hard meff spectrum, which are

therefore less trivial to discriminate from the background with a single selection.
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6 | Common aspects to multi-b+Emiss
T

SUSY searches

The main results presented in this thesis are the two analyses described in Chapter 7 and Chapter 8,

which target respectively the strong and electroweak production of supersymmetric particles. While

these analyses target two different benchmark models, they have many commonalities, since both models

feature a final state rich in b-jets and Emiss
T . This Chapter highlights these common aspects: Section

6.1 illustrates the data sample used in the analyses. Section 6.2 describes the philosophy of simplified

models, used to design and interpret the searches. Sections 6.4 and 6.5 focus on the definition of the

physics objects and the experimental systematic uncertainties respectively; Section 6.6 presents the main

kinematic variables used in the analyses while Section 6.7 describes the background sources from SM

processes, how they are modeled in the analyses and the uncertainties in this modeling.

6.1 Data sample

The data used in this thesis are pp collisions produced by the LHC at a center-of-mass energy
√

s =
13 TeV during 2015 and 2016 and collected by the ATLAS detector, corresponding to an integrated

luminosity of 36.1 fb−1after the application of the GRL. The gluino search described in Chapter 7 has

also been updated with the data collected in 2017, and in this case the total dataset has an integrated

luminosity of 78.9 fb−1.

Events are selected with Emiss
T triggers. The version of Emiss

T used in the trigger is calorimeter-based,

which means that the muons are not included in the computation of Emiss
T and are therefore treated as

invisible particles. As described in Section 2.3.7, trigger chains for physics analyses comprise first a L1

trigger selection, and then a selection from the HLT.

L1 At L1 level, the computation of the Emiss
T is based on trigger towers of size 0.1× 0.1 in the η, φ space.

The towers are clustered in 4 × 4 group with a sliding-window algorithm, and these are used in the

Emiss
T computation.

HLT Many HLT Emiss
T algorithms are available in ATLAS and are described in Ref. [103]. The one used

in this thesis is the jet-based algorithm, where Emiss
T is computed as the negative sum of the pT of

the trigger-level jets in the event.

For each run, the Emiss
T trigger with the lowest available unprescaled threshold is used; this corresponds

to a HLT threshold of 70 GeV, 90 GeV, 100 GeV and 110 GeV for the 2015, early 2016, mid 2016 and

late 2016/2017 respectively. These triggers are fully efficient after requiring that the offline reconstructed

Emiss
T exceeds 200 GeV and that there are at least four jets in the event; these selections are applied in all

the regions of the searches in this thesis.

Beside the trigger and GRL requirements, events are required to have a reconstructed primary vertex

with at least two associated tracks with pT > 0.4 GeV.
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6.2 Simplified models

Even with the simplifying assumptions of the pMSSM, discussed in Section 1.3.6, a SUSY model has to

take into account a large number of free parameters, whose values can impact the characteristics of the

particle production and decay. Simplified models [202] are very simple models of BSM Physics involving

only a few particles and decay modes, each one focusing on a specific signature, which can be used to

optimize and interpret analyses targeting BSM scenarios. In general simplified models can be viewed as

a limit of more complete models, where all particles except a few are too heavy to be produced in the

interactions. This leads to a drastic reduction of the number of parameters: a simplified model can be

described just by the production cross-section and mass of the few particles considered. The Bs of the

new particles can be a parameter of the simplified model as well, but it is in general easier to consider each

decay chain as a separate simplified model with 100% B. When simplified models are used to discover or

exclude a certain topology, it is important to connect the results obtained to more general models, which

can be done e.g. by relaxing the restrictions on the B of the BSM particles or allowing additional particles

to take part in the interaction.

6.3 Analysis strategy

The analysis strategy is based on the definition of so-called SRs, signal-enriched regions defined by se-

lections on relevant kinematic variables with the goal of maximizing the sensitivity to specific benchmark

models. After the SRs are defined, the key aspect of the analysis is an accurate estimate of the number

of events expected from SM processes (background events) in these regions, and of the associated un-

certainty. With the background estimate in hand, it is possible to look at the observed yields in data and

compare it with the expectations; this comparison, performed with the statistical methods discussed in

Chapter 5, allows quantifying the significance of an excess or placing limits on BSM signal models.

The estimate of the expected background events can be performed with different techniques. In par-

ticular, in these thesis three types of techniques are used:

• A first option is to take the background estimate directly from MC simulation.

• The MC estimate can be improved by normalizing each process in a dedicated CR, which is a region

non overlapping with the SR, but kinematically close to it, enriched in the background process that

we want to normalize and with a very low expected signal fraction. Since CR and SR must be

non-overlapping, some of the selections of the SR are inverted to design the CR; the extrapolation

of the background normalization factor form the CR to the SR is tested in dedicated VRs. Figure

6.1 shows a schematic view of the relation between CRs, VRs and VRs. A simplified example

of how the usage of CRs can lead to an improved background prediction with reduced systematic

uncertainties is discussed in Section 5.4.2.

• In some cases, a background estimate that relies only on data and not on MC simulation is preferred.

In these cases we speak of a data-driven background estimate.

In each of the analyses described in this thesis, two different analysis strategies are carried out in

parallel:

Cut-and-count Several SRs are designed, each optimized to maximize the discovery significance to a

specific region of the parameter space, represented by one benchmark model. Cut-and-count SRs

are useful also to provide simple and powerful model-independent ULs, that are easy to re-interpret

for signal models different than the ones considered in the analysis.

Multi-bin In this case, the SRs are non-overlapping. This requirement conflicts with the simple choice of

the best selection to maximize the significance, which means that the individual discovery power
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FIGURE 6.1: Schematic view of the relation between CRs, VRs and VRs. Figure from

Ref. [203].

of each SR is smaller than in the case of cut-and-count SRs. On the other hand, having non-

overlapping SRs allows to statistically combine them in the likelihood fit, leading to a stronger

model-dependent expected UL. The increase in expected exclusion obtained with the combination

of several regions is demonstrated in Section 5.4.4.

6.4 Object definition

Physics objects used in the analyses are defined with two sets of inclusive selections: a first set of looser

selections defines the baseline objects. These are used as input for the overlap removal algorithm which,

in the steps defined in the next paragraph, solves the possible double-counting of physics objects (e.g.

electrons reconstructed also as jets); objects that survive the overlap removal procedure are then subject

to tighter selections to define the signal objects. The specific selections applied to jets, electrons and

muons are:

Jets Baseline jets are reconstructed with the anti-kT algorithm with radius parameter R = 0.4 and use the

calibration procedure discussed in Section 4.2.3. The kinematic selection on baseline candidate jets

is pT > 20 GeV and |η| < 2.8; In order to suppress fake jets originating from pileup interactions,

jets with pT < 60 GeV are required to have JVT > 0.59 and satisfy the cleaning criteria discussed

in Section 4.2.5 with the BadLoose OP. After overlap removal, signal jets are required to have

pT > 30(20) GeV for the analysis discussed in Chapter 7 (8); the difference on the pT threshold in

the two analyses is related to differences in the signal event kinematics, and will be discussed more

in detail in the specific chapters.

Jets are considered b-tagged based on the output of the MV2c10 algorithm (see Section 4.3); in

both analyses the OP used corresponds to an average efficiency of 77% for b-jets from simulated

tt events, and to a rejection factor of 6, 22 and 134 against jets originating from c-quarks, hadronic

decays of τ leptons and light jets respectively.

Re-clustered jets Baseline jets that survive the overlap removal are re-clustered with the anti-kT algo-

rithm into large-R jets of radius R = 0.4, as described in Section 4.2.6. Re-clustered jets are

trimmed removing the constituents whose pT falls below 10% of the pT of the re-clustered jet, and

are then required to have pT > 100 GeV and |η| < 2.0.
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Electrons Baseline electrons have to satisfy the Loose identification OP (see Section 4.5.2) and required

to have pT > 20(5) GeV the analysis discussed in Chapter 7 (8) and |η| < 2.47. After overlap re-

moval, signal electrons are required to satisfy the Tight identification OP and the LooseTrackOnly
isolation OP, and to have pT > 20 GeV. Electrons are matched to the PV by requiring |d0/σd0 | < 5
and |z0 sin θ| < 0.5 mm.

Muons Baseline muons are required to satisfy the Medium identification OP (see Section 4.4.2) and to

have pT > 20(5) GeV in the analysis discussed in Chapter 7 (8) and |η| < 2.5. After overlap

removal, signal muons are required to satisfy the LooseTrackOnly isolation OP and to have pT >
20 GeV. Muons are also matched to the PV by requiring |d0/σd0 | < 3 and |z0 sin θ| < 0.5 mm;

muons that do not satisfy this selection as considered as cosmic muons, and the events with at least

one cosmic muons are vetoed.

The missing transverse momentum is defined considering all the calibrated objects in the event, as de-

scribed in Section 4.6, and uses the TST to account for the contribution of detector signals not associated

to reconstructed objects.

Overlap removal

Potential overlaps between jets, electrons and muons are resolved sequentially with the overlap removal

procedure. First of all, electrons that are likely to originate form muon bremsstrahlung, i.e. those that lie

within ΔR < 0.01 from a muon candidate, are removed.

Overlaps between jet candidates and electron arise mostly from two reasons. Electrons are recon-

structed from deposits in the calorimeter, and are therefore reconstructed as jets as well. In this case

we want to preserve the electron and remove the jet, so we remove any non-b-tagged jet that lies within

ΔR < 0.2 from an electron candidate; an exception is done for b-tagged jets, since in this case the elec-

tron is likely to originate from a semileptonic B-hadron decay. Electron candidates that are close to the

surviving jets are likely to have been produced in the decay of an hadron inside the jet, and are therefore

removed if they lie within ΔR < 0.4 from a jet and their energy is lower than 50 GeV, or if their energy

is higher than 50 GeV and the ΔR from the jet is lower than min(0.4, 0.04 + 10 GeV/ET). Having an

energy-dependent ΔR selection aims at increasing the acceptance for leptons originating from the decay

of boosted top quarks.

Unlike electrons, muons are unlikely to be reconstructed as jets. Therefore, the first step in the overlap

removal procedure between muon candidates and jets aims primarily at removing the muons that originate

from the decay of hadrons inside the jets. Muons and jets can also be close if the jet is originating from

muon bremsstrahlung; these jets typically have a small number of associated ID tracks. Therefore jets

that lie within ΔR < 0.2 from a muon are removed if they are not b-tagged and if they have less than

three matching ID tracks. Muons in close proximity to the surviving jets are removed if they lie within

ΔR < 0.4 from a jet and their pT is lower than 50 GeV, or if their pT is higher than 50 GeV and the ΔR
from the jet is lower than min(0.4, 0.04 + 10 GeV/pT).

6.5 Experimental systematic uncertainties

Each of the selections in the definition of the objects described in Section 6.4 has an associated experi-

mental systematic uncertainty in the modeling of that selection in the MC simulation. The experimental

systematic uncertainties that are most relevant for analyses targeting final states with multiple b-jets and

Emiss
T are:

JES and JER As discussed in Section 4.2.3, the JES and JER calibration procedures allow to both cal-

ibrate the jet energy from the EM to the hadronic scale, and also to correct MC simulations to

describe better the data; the uncertainties in these corrections propagate to the analyses. For the

JES, reduced sets of uncertainties are available that reduce the number of NPs to be included in
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the analysis at the cost of potential loss in correlation; the analyses discussed in this thesis use a

strongly reduced set with three NPs. Uncertainties in JES and JER are the leading source of exper-

imental uncertainties, as they can change the kinematic of the jets in the event, and therefore also

the number of jets that fulfill certain selections.

b-tagging The uncertainties in the b-tagging calibration procedure (see Section 4.3.1) are included

through uncertainties in the b-tagging SF. They are divided into one NP for the uncertainty in the

efficiency of tagging jets originating from b-quarks, one for the mistagging of the jets originating

from c-quarks, and one for light jets; furthermore, one additional NP for the high-pT extrapola-

tion uncertainty, based on MC simulation studies, increases the uncertainties in the high-pT region,

where the b-tagging calibration is not available and the central value of the SF is taken from the

closest calibrated pT region. The uncertainties in b-tagging play a relevant role in the analyses in

this thesis, as they rely heavily on the selection of events containing b-tagged jets.

Luminosity Besides those uncertainties associated with the object selections, another experimental un-

certainty that is taken into account in the analysis is the uncertainty in the integrated luminosity,

whose measurement is described in Section 2.3.6; for the 2015-2016 dataset the luminosity uncer-

tainty corresponds to 3.2% and is derived with a strategy similar to that described in Ref. [101].

The impact of this uncertainty on the analyses discussed in this thesis is very small.

The following systematic uncertainties have been explicitly tested to be negligible in the analyses and are

therefore not included in the final results presented in this thesis:

Leptons The uncertainties in the calibration and resolution of the energy (momentum) of electrons

(muons).

Emiss
T The three NPs that take into account the uncertainty in the scale and the parallel and perpendicular

resolution of the Emiss
T soft term. Note that, while the Emiss

T soft term uncertainties are not included

in the final results, the propagation of the JES and JER uncertainties to the Emiss
T computation are

always properly taken into account.

6.6 Common kinematic variables

The kinematic properties of the objects in the event are used to define variables that, by combining

information about multiple objects, provide a handle to discriminate between the signal evens from the

benchmark model being tested, and the background events from SM processes, described in Section 6.7.

While a few of these variables are related to specific characteristics of the signal model, especially in the

case of the higgsino search discussed in Chapter 8 that involves two Higgs bosons, most of them are built

based on the features of the main background processes we need to suppress and are therefore in common

between the two analyses.

Object energy and multiplicity

Even just the multiplicity of the objects defined in Section 6.4 provides a powerful handle to analyze the

characteristics of an event. In particular, the following multiplicity variables are used:

Njet Number of signal jets in the event.

Nb−jet Number of signal jets that are b-tagged using the 77% OP.

Nlepton Number of signal leptons (electrons and muons) in the event.

In addition to multiplicity variables, we can also use the energy of the individual objects as a discriminat-

ing variable; for example, we always consider events with a minimum Emiss
T of 200 GeV (the selection is

tighter in some SRs), or we can consider only jets with pT above a certain threshold if we expect high-pT
jets from the signal.
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Effective mass

The effective mass is defined as the scalar sum of the momenta of all the signal objects in the event and

the missing transverse momentum:

mincl
eff = ∑

i≤n
pT

ji + ∑
j≤m

pT
�j + Emiss

T . (6.1)

This variable reflects the overall energy scale of the event, and in the signal is therefore correlated to the

mass of the SUSY particles produced.

Transverse mass

The transverse mass between lepton and Emiss
T (mT) is defined for events with at least one selected signal

lepton as:

mT =

√
2plep

T Emiss
T (1 − cos Δφ(Emiss

T , plep
T )) , (6.2)

where plep
T is the transverse momentum of the leading signal lepton in the event. For events where this

lepton and the entire Emiss
T derive from the decay of a parent particle with mass mparent, mT presents

an endpoint at mparent. This is the case when the lepton and Emiss
T derive form the leptonic decay of

a W boson, in W+jets events or in semileptonic tt events; note that dileptonic tt events do not present

the same endpoint at the W-boson mass, as it is not possible to completely disentangle the energy of the

two neutrinos. Events from W+jets or semileptonic tt processes can have values of mT higher than the

kinematic endpoint only if some of the objects in the event are not properly reconstructed (e.g. fake Emiss
T

from mismeasured jets, jets misidentified as leptons, or leptons out of acceptance).

Another variable useful to suppress the tt background is the minimum transverse mass between Emiss
T

and the b-jets in the event:

mb-jets
T,min = mini≤3

√
(Emiss

T + pji
T)

2 − (Emiss
T x + pji

x)2 − (Emiss
T y + pji

y )2 , (6.3)

where the minimum is taken over the transverse mass computed with the three leading b-tagged jets in

the event. In semileptonic tt events, this variable presents an endpoint near the top-quark mass, as this is

the endpoint that we would have if Emiss
T originating from the neutrino is perfectly measured and the b-jet

produced in the decay of the same top quark as the neutrino is among the three leading b-tagged jets.

Multijet suppression

SM background events without any neutrino in the decay chain can still have a sizable amount of re-

constructed Emiss
T if one of the jets in the event is mismeasured, leading to a fake energy imbalance in

the event. In these cases, the resulting Emiss
T will have a value of the azimuthal angle (φ) close to the

one of the mismeasured jet. The variable Δφ
4j
minis defined as the minimum difference in azimuthal angle

between Emiss
T and the four jets with the highest pT in the event:

Δφ
4j
min = mini≤4(|φjet,i − φEmiss

T
|) . (6.4)

Requiring high values of this variable helps rejecting events with no real Emiss
T .

6.7 Background processes and their modeling

This section describes the main background processes in the analysis regions, which are characterized

by the selection of events with an high number of b-jets and high Emiss
T , and the way they are modeled.
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In general, the modeling is based on MC simulations for all the backgrounds, except multijet which is

estimated with a data-driven technique. For the main background, pair production of top quark pairs (tt),
the shape of the different distributions is obtained from MC but the normalization is data-driven, derived

in specifically designed CRs and tested in VRs as described in Section 6.3.

(a)

(b) (c) (d)

FIGURE 6.2: LO Feynman diagram for the production of top quark pairs initiated by (a)

quark-antiquark annihilation and (b)-(d) gluon-gluon fusion.

6.7.1 Top quark pair production

Given the presence of several b-jets in the final state, tt production in association with jets constitutes the

main source of SM background in all the analysis regions. tt production, which at the LHC at 13 TeV

has a cross-section of 831.8+19.8+35.1
−29.2−35.1 pb [204], is mediated by the strong interaction, and it can occur

through quark-antiquark annihilation (Fig. 6.2(a)) or through gluon-gluon fusion (Fig. 6.2(b) to 6.2(d)).

When the LHC is running at 13 TeV, the threshold fraction of the proton energy that must be carried by

each parton in order to have sufficient energy to produce a system of two top quarks is about 2.6%. At

these low fractions, the PDF of the gluon is higher than the PDF of quarks and much higher than the PDF

of the antiquarks, so gluon-gluon fusion is the dominant tt production mode at the LHC.

In the SM, the top quark decays ≈ 99.8% of the times to a W boson and a b-quark. Beside the pair of

b-quarks, which are always present, the final state can be characterized based on the decay of the two W
bosons, leading to three different categories:

Dilepton Both W bosons decay to a lepton (e, μ, τ) and a neutrino (10.5%).

Single-lepton One W boson decays to lepton and neutrino, the other decays hadronically (43.8%).

All-hadronic Both W bosons decay hadronically (45.7%).

All the analysis regions considered in this thesis have a tight Emiss
T selection (the loosest one is Emiss

T >
200 GeV). Since the all-hadronic component of the tt background does not have any neutrino in the final

state, it does not fulfill the Emiss
T requirement unless one or more jets are mismeasured; this case produces

a negligible background in the analysis regions, and is estimated with the jet-smearing method (described

in Section 6.7.6) together with the other processed that pass the selection due to mismeasured jets. The

tt components that is dominating the background estimate are the dilepton and single-lepton ones, both

in the analysis regions that require reconstructed leptons as well as in the analysis regions that have a
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lepton veto. In the second case, the dominating component is the single-lepton component, where one

lepton is a hadronically decaying τ, has a pT too low to be reconstructed, or falls out of acceptance. The

MC generator used to simulate tt events produced in association with high-pT jets is POWHEG-BOX v2

with the CT10 PDF set [205] and interfaced with PYTHIA v6.428 [130] for the PS and hadronization. The

normalization is derived in CRs designed to be kinematically as close as possible to the corresponding SRs

(while being non-overlapping with them by inverting some of the selections), and is expressed in terms

of SFs relative to the cross-section computed with the highest available accuracy (NNLO+NNLL [206]).

Truth-level classification: tt decays

When considering events at particle level, the MC information can be used to reconstruct the decay chains

that lead to the stable particles in the final state. Starting from each top quark in the event, it is possible to

follow its decay chain and classify the event first of all into dilepton or single-lepton, or also with a finer

classification based on the flavor of the lepton. Subsequent decays of the τ lepton are not considered, and

hadronically decaying τ leptons are fully considered as leptons in this classification. Figure 6.3 shows the

tt decay type as a function of the mT value in a selection requiring at least four jets, at least three b-jets,

Emiss
T > 200 GeV and at least one signal lepton. It is possible to see that, while at low mT values the

tt component is dominated by events where one top quark decays leptonically and the other one decays

hadronically, after the kinematic threshold imposed by the mass of the W boson the dilepton component

is dominant.

Figure 6.4 shows the same tt classification but as a function of mb-jets
T,min, both in a selection with at least

one signal lepton (Figure 6.4(a)) and with a lepton veto (Figure 6.4(b)). Here it is possible to notice two

features. First of all, in general both the selection with a lepton requirement and the one with a lepton

veto are dominated by semileptonic decays: in the case of the selection with the lepton requirement the

lepton is in most of the cases a muon or an electron, while in the case of the selection with the lepton

veto most of the events contain one τ lepton, which can decay hadronically giving rise to a topology

with no electrons or muons. Secondly, while in the case of mT tt events are dominating the background

composition also for high values of this variable (just with a change from semileptonic to dileptonic tt
events), in the case of mb-jets

T,min after the kinematic endpoint the tt fraction decreases noticeably.

Truth-level classification: flavor of the associated jets

A truth-level classification is in place to study the tt +jets background based on the flavor of the associated

jets. This is done starting from the MC information at particle level; stable particles are grouped into jets

using the anti-kt algorithm described in Section 4.2.2 with R=0.4; only particle jets with pT > 15 GeV

and |η| < 2.5 are considered. The flavor of the jets is determined by matching them with the B- and

D-hadrons that are in a cone of ΔR = 0.4 from the jet. If the event contains at least one jet matched

to one or more B-hadrons, excluding the ones originating from the decay of the top quarks, the event is

classified as tt+ ≥ 1b. Otherwise, if at least one jet is matched to D-hadrons, excluding the ones from

the decay chain of the top quarks, the event is classified as tt+ ≥ 1c. tt+ ≥ 1b and tt+ ≥ 1c events

are categorized together as tt + HF events, where HF stands for heavy flavor, while the remaining ones

are classified as tt + light − jets. Figure 6.5 shows the evolution of the flavor composition of the jets

produced in association with tt as a function of the number of b-jets in the event. As expected, as the

number of b-jets increases, the tt + light − jets fraction decreases and the tt+ ≥ 1b fraction increases.

Modelling uncertainties

The modeling uncertainties in the tt background considered in this thesis are:

Generator The uncertainty associated with the choice of a specific MC generator is estimated by com-

paring POWHEG-BOX with MADGRAPH5_AMC@NLO, both interfaced with HERWIG++ v2.7.1 with

the UEEE5 underlying-event tune.
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FIGURE 6.3: tt decay type as a function of the mT value in a selection requiring at least

four jets, at least three b-jets, Emiss
T > 200 GeV and at least one signal lepton.
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FIGURE 6.4: tt decay type as a function of the mb-jets
T,min value in a selection requiring at

least four jets, at least three b-jets, Emiss
T > 200 GeV and (a) at least one signal lepton (b)

exactly zero lepton and Δφ
4j
min > 0.4.

Parton shower and hadronization Also the choice of the generator that emulates the PS and the

hadronization is associated to an uncertainty, that is evaluated by comparing the nominal sam-

ple, generated with POWHEG-BOX and showered with PYTHIA, to another sample generated again

with POWHEG-BOX but showered with HERWIG++ v2.7.1.

Radiation The systematic uncertainty related to the modeling of the ISR and FSR is estimated by com-

paring samples generated with POWHEG-BOX interfaced with two versions of PYTHIA v6.428 with

two different settings [129]. One uses the PERUGIA2012radHi tune, has hdamp parameter set to

twice the top mass and the renormalization and factorization scales set to twice the nominal value;

these settings lead to an overall larger amount of radiation. The second sample uses a version of
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FIGURE 6.5: Evolution of the flavor of the jets produced in association with tt in a selec-

tion requiring at least four jets, at least two b-jets, Emiss
T > 200 GeV and (a) at least one

signal lepton (b) exactly zero lepton and Δφ
4j
min > 0.4.

PYTHIA with the PERUGIA2012radLo tune, has hdamp set to the top mass and the renormalization

and factorization scales set to half of the nominal value, leading to a description of the event with

less additional jets.

Figures 6.6 and 6.7 show the changes in shape in the distribution of the number of signal jets and

the pT of the leading jet when comparing these systematic variations in a representative selection with a

lepton veto. The normalization of tt events is derived in the CRs, therefore modeling uncertainties affect

only the extrapolation from the CR to the corresponding SRs and VRs, and not the overall normalization.

The modeling uncertainties are therefore estimated by comparing the expected values for the TFs, defined

in Section 5.4.2. as the ratio of expected yields in the SR or VR over the expected yields in the corre-

sponding CR. The uncertainties in the TFs obtained from the different sources listed above are summed

in quadrature in each region, and are treated as uncorrelated across regions to avoid constraints from the

fit.

The main limitation for the estimate of the uncertainties is the statistical uncertainty of the MC samples

for the systematic variations, as these samples have in general less simulated events than the nominal

sample. A higher number of simulated events is available at particle level, where the simulation of

the interaction of the particles with the detector and the following event reconstruction (discussed in

Section 3.4) is not performed, so the evaluation of the tt modeling uncertainties is carried out comparing

samples at particle level, with the assumption that the detector simulation has a similar effect on all

the samples, independently of the MC generator used. Two further strategies are in place to reduce the

statistical uncertainty in the comparison of the different samples. One consists in relaxing or removing

some selections to both the CRs and the corresponding SRs/VRs. Another is to substitute the selection

on the number of b-jets with truth-tagging, described in the next section.

Truth b-tagging

With truth tagging, instead of keeping only the events that satisfy a certain criterion on the number of

b-tagged jets, all the events are kept and weighted. The weight is the probability that, out of all selected

jets in the event, a certain number pass the b-tagging identification. A different weight is computed for
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FIGURE 6.6: Distribution normalized to unity of the number of signal jets in the tt MC

sample in a selection requiring at least four jets, at least two b-jets, Emiss
T > 200 GeV and

exactly zero lepton. (a) POWHEG-BOX (pink line) and MADGRAPH5_AMC@NLO (blue

line), both interfaced with HERWIG++. (b) Nominal sample (pink line), generated with

POWHEG-BOX and showered with PYTHIA, and a sample generated with POWHEG-BOX

and showered with HERWIG++ (blue line). (c) Nominal sample (pink line) and two varied

samples generated with POWHEG-BOX interfaced with two versions of PYTHIA (blue and

green line).

each b-tagging requirement; for example, the probability for the event to have at least three b-tagged jets

will be different from the probability of having exactly two. For each jet, the probability to be b-tagged

can be expressed as a function of the jet flavor ( f ), pT and η:

ε ( f , |η|, pT) . (6.5)

If an event has N jets, the probability of containing exactly one b-tag jet can be expressed as:

P=1 =
N

∑
i=1

(
ε i ∏

i �=j

(
1 − ε j

))
, (6.6)

and in the same way, we can compute the probability for an inclusive b-tagging selection:

P=0 =
N

∏
i=1

(
1 − ε j

)
,

P≥1 = 1 − P=0 .

(6.7)

This procedure can be extended to an arbitrary number of b-tagged jets by summing over all the possible

permutations that lead to the desired number of b-tagged jets (n) to derive the exclusive probability and

then subtract it from the P≥n probability to have the inclusive probability for ≥ n + 1 b-tagged jets.

Beside decreasing the statistical uncertainty in the expected number of events, the other advantage of

using truth tagging on particle-level samples is that it allows to emulate the reconstruction-level efficiency

of the b-tagging algorithm: at particle-level a jet is considered a b-tagged if it is matched to a b-quark in

the MC record within a certain cone. This criterion has almost 100% efficiency for real b-jets, and it leads

to a null mistag rate. Instead with truth tagging, if the efficiency map used in Equation 6.5 corresponds

to the b-tagging efficiency measured for reconstructed jets, it is possible to obtain the same efficiency to

a b-tagging selection as in a reconstructed-level analysis.

Some analysis variables are build using explicitly the kinematic characteristics of the b-tagged jets,

e.g. mb-jets
T,min. The truth tagging method allows to choose which jets in the event should be considered
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FIGURE 6.7: Distribution normalized to unity of the pT of the leading signal jet in the tt
MC sample in a selection requiring at least four jets, at least two b-jets, Emiss

T > 200 GeV

and exactly zero lepton. (a) POWHEG-BOX (pink line) and MADGRAPH5_AMC@NLO

(blue line), both interfaced with HERWIG++. (b) nominal sample (pink line), generated

with POWHEG-BOX and showered with PYTHIA, and a sample generated with POWHEG-

BOX and showered with HERWIG++ (blue line). (c) Nominal sample (pink line) and two

varied samples generated with POWHEG-BOX interfaced with two versions of PYTHIA

(blue and green line).

as b-tagged: in an event with N jets, each permutation with a n jets considered as b-tagged and N − n
jets considered as non b-tagged is characterized by an individual weight wi. If we define S the sum of

all these individual weights, a pseudo-random number generated with uniform probability between 0 and

S will indicate which permutation to choose and consequently which jets to consider as b-tagged; this

procedure is illustrated in Figure 6.8.

FIGURE 6.8: Example schema to choose the selected permutation with truth b-tagging.

6.7.2 Single top quark production

While the production of a tt pair is mediated by the strong interaction, in the case of a single top quark

the production occurs via the electroweak interaction. There are three possible production channels,

illustrated in Fig. 6.9: the t-channel, the Wt-channel, where a top quark and a W boson are produced,

and the s-channel. The Wt- and s-channel production mechanisms are simulated with the same generator

choice as tt: POWHEG-BOX v2, showered with PYTHIA v6.428. Single top events produced through

the t-channel process are simulated with POWHEG-BOX v1, which uses the four-flavor scheme for the

computation of the NLO ME and the CT10f4 PDF set, with the four-flavor scheme as well, and the

top quarks are decayed with MADSPIN [207]. The cross-section used for normalization is computed at

NLO+next-to-next-to-leading logarithmic (NNLL) order [208–210].
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(a) (b)

(c) (d)

FIGURE 6.9: LO Feynman diagram for single top production. (a)-(b) Wt-channel. (b)

s-channel. (d) t-channel.

Wt-channel and tt interference

While the LO diagrams for Wt-channel single-top production in Figures 6.9(a) and 6.9(b) show a clear

signature characterized by one single heavy-flavor quark in the final state, when NLO diagrams are con-

sidered it is possible to reach the same final state as with tt production, namely WWbb, as shown in Fig.

6.10. Considering the two processes separately leads necessarily to an improper treatment of the quantum

interference between them. POWHEG-BOX allows to approach this problem with two different strategies,

diagram removal (DR) and diagram subtraction (DS) [211]; while none of them reproduces the quantum

interference between single top and tt, they allow to mitigate the size of the effect.

(a) (b)

FIGURE 6.10: Two example diagrams that lead to a WWbb final state. (a) double reso-

nance, both Wb pairs form a top quark. (b) single resonance, only one Wb pair forms a

top quark.

We can write the matrix element for the production of the WWbb final state as:

MWWbb = Mdouble−res +Msingle−res , (6.8)

where the first term represent the contribution from tt production (double resonance) and the second term

the contribution from NLO corrections to the Wt single top production, where only one of the two Wb
systems is resonant (single resonance). When computing the squared amplitude, this becomes:
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|MWWbb|2 = |Mdouble−res|2 + |Msingle−res|2 + 2R
(
Mdouble−res ×M∗

single−res

)
. (6.9)

While the first two terms are properly taken into account by the individual tt and single top MC

simulations, the last term represent the interference between the two processes and, unless special care to

avoid this is taken, it is completely ignored if the two processes are simulated independently.

In the DR approach, all the diagrams where a W boson and a b-quark form a top quark are removed

from the matrix element used to compute the single top cross-section in the Wt channel. While this

approach is not gauge invariant, it is found to have negligible dependence on the gauge choice.

Instead in the DS approach an extra subtraction term is added directly to the differential cross-section

to cancel the contribution of the production of two on-shell top quarks, which is more accurate the more

the invariant mass of the non-resonant Wb system tends to the top quark mass. Acting at the cross-section

level and not at the matrix-element level, this approach aims at accounting also for the interference term.

Which one of the two strategies gives a better description of the data depends on the phase space under

consideration. In this thesis the nominal single top estimate for the Wt channel is obtained with the DR

strategy. As an example, Figure 6.11 shows how the choice of the DR or DS approach can change the

distribution of two key variables in the analyses, Emiss
T and mb-jets

T,min.
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FIGURE 6.11: Distribution of (a) Emiss
T , (b) mb-jets

T,min and (c) number of signal jets in the

single top MC sample obtained with the DR and DS approaches (pink and blue line re-

spectively), in a selection requiring at least four jets, at least two b-jets, Emiss
T > 200 GeV

and at least one lepton.

To evaluate the uncertainty associate with the strategy chosen to account for the interference be-

tween tt and single top we use a dedicated WWbb sample generated at particle level with MAD-

GRAPH5_AMC@NLO showered with PYTHIA v8, that takes fully into account the interference. This

sample is produced at LO and using the four-flavor scheme, where b-quarks are treated as massive and

processes that require a b-quark in the initial state (which is the case for Wt production) are initiated by

a gluon splitting into a bb̄ pair. Because of the LO accuracy, the comparison with the sum of the two

nominal samples for tt and Wt, generated with POWHEG-BOX and showered with PYTHIA, does not lead

to sensible results as the NLO corrections to the tt sample are larger than the effect of the interference.

Instead, two additional samples are generated with the same settings as the WWbb sample to simulate

the double-resonance and the single-resonance samples: the former requires the presence of two resonant

top quarks, the latter requires one resonant top quark and two b-quarks in the ME, vetoing the presence

of a second resonant top quark.
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Modelling uncertainties

The modeling uncertainties in the single top background are estimated at particle level, like in the case of

the uncertainties in the tt background, but with the difference that in this case the uncertainty is computed

based on the difference of expected yields in SRs and VRs and not based on the difference in the TFs;

this is because in the analyses discussed in this thesis the single top backgrounds is normalized to its

theoretical cross-section and does not have a data-driven normalization. Truth tagging is used also in this

case to increase the available number of simulated events, and to provide a description of the b-tagging

efficiency closer to the one that we have on reconstructed events. The modeling uncertainties considered

are:

Interference The uncertainty deriving from the treatment of the interference between tt and single top

in the Wt channel is obtained comparing the sum of single-resonance and double-resonance contri-

butions to the total WWbb sample, using the samples described in the previous paragraph.

Radiation The systematic uncertainty in the modeling of the extra radiation is estimated with dedicated

samples generated with the same set of varied parameters used to generate the variation samples

for tt, described in Section 6.7.1.

6.7.3 Vector boson in association with jets

The production of a vector boson (W or Z boson) in association with jets is modeled in ATLAS with

the SHERPA generator in version 2.2: MEs are computed with COMIX [212] and OPENLOOPS [213], and

merged with the SHERPA parton shower with the CKKW prescription; the PDF set used is NNPDF 3.0,

and the expected number of events is normalized to the next-to-next-to-leading order (NNLO) cross-

section [214]. As an illustration, the LO Feynman diagrams for the production of a W boson in association

with one jet are shown in Fig. 6.12. The diagrams for the production of a Z boson in association with

one jet are the same, except that in the case of the Z boson the two quarks in Fig. 6.12(a) and the quark

and antiquark in Fig. 6.12(b) have the same flavor.

(a) (b)

FIGURE 6.12: Representative LO Feynman diagrams for the production of a W boson in

association with one jet.

Our analysis selections require high Emiss
T and the presence of b-jets, therefore most of the W+jets

events that fulfill the selection are the ones where the W boson decays to a electron, muon or τ lepton

and the associated neutrino (to produce some Emiss
T ) and the b-tagging requirement is satisfied because

of the production of extra heavy-flavor jets, or because the jet form the hadronic decay of the τ lepton is

incorrectly tagged as a b-jet together with other associated jets. W+jets events can therefore be present

both in analysis regions with a lepton requirement and in those with a veto on the presence of leptons. In

the case of Z+jets events, most of the events that enter the analysis regions have a Z → νν decay (which

has a B of about 20%), and are produced in association with heavy-flavor jets or jets that are mistagged;

these events contribute almost exclusively to the analysis regions with a lepton veto.
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Modeling uncertainties

The modeling uncertainties considered in the case of the simulation of vector boson production in as-

sociation with jets are related to the choice of parameters in the SHERPA generator. In particular, the

parameters whose choice can influence the description of the events are:

Renormalization scale The default renormalization scale (μR) is set to the mass of the W or Z boson in

the W+jets and Z+jets samples respectively. The systematic uncertainty associated with this choice

is derived by comparison with alternative samples where μR is set to twice or to half of the nominal

value.

Factorization scale Like μR, the factorization scale (μF) has its default value at the mass of the vector

boson, and is varied to twice and half this value.

Matching scale The scale for the matching between ME and PS is set to 20 GeV, and this choice is

compared with two alternative samples where is set to 30 and 15 GeV.

Resummation scale As in the case of μR and μF, the central value of the resummation scale (Qs f , the

scale used to factorize between constant and logarithmic terms in the resummation process) is set to

the W or Z boson mass, and varied to twice or half its central value in the systematic uncertainties.

In order to derive the effect of these systematic uncertainties, the analyses described in this thesis do

not use a direct comparison of the nominal samples with the ones implementing the systematic variations.

Instead, the comparison is implemented through weights with a 2D parametrization based on the number

of jets present in the event at particle level and on the transverse momentum of the vector boson [215].

As an example, the impact of these systematic uncertainties on the shapes of the distributions of Emiss
T in

a selection with a lepton veto is shown in Figure 6.13 for the Z+jets sample and in Figure 6.14 for the

W+jets sample.

6.7.4 Diboson production

Beside the production of a single vector boson, also pair production is possible: the LO Feynman di-

agrams for the production of a boson pair are shown in Fig. 6.15. The cross-section is suppressed by

more than three orders of magnitude with respect to the single-vector-boson case. Therefore, despite that

presence of two bosons leads a higher acceptance into the analysis regions, the overall contribution dibo-

son processes to the total SM background is small. The diboson MC samples are generated with SHERPA

v2.2.1, and their cross-sections are computed at NLO [216,217]. A 50% normalization uncertainty is ap-

plied to the predicted number of events for this background, to take into account systematic uncertainties

in its modeling. This conservative uncertainty is found to have a negligible impact in the analysis results.

6.7.5 tt + X production

A pair of top quarks can be produced also in association with a vector boson o a Higgs boson, as shown

in Figures 6.16(a)-6.16(c). In this thesis, these processes constitute a minor background and are grouped

in the category tt + X, together with four-top production, for which an example LO Feynman diagram

is shown in Figure 6.16(d). The production of a tt pair in association with a vector boson and four-top

production is modeled with MADGRAPH5_AMC@NLO showered with PYTHIA v8, while for tt + H the

same ME generator is used but the PS processes is performed with HERWIG++. All of these samples

are normalized to the NLO cross-section [141, 218]. As described above for the diboson background, a

conservative 50% normalization uncertainty is applied also to the tt + X background, and also in this

case it is found to have negligible impact in the analysis.
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FIGURE 6.13: Distribution normalized to unity of the pT of the leading signal jet in the

Z+jets MC sample in a selection requiring at least four jets, at least two b-jets, Emiss
T >

200 GeV and exactly zero lepton. (a) Comparison of nominal and renormalization scale

variations. (b) Comparison of nominal and factorization scale variations. (c) Comparison

of nominal and matching scale variations. (d) Comparison of nominal and resummation

scale variations.

6.7.6 QCD multijet

Multijet production is by far the process with the largest cross-section at the LHC (O(mb)). Most of the

QCD events are 2 → 2 processes, for which some example LO Feynman diagrams are shown in Fig.

6.17(a) and Fig 6.17(b), but higher order processes (2 → n) are possible as well (an example of 2 → 3
process is shown in Fig. 6.17(c)). Multijet processes do not have real Emiss

T , and therefore they can be a

background in analyses that require high Emiss
T only if one or more of the jets are mismeasured, leading

to an energy imbalance in the transverse plane that is reconstructed as Emiss
T . These processes do not

produce any lepton either, so also a contribution to analyses requiring leptons must originate from a jet

misreconstructed as a lepton. Since the probability for a multijet event to both have a fake high Emiss
T and

a fake lepton is very small, multijet processes are considered as background only in the analysis regions

with a veto on the presence of leptons.

Jet smearing

The usage of MC simulation to model the multijet background presents two main drawbacks. First of all,

the production cross-section for multijet production is very difficult to predict accurately. It is feasible

to model the 2 → 2 dijet production, but every additional parton in a 2 → n process brings into the

computation a further αs factor, and the energy scale of the interaction is low enough to be at the limit of

the validity of the perturbative expansion, limiting the validity of a LO order computation. The inclusion
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FIGURE 6.14: Distribution normalized to unity of the pT of the leading signal jet in the

Z+jets MC sample in a selection requiring at least four jets, at least two b-jets, Emiss
T >

200 GeV and exactly zero lepton. (a) Comparison of nominal and renormalization scale

variations. (b) Comparison of nominal and factorization scale variations. (c) Comparison

of nominal and matching scale variations. (d) Comparison of nominal and resummation

scale variations.

(a) (b) (c)

FIGURE 6.15: Representative LO Feynman diagrams for diboson production (V =
W, Z).

of corrections of higher order can improve the description, but the number of extra diagrams that should

be included makes this option unrealistic (just the LO computation for the 2 → 2 process only comprises

10 different diagrams). A second problem is of practical nature: the high cross-section for multijet

production implies a huge number of MC events that need to be simulated in order not to have a huge

statistical uncertainty.
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(a) (b)

(c) (d)

FIGURE 6.16: Representative LO Feynman diagram for the production of (a) tt̄W, (b)

tt̄Z, (c) tt̄H, and (d) tttt.

(a) (b) (c)

FIGURE 6.17: Representative LO Feynman diagram for multijet production. (a)-(b) 2 →
2 process. (c) 2 → 3 process.

The jet smearing method overcomes these problems by providing a data-driven estimate of the multijet

background, through the following steps:

• A sample of well-measured multijet seed events, with low values of Emiss
T , is selected in data.

• Each jet in each seed event is smeared: its four-momentum is multiplied by a random number

thrown based on the jet response function, that quantifies the fluctuations in the pT reconstruction

of the jets. The response, defined as the ratio Ereco
T /Etruth

T , is determined from MC simulations and

is then corrected to match data measurements. A different response function is used for b-tagged

jets.

• The smearing procedure is repeated a large number of times, O(1000), for each event, and every

time Emiss
T is recomputed with the smeared jets as input; some of these smeared events will have

high Emiss
T values and will satisfy the analysis selections.

• The number of events that satisfy the analysis selections is arbitrary and depends on the choice of

the seed events and on the number of smears for each event. The normalization is derived in a

specifically designed QCD CR, that relies on a tight upper selection on Δφ
4j
min(Δφ

4j
min < 0.1). All



120 Chapter 6. Common aspects to multi-b+Emiss
T SUSY searches

the zero-lepton analysis regions have the requirement Δφ
4j
min > 0.4, which makes them orthogonal

to the QCD CR and allows also to have VRs in the intermediate region.

Figure 6.18 shows the distribution of Δφ
4j
minin a selection requiring at least four jets, at least two

b-jets, Emiss
T > 200 GeV and exactly zero lepton. The first bin of this distribution is the region used

for the normalization of the multijet background, while the phase space up to Δφ
4j
min = 0.4 (which is

the lower threshold for the analysis regions) serves as validation region. Figures 6.19 and 6.20 show

respectively the distribution of Emiss
T and of the number of jets in the QCD CR and in a validation region

with 0.1 < Δφ
4j
min < 0.2.
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FIGURE 6.18: Distribution of Δφ
4j
minin a selection requiring at least four jets, at least two

b-jets, Emiss
T > 200 GeV and exactly zero lepton.



6.7. Background processes and their modeling 121

200 300 400 500 600 700 800 900 1000
 [GeV]miss

TE

1−10

1

10

210

310

410

510

Ev
en

ts Data
tt

Single top
+Xtt

W+jets
Z+jets
Diboson
Multijet

-1C. Rizzi PhD Thesis, 36.1 fb
 4 jets,≥ 3 b-jets, ≥0 lepton, 

 < 0.1
min
4jφ > 200 GeV, Deltamiss

TE

0
1020
30
40
50
60
70
80
90

100

Co
m

po
sit

ion
 [%

]

0
0.2
0.4
0.6
0.81
1.2
1.4
1.61.82

Da
ta

/M
C

(a)

200 300 400 500 600 700 800 900 1000
 [GeV]miss

TE

1−10

1

10

210

310

410

510

Ev
en

ts Data
tt

Single top
+Xtt

W+jets
Z+jets
Diboson
Multijet

-1C. Rizzi PhD Thesis, 36.1 fb
 4 jets,≥ 3 b-jets, ≥0 lepton, 

 < 0.2
min
4jφ > 200 GeV, 0.1 < Deltamiss

TE

0
1020
30
40
50
60
70
80
90

100

Co
m

po
sit

ion
 [%

]

0
0.2
0.4
0.6
0.81
1.2
1.4
1.61.82

Da
ta

/M
C

(b)

FIGURE 6.19: Distribution of Emiss
T in (a) the region with Δφ

4j
min < 0.1 where the data-

driven estimate for the multijet background is normalized and (b) the multijet validation

region with 0.1 < Δφ
4j
min < 0.2
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FIGURE 6.20: Distribution of the number of signal jets in (a) the region with Δφ
4j
min <

0.1 where the data-driven estimate for the multijet background is normalized and (b) the

multijet validation region with 0.1 < Δφ
4j
min < 0.2
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7 | Search for gluino pair production

This chapter presents a search for gluino pair production, leading to final states with multiple top and/or

bottom quarks and Emiss
T . Section 7.1 describes the signal models used to optimize and interpret the

analysis. Section 7.2 presents some kinematic variables specific to this analysis and illustrates how they

can be used to discriminate signal from background. The analysis regions are defined in Sections 7.3 and

7.4 for the cut-and-count and multi-bin strategies respectively. Section 7.5 shows the comparison between

data and simulation in a kinematic regime close to that of the analysis regions. Section 7.6 discusses

the systematic uncertainties that are included in the analysis, and Section 7.7 presents the results. The

interpretation of the results in terms of model-independent and model-independent limits is presented in

Section 7.8. In Section 7.10 we show the update of the analysis with 2017 data-taking period.

7.1 Signal model

The simplified models used to optimize this analysis are the two gluino-pair-production models shown in

Figure 7.1. Figure 7.1(a) shows a schematic diagram of the Gtt model: each of the pair-produced gluinos

decays with 100% B to two top quarks and the lightest neutralino (χ̃
0
1). In the Gbb model, shown in Figure

7.1(b), the decay happens through an off-shell sbottom and each gluino decays to two bottom quarks and

the χ̃0
1. Both models assume R-parity conservation, so the χ̃0

1, which in this case is the LSP, is stable

and escapes undetected giving rise to Emiss
T in the event. In both cases, the three body decay is realized

through an off-shell squark, and it involves two interaction vertices. The first one is a strong-interaction

vertex, in the case of the Gtt model: g̃ → tt̃(∗). The second is an electroweak vertex, originating from the

decay of the t̃ (or b̃ in the case of the Gbb model): t̃ → tχ̃0
1.

g̃

g̃
p

p

χ̃01

t̄

t

χ̃01

t

t̄

(a)

g̃

g̃
p

p

χ̃01

b̄

b

χ̃01

b

b̄

(b)

FIGURE 7.1: The simplified models used for the optimization of the analysis. (a) Gtt

model. (b) Gbb model.

In the Gtt and Gbb models, since the t̃ and b̃ are assumed to have very high mass, the only parameters

are the mass and production cross-section of the gluino, and the mass of the LSP. While the Gtt and Gbb

models are used both to optimize and interpret the analysis, a further interpretation is provided also in
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terms of a slightly more complicated model. If we allow also the lightest chargino (χ̃
±
1 ) be kinematically

accessible, another decay chain opens, where the virtual stop or sbottom decays to a χ̃±
1 : t̃ → b̄χ̃−

1 and

b̃ → tχ̃−
1 . The charge-conjugate processes are also possible, and in both cases the overall decay chain

of the gluino leads to g̃ → tbχ̃−
1 , which we refer to as Gtb model. The model used to reinterpret this

analysis assumes the decay χ̃±
1 → χ̃0

1W±, where the W boson can be off-shell if the mass difference

between the χ̃±
1 and the χ̃0

1 is not large enough to produce an on-shell W boson. This mass difference

becomes a further parameter of the model, and in this analysis we assume that the χ̃±
1 and the χ̃0

1 are

almost degenerate (in the MC simulation, they are generated with a mass difference of 2 GeV); in this

case the W boson is virtual and results into soft fermions, which most of the time are not reconstructed.

This small mass difference is often verified in models where the χ̃±
1 and the χ̃0

1 are part of an approximate

SU(2) multiplet, and setting it to a fixed value allows reducing the number of parameters of the model.

This analysis provides an interpretation of the result in terms of the B of the gluino into the Gtt, Gbb and

Gtb models. A schematic diagram of the possible decay chains in this mixed-B interpretation, in addition

to the ones shown in Figure 7.1, is shown in Figure 7.2.
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FIGURE 7.2: Simplified models used in the reinterpretation of the analysis. (a) Both

gluinos have the following decay chain: g̃ → tb̄χ̃−
1 with χ̃−

1 → f f̄ ′χ̃0
1. (b) One gluino

decays as in (a) and the other as g̃ → tt̄χ̃0
1. (c) One gluino decays as in (a) and the other

as g̃ → bb̄χ̃0
1. (d) One gluino decays as g̃ → tt̄χ̃0

1 and the other as g̃ → bb̄χ̃0
1.

These gluino decay chains that lead to final states rich in heavy-flavour quarks are dominant in SUSY

models where the squarks from the first two generations are significantly heavier than stop and sbottom,

or also in cases when the χ̃0
1 is dominated by the higgsino component.
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7.1.1 Signal cross-section

The cross-section for the production of a gluino pair at
√

s = 13 TeV, considering all the other SUSY

particles decoupled, is shown in Figure 7.3. This computation is at NLO accuracy in the strong coupling

constant, adding the resummation of soft emissions at next-to-leading logarithmic (NLL). To compute the

nominal cross-section and its uncertainty, the envelope of the predictions obtained with different choices

of factorization scale, renormalization scale and PDF set is built; the nominal cross-section is defined as

the midpoint of this envelope, and the uncertainty as half of the envelope width, as described in Ref. [219].

FIGURE 7.3: NLO+NLL gluino pair production cross-section with squarks decoupled as

a function of mass at
√

s = 13 TeV. Figure from Ref. [219].

7.2 Discriminating variables

Most of the kinematic variables used in this analysis to discriminate between signal and background are

in common with the higgsino search and have already been discussed in Section 6.6. Two additional

variables, used only in this analysis, are defined in this section.

Total jet mass

The total jet mass is the sum of the masses of the four leading reclustered jets in the event:

MΣ
J = ∑

i≤4
mJ,i . (7.1)

This variable is particularly useful in the case of boosted Gtt signals, where the four top quarks are

produced with high momentum and can be reconstructed as reclustered jets with high mass.

ISR jet

In the case of Gbb models, when the mass of the neutralino is close to the mass of the gluino the neutralino

is produced almost at rest and the event does not have a sizable Emiss
T ; this reduces the sensitivity of the

analysis to these cases. For these signal models, a sizable value of Emiss
T can be present in events where

the gluino system is recoiling against a hard jet from ISR; if we assume that the ISR jet is the most

energetic jet in the event, there will be an angular separation between this jet and Emiss
T larger than the

average. The variable Δφj1 , defined as:
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Δφj1 = |Δφ(j1, Emiss
T )| , (7.2)

helps therefore in selecting signal events where the Emiss
T derives from a neutralino boosted by an ISR jet.

The variables defined above, together with the ones defined in Section 6.6, allow to identify a region

of the phase space that is enriched in signal events. After selecting events with high Emiss
T (> 200 GeV),

at least four signal jets and at least three b-tagged jets, events are divided into the 0-lepton category, which

requires a lepton veto and also Δφ
4j
min> 0.4, and the 1-lepton category, with at least one signal lepton.

Figures 7.4 to 7.9 show the distribution of some important kinematic variables for the sum of the SM

backgrounds and for selected signal samples.

From Figure 7.4 it is possible to see how signal events have in general higher number of b-tagged

jets than background events; despite this, this variable alone is not sufficient to reduce the number of

background events enough to be sensitive to the signal.

Figure 7.5 shows the distribution of the number of signal jets. In this case, the result of the comparison

between the shape of the distribution for signal and for backgrounds depends heavily on the specific signal

considered. In particular, Gbb signal models tend to have a lower number of jets than Gtt models; this is

expected, since in Gtt models the decay of the top quark to a b-quark and a W boson can lead to up to 12

jets originating from the hard scattering process, while only four of such jets are present in Gbb signals.

Furthermore, Gtt events in the 0-lepton channel have more jets than Gttt-events in the 1-lepton channel,

since the leptonic decays of the W boson reduce the amount of hadronic activity in the final state. It can

be noted that while in SM simulations all-hadronic tt events do not enter our analysis regions because of

the lack of real Emiss
T , there are signal events where all the top quarks decay hadronically, since the Emiss

T
is provided by the neutralino.

A key variable in the suppression of the tt background is mb-jets
T,min, whose distribution is shown in Figure

7.6. The kinematic endpoint that characterizes tt events is not present for signal events, which tend to

have a more uniform distribution. Despite not having a kinematic endpoint, not all signals have a mb-jets
T,min

distribution that reaches high values: this is more likely for signals with a large splitting between the

gluino and the neutralino masses, which leads to the decay products being boosted.

The meff distribution for signal and background events is shown in Figure 7.7. In this case it is

possible to observe how signal models with a low neutralino mass (and therefore a large mass splitting)

this variable can be extremely helpful in identifying the presence of signal. In contrast, meff does not offer

a large discriminating power for signals that originate from less energetic final states, as it is the case for

the region of the parameter space where the mass of the neutralino approaches the mass of the gluino. A

similar argument can be made for MΣ
J and Emiss

T , shown in Figures 7.8 and 7.9 respectively.
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FIGURE 7.4: Distribution of number of b-tagged jets in background events and in (a) Gtt

signals in a 1-lepton selection, (b) Gtt signals in a 0-lepton selection and (c) Gbb signals

in a 0-lepton selection.
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FIGURE 7.5: Distribution of number of jets in background events and in (a) Gtt signals in

a 1-lepton selection, (b) Gtt signals in a 0-lepton selection and (c) Gbb signals in a 0-lepton

selection.
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FIGURE 7.6: Distribution of mb-jets
T,min in background events and in (a) Gtt signals in a 1-

lepton selection, (b) Gtt signals in a 0-lepton selection and (c) Gbb signals in a 0-lepton

selection.
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FIGURE 7.7: Distribution of meff in background events and in (a) Gtt signals in a 1-lepton

selection, (b) Gtt signals in a 0-lepton selection and (c) Gbb signals in a 0-lepton selection.
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FIGURE 7.8: Distribution of MΣ
J in background events and in (a) Gtt signals in a 1-lepton

selection, (b) Gtt signals in a 0-lepton selection and (c) Gbb signals in a 0-lepton selection.

200 300 400 500 600 700 800 900 1000

 [GeV]miss
TE

2−10

1−10

1

10

210

310

410

510

610

710

Ev
en

ts

)=1.4 TeV0χ∼)=1.9 TeV,m(g~ m(

)=600 GeV0χ∼)=1.9 TeV, m(g~m(

)=1 GeV0χ∼)=2.1 TeV, m(g~m(
Background

C. Rizzi PhD Thesis
-1=13 TeV, 36.1 fbsSimulation,

 4 jets,≥ 3 b-jets, ≥ 1 lepton, ≥

>200 GeVmiss
TE

Gtt model

(a)

200 300 400 500 600 700 800 900 1000

 [GeV]miss
TE

2−10

1−10

1

10

210

310

410

510

610

710

Ev
en

ts

)=1.4 TeV0χ∼)=1.9 TeV,m(g~ m(

)=600 GeV0χ∼)=1.9 TeV, m(g~m(

)=1 GeV0χ∼)=2.1 TeV, m(g~m(
Background

C. Rizzi PhD Thesis
-1=13 TeV, 36.1 fbsSimulation,

 4 jets,≥ 3 b-jets, ≥0 lepton, 
>0.4

min
4jφΔ > 200 GeV, miss

TE
Gtt model

(b)

200 300 400 500 600 700 800 900 1000

 [GeV]miss
TE

2−10

1−10

1

10

210

310

410

510

610

710

Ev
en

ts

)=1.8 TeV0χ∼)=1.9 TeV,m(g~ m(

)=600 GeV0χ∼)=1.9 TeV, m(g~m(

)=1 GeV0χ∼)=2.1 TeV, m(g~m(
Background

C. Rizzi PhD Thesis
-1=13 TeV, 36.1 fbsSimulation,

 4 jets,≥ 3 b-jets, ≥0 lepton, 
>0.4

min
4jφΔ > 200 GeV, miss

TE
Gbb model

(c)

FIGURE 7.9: Distribution of Emiss
T in background events and in (a) Gtt signals in a 1-

lepton selection, (b) Gtt signals in a 0-lepton selection and (c) Gbb signals in a 0-lepton

selection.
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7.3 Cut-and-count analysis regions

In this section, we discuss the definition of the cut-and-count analysis regions: first of all the optimization

process that leads to the SRs and then the design of corresponding CRs for the normalization of the tt
background and VRs to test the validity of the background prediction.

7.3.1 Signal regions

As discussed in Section 6.3, the cut-and-count SRs are designed to maximize the significance to specific

signal benchmarks, where the significance is defined as the number of standard deviations in a Gaussian

that give the p-value obtained with Equation 5.33. Since they are not meant to be statistically combined,

they do not need to be mutually exclusive and each of them can be optimized independently. The variables

considered in the optimization are chosen by selecting the ones that show the most significant differences

in shape between signal and background, and are Njet, Nb−jet, Emiss
T , meff, MΣ

J , mb-jets
T,min and, in the case of

regions requiring at least one lepton, mT. The SRs are defined as the set of selections that maximize the

expected significance for each benchmark model while fulfilling these requirements:

• At least 0.5 expected background events.

• tt as major background component, since it is the one that is normalized in CRs.

• The MC statistical uncertainty in the tt component < 30%.

• At least 2 expected events for the benchmark signal considered.

After selecting events with at lest four jets, at least three b-jets, which fired the Emiss
T trigger and with

Emiss
T > 200 GeV, three separate optimizations are performed:

Gtt-1L A first set of regions targets the Gtt signals (shown in Figure 7.1(a)) in the final states with

at least one reconstructed lepton. Three different SRs are defined in this category: boosted (B),

targeting signal models with high gluino mass and a large mass difference between the gluino

and the neutralino, medium (M), targeting signal models with intermediate mass splitting, and

compressed (C), aiming at signal models where the mass of the neutralino is close to the mass of

the gluino.

Gtt-0L A separate optimization is performed for the cases where the Gtt model leads to final states where

there are no reconstructed leptons. Also in this case, three SRs are defined and again referred to

as B, M and C depending on the signal models they are targeting. All the Gtt SRs are reported in

Table 7.1, together with their CRs and SRs whose design is discussed in the next section.

Gbb The optimization of the SRs targeting the Gbb model (shown in Figure 7.1(b)) is performed sepa-

rately. This signal does not produce any prompt lepton in the final state, but its characteristics differ

noticeably from the case of Gtt-0L, particularly it has a lower number of jets. Four SRs are opti-

mized for the Gbb signals: boosted (B), medium (M), compressed (C), and very compressed (VC).

The last SR targets compressed Gbb models, where the ETmiss trigger requirement is satisfied be-

cause the gluino system is recoiling against and ISR jet, giving additional boost to the neutralinos.

To enhance this topology, this region requires that the leading jet is not b-tagged, and the variable

Δφj1 is included in the optimization. The selections resulting from the optimization of the Gbb SRs

are reported in Table 7.2, together with the corresponding CRs and VRs.

7.3.2 Control and validation regions

All the CRs of the cut-and-count regions, including the ones for the Gbb SRs and for the Gtt-1L SRs

require the presence of at least one signal lepton. The orthogonality with the Gtt-1L SRs is ensured by
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applying to all the CRs an upper selection on mT < 150 GeV. To have enough events in the CRs to

properly constrain the tt background, the mb-jets
T,min selection is removed and other selections are relaxed,

ensuring at least 10 expected background events in each CR.

In the Gtt-1L regions the extrapolation between each pair of CR and SR is validated in two different

VRs: VR-mT is designed to verify the extrapolation to high mT, and is maintained orthogonal to the SR

through an inverted MΣ
J selection. A second region, VR-mb-jets

T,min, tests the extrapolation to high mb-jets
T,min by

selecting events with high mb-jets
T,min and low mT; this region is orthogonal to the corresponding CR thanks

to the exclusive jet multiplicity requirement that characterizes the Gtt-1L CRs.

In the case of the Gtt-0L regions, the main extrapolation between each pair of CR and SR is on the

number of leptons. This is validated in a specifically-designed 0-lepton VR, that is kept orthogonal to the

corresponding SR by an inverted MΣ
J selection.

Similarly, also each Gbb region has a 0-lepton VR, whose orthogonality with the SR is maintained

through a shift in the meff selection for Gbb-B and Gbb-M, and in the Emiss
T selection in Gbb-C and Gbb-

VC (since these last two regions target signal models with a compressed mass spectrum, and therefore do

not apply any meff selection in the SR).
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Gtt-1L

Criteria common to all regions: ≥ 1 signal lepton, pT
jet > 30 GeV, Nb−jet ≥ 3

Targeted kinematics Type Njet mT mb-jets
T,min Emiss

T mincl
eff MΣ

J

Region B

(Boosted, Large

Δm)

SR ≥ 5 > 150 > 120 > 500 > 2200 > 200

CR = 5 < 150 − > 300 > 1700 > 150

VR-mT ≥ 5 > 150 − > 300 > 1600 < 200

VR-mb-jets
T,min > 5 < 150 > 120 > 400 > 1400 > 200

Region M

(Moderate Δm)

SR ≥ 6 > 150 > 160 > 450 > 1800 > 200

CR = 6 < 150 − > 400 > 1500 > 100

VR-mT ≥ 6 > 200 − > 250 > 1200 < 100

VR-mb-jets
T,min > 6 < 150 > 140 > 350 > 1200 > 150

Region C

(Compressed,

small Δm)

SR ≥ 7 > 150 > 160 > 350 > 1000 −
CR = 7 < 150 − > 350 > 1000 −

VR-mT ≥ 7 > 150 < 160 > 300 > 1000 −
VR-mb-jets

T,min > 7 < 150 > 160 > 300 > 1000 −

Gtt-0L

Criteria common to all regions: pT
jet > 30 GeV

Targeted kinematics Type Nlepton Nb−jet Njet Δφ
4j
min mT mb-jets

T,min Emiss
T mincl

eff MΣ
J

Region B

(Boosted, Large

Δm)

SR = 0 ≥ 3 ≥ 7 > 0.4 − > 60 > 350 > 2600 > 300

CR = 1 ≥ 3 ≥ 6 − < 150 − > 275 > 1800 > 300

VR = 0 ≥ 3 ≥ 6 > 0.4 − − > 250 > 2000 < 300

Region M

(Moderate Δm)

SR = 0 ≥ 3 ≥ 7 > 0.4 − > 120 > 500 > 1800 > 200

CR = 1 ≥ 3 ≥ 6 − < 150 − > 400 > 1700 > 200

VR = 0 ≥ 3 ≥ 6 > 0.4 − − > 450 > 1400 < 200

Region C

(Compressed,

moderate Δm)

SR = 0 ≥ 4 ≥ 8 > 0.4 − > 120 > 250 > 1000 > 100

CR = 1 ≥ 4 ≥ 7 − < 150 − > 250 > 1000 > 100

VR = 0 ≥ 4 ≥ 7 > 0.4 − − > 250 > 1000 < 100

TABLE 7.1: Definitions of the Gtt SRs, CRs and VRs of the cut-and-count analysis. All

kinematic variables are expressed in GeV except Δφ
4j
min, which is in radians. The jet pT

requirement is also applied to b-tagged jets. Table from Ref. [220].
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7.3.3 Background composition

The pre-fit background composition in the the cut-and-count analysis regions is shown in Figures 7.10-

7.12. As can be appreciated, tt is the dominant background in all the SRs; the CRs and the VRs

have a high tt background purity by construction, since they are designed to respectively normalize

this background and validate the extrapolation of this normalization in a kinematic regime close to the

SRs. The subdominant background contributions are single-top, tt +W/Z and, in the 0-lepton channel,

Z(→ νν)+jets.
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FIGURE 7.10: Background composition in the Gtt-1L regions.
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FIGURE 7.11: Background composition in the Gtt-0L regions.

Figures 7.13 to 7.15 show the decay type of the tt background for Gtt-1L, Gtt-0L and Gbb regions

respectively, classified as described in Section 6.7.1. Figure 7.13 shows that the CRs are dominated by

single-lepton tt background, as well as the VRs designed to check the mb-jets
T,min extrapolation; this is because

both these types of regions have an upper selection on mT. Instead the SRs and the VRs that check the mT
extrapolation require high mT values; this selection suppresses single-lepton tt background and therefore

the SRs and VRs-mT are dominated by dilepton tt. In the case of Figures 7.14 and 7.15 we see all regions

are dominated by single-lepton tt background. In these cases, the CRs are 1-lepton regions with an upper

cut on mT and the SRs and VRs are 0-lepton regions, so in all of them the main background component

is single-lepton tt. In the case of SRs and VRs though, this single-lepton component is dominated by

τ+jets, since this category includes both hadronic and leptonic decays of the τ-lepton.
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FIGURE 7.12: Background composition in the Gbb regions.
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FIGURE 7.13: Decay mode of the tt background in the Gtt-1L regions.
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FIGURE 7.14: Decay mode of the tt background in the Gtt-0L regions.



7.3. Cut-and-count analysis regions 135

CR-Gbb-B
VR-Gbb-B

SR-Gbb-B
CR-Gbb-M

VR-Gbb-M
SR-Gbb-M

CR-Gbb-C
VR-Gbb-C

SR-Gbb-C
CR-Gbb-VC

VR-Gbb-VC
SR-Gbb-VC

0
10
20
30
40
50
60
70
80
90

100

Co
m

po
sit

ion
 [%

] C. Rizzi PhD Thesis
+jetsτ

+jetsμ

e+jets
ττ

τμ

μμ

τe
μe

ee

FIGURE 7.15: Decay mode of the tt background in the Gbb regions.

The classification of the tt background based on the flavour of the jets associated to the tt production,

as described in Section 6.7.1, is shown in Figures 7.16-7.18. Thanks to adopting the same selection on

the number of b-jets in CR, SR and VRs of the same region type, composition is similar in corresponding

regions, even if the fraction of tt + HF is sometimes higher in the SRs, especially in the case of Gtt-1L

regions.
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FIGURE 7.16: Heavy-flavour composition in the tt background in Gtt-1L regions.
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FIGURE 7.17: Heavy-flavour composition in the tt background in Gtt-0L regions.
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FIGURE 7.18: Heavy-flavour composition in the tt background in Gbb regions.
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7.4 Multi-bin analysis regions

In this section we describe the definition of the SRs, CRs and VRs of the multi-bin analysis.

7.4.1 Signal regions

The goal of the multi-bin strategy is to provide a set of regions each optimized for a different signal model

but all mutually exclusive, so that they can be statistically combined to increase the exclusion power of

the analysis.

Figure 7.5 shows that the number of jets provides a good handle to separate between Gbb signal

models, with lower number of jets, and Gtt signal models, where the number of jets is instead higher; the

Gtb model described in Section 7.1 will have a number of jets intermediate between the Gtt and the Gtb

case, as well as the mixed-B case where one of the two produced gluinos decays to bb̄χ̃0
1 and the other to

tt̄χ̃0
1. Within a single decay topology, the variable that best discriminates between signals with different

mass splitting between g̃ and χ̃0
1 is meff: as shown in Figure 7.7, signal models with larger mass splitting

tend to have higher values of meff, since the decay products are more boosted.

These two variables are therefore used, together with the number of signal leptons, to categorize events

into mutually exclusive regions. A schematic view of this categorization is given in Figure 7.19, while the

precise numerical values can be found in Tables 7.3-7.5. The naming convention for the multi-bin SRs is

the sequence of number of leptons, category for number of jets and category for meff regime, where the

categories for Njet and meff are labeled as "L" (low), "I" (intermediate) and "H" (high). So e.g. SR-0L-IL

is the SR in the 0-lepton channel with intermediate number of jets and low meff. Low Njet regions are

defined only in the 0-lepton channel, since they target Gbb signal models that do not produce final states

with leptons.

A dedicated SR to target Gbb signal models where the gluino pair recoils against an ISR jet is designed

following what is done for the cut-and-count analysis. Since the primary target of this ISR region are Gbb

models with low mass splitting, its ideal phase space overlaps with that of the 0-lepton regions with low

and intermediate Njet and low and intermediate meff. This SR-ISR relies on the selection of events where

the leading jet is very energetic (pT > 400 GeV), is not b-tagged and has a large angular separation with

the Emiss
T in the event (Δφj1 > 2.9). To allow orthogonality with the ISR regions, all the 0-lepton regions

with low and intermediate Njet and low and intermediate meff are required to have either the leading jet

b-tagged or Δφj1 < 2.9.

effLow m
eff        m

Intermediate effHigh m

 6≤jet N≤4

 8≤jet N≤7

 9≥jetN

0L-LL

0L-IL

0L-HL
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(a)
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Intermediate effHigh m

 7≤jet N≤6

 8≥jetN
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1L-HL

1L-II

1L-HI

1L-HH

(b)

FIGURE 7.19: Scheme of the multi-bin analysis for the (a) 0-lepton and (b) 1-lepton

regions. The 0L-ISR region is represented with the broad red dashed line in (a).
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In each of these mutually exclusive SR, the selections on variables other than Njet, Nlepton and meff
are optimized in a two-steps procedure:

1. First of all, in each region we define the set of selections that maximize the expected significance for

a specific benchmark model, where the significance is defined as the number of standard deviations

in a Gaussian that give the p-value obtained with Equation 5.33. These selections have to satisfy

the same criteria as for the cut-and-count SRs, described in Section 7.3. The benchmark models

used to optimize each SR are:

SR-0L-LL Gbb, m(g̃) = 1.9 TeV, m(χ̃
0
1) = 1.8 TeV,

SR-0L-LI Gbb, m(g̃) = 1.9 TeV, m(χ̃
0
1) = 600 GeV,

SR-0L-LH Gbb, m(g̃) = 2.1 TeV, m(χ̃
0
1) = 1 GeV,

SR-ISR Gbb, m(g̃) = 1.4 TeV, m(χ̃
0
1) = 1.2 TeV,

SR-0L-IL Gtt, m(g̃) = 1.9 TeV, m(χ̃
0
1) = 1.4 TeV,

SR-0L-II Gtt, m(g̃) = 1.9 TeV, m(χ̃
0
1) = 600 GeV,

SR-1L-IL Gtt, m(g̃) = 1.9 TeV, m(χ̃
0
1) = 1.4 TeV,

SR-1L-II Gtt, m(g̃) = 1.9 TeV, m(χ̃
0
1) = 600 GeV,

SR-0L-HL Gtt, m(g̃) = 1.9 TeV, m(χ̃
0
1) = 1.4 TeV,

SR-0L-HI Gtt, m(g̃) = 1.9 TeV, m(χ̃
0
1) = 600 GeV,

SR-0L-HH Gtt, m(g̃) = 2.1 TeV, m(χ̃
0
1) = 1 GeV,

SR-1L-HL Gtt, m(g̃) = 1.9 TeV, m(χ̃
0
1) = 1.4 TeV,

SR-1L-HI Gtt, m(g̃) = 1.9 TeV, m(χ̃
0
1) = 600 GeV,

SR-1L-HH Gtt, m(g̃) = 2.1 TeV, m(χ̃
0
1) = 1 GeV,

2. In a second step, we try to make the selections more uniform across all the regions, without penal-

izing the exclusion power. For each desired simplification of the selection, the exclusion contour is

computed and compared to the original one obtained with the selections from the first step. If the

simplification of the selections does not bring any significant loss in the exclusion sensitivity, the

simplification is adopted. This is the case e.g. for the mT selection, which takes the value of > 150
GeV for all the 1-lepton SRs.

7.4.2 Control regions and validation regions

As in the case of the cut-and-count strategy, all the CRs require at least one signal lepton. In the multi-bin

strategy the corresponding 0L and 1L SRs share the same CR. This choice is motivated by the observation

that 0L and 1L SRs in the multi-bin approach are kinematically closer than Gtt-0L and Gtt-1L regions

targeting similar signal topology, and also by the need to have CRs that are either mutually exclusive or

completely overlapping to allow the simultaneous inclusion of all the regions in the fit.

Also in the multi-bin approach, the CRs rely on an inverted selection on mT to maintain orthogonality

with the corresponding SRs-1L. The requirement on the number of jets is the same as in the SRs-1L, while

the SRs-0L require one extra jet. Selections on other variables are relaxed to allow enough expected tt
events in each CR. The extrapolation from the CR to each SR is tested with a dedicated VR. The VRs-0L

are orthogonal to the corresponding SRs through inversion of the mb-jets
T,min, meff or Emiss

T selection; the

VRs-1L have the same mT selection as the SRs and are orthogonal to those thanks to an inverted mb-jets
T,min

selection.

To allow enough events in all the VRs, two of them (VR-1L-HI and VR-1L-HL) are not orthogonal.

This does not constitute a problem since the VRs are not included in the statistical fit and the overlap has
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been quantified to be around 15% of the events in these VRs; therefore the validity of the conclusions is

not compromised.
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7.4.3 Background composition

The pre-fit background composition in the the multi-bin analysis regions is shown in Figures 7.20-7.22,

for the regions with high, intermediate and low number of jets. Just like in the cut-and-count analysis

regions, tt is the dominant background in all the SRs, and all the CRs and the VRs have a high tt purity.

Figures 7.23 to 7.25 show the decay type of the tt background for the regions with high, intermediate

and low number of jets, classified as described in Section 6.7.1. As already noticed when discussing

the cut-and-count regions, the SRs-1L and VRs-1L are dominated by dilepton tt since the mT > 150
GeV selection suppresses single-lepton tt background, which is instead dominant in the CRs and in the

0-lepton regions. In the case of SRs-0L and VRs-0L the selected tt events are mostly the ones where one

of the top quarks decays hadronically and the other one to a τ-lepton.

The classification of the tt background based on the flavour of the jets associated to the tt production,

as described in Section 6.7.1, is shown in Figures 7.26-7.28.
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FIGURE 7.20: Background composition in the the multi-bin regions with high number of

jets.
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FIGURE 7.21: Background composition in the the multi-bin regions with intermediate

number of jets.
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FIGURE 7.22: Background composition in the the multi-bin regions with low number of

jets.
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FIGURE 7.23: Decay mode of the tt background in the the multi-bin regions with high

number of jets.
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FIGURE 7.24: Decay mode of the tt background in the the multi-bin regions with inter-

mediate number of jets.
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FIGURE 7.25: Decay mode of the tt background in the the multi-bin regions with low

number of jets.
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FIGURE 7.26: Heavy-flavour composition in the tt background in the multi-bin regions

with high number of jets.
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FIGURE 7.27: Heavy-flavour composition in the tt background in the multi-bin regions

with intermediate number of jets.
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FIGURE 7.28: Heavy-flavour composition in the tt background in the multi-bin regions

with low number of jets.

7.5 Comparison between data and simulation

In this section we show the comparison between data and the MC simulation before the fit in the CR in

the distribution of the same kinematic variables as in Section 7.2. All the figures shown in this section do

not include systematic uncertainties and include all the relevant MC SFs. In order to investigate a region

depleted in signal events the requirement on the number of b-tagged jets is relaxed to Nb−jet ≥ 2.

7.5.1 Kinematic reweighting

The modeling of most kinematic variables related to the energy of the event shows a moderate disagree-

ment when compared with data in the 1-lepton channel, while in the agreement is good in the 0-lepton

channel. This is particularly visible in the distribution of meff, as shown in Figure 7.29.
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FIGURE 7.29: Comparison between data and simulation for the distribution of meff in (a)

the 1-lepton channel and (b) the 0-lepton channel.
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While the downward trend in the data/MC ratio in the 1-lepton channel is clearly visible in the bot-

tom panel of Figure 7.29(a), Figure 7.29(b) shows that this is not present in the 0-lepton channel. This

difference in trends is problematic for the analysis, since all of the CRs require at least one signal lepton,

including the ones used to derive the background prediction for 0-lepton SRs.

To mitigate this problem and to have a better estimate of the background in the high-meff tail, a

reweighting is derived based on the distribution of meff in a region that requires exactly two b-jets and low

mb-jets
T,min and is therefore orthogonal to all the analysis regions. More details on the reweighting procedure

and on its validation are given in Appendix A. All the figures in the rest of this section, as well as the

results in the following sections, have been obtained after this reweighting procedure.

7.5.2 Data-MC comparison after kinematic reweighting

Figures 7.30 and 7.31 show the data-MC agreement in the 1-lepton channel after the kinematic reweight-

ing described in the previous paragraph, while the agreement in the 0-lepton channel is shown in Figures

7.32 and 7.33. The 1-lepton and 0-lepton preselection require:

• ≥ 4 jets,

• ≥ 2 b-jets,

• Emiss
T > 200 GeV

and respectively at least one signal lepton or a lepton veto and Δφ
4j
min > 0.4.

In Figure 7.30(a) it can be noted how the kinematic reweighting improves the data-MC agreement

in the 1-lepton channel. All the distributions shown appear well modeled, with the exception of the

number of b-jets that shows an underestimate of MC with respect to the data that increases with the

number of b-jets, both in the 1-lepton channel and in the 0-lepton channel (Figures 7.31(b) and 7.33(b)

respectively). This mismodeling does not constitute a problem in this analysis, since the CRs have the

same b-jet multiplicity as the corresponding SRs.
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FIGURE 7.30: Comparison between data and simulation in the 1-lepton channel, after

applying the kinematic reweighting.



7.5. Comparison between data and simulation 149

4 5 6 7 8 9 10 11 12 13
Number of jets

1−10
1

10

210

310

410

510

610

Ev
en

ts Data
tt

single top
+Xtt

W+jets
Z+jets
diboson

C. Rizzi PhD Thesis
>200 GeVmiss

T4J, E≥2b,≥1L,≥
-136.1 fb

0
1020
30
40
50
60
70
80
90

100

Co
m

po
sit

ion
 [%

]

0
0.2
0.4
0.6
0.81
1.2
1.4
1.61.82

Da
ta

/M
C

(a) Njet

1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 6.5
Number of b-jets

1−10
1

10

210

310

410

510

610

710

Ev
en

ts Data
tt

single top
+Xtt

W+jets
Z+jets
diboson

C. Rizzi PhD Thesis
>200 GeVmiss

T4J, E≥2b,≥1L,≥
-136.1 fb

0
1020
30
40
50
60
70
80
90

100

Co
m

po
sit

ion
 [%

]

0
0.2
0.4
0.6
0.81
1.2
1.4
1.61.82

Da
ta

/M
C

(b) Nb−jet

0 200 400 600 800 1000 1200 jet 1 [GeV]Tp

1−10
1

10

210

310

410

510

610

Ev
en

ts Data
tt

single top
+Xtt

W+jets
Z+jets
diboson

C. Rizzi PhD Thesis
>200 GeVmiss

T4J, E≥2b,≥1L,≥
-136.1 fb

0
1020
30
40
50
60
70
80
90

100

Co
m

po
sit

ion
 [%

]

0
0.2
0.4
0.6
0.81
1.2
1.4
1.61.82

Da
ta

/M
C

(c) pT jet1

0 200 400 600 800 1000 1200 jet 2 [GeV]Tp

1−10
1

10

210

310

410

510

610

Ev
en

ts Data
tt

single top
+Xtt

W+jets
Z+jets
diboson

C. Rizzi PhD Thesis
>200 GeVmiss

T4J, E≥2b,≥1L,≥
-136.1 fb

0
1020
30
40
50
60
70
80
90

100

Co
m

po
sit

ion
 [%

]

0
0.2
0.4
0.6
0.81
1.2
1.4
1.61.82

Da
ta

/M
C

(d) pT jet2

0 200 400 600 800 1000 1200 1400 1600 1800 2000 lepton 1 [GeV]Tp

1−10
1

10

210

310

410

510

610

Ev
en

ts Data
tt

single top
+Xtt

W+jets
Z+jets
diboson

C. Rizzi PhD Thesis
>200 GeVmiss

T4J, E≥2b,≥1L,≥
-136.1 fb

0
1020
30
40
50
60
70
80
90

100

Co
m

po
sit

ion
 [%

]

0
0.2
0.4
0.6
0.81
1.2
1.4
1.61.82

Da
ta

/M
C

(e) pT lep1

0 200 400 600 800 1000 1200 1400 1600 1800 2000 b-jet 1 [GeV]Tp

1−10

1

10

210

310

410

510

610

Ev
en

ts Data
tt

single top
+Xtt

W+jets
Z+jets
diboson

C. Rizzi PhD Thesis
>200 GeVmiss

T4J, E≥2b,≥1L,≥
-136.1 fb

0
1020
30
40
50
60
70
80
90

100

Co
m

po
sit

ion
 [%

]

0
0.2
0.4
0.6
0.81
1.2
1.4
1.61.82

Da
ta

/M
C

(f) pT b-jet1

FIGURE 7.31: Comparison between data and simulation in the 1-lepton channel, after

applying the kinematic reweighting.
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FIGURE 7.32: Comparison between data and simulation in the 0-lepton channel.
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FIGURE 7.33: Comparison between data and simulation in the 0-lepton channel.
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7.6 Systematic uncertainties

The sources of systematic uncertainty discussed in Sections 6.5 and 6.7 are included in the analysis. The

relative size of these uncertainties after the fit in the CRs is shown in Figures 7.34(a) and 7.34(b), for the

cut-and-count and multi-bin analyses respectively. In the figure, the uncertainties are grouped into:

• Experimental uncertainties, which contain the sum in quadrature of the detector-related uncertain-

ties presented in Section 6.5. These are considered for both the background and signal MC samples.

The ranking of the different sources of uncertainty changes from region to region; in general the

dominant ones are JES (that has a relative impact on the expected background between 4 and 35%

in the different SRs), JER (0-26%) and the uncertainties on the b-tagging efficiency and mistagging

rate (3-24%).

• Theoretical uncertainties, which are the sum in quadrature of the modeling systematics discussed

in Section 6.7. In this case the dominant uncertainties are the ones on the modeling of the tt
background, whose impact ranges between 5 and 76%).

• MC statistical uncertainty.

• Statistical uncertainty in the CRs, that is reflected in the uncertainty in the tt scale factor and takes

values between 10 and 30%.

The total uncertainty (black line in Figure 7.34) takes into account correlation effects across the dif-

ferent systematic sources, and therefore is not the sum in quadrature of the individual components.

7.7 Results

The statistical procedures discussed in Chapter 5 are used to compare the MC simulation and the data

and extract quantitative information on their agreement and on the presence of BSM signals. The first

step is the background-only fit, a maximum-likelihood fit where only the CRs are included, as described

in Section 5.4.2. The tt normalization is a free parameter of the fit, and is therefore adjusted with the

number of observed events in the CRs as constraint. This procedure accounts for potential mismodelings

specific of the kinematic regime close to each SR, which are not necessarily the same for all the regions in

the analysis. Therefore each CR is used to derive a normalization factor for the tt background, indepen-

dent from the normalization factors derived in the other CRs, that is then used to derive the background

prediction in the corresponding SRs.

The top panel of Figures 7.35(a) and 7.35(b) shows the comparison between data and MC simulation

in the CRs of the cut-and-count and multi-bin analyses respectively. In the same figures, the bottom

panel shows the tt normalization factor derived from the fit in the CRs with its uncertainty, driven by

the statistical uncertainty in the CRs. The systematic uncertainties on the expected number of events are

included in the fit as nuisance parameters. Note that in the case of the cut-and-count analysis the fit is

performed separately in each CR. Instead for the multi-bin analysis all the CRs are included in the same

fit, even though with independent parameters for the tt normalization.

Figures 7.36(a) and 7.36(b) show the result of the background-only fit extrapolated to the VRs of the

cut-and-count and multi-bin analysis respectively. The upper panel shows the comparison of the number

of predicted and observed events, while the bottom panel quantifies the difference between the expected

and the observed with the pull, defined as the difference between number of observed and expected events

divided by the total uncertainty.

The result of the fit extrapolated to the SRs and the observed number of events in the SRs is finally

shown in Figures 7.37(a) and 7.37(b) for the cut-and-count and the multi-bin analyses respectively. No

significant excess is observed in the SRs; the largest excess is observed in SR-0L-HH, one of the regions

of the multi-bin analysis, where the pull 2.3 standard deviations. The numerical results in the cut-and-

count SRs are summarized in Table 7.6.
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FIGURE 7.34: Relative systematic uncertainty in the background estimate for (a) the cut-

and-count and (b) the multi-bin analyses. The individual uncertainties can be correlated,

such that the total background uncertainty is not necessarily their sum in quadrature. Fig-

ure from Ref. [220].
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FIGURE 7.35: Pre-fit event yield in control regions and related tt normalization factors

after the background-only fit for (a) the cut-and-count and (b) the multi-bin analyses. The

upper panel shows the observed number of events and the predicted background yield

before the fit. The background category tt +X includes tt +W/Z, tt +H and tt tt events.

All of these regions require at least one signal lepton, for which the multijet background is

negligible. All uncertainties described in Section 7.6 are included in the uncertainty band.

The tt normalization is obtained from the fit and is displayed in the bottom panel. Figures

from Ref. [220].
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FIGURE 7.36: Results of the background-only fit extrapolated to the VRs of (a) the cut-

and-count and (b) the multi-bin analyses. The tt normalization is obtained from the fit to

the CRs shown in Figure 7.35. The upper panel shows the observed number of events and

the predicted background yield. All uncertainties described in Section 7.6 are included in

the uncertainty band. The background category tt +X includes tt +W/Z, tt +H and tt tt
events. The lower panel shows the pulls in each VR. Figures from Ref. [220].
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FIGURE 7.37: Results of the background-only fit extrapolated to the SRs for (a) the cut-

and-count and (b) the multi-bin analyses. The data in the SRs are not included in the

fit. The upper panel shows the observed number of events and the predicted background

yield. All uncertainties described in Section 7.6 are included in the uncertainty band. The

background category tt+ X includes ttW/Z, ttH and tttt events. The lower panel shows

the pulls in each SR. Figures from Ref. [220].



7.7. Results 157

SR-Gtt-1L

Targeted kinematics B M C

Observed events 0 1 2

Fitted background 0.5 ± 0.4 0.7 ± 0.4 2.1 ± 1.0

tt 0.4 ± 0.4 0.5 ± 0.4 1.2 ± 0.8

Single-top 0.04 ± 0.05 0.03 ± 0.06 0.35 ± 0.28

tt + X 0.08 ± 0.05 0.09 ± 0.06 0.50 ± 0.28

Z+jets 0.049 ± 0.023 0.050 ± 0.023 < 0.01
W+jets < 0.01 < 0.01 0.024 ± 0.026

Diboson < 0.01 < 0.01 < 0.01

MC-only background 0.43 0.45 1.9

SR-Gtt-0L

Targeted kinematics B M C

Observed events 2 5 28

Fitted background 1.5 ± 0.5 3.5 ± 1.3 38 ± 8

tt 0.9 ± 0.4 1.8 ± 0.7 31 ± 8

Single-top 0.21 ± 0.14 0.6 ± 0.4 1.3 ± 1.1

tt + X 0.12 ± 0.07 0.45 ± 0.25 3.0 ± 1.6

Z+jets 0.06 ± 0.10 0.3 ± 0.9 0.49 ± 0.31

W+jets 0.07 ± 0.06 0.18 ± 0.15 0.67 ± 0.22

Diboson 0.06 ± 0.07 0.12 ± 0.07 < 0.01
Multijet 0.09 ± 0.11 0.04 ± 0.05 1.3 ± 2.1

MC-only background 1.3 3.3 23

SR-Gbb

Targeted kinematics B M C VC

Observed events 2 2 5 0

Fitted background 2.1 ± 0.7 3.0 ± 1.0 5.8 ± 1.9 4.7 ± 2.3

tt 1.2 ± 0.6 1.9 ± 0.7 3.8 ± 1.3 3.1 ± 1.3

Single-top 0.31 ± 0.16 0.39 ± 0.16 0.46 ± 0.20 0.15 ± 0.18

tt + X 0.12 ± 0.06 0.33 ± 0.19 0.6 ± 0.4 0.19 ± 0.11

Z+jets 0.15 ± 0.34 0.2 ± 0.6 0.6 ± 1.3 0.8 ± 1.9

W+jets 0.12 ± 0.09 0.13 ± 0.12 0.29 ± 0.19 0.37 ± 0.30

Diboson 0.06 ± 0.04 < 0.01 < 0.01 0.15 ± 0.08

Multijet 0.10 ± 0.12 0.022 ± 0.025 0.03 ± 0.04 0.016 ± 0.020

MC-only background 1.9 2.7 4.4 3.9

TABLE 7.6: Results of the background-only fit extrapolated to the Gtt 1-lepton, Gtt 0-

lepton and Gbb SRs in the cut-and-count analysis, for the total background prediction

and breakdown of the main background sources. The uncertainties shown include all

systematic uncertainties. The data in the SRs are not included in the fit. The background

category tt + X includes ttW/Z, ttH and tttt events. The row “MC-only background”

provides the total background prediction when the tt normalization is obtained from a

theoretical calculation [206]. Table from Ref. [220].
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7.8 Interpretation

The results described in Section 7.7 are used to set limits on the presence of BSM signal models.

7.8.1 Model-independent limits

The results of the background-only fit in the cut-and-count SRs are used to place model-independent

limits on the number of BSM events in the SRs. This limit is obtained with the CLs method; for each

SR, a fit similar to the background-only fit is performed but the number of observed and expected events

in the SRs (with its uncertainty) is included in the fit as well. Any signal contamination in the CRs is

neglected. The limits reported in Table 7.7 are obtained with pseudo-experiments, as dissed in Section

5.4.3.

Signal channel p0 (Z) σ95
vis [fb] S95

obs S95
exp

SR-Gtt-1L-B 0.50 (0.00) 0.08 3.0 3.0+1.0
−0.0

SR-Gtt-1L-M 0.34 (0.42) 0.11 3.9 3.6+1.1
−0.4

SR-Gtt-1L-C 0.50 (0.00) 0.13 4.8 4.7+1.8
−0.9

SR-Gtt-0L-B 0.32 (0.48) 0.13 4.8 4.1+1.7
−0.6

SR-Gtt-0L-M 0.25 (0.69) 0.21 7.5 6.0+2.3
−1.4

SR-Gtt-0L-C 0.50 (0.00) 0.39 14.0 17.8+6.6
−4.5

SR-Gbb-B 0.50 (0.00) 0.13 4.6 4.6+1.7
−1.0

SR-Gbb-M 0.50 (0.00) 0.12 4.4 5.0+1.9
−1.1

SR-Gbb-C 0.50 (0.00) 0.18 6.6 6.9+2.7
−1.8

SR-Gbb-VC 0.50 (0.00) 0.08 3.0 4.6+2.0
−1.3

TABLE 7.7: The p0-values and Z (the number of equivalent Gaussian standard devia-

tions), the 95% CL upper limits on the visible cross-section (σ95
vis), and the observed and

expected 95% CL upper limits on the number of BSM events (S95
obs and S95

exp). The maxi-

mum allowed p0-value is truncated at 0.5. Table from Ref. [220].

7.8.2 Model-dependent limits

The multi-bin analysis is used to place stronger limits on specific signal models. The limit setting pro-

cedure is repeated for each signal model, this time considering fully the signal contamination in the CRs

and the effect of the modeling and experimental uncertainties on the signal. In this case the results are

obtained using the the asymptotic approximation [199] when computing the CLs.

Figures 7.38(a) and 7.38(b) show the excluded region of the parameter space for Gtt and Gbb models

respectively. The dashed blue line shows the expected 95% CLs limit, which is the limit we would obtain

if the observed number of events were identical to the expectation from SM only, and the yellow band

around it indicates the effect of the uncertainty in the background prediction. The observed limit is shown

with a solid red line, and the dotted red lines show the impact of the signal systematic uncertainties on the
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FIGURE 7.38: Exclusion limits in the χ̃0
1 and g̃ mass plane for the (a) Gtt and (b) Gbb

models obtained in the context of the multi-bin analysis. The dashed and solid bold lines

show the 95% CL expected and observed limits, respectively. The shaded bands around the

expected limits show the impact of the experimental and background uncertainties. The

dotted lines show the impact on the observed limit of the variation of the nominal signal

cross-section by ±1σ of its theoretical uncertainty. The 95% CL expected and observed

limits from the ATLAS search based on 2015 data [221] are also shown. Figures from

Ref. [220].
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signal modeling (discussed in Section 7.1.1). Both in the case of the Gtt and Gbb models, the observed

limit is weaker that the expected. This particularly evident for Gtt models with massless neutralino, where

the limit is driven by SR-0L-HH, which has the larges deviation between expected and observed number

of events. The observed exclusion limit for massless neutralino is at around 1.97 and 1.92 for the Gtt

and Gbb models respectively; the sensitivity improves by 300 GeV and 450 GeV with respect to the Gbb

and Gtt sensitivity obtained from the analysis of the 2015 data [221], shown with dashed black lines in

Figure 7.38. Note that the improvement in observed limits (comparing the solid black and the solid red

lines) is much lower than that, since the analysis in Ref. [221] observed a slight deficit while this analysis

observes a slight excess.

As discussed in Section 7.1, the results of the multi-bin analysis are also used to place limits on a

more realistic model, where the gluino can decay to tt̄χ̃0
1, bb̄χ̃0

1, or tb̄χ̃−
1 , and the χ̃−

1 then decays to χ̃0
1

and soft fermions. All combinations of different B to these three decay modes with a unitary constraint

on their sum are considered. The inclusion of the gluino Bs as additional parameters makes it impossible

to show the results in the two-dimensional plane defined by the masses of the gluino and the neutralino,

as it is done for the simpler Gtt and Gbb models. Instead, the limits are presented in the B(g̃ → tt̄χ̃0
1)-

B(g̃ → bb̄χ̃0
1) plane, assuming that B(g̃ → tb̄χ̃−

1 ) = 1− B(g̃ → tt̄χ̃0
1)− B(g̃ → bb̄χ̃0

1), and only a few

selected mass points are considered.

Figure 7.39(a) shows the 95% CLs exclusion limit for signal models with m(χ̃
0
1) = 1 GeV and

m(g̃) = 1.8, 1.9 and 2.0 TeV. The solid and dashed lines show respectively the observed and expected

limits for the different mass hypothesis, distinguished by the different colors. The hashing indicates

which side of the plane is excluded. Due to the mild excesses observed in the multi-bin analysis, the

observed limits are weaker than the expected. In particular, for a gluino mass of 1.8 TeV, we expect to

exclude the entire B plane, while the "pure Gtb" corner in the bottom left, where both B(g̃ → tt̄χ̃0
1) and

B(g̃ → bb̄χ̃0
1) are low, is not excluded; none of the points are excluded for a gluino mass of 2.0 TeV.

Figure 7.39(b) shows instead three signal mass hypothesis with a gluino mass of 1.9 TeV and m(χ̃
0
1) =

1, 600 and 1000 GeV. Also in this case the observed limits are less stringent than the expected, leaving

not-excluded areas also for signals that we expect to exclude for any B, such as the one with neutralino

mass of 600 GeV.
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FIGURE 7.39: Exclusion limits in the g̃ → tt̄χ̃0
1 and g̃ → bb̄χ̃0

1 branching ratio plane

assuming (a) a neutralino mass of 1 GeV and various gluino masses (1.8, 1.9 and 2.0 TeV)

and (b) a gluino mass of 1.9 TeV and three neutralino masses (1, 600 and 1000 GeV). In

(a), the expected limit for a gluino mass of 1.8 TeV follows the plot axes, meaning that the

whole plane is expected to be excluded at 95% CL. The dashed and solid bold lines show

the 95% CL expected and observed limits, respectively. The hashing indicates which side

of the line is excluded. The upper right half of the plane is forbidden by the requirement

that the sum of branching ratios does not exceed 100%. Figures from Ref. [220].
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7.9 Comparison of cut-and-count and multi-bin strategies

In this analysis, the results of the multi-bin analysis are used to set model-dependent limits on selected

signal models. Also the regions cut-and-count analysis, used to set the model-independent limits in

Section 7.8.1, can be used to provide a statement on specific signal models. The different regions of the

cut-and-count analysis are not orthogonal and therefore can not be combined in a single statistical fit,

but they can still be "visually combined" in a single exclusion contour by selection for each mass point

the cut-and-count region with the best expected sensitivity, and this contour can be compared with the

contour obtained with the multi-bin approach. This is shown in Figures 7.40(a) and 7.40(b) for the Gtt

and Gbb models respectively. Since we want to make a statement on the sensitivity of the two strategies,

we compare only the expected exclusion contours (in blue for the cut-and-count analysis, in pink for

the multi-bin analysis) and not the observed exclusion. The grey numbers on the figures represent the

relative difference in expected upper limit on the signal strength: a negative number indicates a stronger

limit from the multi-bin analysis. In the case of the Gtt grid in Figure 7.40(a), the multi-bin approach

provides an improvement in expected upper limit of ≈30% in the bulk of the mass plane, and up to ≈50%

for the more challenging kinematic regime where the mass of the neutralino is closer to the mass of the

gluino. In terms of exclusion contour, this translates in an expected limit about 70 GeV stronger for

massless neutralino. In the case of the Gbb signal models, while it is still true that for most of the mass

points the expected limit on the signal strength is better with the multi-bin approach, for the region of

the parameter space with intermediate gluino and neutralino masses the cut-and-count analysis provides

a stronger sensitivity. This is balanced by a better sensitivity of the multi-bin strategy for m(g̃) ≈ 2 TeV,

m(χ̃
0
1) ≈ 700 GeV (where the cut-and-count approach shows the drawback of a switch in best-expected

region for neighboring mass points), and the two strategies have the same limit for massless neutralino.

The reason of the different relative performance of multi-bin and cut-and-count approaches in the Gtt

and Gbb signal models relies on the optimization strategy of the multi-bin analysis, which favors Gtt:

the regions with intermediate number of jets, which could still be sensitive to Gbb models, are optimized

based on Gtt signal benchmarks.
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FIGURE 7.40: Exclusion limits in the χ̃0
1 and g̃ mass plane for the (a) Gtt and (b) Gbb

models obtained in the context of the multi-bin analysis (pink line) and of the cut-and-

count analysis (blue line). The gray numbers show the relative difference in expected UL

on the signal strength between the multi-bin and the cut-and-count analysis: a negative

number shows a lower expected UL for the multi-bin analysis.
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7.10 Update with 2017 data-taking period

The mild excess observed in the multi-bin region SR-0L-HH motivated checking the results with the

2017 data-taking period as soon as it became available. The analysis has been reproduced with all the

data collected by the ATLAS experiment in 2015, 2016 and 2017, for a total integrated luminosity of 79.8

fb−1. Both the cut-and-count and multi-bin regions have been updated in Ref. [222], but in this section

we present only the results of the multi-bin regions, since the main purpose is the follow up of the excess

in the analysis of the 2015-2016 data. Differences in the object definition that occurred due to a change in

the ATLAS software release between the two analyses are not discussed in this section and do not impact

sensibly the physics results, more details can be found in Ref. [222].

7.10.1 Results

The results of the fit in the CRs extrapolated to the VRs and SRs are shown in Figures 7.41 and 7.42

respectively. We can see that there is good agreement with the predicted background in the VRs, and the

SRs do now show any significant deviation from the expectations. In particular, the excess in SR-0L-HH

is no longer present.
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FIGURE 7.41: Results of the background-only fit extrapolated to the VRs of the multi-

bin analysis. The data in the SRs are not included in the fit. The upper panel shows the

observed number of events and the predicted background yield. All the experimental and

modeling uncertainties as defined in Ref. [222] are included in the uncertainty band. The

background category tt+ X includes ttW/Z, ttH and tttt events. The lower panel shows

the pull in each region. Figure from Ref. [222].
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FIGURE 7.42: Results of the background-only fit extrapolated to the SRs of the multi-

bin analysis. The data in the SRs are not included in the fit. The upper panel shows the

observed number of events and the predicted background yield. All the experimental and

modeling uncertainties as defined in Ref. [222] are included in the uncertainty band. The

background category tt+ X includes ttW/Z, ttH and tttt events. The lower panel shows

the pull in each region. Figure from Ref. [222].

7.10.2 Interpretation

In this section, we show the model-dependent limits obtained with the update of the multi-bin analysis

to include 79.8 fb−1of data. Figures 7.43(a) and 7.43(b) show the exclusion contour at 95% CL for the

Gtt and Gbb models respectively; these figures can be compared with the equivalent ones for 36.1 fb−1,

Figures 7.38(a) and 7.38(b). The expected sensitivity increases by about 50 GeV and 120 GeV for the

Gtt and the Gbb models respectively. The difference is larger for the observed limit: 270 GeV for the Gtt

model and 280 GeV for the Gbb model. This is because, while in the 36.1 fb−1analysis the observed limit

is weaker than the expected due to a few small excesses in the multi-bin analysis, in the 79.8 fb−1analysis

the observed limits are slightly stronger than the expected in most of the m(g̃)-m(χ̃
0
1) plane.

The interpretation with variable B of the gluino to tt̄χ̃0
1, bb̄χ̃0

1, or tb̄χ̃−
1 , and the χ̃−

1 then decays to
χ̃0

1 and soft fermions, but with a different presentation choice: for each point in the B plane, the highest

excluded gluino mass at 95% CL is shown for a specific neutralino mass. Figure 7.44 shows the expected

and observed 95% CL exclusion limits for m(χ̃
0
1) = 1 GeV, while Figures 7.45 and 7.46 assume m(χ̃

0
1) =

600 GeV and 1 TeV respectively. In all the figures, the while lines indicate contours at mass intervals of

50 GeV. For a given neutralino mass, the strongest limits for the gluino mass are in the pure-Gtt corner and

the weakest ones in the pure-Gtb corner for light neutralino mass, while with the increase in neutralino

mass the weakest-exclusion point moves to points with higher B to bb̄χ̃0
1.

Two additional interpretations have been included in this version of the analysis, to test the dependence

of the limits on the assumption on m(t̃) for the Gtt model and on m(t̃), m(b̃) and m(χ̃
±
1 ) for the model

with mixed Bs. In the case of the Gtt model, the nominal exclusion limit is provided assuming an off-shell

stop: m(t̃) is set to 5 TeV. Figure 7.47 shows the expected and observed 95% cross-section upper limit for

a signal model with m(g̃) = 2.1 TeV and m(χ̃
0
1) = 600 GeV as a function of the stop mass; the thin blue

lines show the limit in the case of off-shell stop. The range chosen for m(t̃) allows an on-shell decay for

both g̃ → t̃t and t̃ → tχ̃0
1. We can see that, while for intermediate values of m(t̃) the sensitivity is similar

(and for some masses even better) than the off-shell case, when m(t̃) is close to the kinematic boundary of
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FIGURE 7.43: Exclusion limits in the χ̃0
1 and g̃ mass plane for the (a) Gtt and (b) Gbb

models obtained in the context of the multi-bin analysis. The dashed and solid bold lines

show the 95% CL expected and observed limits, respectively. The shaded bands around

the expected limits show the impact of the experimental and background uncertainties.

The dotted lines show the impact on the observed limit of the variation of the nominal

signal cross-section by ±1σ of its theoretical uncertainty. Figures from Ref. [222].
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FIGURE 7.44: The expected (a) and observed (b) 95% CL exclusion limits on the gluino

mass as a function of the gluino branching ratio to Gbb (vertical) and Gtt (horizontal)

models. Gluinos not decaying to either the Gtt or Gbb mode are assumed to decay via Gtb

instead. In this figure mχ̃0
1

is fixed to 1 GeV. The z-axis indicates the maximum excluded

gluino mass for each point in the branching ratio space. The white lines indicate contours

at mass intervals of 50 GeV. The exclusion limits were derived using the multibin analysis.

Figures from Ref. [222].
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FIGURE 7.45: The expected (a) and observed (b) 95% CL exclusion limits on the gluino

mass as a function of the gluino branching ratio to Gbb (vertical) and Gtt (horizontal)

models. Gluinos not decaying to either the Gtt or Gbb mode are assumed to decay via

Gtb instead. In this figure mχ̃0
1

is fixed to 600 GeV. The z-axis indicates the maximum

excluded gluino mass for each point in the branching ratio space. The white lines indicate

contours at mass intervals of 50 GeV. The exclusion limits were derived using the multibin

analysis. Figures from Ref. [222].
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FIGURE 7.46: The expected (a) and observed (b) 95% CL exclusion limits on the gluino

mass as a function of the gluino branching ratio to Gbb (vertical) and Gtt (horizontal)

models. Gluinos not decaying to either the Gtt or Gbb mode are assumed to decay via

Gtb instead. In this figure mχ̃0
1

is fixed to 1000 GeV. The z-axis indicates the maximum

excluded gluino mass for each point in the branching ratio space. The white lines indicate

contours at mass intervals of 50 GeV. The exclusion limits were derived using the multibin

analysis. Figures from Ref. [222].
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FIGURE 7.47: Exclusion limits as a function of m(t̃), in the Gtt model but with an on-shell

stop, in the context of the multi-bin analysis. The g̃ and χ̃0
1 masses are fixed to 2.1 TeV and

600 GeV respectively. The dashed and solid bold lines show the 95% CL expected and

observed limits, respectively. The solid red line indicates the theoretical cross-section for

a 2.1 TeV gluino. The thin blue lines indicate the expected (dashed) and observed (solid)

limits for the case of the off-shell stop, where m(t̃) = 5 TeV. Figures from Ref. [222].

m(χ̃
0
1)+m(t) and m(g̃)-m(t) the sensitivity degrades. This is because when m(t̃) approaches m(χ̃

0
1)+m(t),

the top quark originating from the t̃ decay has low momentum; instead, when m(t̃) approaches m(g̃)-

m(t), is the top quark produced in the g̃ decay that has less energy than in the off-shell case, limiting the

sensitivity of the analysis.

The second additional interpretation is presented in Figure 7.48, showing the expected and observed

the 95% CL cross-section upper limit for the mixed-B model with on-shell stop, sbottom and χ̃±
1 , as a

function of the stop mass. The signal model considered had m(g̃) = 2.1 TeV, m(χ̃
0
1) = 600 GeV, m(b̃) =

m(t̃), and the χ̃±
1 mass fixed to 1.2 TeV and 180 GeV lower than the stop mass in Figures 7.48(a) and

7.48(b) respectively. In the case of fixed m(χ̃
±
1 ), the limit does not display a strong dependence on In the

range considered for the masses of stop and sbottom, the cross-section limit on m(t̃) and m(b̃) in the case

of χ̃±
1 mass fixed to 1.2 TeV. Instead when m(χ̃

±
1 ) increases with m(t̃), we can see that the limit weakens

at high m(t̃).
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FIGURE 7.48: Exclusion limits as a function of m(t̃), in the Gtb model but with an on-

shell stop and χ̃±
1 , for χ̃±

1 mass fixed to 1.2 TeV (a) and 180 GeV lower than the stop mass

(b), in the context of the multi-bin analysis. The g̃ and χ̃0
1 masses are fixed to 2.1 TeV and

600 GeV respectively. The dashed and solid bold lines show the 95% CL expected and

observed limits, respectively. The solid red line indicates the theoretical cross-section for

a 2.1 TeV gluino. The thin blue lines indicate the expected (dashed) and observed (solid)

limits for the case of the off-shell stop, where m(t̃) = 5 TeV, and m(χ̃
±
1 ) = 605 GeV.

Figures from Ref. [222].
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8 | Search for higgsino pair production

This chapter presents a search for higgsino pair production, with decay to Higgs or Z boson, focusing on

the final states with four bottom quarks and Emiss
T . Two complementary searches target this signal model:

the "high-mass" search, which is the focus of this chapter, is optimized for cases with higgsinos heavy

enough to produce sizable Emiss
T , while the "low-mass" search targets lower higgsino masses. Section

8.1 describes the signal models used to optimize and interpret the analysis. Section 8.2 discusses the

strategy for the reconstruction of the candidate Higgs bosons in the event, and the variables that allow us

to separate signal and background events. The definition of the analysis regions and their compositions

are presented in Sections 8.3 and 8.4, while Section 8.5 discusses the background composition. Section

8.6 shows the comparison between data and simulation in a kinematic regime close to that of the analysis

regions. Section 8.7 discusses the systematic uncertainties that are included in the analysis, and Section

8.8 presents the results. The interpretation of the results in terms of model-independent and model-

dependent limits is presented in Section 8.9. The low-mass search is briefly described in Section 8.10,

and Section 8.11 presents the combined results of the two searches.

8.1 Signal Model

This analysis studies the simplified model shown in Figure 8.1, targeting primarily the decays via Higgs

boson. These are models of general gauge mediation (GGM) [54–56, 223, 224] (already discussed in

Section 1.3.5) or GMSB [225, 226] where the lightest neutralino is the next to lightest supersymmetric

partner (NLSP), and decays promptly to the gravitino (G̃), which is the LSP, and a SM boson.

H̃

H̃

h/Z

h/Zp

p

G̃

b

b

G̃

b

b

FIGURE 8.1: Diagram for the simplified model considered in the analysis. The primary in-

terpretation of the analysis is the decay via Higgs bosons, but decays via varied branching

ratios to Z bosons are also studied. The production of the H̃ occurs via mass-degenerate

pairs of charginos or neutralinos, which decay to the χ̃0
1 and immeasurably low momentum

particles.

As discussed in Section 1.3.2 SUSY predicts five Higgs bosons. Their superpartners (higgsinos) mix

with the superpartners of the electroweak gauge bosons to form charginos and neutralinos.

In models where the the lightest neutralinos and charginos are dominated by the higgsino compo-

nent, the four lightest charginos and neutralinos are nearly degenerate [44, 227, 228] and ordered as:



172 Chapter 8. Search for higgsino pair production

mχ̃0
1

< mχ̃±
1

< mχ̃0
2
. These models are particularly interesting because they arise in the limit where

|μ| < |M1|, |M2|, which is the same limit that minimizes the fine tuning problem in the Higgs sector of

the MSSM.

In the case of a higgsino-like neutralino, the direct production of a χ̃0
1 χ̃0

1 pair is suppressed, and the

production cross-section is dominated by χ̃0
1 χ̃0

2, χ̃0
1 χ̃±

1 , χ̃0
2 χ̃±

1 , and χ̃+
1 χ̃−

1 production. The χ̃0
2 and χ̃±

1

then decay to the χ̃0
1 and soft particles that can not be detected (originating from the decay of off-shell W

and Z bosons), therefore all of these production processes give practically the same final state as χ̃0
1 χ̃0

1
pair production.

Since in this chapter we consider only the case where the lightest neutralino is dominated by the

higgsino component, we will use interchangeably the notation χ̃0
1 or H̃ to indicate it. We consider only

the case where the lifetime of the H̃ is very short and it decays promptly to a Higgs boson or a Z boson

and the G̃; this is the case when the mass of the mediators of SUSY breaking is relatively small (smaller

than ≈ 107 GeV), while for higher mediator masses the NLSP acquires a finite lifetime, and can decay in

the detector or pass through the full detector without decaying.

The analysis described in this thesis targets events where the G̃ is produced with enough transverse

momentum to lead to sizable Emiss
T . This is the case when the higgsinos have intermediate or high mass.

This search is not sensitive to events where the higgsino mass is close to the mass of the Higgs boson, and

therefore the signal events have very little Emiss
T and do not satisfy the Emiss

T trigger requirement. These

events are the focus of a dedicated analysis whose results are here briefly discussed in Section 8.10.

8.1.1 Signal cross-section

The signal cross-section is computed for the pure higgsino case, at NLO plus NLL precision, assuming

that χ̃0
1, χ̃0

2 and χ̃±
1 are degenarate and that all the other SUSY particles decouple [229, 230]. The nom-

inal cross-section and its uncertainty are taken from an envelope of two cross-section predictions using

different PDF sets, and it is 3830 ± 160 fb at m(H̃) = 150 GeV, while it decreases to 1.8 ± 0.2 fb at

m(H̃) = 900 GeV.

8.1.2 Higgsino decay modes

This search is optimized to target cases where both H̃ decay promptly to a Higgs boson and a gravitino

with 100% B. This is not the case in realistic models, where the decays of a short-lived higgsino in

GGM scenarios can be to a photon, a Z boson or a Higgs boson with B that depends on the choice of the

parameters. As discussed in Ref. [231], the partial width of the three decays of the χ̃0
1 is:

Γ(χ̃0
1 → G̃ + γ) =

1
2
(sβ + ηcβ)

2
(

cWsW(M1 − M2)mZ

M1M2

)2

A ,

Γ(χ̃0
1 → G̃ + Z) =

1
4
(sβ + ηcβ)

2

⎛⎝1 − m2
Z

m2
χ̃0

1

⎞⎠4

A , (8.1)

Γ(χ̃0
1 → G̃ + h) =

1
4
(sβ − ηcβ)

2

⎛⎝1 − m2
h

m2
χ̃0

1

⎞⎠4

A .

In Equation 8.1, A is a parameter related to the higgsino lifetime:

A =
m5

χ̃0
1

16πF2
0
≈
( mχ̃0

1

100 GeV

)5 (100 TeV√
F0

)4 1
0.1 mm

, (8.2)
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sβ and cβ are the sine and cosine of the angle whose tangent is the ratio of the up-type to down-type Higgs

VEVs, η represents the relative sign of the coefficients of the two VEVs in the linear combination that

constitutes χ̃0
1, M1 and M2 are the bino and wino mass parameters respectively, and F0 is the VEV of the

SUSY-breaking F-term, the fundamental scale of SUSY breaking. The three Bs for different choices of

the parameters are shown in Figure 8.2.
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FIGURE 8.2: Branching ratios of the higgsino NLSP to a photon, a Z boson, and a Higgs

boson, as a function of mNLSP, for η = ±1 and tan β = 1.5, 20. In all the figures,

M1 = 500 GeV, M2 = 1000 GeV, and mh0 = 115 GeV. Figure from Ref. [231].

The decay to photon is relevant only for very low m(H̃), where the other decays are kinematically

suppressed. Once all the kinematic decays are allowed, the B is mostly to Z boson or Higgs boson; the

assumption of B(H̃ → hG̃) = 100%, used to optimize this analysis, is realized in the case of relatively

low tan β and η = −1. Instead for low tan β and η = +1 the dominant decay is to a Z boson,

while for high tan β both B(H̃ → hG̃) and B(H̃ → ZG̃) tend to converge to the same value for high

higgsino mass. This motivates the interpretation of this analysis as a function of B(H̃ → hG̃), assuming

B(H̃ → hG̃) + B(H̃ → ZG̃) = 1, presented in Section 8.9.

8.2 Discriminating variables

A key ingredient of the analysis is the reconstruction of the two Higgs bosons from the decay of the hig-

gsinos. Since this analysis targets events where both Higgs bosons decay to a bb̄ pair, the reconstruction

starts from four jets, which are chosen according to an ordering that favors b-tagged jets over non-tagged

jets, and then orders based on pT. Practically, this results in the following criteria:

• If there are exactly four b-tagged jets in the event, those are used.
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• If there are more than four b-tagged jets, the selected ones are the four b-tagged jets with highest

pT.

• If there are less than four b-tagged jets, the selected ones are the b-tagged jets and the non-tagged

jets with highest pT.

Once the four jets have been selected, they are grouped in two pairs, each one constituting a candidate

Higgs bosons. Different algorithms to pair the jets have been tested, and the chosen one is based on

minimizing the angular separation between the two jets associated to the same Higgs boson candidate. In

particular, the permutation chosen is the one that minimizes:

ΔRbb
max = max(ΔR(h1), ΔR(h2)) , (8.3)

where ΔR(h) is the distance in the η − φ space between the two jets from the same candidate. This

choice has a good efficiency in reconstructing the Higgs bosons in the signal, and at the same time avoids

creating artificial peaks in the background in correspondence of the Higgs boson mass. More details on

the efficiency of the reconstruction and the comparison with other reconstruction algorithms are given in

Appendix B.

Beside the variables described in Section 6.6, a few other discriminating variables particularly effec-

tive for this signal model are described below.

Candidate Higgs bosons

The invariant mass of the two Higgs boson candidates built following the procedure outlined above are

used as discriminating variable. In particular, we refer to m(h1) and m(h2) respectively for the mass of

the Higgs candidate with the leading and subleading mass.

The variable ΔRbb
max, defined in the previous section, is used to choose the pairing of the jets while

reconstructing the Higgs boson candidates but also as a discriminating variable to separate signal and

background.

Modified effective mass

In the signal model, only four jets come from the hard scattering process, and are therefore expected to be

more energetic than the remaining jets in the event. Therefore the meff definition is modified to include

only the jets that are selected as originating from a Higgs boson; the modified definition is therefore:

m4j
eff = ∑

i=1,..,4
pT

ji + Emiss
T (8.4)

where the sum runs over the jets selected according to the ordering procedure presented in Section ??.

The variables defined above, together with the ones defined in Section 6.6 allow identifying a region

of the phase space that is enriched in signal events. This study is performed after selecting events with

high Emiss
T (> 200 GeV), at least four signal jets and, least three b-tagged jets, zero signal leptons and

Δφ
4j
min> 0.4.

Figures 8.3 and 8.4 show the distribution of the main kinematic variables for the sum of the SM

backgrounds and for different signal samples after these selections. Figures 8.3(a) and 8.3(b) show the

distribution of the mass of the Higgs candidate with the leading and subleading mass respectively. As

can be appreciated, the distribution peaks at values around the Higgs mass for signals, while it is flatter

for background. The distribution of ΔRbb
max is shown in Figure 8.3(c). This variable assumes in general a

lower value for signal events, in particular for the high-mass signals, where the Higgs bosons are produced

with higher pT and thus have more collimated decay products. Signal events also tend to have a lower

number of signal jets, as can be observed in Figure 8.4(a), and they occupy mostly the bins with three

and four b-jets in the distribution of Nb−jet (Figure 8.4(b)). The Emiss
T distribution, shown in Figure
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8.4(c), displays the expected features: while signals with low-mass higgsinos have low Emiss
T values, the

distribution tends to assume increasingly high values with the increase of the higgsino mass. A similar

feature is shown in Figures 8.3(d) and 8.4(d) for the m4j
eff and mb-jets

T,min distributions respectively: the higher

the higgsino mass in the signal, the more signal events differ from background events. While on the one

hand this makes it easier to separate them from the SM background, on the other hand the increase in

signal mass implies a decrease in production cross-section, which will be the limiting factor in sensitivity

to high-mass signals.
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FIGURE 8.3: Distribution of the main kinematic variables in background and signal events

after the selections described in the text.
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after the selections described in the text.
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8.3 Signal regions

This section describes the optimization of the SRs. The high branching ratio of the h→bb (58%) makes

the ≥3b channel the most promising to look for signal models in which both χ̃0
1 decay to h+G̃. Therefore,

the analysis selection are optimized to maximize the expected sensitivity to signals leading to hh + Emiss
T

and all the SRs require both boson candidates to have masses compatible with the Higgs mass (the specific

mass range is chosen during the optimization).

8.3.1 Multi-bin regions

The optimization of the multi-bin SRs aims at constructing several orthogonal SRs, that can be combined

in a fit. The general strategy adopted follows these steps:

1. A first variable (var1) is chosen to define a coarse binning. This variable should provide both a

good signal-to-background discrimination and discrimination between signal with different hig-

gsino masses.

2. For each of these bins in var1, a CR is defined to normalize the tt background in a kinematic regime

close to the corresponding SR.

3. Each bin based on var1 is further split based on a second variable, var2 (in this case all the bins

based on the second variable share the same CR).

4. The selections on the remaining kinematic variables are optimized independently in each var1 bin

(i.e. all the regions sharing the same CR have the same selections on all the variables except var2).

As described above, var1 must be able to provide at the same time a good separation between signal and

background and a good separation between signals with different H̃ masses. The latter is necessary in

order to be able to optimize each bin in var1 based on a different signal mass, providing in the end a good

sensitivity to the entire mass spectrum. In order to understand which variable works best for this scope,

the separation algorithm provided by the TMVA toolkit 1 [232] is used, defined as:

separation =
1
2

∫
( fs(x)− fb(x))2

fs(x) + fb(x)
dx , (8.5)

where fs and fb are the signal and background PDFs of x.

The separation provided by the most promising analysis variables between background and signals

with m(H̃)=300, 500 and 800 GeV is shown in Figure 8.5. It is possible to see that m4j
eff is the best

variable for our requirements (even if there are individual bins where this is not the case).

Three regular bins with a width of 150 GeV each are defined in m4j
eff. The edges of the bins are defined

starting from the one with the highest value. At it has already been discussed in Section 8.2, signals with

high m(H̃) have kinematic features that distinguish them clearly from the background, but at the same

time a low cross-section (e.g. for m(χ̃
0
1) = 800 GeV, the cross-section is about 3 fb). This makes it more

convenient to define the selection that maximize the expected significance for a high-mass benchmark

point (800 GeV) as a single-bin region, to concentrate as much as possible the signal events in one single

SR, instead of diluting it in several SRs. The optimal selection for the high-m(H̃) benchmark signal

occupies the highest m4j
eff bin, and is determined my maximizing the expected significance over all the

other discriminating variables, leading to the selection: m4j
eff > 1100 GeV, mb-jets

T,min >130 GeV, ΔRbb
max <

1.4, Emiss
T >200, ≥ 3 b-jets (77% OP), 4-5 jets, m(h1) in the range 110-150 GeV, m(h2) in the range

90-140 GeV.

1TMVA is a toolkit designed for multivariate analyses, this in not the case here: it’s only used as a quick way to access the

discrimination power of the individual variables.
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FIGURE 8.5: Separation offered by different analysis variables. The separation is defined

as in Equation 8.5.
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Considering the separation power of the different variables shown in Figure 8.5 and the signal-to-

background comparison in Figure 8.3, ΔRbb
max is chosen as second binning variable. Once the selections

for the high-m4j
eff SR have been defined, a similar procedure is repeated for the other m4j

eff ranges: 600-

850 GeV and 850-1100 GeV. These two bins with lower m4j
eff are also split according to the number of

b-jets: exactly 3 and ≥4. The two bins in b-jet multiplicity are optimized separately. For each of the four

remaining regions, the following steps are taken:

1. Optimize for one specific signal benchmark: m(H̃) = 300, 500 GeV for the 600-850 and 850-1100

GeV m4j
eff bins respectively.

2. Where possible with a loss in significance < 15%, the selections are made uniform. This results to

be the case for the m(h1) and m(h2) ranges, for the selection in Emiss
T , for the first bin in ΔRbb

max,

and for the number of jets. In the case of this last variable, it is possible to make it uniform (4-5

jets) without consistent loss in sensitivity in all bins except in the 4b-meff2 bin, where a veto on a

6th jet is penalizing; in this region, the selection on the number of jets is 4-6.

3. Use ΔRbb
max to define further bins.

It is found that a second bin in ΔRbb
max is really helpful only in the regions with low and intermediate

m4j
eff, and ≥ 4 b-jets. This is because the highest m4j

eff region is particularly sensitive to high-mass signals,

where ΔRbb
max is small. For signals with lower masses, the signal-to-background ratio in regions with

exactly 3 b-jets and high ΔRbb
max is too low, while the requirement of a fourth b-jet suppresses the SM

background further and gives good sensitivity also to the region of phase space with higher ΔRbb
max. The

final SRs selections are summarized in Table 8.1.

8.3.2 Cut-and-count regions

The analysis strategy described in Section 8.3.1 leads to a good sensitivity for exclusion across the entire

mass spectrum, but the constraint of building orthogonal regions makes it hard to have a high discovery

significance for signals with intermediate masses. To solve this problem cut-and-count SRs are defined

as well, with the goal of providing robust regions capable of discovery of SUSY signatures, and allowing

an easier reinterpretation of the results.

The upper selection on m4j
eff, that makes the different SRs orthogonal, is the one limiting the most

the sensitivity of the individual SRs. In the exclusion fit this is not a problem, as the sensitivity lost in

one bin is recovered in the neighbouring one. To define the discovery regions, all the individual SRs are

considered without the upper cut on m4j
eff and the expected significance for some benchmark signal models

is computed in each. The expected significance is computed as discussed in Section 5.4.1, assuming 36.1

fb−1of data and a flat 30% background uncertainty.

Figure 8.6 shows the expected significance for all the multi-bin analysis regions once the upper m4j
eff

selection is removed. Using only the modified versions of SR-4b-meff1-A, referred to as SR-4b-meff1-A-

disc, and SR-3b-meff3 (orange and green line respectively in the figure) allow us to have good expected

sensitivity for all the signal considered. This is always >3 sigma for all the masses in the 300-600 GeV

range, and ≈ 2.5 sigma for the 800 GeV signal. The definition of SR-4b-meff1-A-disc is reported in

Table 8.2.

8.4 Control and validation regions

The tt background is normalized in specifically designed CRs. A different CR is built for each bin in

m4j
eff and b-tagging multiplicity. These CRs are built using side-bands both in m(h1) and m(h2). The

extrapolation between CRs and SRs is tested in the VRs, which take advantage of events where only one

between m(h1) and m(h2) is in the SR mass range, as shown in Figure 8.7.
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SR-3b-meff1-A SR-3b-meff2-A SR-3b-meff3-A

Nb−jet =3 =3 ≥3

Emiss
T > 200

Δφ
4j
min >0.4

Njet 4–5 4–5 4–5

mb-jets
T,min >150 >150 >130

m(h1) 110–150

m(h2) 90–140

ΔRbb
max 0.4–1.4 0.4–1.4 0.4–1.4

m4j
eff 600–850 850–1100 >1100

SR-4b-meff1-A SR-4b-meff1-B SR-4b-meff2-A SR-4b-meff2-B

Nb−jet ≥4 ≥4 ≥4 ≥4

Emiss
T > 200

Δφ
4j
min >0.4

Njet 4–5 4–5 4–6 4–6

mb-jets
T,min - - - -

m(h1) 110–150

m(h2) 90–140

ΔRbb
max 0.4–1.4 1.4–2.4 0.4–1.4 1.4–2.4

m4j
eff 600–850 600–850 850–1100 850–1100

TABLE 8.1: Signal region definitions for the high-mass analysis. The units of Emiss
T ,

mb-jets
T,min, m(h1), m(h2), and m4j

eff are GeV. Table from Ref. [233].
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SR-4b-meff1-A-disc

Nb−jet ≥ 4
Emiss

T > 200

Δφ
4j
min >0.4

Njet 4–5

mb-jets
T,min -

m(h1) 110–150

m(h2) 90–140

ΔRbb
max 0.4–1.4

m4j
eff > 600

TABLE 8.2: Definition of the high-mass analysis SR-4b-meff1-A-disc. The units of Emiss
T ,

mb-jets
T,min, m(h1), m(h2), and m4j

eff are GeV. Table from Ref. [233].
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FIGURE 8.7: The division of signal, control, and validation regions using the m(h1) and

m(h2) variables in the high-mass analysis.



182 Chapter 8. Search for higgsino pair production

Some of the selections of the SRs are modified when moving to the CRs or VRs to allow enough

events and low signal contamination. The main extrapolation between CRs and SRs are:

• In the CR, both m(h1) and m(h2) are required to be outside the SR mass ranges.

• ΔRbb
max is relaxed to <4 (or removed).

• mb-jets
T,min is relaxed by 30 GeV in 3b-meff3 and by 50 GeV in 3b-meff1 and 3b-meff2.

To allow enough events in the VRs, the VRs are non orthogonal. Since these regions do not enter the

fit, but are only used to validate the background prediction, non-orthogonality is not an issue here. The

selections that remove the orthogonality between the different VRs are:

• The edges of m4j
eff selection are relaxed by 50 GeV up and down.

• The edges of the ΔRbb
max bins are relaxed and, when two ΔRbb

max bins are present for the same type

of regions, they are partially overlapping.

With respect to the SRs, the mb-jets
T,min selection (where present) is relaxed as well by 50 GeV. Note that

CRs and VRs do not have extrapolation in Nb−jet or Njet with respect to the SRs. The selections for all

the CRs and VRs are summarized respectively in Tables 8.3 and 8.4.

CR-3b-meff1 CR-3b-meff2 CR-3b-meff3 CR-4b-meff1 CR-4b-meff2

Nb−jet =3 =3 ≥3 ≥4 ≥4

Emiss
T > 200

Δφ
4j
min >0.4

Njet 4–5 4–5 4–5 4–5 4–6

mb-jets
T,min >100 >100 >100 - -

m(h1), m(h2) (m(h1) <80, m(h2) <80) or (m(h1) >150, m(h2) <80) or (m(h1) >150, m(h2) >140)

ΔRbb
max 0.4–4 0.4–4 0.4–4 0.4–4 ≥ 0.4

m4j
eff 600–850 850–1100 >1100 600–850 850–1100

TABLE 8.3: Control region definitions in the high-mass analysis. The units of Emiss
T ,

mb-jets
T,min, m(h1), m(h2), and m4j

eff are GeV. Table from Ref. [233].

8.5 Background composition

The pre-fit background composition of the analysis regions is show in Figures 8.8 and 8.9. It is possible

to see how tt is the dominant background in all the SRs. The subdominant background contributions

are Z(→ νν)+jets and W(→ �ν)+jets events. Figures 8.10 and 8.10 show the decay type of the tt
background, while the heavy-flavor composition of the jets that are produced together with the tt pair is

shown in Figures 8.12 and 8.12.
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VR-3b-meff1-A VR-3b-meff2-A VR-3b-meff3-A

Nb−jet =3 =3 ≥3

Emiss
T >200

Δφ
4j
min >0.4

Njet 4–5 4–5 4–5

mb-jets
T,min >120 >100 >80

m(h1), m(h2) (80<m(h1)<150, m(h2)<80) or (m(h1)>150, 90<m(h2)<140)

ΔRbb
max 0.4–1.5 0.4–1.7 0.4–1.7

m4j
eff 550–900 800–1150 >1050

VR-4b-meff1-A VR-4b-meff1-B VR-4b-meff2-A VR-4b-meff2-B

Nb−jet ≥4 ≥4 ≥4 ≥4

Emiss
T >200

Δφ
4j
min >0.4

Njet 4–5 4–5 4–6 4–6

mb-jets
T,min -

m(h1), m(h2) (80<m(h1)<150, m(h2)<80) or (m(h1)>150, 90<m(h2)<140)

ΔRbb
max 0.4–1.7 1.4–3 0.4–1.7 1.4–3

m4j
eff 550–900 550–900 800–1150 800–1150

TABLE 8.4: Validation region definitions in the high-mass analysis. The units of Emiss
T ,

mb-jets
T,min, m(h1), m(h2), and m4j

eff are GeV. Table from Ref. [233].
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FIGURE 8.11: Decay mode of the tt background in the regions with at least four b-jets.
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8.6 Comparison between data and simulation

The modeling of the main kinematic variables is very similar to what observed in Section 7.5 for the

strong-production multi-b analysis, as the few differences in object definitions are not enough to lead to

a substantial change in the agreement between data and simulation; this section therefore focuses on the

variables specific to Higgs boson reconstruction. The comparison between data and simulation for the

variables already shown in Section 7.5 but with the object definitions specific to this analysis are shown

in Appendix C. There is nevertheless a notable exception: in the analysis described in this chapter, the

agreement between data and simulation in the distribution of the number of b-jets is improved, as can

be appreciated comparing Figure 7.33(b) with Figure 8.14. This is the result of the improvement in the

b-tagging calibration: as discussed in Section 4.3.1, the calibration of c-jets used in this analysis is based

on tt events, rather than on W + c events as in the gluino analysis. The other important difference with

respect to the strong-production analysis is that in this case the analysis is performed only in regions with

a lepton veto; it is not therefore sensitive to the mismodeling in the 1-lepton channel discussed in Section

7.5.1 and no kinematic reweighting is required.

As shown in Figure 8.15, all the variables specific to this analysis show a good agreement between

data and the MC simulation.
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FIGURE 8.15: Comparison between data and simulation in the preselection described in

the text.
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8.7 Systematic Uncertainties

The effect of the systematic uncertainties discussed in Sections 6.5 and 6.7 is summarized in Figure 8.16,

showing the relative size of each group of systematics after the fit in the CRs. The meaning of each group

of systematics is the same as discussed for the strong-production analysis in Section 7.6.
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FIGURE 8.16: Relative systematic uncertainties in the background estimate for the high-

mass analysis. The individual uncertainties can be correlated, such that the total back-

ground uncertainty is not necessarily their sum in quadrature.

8.8 Results

Figure 8.17 shows the comparison between data and simulation in the CRs before the fit (top panel) and

the scale factor for the tt background that is derived from the fit in the CRs (bottom panel). If we compare

with the equivalent result for the strong production analysis, in Figure 7.35, it is possible to see that on

average the tt scale factors have values closer to one. This is again because of the improvement in the

b-tagging calibration of c-jets was implemented in this analyses. The fit in the CRs is extrapolated to the

VRs and to the SRs.

The post-fit data-MC agreement in the VRs is shown in Figure 8.18: the top panel of this figure shows

the post-fit predicted yields in each of the VRs and the data yields, while the bottom panel quantifies the

difference between observed data and predictions in terms of the significance, defined as in Ref. [234].

Note that this is different from the pull definition adopted in Figure 7.36. The closure in the VRs is good:

all the bins have discrepancies with significance lower than 0.8.

The results in the SRs are shown in Figure 8.19. As in Figure 8.18, the top panel shows the predicted

and observed yields in each SR, and the bottom panel the significance of the discrepancy. No significant

excess is observed and the observations are in agreement with the SM predictions. The numerical results

of the background-only fit extrapolated to the SRs are presented also in Table 8.5, where the background

prediction is also broken down by component. This table shows also the total background prediction

before the fit in the CRs, which is labeled “MC-only background”.
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shown in Figure 8.16 are included in the uncertainty band. The background category
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SR name SR-3b-meff1-A SR-3b-meff2-A SR-3b-meff3-A SR-4b-meff1-A

Nobs 4 3 0 1

Total background 2.6 ± 1.0 2.0 ± 0.5 0.8 ± 0.5 0.5 ± 0.4

Fitted tt 1.4 ± 0.8 0.89 ± 0.32 0.5 ± 0.4 0.35 ± 0.33

Single top 0.43 ± 0.29 0.17 ± 0.14 0.040 ± 0.017 < 0.01

tt + X 0.39 ± 0.16 0.34 ± 0.14 0.09 ± 0.04 0.08 ± 0.06

Z+jets 0.18 ± 0.14 0.21 ± 0.16 0.07 ± 0.20 < 0.01

W+jets 0.20 ± 0.06 0.21 ± 0.09 0.08 ± 0.06 0.013 ± 0.009

Diboson < 0.01 0.16 ± 0.11 < 0.01 < 0.01

Multijet < 0.01 0.004 ± 0.005 0.004 ± 0.006 0.06 ± 0.05

MC-only background 2.5 ± 1.0 2.0 ± 0.5 0.6 ± 0.4 0.43 ± 0.31

SR name SR-4b-meff1-B SR-4b-meff2-A SR-4b-meff2-B SR-4b-meff1-A-disc

Nobs 2 1 0 2

Total background 3.2 ± 1.5 0.7 ± 0.5 2.0 ± 1.1 0.8 ± 0.7

Fitted tt 2.8 ± 1.5 0.6 ± 0.5 1.6 ± 1.0 0.6 ± 0.6

Single top 0.06 ± 0.13 0.030 ± 0.019 < 0.01 0.030 ± 0.019

tt + X 0.24 ± 0.10 0.045 ± 0.025 0.039 ± 0.033 0.09 ± 0.06

Z+jets 0.09 ± 0.04 < 0.01 < 0.01 0.004 ± 0.011

W+jets < 0.01 0.022 ± 0.027 0.18 ± 0.10 0.013 ± 0.008

Diboson < 0.01 < 0.01 0.17 ± 0.08 < 0.01

Multijet 0.0027 ± 0.0021 0.03 ± 0.04 0.007 ± 0.012 0.07 ± 0.05

MC-only background 2.6 ± 0.9 0.43 ± 0.27 1.3 ± 0.6 0.7 ± 0.5

TABLE 8.5: Results of the background-only fit extrapolated to the SRs of the high-mass

analysis, for the total background prediction and breakdown of the main background

sources. The uncertainties shown include all systematic uncertainties. The data in the

SRs are not included in the fit. The background category tt + X includes ttW/Z, ttH,

and tttt events. The row “MC-only background” provides the total background prediction

when the tt normalization is obtained from a theoretical calculation [206]. Table from

Ref. [233].
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malization is obtained from the fit to the CRs shown in Figure 7.35. The data in the SRs

are not included in the fit. The upper panel shows the observed number of events and the

predicted background yield. The bottom panel shows the significance of any disagreement

between the data and the background model, computed as in Ref. [234]. All uncertain-
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tt + X includes ttW/Z, ttH, and tttt events. Figure from Ref. [233].

8.9 Interpretation

The results presented in Section 8.8 are used to set limits on the presence of BSM signals.

8.9.1 Model-independent limits

The number of expected and observed events in the two discovery SRs SR-4b-meff1-A-disc and SR-3b-

meff3-A are used to set model-independent limits on the number of BSM events. These limits, obtained

with the CLs procedure, ignore any signal contamination in the CRs and are reported in Table 8.6. In the

same table are reports also the model-independent limits obtained from the low-mass analysis, comple-

mentary to the analysis discussed in this thesis, which is briefly presented in Section 8.10. To distinguish

them from the ones of the low-mass analysis, the results in SR-4b-meff1-A-disc and SR-3b-meff3-A are

labeled as high-SR-4b-meff1-A-disc and high-SR-3b-meff3-A respectively.

8.9.2 Model-dependent limits

A combined fit that includes simultaneously all the CRs and all the orthogonal SRs (i.e. all the SRs except

from SR-4b-meff1-A-disc) is used to place limits on the specific models described in Section 8.1.

The signal model that is used to optimize the analysis regions is higgsino pair production with B(H̃ →
hG̃) = 100%. The 95% upper limits on the total pair production cross-section for this model is shown in

Figure 8.20, as a function of m(H̃). The expected exclusion is between 250 and 830 GeV in m(H̃). Due

to the slight deficit in the region with the highest m4j
eff selection, the observed exclusion is up to 880 GeV.

A second interpretation of the results is provided in Figure 8.21, showing the exclusion contour in the

plane B(H̃ → hG̃)-m(H̃), with the assumption B(H̃ → hG̃) + B(H̃ → ZG̃) = 1. For m(H̃) = 400
GeV, which is the mass point with the lowest excluded σ/σtheory, we exclude at 95% CL Bs as low as

45%.
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Signal channel Nobs Npred σ95
vis [fb] S95

obs S95
exp p0 (Z)

high-SR-4b-meff1-A-disc 2 0.8 ±0.70.15 5.5 4.2+1.3
−0.4 0.15 (1.02)

high-SR-3b-meff3-A 0 0.8 ±0.50.08 3.0 3.1+1.2
−0.1 0.50 (0.00)

low-SR-MET0-meff440 1063 1100 ±252.3 56 79+31
−23 0.50 (0.00)

low-SR-MET150-meff440 17 12 ±80.90 22 19+5
−4 0.21 (0.80)

TABLE 8.6: For each discovery region, the number of observed events (Nobs), the number

of predicted events (Npred), and 95% CL upper limits on the visible cross-section (σ95
vis)

and on the number of signal events (S95
obs ) are shown. The fifth column (S95

exp) shows

the 95% CL upper limit on the number of signal events given the expected number (and

±1σ excursions of the expectation) of background events. The last column indicates the

discovery p-value (p(s = 0)) in significance units. The p-values are capped at 0.5. Results

are obtained with 20 000 pseudoexperiments. Table from Ref. [233].
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FIGURE 8.20: The observed (solid black) vs expected (dashed black) 95% upper limits

on the total pair production cross-section for degenerate higgsinos as a function of m(H̃).
The 1 and 2σ uncertainty bands are shown as green and yellow, respectively. The theory

cross-section is shown in the red curve. The bottom panel shows the ratio of the observed

and expected limits with the theory cross-section. Figure from Ref. [233].
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8.10 Complementary low-mass higgsino search

The analysis discussed in this chapter is limited in sensitivity for low m(H̃), as it is clear from Figure

8.20. This is because when m(H̃) approaches the Higgs mass, the decay products (Higgs boson and G̃)

have increasingly low pT, and a low pT G̃ does not produce enough Emiss
T to satisfy the Emiss

T trigger

requirements and be selected in the analysis. To gain sensitivity also to the low-m(H̃) part of the mass

spectrum, which is particularly interesting for Naturalness arguments (see the discussion in Section 1.3.3),

this analysis is complemented by a second analysis that targets low-Emiss
T events, referred to as "low-mass"

analysis [233]. Events are selected using b-jet triggers and are required to have at least four b-tagged jets,

using a b-tagging OP with an efficiency of 70% (tighter than the 77% used in the high-mass analysis).

This analysis uses data from 2016 where the b-jet triggers are available, corresponding to an integrated

luminosity of 24.3 fb−1.

The jets used to reconstruct the Higgs candidates are the four with the highest b-tagging score, and

are paired minimizing the quantity Dhh, defined as:

Dhh =

∣∣∣∣mlead
2j − 120

110
msubl

2j

∣∣∣∣ , (8.6)

where mlead
2j and msubl

2j are the masses of the Higgs boson candidates with leading and subleading pT
respectively. This pairing choice tends to create two Higgs candidates with similar mass; for low higgsino

masses the b-jets originating form the decay of the Higgs bosons are less collimated, and this choice is

therefore more effective than minimizing ΔRbb
max.

The main background is constituted by multijet events and a small fraction of tt events, as op-

posed to the high mass analysis, where multijet is an almost-negligible background after applying the

Δφ
4j
minselection. The background from tt events is further reduced by requiring XWt > 1.8, defined as:
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XWt =

√(
mW − 80.4 GeV

0.1mW

)2

+

(
mt − 172.5 GeV

0.1mt

)2

, (8.7)

where the top and W-boson candidates are built as described in Ref. [233]. A low value of XWt corre-

sponds to a high probability of the event to be a tt event.

The SR is defined by requiring:

XSR
hh =

√√√√(mlead
2j − 120 GeV

0.1mlead
2j

)2

+

(
msubl

2j − 110 GeV

0.1msubl
2j

)2

< 1.6, (8.8)

where 0.1mlead
2j and 0.1msubl

2j approximate the mass resolution of the two Higgs boson candidates.

The events in the SR are further binned based on the two-dimensional distribution of Emiss
T and meff,

and this is used as input in the statistical analysis. The binning used is:

Emiss
T = {0, 20, 45, 70, 100, 150, 200} ,

m4j
eff = {160, 200, 260, 340, 440, 560, 700, 860} ,

where the values are expressed in GeV.

Two dedicated discovery regions have optimized selections to maximize the discovery significance

for m(H̃) = 150 and 300 GeV:

• low-SR-MET0-meff440: m4j
eff > 440 GeV.

• low-SR-MET150-meff440: m4j
eff > 440 GeV, Emiss

T > 150 GeV.

The background estimate is fully data-driven and relies on a sample with exactly two b-tagged jets

(orthogonal to the SR and with very low signal contamination). mlead
2j and msubl

2j are used to define a CR

and two VRs, both in the ≥ 4b and in the 2b samples; all these regions exclude the XSR
hh < 1.6 area,

to be orthogonal to the SR. The 2-tag and 4-tag CRs are used to derive a reweighting function to go

from the 2-tag sample to the 4-tag sample, that consists in two steps: first of all an overall normalization

correction is applied, and then a reweighting based on boosted decision trees corrects for further kinematic

differences. This reweighting procedure is tested in the VRs and then applied to the VRs. More details

on the background estimate and its validation are available in Ref. [233].

8.11 Combined Results

Figures 8.22 and 8.23 show the combined results of the two analyses for the model-dependent exclusion,

respectively in the case B(H̃ → hG̃) = 100% and in the m(H̃) vs B(H̃ → hG̃) plane. The results of

the low-mass analysis are used below 300 GeV, while above it is the high-mass search that provides the

nominal result. The transition at 300 GeV is chosen such that in the transition point the two analyses have

similar sensitivity in the case B(H̃ → hG̃) = 100%. In the low-mass analysis the high-Emiss
T bins of the

SR show a mild excess; therefore, the observed limit is weaker than expected and the portion of the mass

spectrum between 230 and 290 GeV is not excluded in the B(H̃ → hG̃) = 100%, despite the expected

sensitivity.
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9 | Comparison with other ATLAS and
CMS searches

In this chapter we present the results of the two searches discussed in Chapters 7 and 8 in the context of

wider program of SUSY searches carried out by the ATLAS and CMS collaborations.

9.1 Gluino pair production with decay through third-generation squarks

In the ATLAS Collaboration only the gluino search presented in this thesis (referred to as "multi-b search"

in the following) provides an interpretation for the Gbb model discussed in Chapter 7. Instead, in the

cases of the Gtt model, other analyses are interpreted to provide sensitivity to this signal grid. The search

described in Ref [235] targets this model selecting final states with two same-charge leptons (electrons or

muons), high jet multiplicity (≥ six jets), one or two b-tagged jets and different Emiss
T selections (ranging

from no Emiss
T selection to Emiss

T > 200 GeV).
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FIGURE 9.1: Exclusion limits at 95% CL based on 13 TeV data in the (gluino, light-

est neutralino) mass plane for the Gtt simplified model where a pair of gluinos decays

promptly via off-shell top squarks to four top quarks and two lightest neutralinos. Theo-

retical signal cross-section uncertainties are not included in the limits shown. "≥ 3 jets"

refers to the multi-b search. Figure from Ref. [236].

Figure 9.1 shows the overlay of the limits obtained with the multi-b search and with the two-same-

charge-leptons search. The latter has a very good sensitivity when the neutralino mass approaches the

gluino mass, limiting the amount of Emiss
T in the final state. This analysis considers also signal models

where the mass difference between the gluino and the neutralino is not enough to produce two on-shell
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top quarks and one of them is off-shell; this is why the limit extends above the "diagonal" where m(g̃) =
m(χ̃

0
1) + 2m(t). Also the search targeting final states with large jet multiplicity and Emiss

T , described in

Ref. [237], is interpreted to provide limits on the Gtt model, that result to be weaker than the ones set by

the multi-b and the two-same-charge-leptons searches.

In the case of the CMS Collaboration, several analyses provide an interpretation for both the Gtt

and the Gbb signal models, shown respectively in Figures 9.2(a) and 9.2(b). The Hmiss
T analysis [238]

provides the best sensitivity for both models in the case of massless neutralino; this analysis performs a

four-dimensional scan of zero-lepton events with at least two jets, binning them based on the scalar sum

of the pT of the signal jets in the event (HT), the negative vector sum of the jets (Hmiss
T ), the number of

jets and the number of b-jets.

In the case of the Gtt model, for high gluino mass and intermediate neutralino mass the most sensitive

analysis is the 0-lepton analysis with reconstructed hadronically decaying top quarks [239], that builds

several SRs based on the number of jets, the number of b-jet, the number of reconstructed top quark

candidates, Emiss
T , HT and mT2, a transverse-mass-type variable designed to reduce the tt background.

For signal models with small mass difference between the gluino and the neutralino, the most sensitive

analysis is also for CMS the same-sign analysis [240], that selects events with two leptons with the same

charge and builds several SRs based on number of jets, number of b-jets, Emiss
T , HT, and mT.

The mT2 analysis [241], that uses 0-lepton events with high mT2, is the one most sensitive for Gbb

models with high gluino mass and intermediate neutralino mass. The Gbb signal does not produce any

prompt lepton, so in this case also when the neutralino mass approaches the kinematic limit it is a 0-

lepton analysis that provides the best sensitivity: in the αT analysis [242], all the SRs are defined in the

phase-space region with large αT, defined as the ration between the energy of the subleading jet and the

transverse mass between the leading and subleading jet.
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FIGURE 9.2: Mass limits at 95% CL obtained for simplified models of gluino pair pro-

duction with gluino decays to (a) pairs of top quarks and the LSP and (b) pairs of bottom

quarks and the LSP. In the figures, the solid (dashed) lines correspond to the observed

(median expected) limits. The arXiv numbers corresponding to the different analyses are

shown in the legend.

If we compare the ATLAS and CMS results for this signal model, they overall provide similar sensi-

tivity. For the Gtt signal, the ATLAS multi-b analysis has an expected sensitivity about 100 GeV better
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than CMS, while for the Gbb model the Hmiss
T analysis extends the sensitivity of the multi-b analysis by

about 50 GeV.

9.2 RPV interpretation

Throughout this thesis, only models with R-parity conservation have been considered. The analysis

presented in Chapter 7 is optimized for R-parity conserving (RPC) scenarios, but it maintains some sensi-

tivity also when R-parity violating (RPV) couplings are considered. This has been studied in Ref. [243],

where several ATLAS SUSY analyses are reinterpreted in models with variable RPV coupling strength.

In RPC models the LSP is stable and, if it is neutral (as in the case of a χ̃0
1 LSP considered in the

Gtt model) it escapes undetected, giving rise to final states rich in Emiss
T . This is no longer the case if we

allow the presence of RPV couplings: with the increase of the coupling strength, the LSP goes from being

long-lived and escaping undetected, to having displaced decay vertices within the detector, to having a

prompt decay.

In particular, in the case of the Gtt model, a non-zero λ′′
323 coupling opens the decay χ̃0

1 → tbs, and

large values of λ′′
323 can also lead to the direct decay g̃ → tbs. The different decay modes for various

values of λ′′
323 are shown in the diagrams in Figure 9.3.

g̃

g̃
p

p

χ̃01

t

t

χ̃01

t

t

(a)

g̃

g̃

χ̃01

χ̃01

p

p

t t

λ′′
323

t

b
s

t t

λ′′
323

t

b
s

(b)

g̃

g̃
p

p

λ′′323

t

b

s

λ′′323

s

b

t

(c)

FIGURE 9.3: Production and decay process for the RPV Gtt model considered. The

dominant process varies with increasing λ′′
323 coupling from left to right.

The exclusion limit from the reinterpretation of four different ATLAS searches, including the multi-b

search, is shown in Figure 9.4 in the m(g̃) vs λ′′
323 plane, assuming m(χ̃

0
1) = 200 GeV and m(t̃/b̃) = 2.4

TeV. The multi-b search has the best expected sensitivity for χ̃0
1 lifetimes lower than 0.6 ns.
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9.3 Higgsino pair production in GGM models

The exclusion contours in m(H̃) vs B(H̃ → hG̃) plane for higgsino pair production in GGM models are

shown in Figures 9.5 and 9.6 for the ATLAS and CMS collaborations respectively.

The results included in Figure 9.5 are the multi-b Emiss
T -based search described in Chapter 8, the low-

mass multi-b search described in Section 8.10 and the four-lepton search presented in Ref. [244], that

requires two pairs of same-sign opposite-flavor leptons with invariant mass compatible with a Z boson,

and defines two SRs to target GMSB higgsino pair production, respectively with a 50 GeV and 100 GeV

Emiss
T requirement. This search is by construction more sensitive to models with a high B(H̃ → ZG̃).

The CMS Collaboration has a more extensive program covering this signal model for what concerns

the analysis of the 2015-2016 dataset. Different final states are exploited to be sensitive to the possible

combinations of branching ratios, providing a good sensitivity throughout the full plane. Figure 9.6(a)

shows the combined exclusion contour: the expected sensitivity is up to about 580 GeV in the case

B(H̃ → ZG̃) = 100% and 800 GeV for B(H̃ → hG̃) = 100%.

Figure 9.6(b) shows the observed exclusion limit for each individual analysis. We can see that, as it is

the case for ATLAS, the 4b search [246] provides the best sensitivity for models with high B(H̃ → hG̃),
except for low m(H̃), where it is instead the two photons [247] that provides the most stringent limit. This

is because the 4b analysis in CMS selects events that fire one of multiple triggers, all of which require

some Emiss
T . Instead the ATLAS analysis includes also a dedicated search optimized for low-mass signal.

The signals with intermediate and high B(H̃ → ZG̃) are probed with a search with two leptons consistent

with the Z-boson peak [248]. ATLAS at the moment does not have a 2-lepton search that provides a good

sensitivity to this model, and therefore has overall less coverage of the m(H̃) vs B(H̃ → hG̃) plane.

Despite this, the comparison of the CMS 4b search with the multi-b search from ATLAS described in

Chapter 8 shows a better sensitivity of the ATLAS search, especially at high higgsino mass, where the

very low-background regions of the ATLAS analysis provide better sensitivity.
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9.4 ATLAS mass reach
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1)=300 GeV 1706.037311.25g̃

b̃1b̃1, b̃1→bχ̃0
1/tχ̃

±
1

Multiple 36.1 m(χ̃0
1)=300 GeV, BR(bχ̃0

1)=1 1708.09266, 1711.033010.9b̃1b̃1 Forbidden
Multiple 36.1 m(χ̃0

1)=300 GeV, BR(bχ̃0
1)=BR(tχ̃±1 )=0.5 1708.092660.58-0.82b̃1b̃1 Forbidden

Multiple 36.1 m(χ̃0
1)=200 GeV, m(χ̃±1 )=300 GeV, BR(tχ̃±1 )=1 1706.037310.7b̃1b̃1 Forbidden

b̃1b̃1, t̃1 t̃1, M2 = 2 × M1 Multiple 36.1 m(χ̃0
1)=60 GeV 1709.04183, 1711.11520, 1708.032470.7t̃1

Multiple 36.1 m(χ̃0
1)=200 GeV 1709.04183, 1711.11520, 1708.032470.9t̃1t̃1 Forbidden

t̃1 t̃1, t̃1→Wbχ̃0
1 or tχ̃0

1
0-2 e, μ 0-2 jets/1-2 b Yes 36.1 m(χ̃0

1)=1 GeV 1506.08616, 1709.04183, 1711.115201.0t̃1

t̃1 t̃1, H̃ LSP Multiple 36.1 m(χ̃0
1)=150 GeV, m(χ̃±1 )-m(χ̃0

1)=5 GeV, t̃1 ≈ t̃L 1709.04183, 1711.115200.4-0.9t̃1t̃1
Multiple 36.1 m(χ̃0

1)=300 GeV, m(χ̃±1 )-m(χ̃0
1)=5 GeV, t̃1 ≈ t̃L 1709.04183, 1711.115200.6-0.8t̃1t̃1 Forbidden

t̃1 t̃1, Well-Tempered LSP Multiple 36.1 m(χ̃0
1)=150 GeV, m(χ̃±1 )-m(χ̃0

1)=5 GeV, t̃1 ≈ t̃L 1709.04183, 1711.115200.48-0.84t̃1t̃1

t̃1 t̃1, t̃1→cχ̃0
1 / c̃c̃, c̃→cχ̃0

1 0 2c Yes 36.1 m(χ̃0
1)=0 GeV 1805.016490.85t̃1

m(t̃1,c̃)-m(χ̃0
1 )=50 GeV 1805.016490.46t̃1

0 mono-jet Yes 36.1 m(t̃1,c̃)-m(χ̃0
1)=5 GeV 1711.033010.43t̃1

t̃2 t̃2, t̃2→t̃1 + h 1-2 e, μ 4 b Yes 36.1 m(χ̃0
1)=0 GeV, m(t̃1)-m(χ̃0

1)= 180 GeV 1706.039860.32-0.88t̃2

χ̃±
1
χ̃0

2 via WZ 2-3 e, μ - Yes 36.1 m(χ̃0
1)=0 1403.5294, 1806.022930.6χ̃±

1 /χ̃
0
2

ee, μμ ≥ 1 Yes 36.1 m(χ̃±1 )-m(χ̃0
1)=10 GeV 1712.081190.17χ̃±

1 /χ̃
0
2

χ̃±
1
χ̃0

2 via Wh ��/�γγ/�bb - Yes 20.3 m(χ̃0
1)=0 1501.07110χ̃±

1 /χ̃
0
2 0.26

χ̃±
1
χ̃∓

1 /χ̃
0
2, χ̃+1→τ̃ν(τν̃), χ̃0

2→τ̃τ(νν̃) 2 τ - Yes 36.1 m(χ̃0
1)=0, m(τ̃, ν̃)=0.5(m(χ̃±1 )+m(χ̃0

1)) 1708.078750.76χ̃±
1 /χ̃

0
2

m(χ̃±1 )-m(χ̃0
1 )=100 GeV, m(τ̃, ν̃)=0.5(m(χ̃±1 )+m(χ̃0

1)) 1708.078750.22χ̃±
1 /χ̃

0
2

�̃L,R �̃L,R, �̃→�χ̃
0
1 2 e, μ 0 Yes 36.1 m(χ̃0

1)=0 1803.027620.5�̃
2 e, μ ≥ 1 Yes 36.1 m(�̃)-m(χ̃0

1 )=5 GeV 1712.081190.18�̃

H̃H̃, H̃→hG̃/ZG̃ 0 ≥ 3b Yes 36.1 BR(χ̃0
1 → hG̃)=1 1806.040300.29-0.88H̃ 0.13-0.23H̃

4 e, μ 0 Yes 36.1 BR(χ̃0
1 → ZG̃)=1 1804.036020.3H̃

Direct χ̃+1 χ̃
−
1 prod., long-lived χ̃±1 Disapp. trk 1 jet Yes 36.1 Pure Wino 1712.021180.46χ̃±

1
Pure Higgsino ATL-PHYS-PUB-2017-0190.15χ̃±

1

Stable g̃ R-hadron SMP - - 3.2 1606.051291.6g̃

Metastable g̃ R-hadron, g̃→qqχ̃0
1

Multiple 32.8 m(χ̃0
1)=100 GeV 1710.04901, 1604.045202.4g̃ [τ( g̃) =100 ns, 0.2 ns] 1.6g̃ [τ( g̃) =100 ns, 0.2 ns]

GMSB, χ̃0
1→γG̃, long-lived χ̃0

1
2 γ - Yes 20.3 1<τ(χ̃

0
1)<3 ns, SPS8 model 1409.5542χ̃0

1 0.44

g̃g̃, χ̃0
1→eeν/eμν/μμν displ. ee/eμ/μμ - - 20.3 6 <cτ(χ̃

0
1)< 1000 mm, m(χ̃0

1)=1 TeV 1504.05162g̃ 1.3

LFV pp→ν̃τ + X, ν̃τ→eμ/eτ/μτ eμ,eτ,μτ - - 3.2 λ′311=0.11, λ132/133/233=0.07 1607.080791.9ν̃τ

χ̃±
1
χ̃∓

1 /χ̃
0
2 → WW/Z����νν 4 e, μ 0 Yes 36.1 m(χ̃0

1)=100 GeV 1804.036021.33χ̃±
1 /χ̃

0
2 [λi33 � 0, λ12k � 0] 0.82χ̃±

1 /χ̃
0
2 [λi33 � 0, λ12k � 0]

g̃g̃, g̃→qqχ̃0
1, χ̃0

1 → qqq 0 4-5 large-R jets - 36.1 Large λ′′
112 1804.035681.9g̃ [m(χ̃0

1)=200 GeV, 1100 GeV] 1.3g̃ [m(χ̃0
1)=200 GeV, 1100 GeV]

Multiple 36.1 m(χ̃
0
1)=200 GeV, bino-like ATLAS-CONF-2018-0032.0g̃ [λ′′

112
=2e-4, 2e-5] 1.05g̃ [λ′′

112
=2e-4, 2e-5]

g̃g̃, g̃ → tbs / g̃→tt̄χ̃0
1, χ̃0

1 → tbs Multiple 36.1 m(χ̃
0
1)=200 GeV, bino-like ATLAS-CONF-2018-0032.1g̃ [λ′′

323
=1, 1e-2] 1.8g̃ [λ′′

323
=1, 1e-2]

t̃t̃, t̃→tχ̃0
1, χ̃0

1 → tbs Multiple 36.1 m(χ̃
0
1)=200 GeV, bino-like ATLAS-CONF-2018-0031.05g̃ [λ′′

323
=2e-4, 1e-2] 0.55g̃ [λ′′

323
=2e-4, 1e-2]

t̃1 t̃1, t̃1→bs 0 2 jets + 2 b - 36.7 1710.071710.61t̃1 [qq, bs] 0.42t̃1 [qq, bs]

t̃1 t̃1, t̃1→b� 2 e, μ 2 b - 36.1 BR(t̃1→be/bμ)>20% 1710.055440.4-1.45t̃1

Mass scale [TeV]10−1 1

√
s = 7, 8 TeV

√
s = 13 TeV

ATLAS SUSY Searches* - 95% CL Lower Limits
July 2018

ATLAS Preliminary√
s = 7, 8, 13 TeV

*Only a selection of the available mass limits on new states or
phenomena is shown. Many of the limits are based on
simplified models, c.f. refs. for the assumptions made.

FIGURE 9.7: Mass reach of the ATLAS searches for Supersymmetry. A representative

selection of the available search results is shown. Results are quoted for the nominal

cross-section in both a region of near-maximal mass reach and a demonstrative alternative

scenario, in order to display the range in model space of search sensitivity. Some limits

depend on additional assumptions on the mass of the intermediate states, as described in

the references provided in the plot. Figure from Ref. [236].

Figure 9.7 shows the mass reach of the ATLAS SUSY searches on some representative signal models,

as of July 2018. Signal models are divided by production mode and/or model assumptions into:

Inclusive searches Analyses that look for direct production of squarks (except 3rd generation squarks)

and gluinos, including the strong-production multi-b analysis, are grouped into this category. For

the multi-b analysis, only the Gtt result is reported. The assumptions of this model lead to a

spectacular final state, rich in jets and b-jets, that allows us to effectively separate signal from

background, leading to the gluino mass limit of 2 TeV for low neutralino mass. This should not

be translated into the universal statement that gluinos with mass of 2 TeV are excluded: as it has

already been noticed in Chapter 7, a higher neutralino mass weakens substantially the observed

limit. From Figure 9.7 we can further learn that the assumptions on the gluino decay mode can

alter the limits as well, and in fact the all the limits are weaker than the ones we obtain for decays

to third generation particles.

3rd generation squark direct production In natural SUSY models third generation squarks are ex-

pected to be relatively light, and this motivates the extensive ATLAS program to search for stop and

sbottom production. Also in this case, Figure 9.7 shows how the limits set by the different analyses
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depend a lot from the decay mode assumed; for example, in the case of m(t̃1), the observed limits

range from 430 GeV in the case of a decay to the charm quark to up to 1 TeV if the decay is instead

to a top quark.

EW direct The direct production of charginos, neutralinos and sleptons has the lowest limits due to the

lower electroweak production cross-section compared to processes mediated by the strong force.

The strongest mass limit is placed by the multi-b electroweak analysis, that excludes Higgisnos up

to 880 GeV. This wide exclusion range compared to the other electroweak analyses is due to the

peculiar features of the final state and to the large higgsino cross-section (four different production

modes that are equivalent because of the mass degeneracy of χ̃0
1, χ̃0

2, χ̃±
1 ).

Long-lived particles The analyses discussed in this thesis, as well as the models mentioned in the three

points above, assume that all SUSY particles originate a chain of prompt decays to SM particles

and the LSP. Including in the signal models a non-zero lifetime for SUSY particles leads to very

different signatures that can be exploited to search for BSM physics. In this case the range of

exclusion depends on the lifetime itself, and in favorable cases it can lead to stronger bounds than

the ones obtained for prompt decays; this is the case for example for gluinos decaying to light

quarks, that are excluded up to 2.4 TeV for a gluino lifetime of 0.2 ns.

RPV The reason why a large number of the ATLAS SUSY searches require the presence of Emiss
T is

that in R-parity conserving models the LSP is long lived and therefore, if it has zero charge, it

escapes detection. In RPV models this is no longer the case, and the final states have less Emiss
T

(originating only from neutrinos form SM decays) and in general more visible decay products. The

limits placed in the case of RPV models are similar or stronger than those placed for corresponding

RPC scenarios, as it is the case e.g. for the t̃1, excluded between 400 GeV and 1.45 TeV if the

B − L-conserving decay t̃1 → bl is allowed. As already discussed in Section 9.2, the strength of

the RPV couplings can change noticeably the sensitivity of the analyses.
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Conclusion

This dissertation presented two searches targeting SUSY signals leading to final states with high b-jet

multiplicity, using the data collected by the ATLAS experiment at the LHC between 2015 and 2016, at a

center-of-mass energy
√

s = 13 TeV. This dataset corresponds to an integrated luminosity of 36.1 fb−1.

The first analysis searches for gluino pair production where each gluino decays through a stop or a

sbottom to respectively four top or bottom quarks and the LSP, leading to a final state with four b-jets

and missing transverse momentum (Emiss
T ). This analysis employs two different strategies: cut-and-

count, with several non-orthogonal SRs optimized to maximize the discovery significance for selected

benchmark models, and multi-bin, with orthogonal SRs that are statistically combined in the maximum-

likelihood fit to maximize the exclusion power of the analysis. In all the SRs semi-leptonic tt +jets

constitutes the dominant background. No significant excess is found in any of the analysis regions. The

largest deviation between expected and observed number of events is in SR-0L-HH, one of the multi-bin

SRs, and it has a significance of approximately 2.3 standard deviations. Exclusion limits in the m(g̃)-

m(χ̃
0
1) are set for the two simplified models assuming 100% B for the gluino into tt̄χ̃0

1 and bb̄χ̃0
1, denoted

as "Gtt" and "Gbb" respectively. In the case of the Gtt model, the expected and observed limit at 95%

CL for massless neutralino are 2.14 and 1.97 TeV respectively; the main reason of the difference is the

excess in SR-0L-HH. Also for the Gbb model the observed limit is slightly weaker than the expected one:

while the expected limit for massless neutralino is 2.01 TeV, the observed is 1.92 TeV. The results of this

analysis are reinterpreted also allowing a variable B of the gluino into ttχ̃
0
1, bbχ̃0

1 and tbχ̃±
1 . These limits,

as well as the other limits discussed in this thesis, are obtained with the CLs prescription. These results

are published in Ref. [220].

The mild excess in SR-0L-HH has been verified also with the 2017 dataset, leaving the definition of

the SRs unchanged; together with the 2015 and 2016 data-taking periods, this leads to a total integrated

luminosity of 79.8 fb−1. The update of the analysis did not find an excess in SR-0L-HH, and the increase

in luminosity allowed to set more stringent limits on gluino pair production. In the case of the Gtt model,

for neutralino masses below 800 GeV we excluded gluino masses up to 2.25 TeV, while for the Gbb model

the limit is at 2.17 TeV. The results of the analysis of the 79.8 fb−1are reinterpreted also for signals with

on-shell stops. In this case it is found that, while for most m(t̃) the sensitivity is close to the one obtained

in the off-shell case, it becomes weaker when m(t̃) is close to the kinematic boundary of m(χ̃
0
1)+m(t) and

m(g̃)-m(t). These results have been released in Ref. [222].

The second search presented in this thesis targets a GGM model of higgsino pair production, where

each higgsino then decays to a Higgs boson and a gravitino, which in this case is the LSP. The search is

performed in the channel with four b-jets, originating from the decay of the two Higgs bosons, and Emiss
T .

This was the first ATLAS analysis targeting this signature, that had been previously considered only in

searches performed by the CMS collaboration. This analysis relies on the identification of two Higgs

boson candidates in events with at least three or at least four b-tagged jets. Several orthogonal SRs are

optimized and statistically combined in the fit. Two discovery SRs are also defined to provide stronger

model-independent limits. If we assume that the higgsino decays to Higgs boson and gravitino with 100%

B, this analysis excludes m(H̃) in the range 240-880 GeV at 95% CL. This analysis is complemented

by a second analysis targeting signals with low m(H̃), where the invisible momentum in the final state

is not enough to fire the Emiss
T trigger. Because of a mild excess in this latter analysis, the excluded
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range of higgsino masses is between 130 and 230 GeV and between 290 and 880 GeV. The results are

also interpreted in models with a variable B of the higgsino into Higgs or Z boson. For m(H̃) = 400

GeV, signal models with B to Higgs boson higher than 45% are excluded at 95% CL. These results are

published in Ref. [233].

The results presented in this thesis are an important element in the wide ATLAS program for SUSY

searches: they provide some of the most restrictive bounds on Natural SUSY scenarios, and the experi-

ence gained in developing them represents a stepping stone to more sensitive searches with the data to be

collected in the coming years. So far no significant deviation from the SM predictions has been found, but

the LHC is still taking data, and the increase in luminosity as well the effort in constantly improving the

analysis techniques will allow to improve the sensitivity and probe also models that could have escaped

detection in previous analyses. It should also always be kept in mind that all the model-dependent limits

we present are based on simplified models with strong assumptions in terms of reachable particles and

possible decay chains, and they typically become much weaker once we recast the existing analysis to

more realistic models. The LHC Run 2 will continue its pp-collision program until autumn 2018, provid-

ing an expected integrated luminosity of 140 fb−1; after this it will undergo a two-year-long shutdown,

to resume operations in 2021 for three years of data taking at
√

s = 14 TeV, with 2.5 times the nominal

luminosity. During this period the size of the dataset collected by ATLAS is expected to reach a total

of approximately 300 fb−1, providing an unprecedented opportunity to explore the energy frontier and

possibly leading to fascinating breakthroughs in our understanding of physics beyond the SM.
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A | Kinematic reweighting in the gluino
search

In this appendix we discuss in more details the kinematic reweighting mentioned in Section 7.5, designed

to mitigate the effect of the mismodeling that affects all the energy-related variables in the 1-lepton

channel, where we observe a downward trend in the data/MC ratio, clearly visible e.g. in the bottom

panel of Figure 7.29(a); this does not happen instead in the 0-lepton channel, as it can be observed in

Figure 7.29(b). This difference in trends is problematic for the analysis, since all of the VRs require at

least one signal lepton, including the ones used to derive the prediction for 0-lepton SRs.

To have a better estimate of the background in the high-meff regime, a reweighting has been derived

to bring the MC prediction closer to the observed data. This reweighting is computed in a region that

requires:

• at least 4 jets,

• exactly 2 himBHjets,

• Emiss
T > 200 GeV,

• at least one lepton,

• mb-jets
T,min < 140 GeV.

This selection is orthogonal to SRs and CRs but has a similar background composition. The mb-jets
T,min

selection reduces further the signal contamination and allows for a validation region with exactly 2 himB-

Hjets and high mb-jets
T,min. The same trend in the data/MC ratio in the meff distribution has been observed

also in other regions non dominated by the tt background, therefore the reweighting is computed taking

into account all backgrounds and applied to all backgrounds. The binning of the reweighting is chosen to

be 50 GeV for most of the meff spectrum, while at high meff the width of the bins is larger to allow ≈ 100

data events in each bin. Before deriving the reweighting, the sum of the MC predictions for the different

backgrounds is scaled to the same yield as in data, so that the reweighting. The final reweighting for the

1-lepton channel is shown in the bottom panel of Figure A.1.

A.1 Effect on other variables

Figures A.2 to A.5 show the effect of the reweighting on the main kinematic variables. We can see that

the reweighting, derived using only the meff distribution, improves the comparison between data and the

simulation in most of the energy-related variables.
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FIGURE A.1: meff distribution in data and MC simulation in a selection that requires at

least 4 jets, exactly 2 himBHjets, Emiss
T > 200 GeV, at least one lepton, and mb-jets

T,min < 140

GeV.
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FIGURE A.2: Comparison between data and simulation in the reweighting region, before

and after applying the kinematic reweighting.
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(d) mT, after reweighting

0 200 400 600 800 1000 1200
  [GeV]b,min

Tm

1−10
1

10

210

310

410

510

610

Ev
en

ts Data
tt

single top
+Xtt

W+jets
Z+jets
diboson

C. Rizzi PhD Thesis
 < 140 GeVb,min

T>200 GeV, mmiss
T4J, E≥1L, 2b, ≥

-136.1 fb

0
1020
30
40
50
60
70
80
90

100

Co
m

po
sit

ion
 [%

]

0
0.2
0.4
0.6
0.81
1.2
1.4
1.61.82

Da
ta

/M
C

(e) mb-jets
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FIGURE A.3: Comparison between data and simulation in the reweighting region, before

and after applying the kinematic reweighting.
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(a) Njet, before reweighting
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(b) Njet, after reweighting
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(c) Nb−jet, before reweighting
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(d) Nb−jet, after reweighting
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(e) pT jet1, before reweighting
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(f) pT jet1, after reweighting

FIGURE A.4: Comparison between data and simulation in the reweighting region, after

applying the kinematic reweighting.
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(a) pT jet2, before reweighting

0 200 400 600 800 1000 1200 jet 2 [GeV]Tp

1−10
1

10

210

310

410

510

610

Ev
en

ts Data
tt

single top
+Xtt

W+jets
Z+jets
diboson

C. Rizzi PhD Thesis
 < 140 GeVb,min

T>200 GeV, mmiss
T4J, E≥1L, 2b, ≥

-136.1 fb

0
1020
30
40
50
60
70
80
90

100

Co
m

po
sit

ion
 [%

]

0
0.2
0.4
0.6
0.81
1.2
1.4
1.61.82

Da
ta

/M
C

(b) pT jet2, after reweighting
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(c) pT lep1, before reweighting
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(d) pT lep1, after reweighting
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(e) pT himBHjet1, before reweighting
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(f) pT himBHjet1, after reweighting

FIGURE A.5: Comparison between data and simulation in the reweighting region, after

applying the kinematic reweighting.



213

B | Higgs boson reconstruction in the
higgsino search

This appendix discusses the approaches that have been tested for the reconstruction of the candidate Higgs

bosons for the higgsino search described in Chapter 8. The signal events considered in this appendix are

those where both Higgs bosons decay to a bb̄ pair. As already discussed in Section 8.2, the four jets

selected to reconstruct the two Higgs bosons are selected with the following criteria:

• If there are exactly four b-tagged jets in the event, those are used.

• If there are more than four b-tagged jets, the selected ones are the four b-tagged jets with highest

pT.

• If there are less than four b-tagged jets, the selected ones are the b-tagged jets and the non-tagged

jets with highest pT.

Figure B.1 shows the fraction of signal events that have four reconstructed jets, the fraction of signal

events where it is possible to select the four correct jets originating from the decay of the Higgs bosons

(which corresponds to requiring four jets with pT >25 GeV matched in dR<0.3 with the 4 himBHquarks

coming from the two Higgs bosons), and the fraction of signal events where the choice of jets described

above selects the correct jets. The four jets selected are the correct set of jets about 70-80% of the times

that the correct match is possible.
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FIGURE B.1: Fraction of events where the algorithm described in the text selects the

correct jets.

Once the four jets are selected, different algorithms to group them into pairs (each one corresponding

to one of the two Higgs boson candidates) are compared:
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min-diff Minimize the difference between m(h1) and m(h2), where m(h1) and m(h2) are the masses of

the two boson candidates and m(h1)>m(h2).

min-dR Minimize ΔRbb
max (defined in Section 8.2).

max-pT Maximize min(pT (h1), pT (h1)).

Figure B.2 shows the fraction of times that each of the algorithms described above leads to the same

pairs as the true matching, with respect to the number of events in which the true matching is possible.

For signals with low higgsino mass the algorithm that minimize the mass difference performs better,

while at high signal masses, where the two Higgs bosons (and their decay products) are more boosted,

the min-dR algorithm reproduces the true matching a higher fraction of times. The max-pT algorithm

instead underperforms for all signal masses compared to the other two.
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FIGURE B.2: Fraction of hh→4b events where the reconstruction method indicated in the

legend leads to the correct match. The fraction shown is with respect to the events where

the correct match is possible.

Figures B.3 and B.4 show the distribution of m(h1) and m(h2) respectively, for signal and background

events normalized to unit area, with Higgs boson candidates reconstructed with the min-dR and min-diff

algorithms. We can notice the different shape of the distributions with the two algorithms, especially

in the case of m(h2). Considering that the high-mass analysis focuses on signals with intermediate and

high higgsino mass, the min-dR algorithm was chosen as baseline algorithm for the reconstruction of the

candidate Higgs bosons. This choice was confirmed by the optimization procedure described in Section

8.3.1, where the values of the candidate Higgs bosons reconstructed with both algorithms have been used

as input and the min-dR algorithm gave consistently better expected significances.
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FIGURE B.3: Distribution of m(h1) in signal and background. The Higgs candidates are

reconstructed with (a) the min-dR algorithm and (a) the min-diff algorithm. All distribu-

tions are normalized to unit area.
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FIGURE B.4: Distribution of m(h2) in signal and background. The Higgs candidates are

reconstructed with (a) the min-dR algorithm and (a) the min-diff algorithm. All distribu-

tions are normalized to unit area.
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C | Comparison between data and simu-
lation for the higgsino search

This appendix contains the data-MC comparison for the analysis variables not shown in Chapter 8.
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FIGURE C.1: Comparison between data and simulation in the 0-lepton channel.
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FIGURE C.2: Comparison between data and simulation in the 0-lepton channel.
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D | TileCal PMT response in calibration
transfer analysis

This appendix describes the impact of a non linearity in the response of the TileCal PMTs on the lumi-

nosity calibration transfer analysis; this is used to estimate the uncertainty in the luminosity due to the

extrapolation between low-μ bunches, where LUCID is calibrated, and the high-μ bunches of physics

runs. Correcting for this non-linearity in the PMTs allows to considerably reduce the luminosity system-

atic uncertainty.

D.1 Luminosity calibration transfer

The general strategy to measure the luminosity in ATLAS is outlined in Section 2.3.6. LUCID is the

ATLAS detector that, during vdM runs, measures the absolute luminosity. LUCID algorithms are non-

linear with μ, and this non-linearity is corrected with the calibration transfer, which allows to extrapolate

the absolute LUCID calibration from conditions corresponding to few low-μ, isolated bunches to the

conditions of the physics runs, where there are many high-μ bunches in trains.

The default system used to provide the calibration transfer is the tracking system. As already discussed

in Section 2.3.6, the number of reconstructed tracks in the ID is proportional to μ. The track selection

that is used for the calibration transfer corresponds to the TightPrimary quality criteria but dropping the

requirement on the Pixel holes (that have to be ≤ 1 for the standard TightPrimary selection); furthermore

there is a requirement on the impact parameter significance, |d0|/σ(d0) < 7, and on the pseudorapidity of

the track, |η| < 1. These criteria have been optimized to reduce the dependence on the Pixel conditions.

The procedure to determine the calibration transfer assumes that the tracking luminosity measurement

(in the following referred to as "Tracking") does not have any dependence on μ or on the position in the

train, and it consists of three steps:

1. The bunch-averaged track luminosity during the vdM run is normalized to the LUCID luminosity

(which in these runs undergo the absolute calibration). The vdM runs have low-μ isolated bunches.

2. The ratio of the luminosity measured by LUCID and Tracking is measured as a function of μ (as

measured by LUCID) in a single run with high-μ trains. The distribution of the values of this ratio

is fitted with a straight line.

3. The result of the fit is used to apply a correction to the luminosity measured by LUCID in physics

runs.

As it can be observed in Figure D.1, at high-μ LUCID overestimates the luminosity and the correction

factor is as big as 11% for μ ≈ 50.

To assign an uncertainty to the calibration transfer, a procedure similar to that used for the Tracking

luminosity is repeated using the integrator system of the TileCal detector, and the relative difference

between the luminosity measured by the tracking system and by TileCal is used as uncertainty. Just like

in the case of the luminosity measurement from the tracking system, the TileCal luminosity measurement
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FIGURE D.1: Ratio of the Tracking luminosity to the luminosity measured by LUCID

(red) and TileCal (black) as a function of μ.

relies on some assumptions, in particular the perfect linearity of the PMT response over a wide range of

instantaneous luminosity, which spans over three orders of magnitude.

D.2 TileCal laser system

The TileCal laser system [249] is designed with the main purpose of calibrating the PMTs and readout

chain: in absence of collisions, a controlled amount of light is sent to each PMT’s photocatode, and

the response is used to derive the laser calibration constant. The laser system has been renewed for

Run 2 and the new version (LaserII) has been installed in October 2014 [250]. During the calibration,

which is performed every two or three days in the pauses between the LHC collisions, laser pulses with a

wavelength of 532 nm are sent to all PMT cathodes trough 400 100-meters long fibers. The laser light is

sent also to monitor photodiodes, to remove the dependence on the laser stability.

Laser pulses are also sent in the abort gaps during physics runs, with a frequency of 3 Hz. This

procedure is used to detect "time jumps", changes in the time settings of groups of channels that in Run

1 were particularly frequent after a power restart of the low-voltage power supply. The response of the

PMTs to the laser pulses sent in empty bunches in physics runs is also used to perform the analysis

described in this appendix.

D.3 PMT response to laser pulses in empty bunches

One of the possible techniques of to estimate the difference between the Tracking and the TileCal mea-

surements of the calibration transfer is the following:

1. The luminosity of all the TileCal cells used is individually calibrated to match the Tracking lumi-

nosity at a specific high-μ run (anchor run).

2. Interpolating this value with the origin in the current-luminosity plane allows to derive an estimate

for the TileCal luminosity during the vdM run.

3. The comparison of this luminosity with the luminosity measured by the tracking system provides

the systematic uncertainty in the calibration transfer.
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The measurement of the calibration transfer with TileCal needs to take into account two effects that

complicate the measurement.

• Activation decays after high-μ runs bias the TileCal response in low-μ runs like the vdM run.

• It has been shown that the PMT response is not perfectly linear with the luminosity.

This sections focus on the analysis of this second point and on the corrections derived to minimize its

effect on the TileCal calibration transfer analysis; this allows to reduce the calibration transfer uncertainty

in the 2017 luminosity, which is the dominant luminosity uncertainty for the 2016 dataset. The cells we

consider for this study are all the E-type cells and A13 (see Figure 2.19).

It has previously been noticed (see e.g. Ref. [251]) that the TileCal PMTs show a non-linearity in the

response with the increase in luminosity. In this section we study this effect for the cells and run numbers

that are of interest for the calibration transfer analysis. The anchor run used in the calibration transfer

analysis is 331085, while the run number of the vdM run is 330875.

The TileCal laser system is primarily used to calibrate the TileCal readout. The laser system can also

be fired in the abort gaps during standard physics runs; in this case one laser pulse is sent three times per

second. The PMT response is analyzed in the following steps:

1. The response of the PMTs is normalized to the response of the monitor diode D0 to remove fluctu-

ations due to laser instabilities.

2. The distribution of the response for each individual PMT in groups of 25 LB is considered. Group-

ing together several LBs is necessary to accumulate enough data points: the frequency of laser

pulses is 3 Hz, which gives only about 180 data points per minute. The value of 25 has been chosen

for consistency with previous studies, after checking that the size of the group of LBs does not to

affect the results as long as it is large enough to provide a sufficiently large number of events.

3. The response for each cell family is computed by averaging over all the PMTs belonging to that

family. We keep separate the left and right PMTs and the A and C side of TileCal.

4. The distribution of the response is normalized to the last group of LBs that does not contain the LB

where "stable beams" is declared, which is used as reference.

Figure D.2 shows the PMT response for the cell family A13 during the anchor run, while Figure D.3

shows the response for the cells of the families E1 and E2 and Figure D.4 for the families E3 and E4.

While the origin of this discontinuity in the response is still under investigation, it is clear that the drastic

change in response happens in correspondence of the declaration of stable beam, when the luminosity

increases, and is therefore referred to as non-linearity of the PMTs.

The PMT non-linearity is quantified in three different ways, which in the Figures are labeled as:

Jump Relative difference between the first group of LBs after "stable beams" declaration that does not

contain the LB where "stable beams" is declared and the group of LBs used as reference.

Average Average of the response after "stable beams" is declared until the end of the run, relative to the

reference.

Lumi-average As above, but the average is weighted by the amount of luminosity collected in each

group of LBs.

Equivalent studies on run 330875 show that for the low luminosity of the vdM run there is no discon-

tinuity in the distribution of the PMT response, and therefore no laser correction is needed for the vdM

run.



222 Appendix D. TileCal PMT response in calibration transfer analysis

0 200 400 600 800 1000 1200
LumiBlock

0.98

0.99

1

1.01

1.02

1.03

Va
ria

tio
n

A13-L-EBA
 0.0005±jump: 1.0085 

 0.0001±average: 1.0063 
lumi-average: 1.0067

C. Rizzi PhD Thesis
Run Number: 331085

0 200 400 600 800 1000 1200
LumiBlock

0.98

0.99

1

1.01

1.02

1.03

Va
ria

tio
n

A13-R-EBA
 0.0005±jump: 1.0092 

 0.0001±average: 1.0061 
lumi-average: 1.0066

C. Rizzi PhD Thesis
Run Number: 331085

0 200 400 600 800 1000 1200
LumiBlock

0.98

0.99

1

1.01

1.02

1.03

Va
ria

tio
n

A13-L-EBC
 0.0004±jump: 1.0093 

 0.0001±average: 1.0065 
lumi-average: 1.0069

C. Rizzi PhD Thesis
Run Number: 331085

0 200 400 600 800 1000 1200
LumiBlock

0.98

0.99

1

1.01

1.02

1.03

Va
ria

tio
n

A13-R-EBC
 0.0004±jump: 1.0088 

 0.0001±average: 1.0063 
lumi-average: 1.0066

C. Rizzi PhD Thesis
Run Number: 331085

FIGURE D.2: PMT response in cell A13 for the anchor run (run number 331085).
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FIGURE D.3: PMT response in cell E1 and E2 for the anchor run (run number 331085).
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FIGURE D.4: PMT response in cell E3 and E4 for the anchor run (run number 331085).

D.4 Impact on calibration transfer uncertainty

The change in the PMT response with the increase in luminosity has a direct implication in the TileCal

luminosity measurement. In particular, it means that the increase in measured current with the increase

in luminosity comes from two distinct factors:

• The actual increase in luminosity, i.e. having more particles traversing the detector.

• The increase in PMT response.

While the first bullet is the effect that we want to measure to provide a luminosity calibration, the

second bullet has the effect of artificially increasing the TileCal luminosity measurement. The value of the

PMT non-linearity measured in Section D.3 is used to correct for this undesired effect, with the net result

of TileCal providing a higher value for the luminosity measurement for the vdM run, as schematically

illustrated in Figure D.5.

Figures D.6 and D.7 show the effect of the correction derived for the cell families used in the compu-

tation of the calibration transfer uncertainty, for the A side and C side respectively.

To quantify the improvement provided by the laser corrections, we can compute the integrated lumi-

nosity over the whole vdM run for the TileCal cell families and compare it to the integrated luminosity

from the tracking system; this is shown in Figure D.8. The average relative difference between TileCal

and Tracking luminosity, averaged over all the considered cell families, results to be:

• no PMT correction: 2.19%,

• jump: 1.19 %,

• average: 1.32 %,

• Lumi-average: 1.25 %.
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FIGURE D.5: Schematic effect of the impact of the correction of the PMT response on the

TileCal luminosity measurement.

FIGURE D.6: Fractional difference between the TileCal and Tracking luminosities for

the vdM run (a) without any laser correction, (b) with the "jump" correction, (c) with the

"average" correction and (d) with the "lumi-average" correction. Only cell families from

EBA are used.
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FIGURE D.7: Fractional difference between the TileCal and Tracking luminosities for

the vdM run (a) without any laser correction, (b) with the "jump" correction, (c) with the

"average" correction and (d) with the "lumi-average" correction. Only cell families from

EBC are used.
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We can see that the inclusion of the laser corrections reduces the uncertainty by about 1% absolute.

FIGURE D.8: Relative difference in total integrated luminosity for the vdM run for the

different types of PMT corrections. The dashed line shows the average of the difference

over all the cell families considered, which is used to estimate the calibration transfer

uncertainty.

The calibration transfer uncertainty for the 2017 data-taking period used for the first public results with

the 2017 dataset is computed with a similar procedure but with some small differences. In particular:

• The luminosity is re-anchored at the vdM run, and the difference is evaluated at run 331085.

• Only E-type cell families are considered.

• The anchoring is done considering only the first half of the vdM run, where the pedestal subtraction

is more reliable.

The numerical value for the laser correction used is labeled as "average" in Figures D.2-D.4. Despite

these differences, the uncertainty resulting from the average of the relative difference between TileCal

and Tracking luminosities for the different cell families is 1.3%. Also in this case, ignoring the laser

correction derived in Section D.3 would lead to an average of the differences of about 1% higher.

D.5 Other sources of systematic uncertainty

The calibration transfer uncertainty is only one of the uncertainty sources that affect the luminosity de-

termination. The other two main categories of systematic uncertainties in the ATLAS luminosity are:

vdM calibration The uncertainty in the vdM calibration results from uncertainties in the beam popu-

lation, beam conditions and from instrumental effects. In 2017 this uncertainty is 1.6%. Figure

D.9(a) shows the scan-to-scan reproducibility, which belongs to the beam conditions category and

is the largest uncertainty in the vdM calibration for 2017.
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Long-term stability The long-term stability and consistency over the year is computed by comparing

LUCID with Tracking, TileCal D6 cells, FCal, and the LAr electromagnetic endcap (EMEC); it

amounts to 1.3% for the 2017 preliminary luminosity estimate. This is shown in Figure D.9(b).

FIGURE D.9: (a) Scan-to-scan reproducibility. (b) Long-term stability.

D.6 Conclusion

The calibration transfer uncertainty is one of the major sources of uncertainty in the ATLAS luminosity

measurement, and it has a relevant impact for analyses that rely on a precise luminosity measurement.

The effect a non-linearity in the PMT response with the increase in luminosity in the calibration transfer

uncertainty from TileCal has been studied. A correction has been derived that allows to reduce the

calibration transfer uncertainty by 1 % absolute. This correction has been applied to the computation of

the luminosity uncertainty released in March 2018, leading to a calibration transfer uncertainty of 1.3%.

This is summed in quadrature with the other uncertainty sources and the total luminosity uncertainty for

the 2017 data-taking periods is estimated to be 2.4%.





229

Abbreviations

B branching ratio.

pp proton-proton.

AMSB anomaly-mediated supersymmetry breaking.

ATLAS A Toroidal LHC Apparatus.

BCID bunch-crossing identifier.

BDT boosted decision tree.

BSM Beyond Standard Model.

CERN European Organization for Nuclear Research.

CKM Cabibbo–Kobayashi–Maskawa.

CL confidence level.

CLs modified confidence level.

CMS Compact Muon Solenoid.

corrJVF corrected jet vertex fraction.

CR control region.

CSC cathode strip chambers.

CST calorimeter soft term.

CTP Central Trigger Processor.

DIS deep inelastic scattering.

DR diagram removal.

DS diagram subtraction.

EB extended barrel.

ECal electromagnetic calorimeter.

EM electromagnetic.

FSR final-state radiation.
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GGM general gauge mediation.

GMSB gauge-mediated supersymmetry breaking.

GRL good run list.

GSC global sequential calibration.

HCal Hadronic Calorimeter.

HLT high-level trigger.

HPD hybrid photon detectors.

IBL Insertable B-Layer.

ID Inner Detector.

IP interaction point.

IR infrared.

ISR initial-state radiation.

JER jet energy resolution.

JES jet energy scale.

JVF jet vertex fraction.

JVT jet vertex tagger.

L1 Level 1.

L1Calo Level 1 Calorimeter trigger.

L1Muon Level 1 Muon trigger.

L1Topo Level 1 Topological trigger.

LAr Liquid Argon.

LB long barrel.

LB luminosity block.

LEP Large Electron-Positron Collider.

LHC Large Hadron Collider.

LL leading logarithm.

LLR log-likelihood ratio.

LO leading order.

LSP lightest supersymmetric partner.

MC Monte Carlo.
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MCP Microchannel plates.

MDT Monitored Drift Tubes.

ME matrix element.

MLE maximum likelihood estimate.

MS muon spectrometer.

MSSM Minimal Supersymmetric Standard Model.

NLL next-to-leading logarithmic.

NLO next-to-leading order.

NLSP next to lightest supersymmetric partner.

NNLL next-to-next-to-leading logarithmic.

NNLO next-to-next-to-leading order.

NP nuisance parameters.

OP operating point.

OR overlap removal.

PDF parton distribution function.

PDF probability density function.

PLR profiled likelihood ratio.

PMSB Planck-scale-mediated supersymmetry breaking.

pMSSM phenomenological Minimal Supersymmetric Standard Model.

PMT photon multiplier tube.

POI parameter of interest.

PS parton shower.

PS Proton Synchrotron.

PSB Proton Synchrotron Booster.

PV primary vertex.

QCD quantum chromodynamics.

QED quantum electrodynamics.

RDO Raw Data Object.

RF radiofrequency.

RMS root mean square.
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RoI region of interest.

RPC R-parity conserving.

RPC resistive plate chambers.

RPV R-parity violating.

SCT Semiconductor Tracker.

SF scale factor.

SM Standard Model.

SPS Super Proton Synchrotron.

SR signal region.

SSB spontaneous symmetry breaking.

SUSY Supersymmetry.

TDAQ trigger and data acquisition.

TF transfer factor.

TGC thin gap chambers.

TileCal Tile barrel calorimeter.

TRD transition radiation detector.

TRT Transition Radiation Tracker.

TST track soft term.

UL upper limit.

vdM van der Meer.

VEV vacuum expectation value.

VR validation region.
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