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Abstract

This thesis incorporates three studies that revolve around competitive intelligence of a firm,
available data sources and improvementof operations throughdata-informeddecision-making.
The studies cover a range of topics in the field of operations research: revenue management,
capital budgeting decisions and social learning. Chapter1presents a neweconometricmethod
for estimating customer choicemodel parameters basedon competitor intelligencedata. Chap-
ter 2 combines public data on social review platforms with demographic and geographic data
to inform facility location and product design decisions in service based industries such as
restaurants and hotels. Chapter 3 investigates the effect of social reputation platforms on cus-
tomer behavior and assesses whether these platforms transmit the general customer opinion.
Overall, the studies provide novel theoretical reflections and practical ways through which
businesses can implement competitive intelligence to add value to their operations.

Resumen

Esta tesis está compuesta por tres estudios que giran en torno a la inteligencia competitiva de
una firma, las fuentes de datos disponibles y la mejora de las operaciones a través de la toma
informada de decisiones. Los estudios cubren una variedad de temas en el campo de la investi-
gación de operaciones: administración de ingresos, decisiones sobre el presupuesto de capital
y aprendizaje social. El Capítulo 1 presenta un nuevo método econométrico para estimar los
parámetros de modelos de toma de decisiones del consumidor basado en base a datos de in-
teligencia competitiva. El Capítulo 2 combina datos públicos, disponibles en las plataformas
de reseña social, con datos demográficos y geográficos para informar la ubicación de instala-
ciones y las decisiones de diseño de productos en industrias basadas en servicios, como restau-
rantes y hoteles. El Capítulo 3 investiga el efecto de las plataformas de reseña social en el com-
portamiento del consumidor y evalúa si estas plataformas transmiten la opinión general de los
clientes. En términos generales, los estudios proporcionannuevas reflexiones teóricas y formas
prácticas a través de las cuales las empresas pueden implementar inteligencia competitiva para
agregar valor a sus operaciones.
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The Landscape of Competitive Intelligence (CI)

“If you know the enemy and know yourself, you need not fear the result of a hundred
battles. If you know yourself but not the enemy, for every victory gained you will also
su�er a defeat. If you know neither the enemy nor yourself, you will succumb in
every battle.”

– Sun Tzu, The Art of War

Firms increasingly understand the importance of determining the right price to charge
their customers, identifying the right location to operate and deciding the right design ele-
ments for their goods and services. Despite the existence of this generalized notion, one is left
to wonder how those decisions should be made.

Surely, in-depth knowledge of one’s firm operations is necessary, but is it sufficient? If you
were a manager of a firm, wouldn’t you also observe activities of your rivals’ in the market
along with customer behavior (say understand customer tastes) and take all these items into
consideration?

In this thesis, we investigate those questions from an operational point of view in an inte-
gratedmanner—understanding customerbehavior, firmoperations togetherwith competitors’—
to make better tactical and strategic decisions. In the age of digitalization, the consequences
of wrong decisions can be very severe (e.g. Marks& Spencer suffers from it’s Internet presence
and sharper competition this creates (Wood and Butler, 2018)).

Recently, the notion ofCompetitive Intelligence (CI) is becoming popular among industry
practitioners. It refers to the collection and analysis of competitor and market (competitive
environment) data to inform optimal decision-making and broader firm strategies.

What exactly is CI? Let’s illustrate with a story: Ali is a teenage boy selling a chocolate ice-
cream for 3 euros per cup on a beach during summer holiday. He receives around 50 customers
daily, each day getting closer to his dream of saving sufficient money to go camping with his
friends. All is fine until an ice-cream shop opens nearby and Ali sees his customers going
away. Desperate, he disguises himself and watches what happens in the newly opened shop.
He realizes that around 20 varieties of ice-creams are being sold at 2 euros per cup, and also
takes note of the various ice-creams customers buy the most. This knowledge can help him
attract customers back. The next day, Ali can bring a few of the most desired ice-cream types
to sell and re-price them at 2 euros or less per cup.

While this story illustrates the nature of a competitive environment and the usefulness
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of observing competitor operations, today’s complex business and customer environment is
much more complicated.

First, there are many factors involved in purchasing decisions such as price, quality, loca-
tion, and flexibility. Firms need to identify how (and howmuch) each factor affects customer
behavior in real-life situations where all these factors come together and interact (making it
hard to distinguish each factor’s real impact).

Second, like Ali went to watch the new ice-cream shop operations, firms also “stalk" their
competitors to some extent for gathering information on competitor prices as well as several
other benchmarking measures (e.g. sales, profit, costs, budget, customer satisfaction). How-
ever, data on competitor is not so easily obtained. Some proprietary information sources on
competitor, as we will mention later in detail, are available but unfortunately they provide
only partial information, often only in aggregated forms.

Third, data is useful but never enough: it needs to be transformed into knowledge that
can provide insights about how to improve firm operations. Lounamaa and March (1987)
pointed to a similar argument: “[the] central dilemma in modern organization theory and
operations research is themismatch between analytical capabilities of human institutions and
the complexity of the environment in which they function." Today, thirty-one years after that
statement was written, this dilemma seems to have grown exponentially.

InHigh Output Management, Grove (2015) claims complex systems are black-boxes and
an insight is like a window cut into the side of the black box that “sheds light" on what’s going
on inside. The operation of a business is a complex system for the reasons mentioned above.
Not only are the factors involving firm operations and markets extremely complex, they are
also a part of a dynamic and self-transforming process. In this sense, the insight gathered
through CI practices can be used to improve business operations.

So, CI is the act of collecting and analyzing actionable information about competitors
and themarketplace to form a business strategy. Its aim is to learn everything there is to know
about the competitive environment outside tomake the best possible decisions about how to
run a business. Figure 1 illustrates the different elements involved in CI.

The term Competitive Intelligence first appeared in the U.S. during the 1970s. When CI
practices first came to light, there were discussions over their legality, equating CI with indus-
trial espionage. However, CI practices by definition are limited to legal means of information
gathering and are considered a legal business practice, unlike the more sinister and illegal cor-
porate espionage practices.
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Figure 1: Elements of CI
Source: www.biakelsey.com

Despite being commonly associatedwith competitor analysis, CI requires considering the
complex relations between products, customers, competitors—thewhole range ofmarket dy-
namics in short. We should emphasize that the focus is on the external environment of firm
operations, considered as a multidimensional, complex and relational space.

In the foreword of Murphy (2007)’s Competitive Intelligence: Gathering, Analyzing and
Putting it to Work, Michael Ridpath also states the importance of this form of intelligence:

In business, as in war, politics or games, you cannot operate effectively unless
you know what everyone else is doing. A general can never win a battle if he
doesn’t know the location and strength of his enemy. Political elections are about
choice, how can a party provide the most attractive manifesto if it doesn’t know
the policies to which it will be compared? Imagine playing a game of chess as
black when the white pieces are invisible. It would be a short game.

CI can help a firm predict future events (e.g. opportunities, threats) and inform quantitative
and qualitative decision making, improving the chances of success in a competitive environ-
ment. Figure 2 shows the process of CI.

The tremendous rise in the size and availability of data has allowed firms to easily access
more information. Firms continuously collect information from several data sources with the
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Figure 2: CI process
Source: www.engage3.com

hope of using it for CI practices. Henceforth, we will explain how data is typically gathered,
highlighting several data sources, and discussing the limitations.

The data collection efforts in CI started withmanual detective-style work (Deutsch, 1990;
Sreenivasan, 1998). This procedure imitates the actions of our character, Ali; going to the field,
observing what the competitors and customers do, taking notes of their actions. Sometimes
it can be performed through surveys, field experiments, focus groups or interviews and the
observations are recorded. As these forms allow direct interactionwith the environment, they
are trustworthy and effective. However, they can be very time-consuming and costly.

Subsequently, the data gathering process transformed into modernized, automated ways
(Isaac and Lohr, 2017; Isaac, 2017). Web scraping and web application programming inter-
faces (APIs) are increasingly gettingwidespread in both industry and academia1. Web scraping
(known also as web harvesting or web data extraction) is a technique for extracting informa-
tion available in web pages. Web scraping can be done manually but it is a tedious and repeti-
tive task. That process can be automated using a bot or web crawler, which involves fetching a
web page (web crawling) and then extracting the information. Essentially, the idea is to parse,
search, or reformat page content, copy the data into a spreadsheet or database and store it for
later usage.

Companies such as Amazon andGoogle provide web scraping tools free of charge. There

1McLean and Samavi (2015) mention scraping accounts for 18% of site visitors and 23% of all Internet traffic
in 2013.
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are also open source, collaborative platforms such as Scrapy. However, sometimes the web
page links and structure may change and the automated crawling and parsing process has to
be re-coded again. Consequently, web scraping can be difficult and time-consuming also. For
these reasons, there are also paid services such as PromptCloud that provide maintenance of
data feeds and training.

Web scraping provides up-to-date, accurate information if it is done repeatedly, on a real
time basis. In addition, some online services provide APIs, often used by developers to obtain
third party data for their own software application or web service. Nevertheless, the legality
of using data from company websites still remains as unsettled area of law. Caution has to
be exercised not to violate copyright of the website’s parent company. All in all, despite the
significant benefits web scraping andAPIs offer, the usage can be restrictive due to the legality
issues.

Social media platforms, more specifically consumer review websites (e.g. Facebook, Twit-
ter, Tripadvisor, Yelp, Glass Door) provide large data sets to learn competitor outcomes and
also customer tastes. The taste aspect is especially challenging to understand, often requir-
ing one to delve manually into customer reviews for learning customer sentiments towards
products and competition.

Social media data can also reveal information on how many people follow the competi-
tor vs. our firm in social media, how good/bad the reviews are for the competitor vs. our
firm, what is competitors’ marketing strategy and which demographic groups they target. In
addition it can provide partial information on customer tastes.

Thus, data, freely available online, may have abundant applications in business opera-
tions. Amongmany others, monitoring competitor prices is essential for price comparison in
themarket; gathering demographic information provides population density, age and income
levels useful in demand prediction for a firm considering to open a new facility.

In addition to above, there are also automated data-feeds almost universally subscribed by
firms in several industry sectors to obtain secondary (external) information on competition.
For instance, Smith Travel Research (STR), an American company founded in 1985, tracks
demand and supply data for the hotel industry.

Initially, the company developed a Census Database consisting of names, addresses and
phonenumbers. Later, the founder,Mr. Smith, was contacted by theHoliday Innhotel chain
with a request for market share reports. Based on this, in 1988 the company created the first
Smith Travel Accommodations Report (STAR)—which provides performance data on Av-
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Figure 3: Daily performance data provided by STR in hotel industry

erage Daily Revenue (ADR), occupancy levels and Revenue per Available Room (RevPAR)
against a self-selected competitive set (see, Figure 3). Nowadays, the benchmark report can
be created quite flexibly: for instance each firm participating in the programme can select up
to four competitive sets, each set consisting of several hotels. STR also provides guidance on
the creation and evaluation of the competitive sets based on comparison measures of price,
occupancy, revenue, distance, year of establishment and room count.

This information sharingmechanismworks on amutual participatory information-sharing
basis. Hotel owners (both chain headquarters and independent ones) share their performance
information and, in turn, every month they receive a detailed benchmarking report at a daily,
weekly andmonthly level. Today,more than 50,000hotels participate in the STRprogramme,
amounting to a total of over 6.8 million rooms.

Various examples of this kind of secondary data sources exist. Pegasus Solutions also op-
erates in the hotel industry and gather similar forms of data as STR; Aena in Spain provides
volume of passengers traveling at the airports to the airline industry; Context for Electronic
RecordsManagement (ERM) gives aggregated sales by region or period as chosen by the firm
for the retail and supply chain industry; FCA provides Product Sales Data (PSD) in themort-
gage industry.

Google also collects detailed information onbusinesses such as restaurants, bars and shop-
ping centers to predict demand approximately. The “Popular Times" feature of GoogleMaps
is launched in time for Black Friday event so that customers could screen the crowd intensity
in the shopping centers on a real-time basis. Google uses GPS location signals and wireless
connections to track the location of the customers who have Google Maps installed on their
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Figure 4: Popular Times feature of Google Maps

mobile devices. This data, anonymously gathered, is accumulated over weeks, months and
years. The Popular Times feature is designed to inform how busy a facility is during different
times of the day, even on a real-time basis and predict how long an average user would stay at
a certain facility (Figure 4).

These third party sources offer performance measures to understand the external market
conditions and benchmark own firm results against the competitor. All this external informa-
tion, which is expected to be gathered under legal and ethical terms, is often combined with
internal information and then stored in the corporations’ data warehouses.

Nowadays, many firms gather this form of data and it needs to be turned into something
useful and actionable. After analyzing the benchmarking reports and public sources, a strat-
egy could be formed to maintain our firm’s competitive advantages and strengthen its weak
aspects. Hence, benefits can be gained by combining the intelligence information with strate-
gic decisions.

Although CI could be quite beneficial for firms, it has been revealed that only half of the
companies actually use the data operationally (Gilad and Fuld, 2016). In general, CI is not
being utilized to the full extent but managers often use CI data primarily for benchmark-
ing and performance evaluation purposes. Many firms seek consulting services for getting
insights from data with the goal of adding value to their operations (Kamal, 2012; Ramakrish-
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nan, 2017).
A site selection consultant interviewed by Phelps and Wood (2018) explains their role on

helping a business to make a location decision:

The industry really developed because there was a black box. . . Information at
that time was what we really traded on. Then, since the Internet, information is
available to anybody. So really we are just trading on knowledge on how to do
these projects and how to do themwithout making a mistake. . .The reason they
bring a professional in is to draw out what is really important to the success of a
particular facility. Really what we do is to help guide them through the process.

This illustrates that the decision making problem is not only about data availability but also
how to generate useful knowledge from it.

In the context of digital technology, one of the few companies that helps integrating CI
in business operations is App Annie. Founded in San Francisco in 2010, it helps mobile app
developers build an app and increase the chances of its discovery among roughly 1.6 million
apps on Google Play and 1.5 million on the Apple App Store. The company offers analytics
on app store, advertising, eBook store (free), market estimation and intelligence (paid) to help
businesses get informed on possible marketing and investment strategies. For instance, it pro-
vides competitor data to app developers and offers assistance in strategic decisionmaking such
as what are the best keywords for tagging the app or the best periods to run a campaign.

CI is also becoming a professionalized field of specialization within the business sector.
This is illustratedby the existenceofStrategic and Competitive Intelligence Professionals (SCIP),
a global nonprofit community that gathers experts from industry, academia and government
to support firms on emerging issues and conduct CI research.

One of the reasons for poor adaptation of CI practices is that business models often rely
on “detailed" data. Sales and price data of each firm is essential to analyze customer behavior
in detail. However, those third party sources do not give raw competitor data to their clients
but only reports with aggregated data. For instance, STR does not provide sales information,
but aggregates it in the form of occupancy levels at each hotel. Hence, the main difficulty is
how to exploit this limited (aggregated) information intelligently to obtain a more detailed
understanding of competition, firm operations, and contribute to better decision-making.

In addition, using socialmedia platforms to infer customer tastes is always a challenge. For
example, are customer reviews true indicators of customer tastes within a given service based

xv



“tmt8” — 2018/7/25 — 12:53 — page xvi — #16

industry (e.g. restaurant, hotel)? More precisely, can some other factors (e.g. price) play a role
in customer review behavior so that the taste is not the sole criterion? If so, how can firms ac-
count for it? In a similar manner, are customer reviews representative of the general customer
opinion? Running a survey, focus group ormarket research can disentangle the effects of each
factor, but these are time consuming and costly. Even then, the market is dynamic, how can
we rely on them after a period of time? All the hassle would have to be repeated.

In this thesis, we address these challenges to make strategic operational decisions. Given
the nature of the problem, it is very likely that the status quo will remain unchanged forever.
Our approaches illustrate the benefits CI can provide in several areas of operations manage-
ment: revenue management, capital budget decisions and social learning.

In the first chapter we study customer behavior models to understand the importance
of different product features such as price, location and schedule on purchase decisions. In
a competitive market, firms need to assess the market, competition and optimize their op-
erations accordingly. So, it is essential for firms to identify what type of customers come to
the market and purchase the products. Going one step further, firms should know the latent
needs of the customers so that they can adapt their strategies dynamically; use it to change
the prices constantly with reference to the market prices and use this to offer better customer
service.

Specifically, we consider the following generic estimation problem: A firm in a competi-
tive market sells a single product over a finite selling season. It can only observe its own pur-
chases. It wishes to estimate market-size and price-sensitivity, but based only on own data
they are impossible to estimate. However in many revenue management and retail settings
there is competition and firms can easily retrieve competitor price information. This by itself
is not sufficient for identification either, but what if firms have access to aggregate competi-
tor demand information, as possible in many industries (such as the STR report in the hotel
industry). We exploit this to estimate not justmarket-size and price-sensitivity but also a com-
petitor attractiveness factor.

The second chapter is onoperational use ofpublic data for facility locationdecisions in ser-
vice based industries (e.g. restaurants, hotels) taking current and future competition inmind.
Recently there has been considerable research activity on retail facility locationdecisions based
on optimization models (Rogers, 1984; Birkin et al., 2002). We address two challenges in this
stream of research: estimation of the demand model and incorporation of future competi-
tion. We demonstrate our findings for a restaurant chain that makes a location and design
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decision: where to locate a new restaurant, of what type, and in which price range along with
its other design features.

Site selection anddemand forecasting research has also been important for superstore allo-
cations (Wood and Browne, 2007)— carrying similar characteristics to that of the restaurant
business. Firstly, it is taste-based. Secondly, there is a considerable fixed cost associated in the
location decision. Therefore, accuracy in site selection is crucial (Wrigley, 1996). Thirdly, the
success of the retail facility depends on expenditure levels of consumers, so it requires geo-
demographic modeling.

To account for all thesemulti-dimensional aspects, we combine Yelp reviewdata sets, with
demographic, geographic and restaurant inspectiondata to build amodel of demand. Lacking
competitor demand information, we consider external sources such as OpenTable and vol-
ume of customer reviews provided by Yelp to calibrate our demand model. In this structural
model we account for customer tastes, unobservable quality aspects, demographics, and size
to estimate how the market will shift or grow once new competing restaurants locate nearby.

Subsequent to the estimation phase, we feed the estimates into an optimization frame-
work and provide a tractable model that incorporates competitive effects to maximize the
long-term profit.

Lastly, in the third chapter we investigate online reputation mechanisms. Customer deci-
sions are usually thought to be affected by two factors: price and quality. Most of the times,
price is discrete and known in advance. In other words, online marketing enables customers
to learn about prices of goods faster and easier. However, consumers still lack full informa-
tion on quality of products. Certainly, this information is more difficult to obtain than prices
and it remains ambiguous prior to purchase. Online reviews reveal partial information on
experience-related product attributes such as quality. Therefore, there is a great need to un-
derstand online reviews better.

In this study, we collaborate with a hotel chain in U.K. Firstly, we analyze the impact
of online customer review ratings on sales using customer bookings data. Later, we ask the
following question of the data: are reviews affected by price or value or neither, i.e. once
customers pay to stay, do they treat what they had paid as a sunk cost and review based on
only their experience, or are their reviews affected by the price they pay? Finally, we cross-
validate our findings with a survey and investigate deeper on whether online reviews transmit
the general customer opinion.

All in all, exploiting CI data seems critical in an extremely competitive environment. In
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this thesis, we combinemethodologies fromengineering, econometrics,machine learning and
optimization to empower the usage of data to gain a competitive edge. Our work shows there
are significant opportunities to improve the models. We present real-world examples for the
three topics and demonstrate how we tackle those challenges specifically for each of them.
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1

EXPLOITING COMPETITOR
INTELLIGENCEDATA FORDEMAND
ESTIMATION

Estimating a suitablemodel of demand and forecasting is central to revenuemanagement and
pricing. Recent research efforts have focused on estimating behavioral choice models of de-
mand based on transactional data, addressing in particular the difficulty posed by not being
able to observe no-purchases in most commercial situations.

This studypresents aneweconometricmethod for estimationbasedon—widely available—
competitor intelligence data and also addresses two important and difficult gaps in this stream
of research: (1) estimating with competitor effects (2) estimating when the firm sells a single
product. We note that the aggregated competitor intelligence data is commonly available in
many industries; prime example being the STR report in the hotel industry.

With access to such data, we show that the two problems we mentioned can in fact be
solved together—marginal information can be used to estimate price-sensitivity along with a
competitor location attractiveness parameter, even for the case where each firm sells a single
product. A noteworthy complication in the real-world is that even competitors’ initial capac-
ity is uncertain because of private group sales, and we address this issue also via instrumental
variables. We present numerical and recovery performance on both synthetic data as well as
on real hotel bookings data.

1



“tmt8” — 2018/7/25 — 12:53 — page 2 — #27

1.1 Introduction

Revenue management (RM) operations typically proceed in the following sequence (i) esti-
mation of the parameters of the model (ii) forecasting demand on a day-to-day basis and (iii)
optimization of the prices or allocations. In this sequence estimation and forecasting are cru-
cial steps as managers can compare the model output with what they observed (as opposed to
comparing recommendations with an unknown and unobservable optimal price). Indeed in
many RM departments forecasting accuracy gives management confidence in using the sys-
tem’s price recommendations, so for any implementation to be accepted it plays an oversized
role in gaining credibility for the system. In contrast, “optimal" prices aremore difficult to pin
down and verify, at least in the short term, and play a smaller psychological role.

In addition to managerial confidence in the system, inferred choice parameter estimates
are used as an input for the optimization of the controls. Biased or unstable estimates can
result in significantly less revenue predictions, and eventually are very likely to cause serious
problems in the implementation. Despite this, most of the early work in RM deals with op-
timization, assuming accurate customer choice parameters. Estimation of consumer choice
behavior is a recent active research area initiatedbyTalluri andVanRyzin (2004) for the single-
leg RM in a methodologically complete way.

A fundamental problem in the estimationofRMmodels in practice is that one cannot ob-
serve customers who consider our products but do not purchase—either because the product
has become unavailable, or the price is beyond their willingness-to-pay for the product. This
unobservability can happen for instance if the product is sold via third parties, or in a phys-
ical retail store. In such situations the firm has a record only of purchases and the problem
of estimating the market size becomes very difficult, especially so if the market size varies over
time; the market size and price-sensitivity effects get confounded and it becomes impossible
to separate them.

In this study we address the following complicating issues of RM estimation without ob-
serving no-purchases:

1. Themanager setting prices may have some signals or knowledge of the future demands
and be setting prices accordingly but the estimation procedure does not have access to
this information. So for instance, themarket size for a particular daymight be high due
to special local event, and the prices are high for that reason—demand will also be high
and this throws off the estimation, even leading it to wrong signs of the parameters.

2
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This problem is especially acute in RM as the analysts change prices after observing an
initial period of demand, which in many cases is a strong signal of the market size for a
specific date.

2. Competitor effects such as their price, brand and location differences can be influenc-
ing sales. While competitor prices are usually public information and can be incorpo-
rated relatively easily into the estimation, the complicating factor is that we can almost
never observe their sales. In many settings firms also have private sales1 which has two
implications—(i) we are not sure of their initial capacities, (ii) a high competitor price
may signal either a belief in high demand or a large number of private sales.

3. The network nature of the products, such as flight itineraries or three-night hotel stay
starting on a specific date, create dependencies across the inventories as well as sales. So
even if the demands for each individual product are assumed tobe independent of other
demands, estimation has to be done at the network level adding to both computational
and estimation complexity.

The above-mentioned estimation challenges are insuperable unlesswe have access to some
form of new data, and this is precisely what we exploit in this paper. It so turns out that
there exist automated data-feeds in several industries to obtain information on competition.
A prime example of this is the STR report that gives performance data on price (ADR), occu-
pancy levels and revenue-per-available-room (RevPAR) against a competitive set in the hotel
industry (Figure 1.1). The occupancy data aggregates all the multi-night stay demands sold at
different prices along with the competitors’ private sales.

Similarly, in the airline industry inmany countries the airport authority resells aggregated
data on airport traffic, by airline andmarket e.g. Aena in Spain. In the retail electronics indus-
try for instance, private companies (such as Context in the U.K.) deal with such aggregated
competitor sales information. Recently, Google also launched “Popular Times" feature to in-
form how busy a facility is on a real-time basis. This competitor intelligence data contains
marginal aggregated information on competitor sales.

It is important to note this competitor intelligence data is not a new exotic one-of-a-kind
data source but nearly universally subscribed to in these industries. Till now, however, they

1In this study we define private sales as sales that arise to the firm through a private channel, either as part of
a long-term contract or negotiated sales.

3
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Figure 1.1: Daily performance data provided by STR

have found little operational use, but examined instead primarily for bench-marking and per-
formance evaluation of managers. We hope our research will encourage firms in these indus-
tries to make operational use of the data to better estimate and forecast their demands.

Now, despite this new source of operational data, it is not at all obvious how the data can
make the estimation problem any easier. Surprisingly, we show that the very difficulties we
mentioned above actually help identify the model (up to a small number of candidate solu-
tions as we explain later) and obtain accurate estimates where all other methods fail. This is
the case even if the firm sells a single product so even estimating the price-sensitivity parameter
is problematic.

Specifically, the network effects create dependencies in the sales random variables even if
the underlying market size random variable are independent. So under a very weak assump-
tion that the demands for days that are sufficiently far apart (such as demands for Monday
stays vs. Thursday stays) are independent of each other, we can pin down the parameters
with moment conditions based only on sales. For the market size parameter, we do not get
complete identification but only a partial one, up to a small number of candidates. To avoid
choosing amongst these, we propose a new objective function for the estimation that is based
on the insightwedevelop fromour analysis and show that itworks extremelywell on synthetic
and real data sets.

Our contribution is threefold. First, we exploit aggregated information on competitor
sales to develop an enriched demand estimation model that accounts for unobservable loca-
tion and incorporates network effects. Second, we use own private bookings as instrumental
variables to correct for endogeneity bias and obtain an accuratemeasure of price elasticity even
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in the troublesome and till nowunresolved case inwhich the firm sells a single product. Third,
we develop a novel way to estimate market size based on an independence assumption only
exploiting the dependence created by the network nature of the products.

In the next section, we review the literature. In § 1.3 we describe the model and motivate
our study. In § 1.4 we present our estimation methodology. In § 1.5 we develop the best-
response pricing model to generate synthetic data. In § 1.6 we illustrate the performance on
both synthetic and real hotel bookings data. Finally, in § 1.7 we summarize our findings.

1.2 Literature review

RM is based on models of demand that one can estimate operationally. Understanding cus-
tomer preferences and purchase decisions is the key element to estimate demand. Develop-
ments in technology, especially online shopping via the Internet results in a trove of data on
customer behavior. For this reason discrete-choice models, specifically theMultinomial Logit
(MNL) model, are often used as they are parsimonious and relatively easy to estimate and
operationalize the trade-offs among product attributes.

A typical assumption in older marketing and economic literature is that market size is
known apriori. Nevo (2001), Besanko et al. (1998) and Berry (1994) are some examples of ex-
ogenousmarket assumption in themarketing literature. This is unrealistic in theRM context
(aswell as inmanymarketing situations) as the firms donot have data on thosewhopurchased
from competitor or did not purchase at all. A number of recent research papers (Talluri and
VanRyzin, 2004; Talluri, 2009; Vulcano et al., 2012; Newman et al., 2014) have recognized the
importance of this problem.

Ratliff et al. (2008) follow a heuristic method based on demand mass balance equations
of Andersson (1998) to estimate demand, spill and recapture across multiple flights and fare
classes. Vulcano et al. (2012) propose to estimate choice probabilities based on primary (or
first-choice) demand, that basically captures demand if all products were offered. Li et al.
(2014b)provide evidenceof strategic consumers and examine revenue implications via counter-
factual analysis.

Talluri and Van Ryzin (2004) use the expectation-maximization (EM) algorithm to the
incomplete-data maximum-likelihood estimation model and provide an exact analysis of the
capacity allocation problem for a single-leg, multiple-fare RM problem. This allows them to
simultaneously estimate arrival rates and parameters of a MNL choice model. Vulcano et al.
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(2010) implement the generic EM framework described in Talluri and Van Ryzin (2004) for
an airline market and assess revenue improvements of around 1%− 5%.

Among the demand untruncation/uncensoring methods, the EM algorithm is the most
commonly used statistical technique when the data is missing. Kök and Fisher (2007) gen-
eralize EM algorithm including a substitution matrix in the context of assortment planning.
However, all these procedures suffer from a fundamental unidentifiability problem (pointed
out in Talluri and Van Ryzin (2004) as well as Vulcano et al. (2010)), which essentially means
there are a continuumof values—purchase probability andmarket size— that gives the same
sales amount. However, those procedures will only find one such pair and the implications
on pricing strategy might be completely different. Moreover, EM tends to be slow and we
only know that it converges to a local minimum (Wu, 1983), negating our confidence in its
statistical properties.

In order to dealwith the indeterminacy problem,Talluri (2009) develops a risk-ratio based
heuristic estimationmethod based on convex risk criteria. In the first step, conditioned on ob-
served purchase data, customer choice parameters are estimated (e.g. price elasticity), which is
consistent and tractable for theMNLmodel. In the second step, using a risk-ratio criteria, the
total number of arrivals is estimated. The method is theoretically appealing and numerical
simulations give promising results. In a similar vein, Newman et al. (2014) propose two-step
estimationmethod, assuming the market consists of two or more products of own firm (thus
observable) and no-purchases. The arrivals occur in accordance with a homogeneous Pois-
son process. The first step is the same as Talluri (2009). In the second step, total arrival rate
is calculated using the variations in observed sales over time directly from the log-likelihood
function. However, this step is not generally a concave optimization problem and so it is not
possible to ensure identifiability (therefore the consistency) of the market size (equivalently,
no-purchase) parameter.

Another complicating factor that leads to biased estimates is endogeneity. Endogeneity
arises when regressors are correlated with the error term. Unobserved product attributes (e.g.
quality or reputation), marketing related practices (e.g. promotions, coupons) can be corre-
lated with price, so this is a considerable issue in price-elasticity estimation. Fisher et al. (2017)
focuses on competition based dynamic pricing in retail sector. They use own and competitor
stock-outs as a valid source of variation to the consumer choice set to add extramoment condi-
tions when competitor sales is not available. They use randomized prices in a field experiment
setting to address the price endogeneity issue. Based on accuratemeasures of consumer choice
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parameters, they solve thebest responsepricing algorithm. However, field experiments are not
always feasible, especially when the conditions are changing. Moreover, not many firms can
generate enough data using field experiment. In this regard, using instruments to deal with
endogeneity is quite efficient—if we can find the appropriate instruments.

As our domain is hotel industry, the estimation has to be done integrating network ef-
fects. This is another complication of our study as competitor sales are not available at day
and length-of-stay level but rather provided in the form of occupancies. There is another
stream of research called “Network Tomography" (NT) that also deals with estimation based
on marginal aggregated data. NT problem infers the node-to-node traffic intensity between
all source-destination pairs of nodes from repeated measurements of traffic flow on the links
of a network. Tebaldi and West (1998) use Bayesian inference and Vardi (1996) uses method
of moments based approach to infer node-to-node road traffic. In § 1.3, we describe the con-
nection of our study to NT in more detail.

An early influential work in the econometrics literature that focuses on demand estima-
tion of discrete-choice models for differentiated products in an oligopoly market is by Berry
et al. (1995) (BLP). BLP gained popularity due to the use of aggregate data, heterogeneity in its
demand model and the subsequent estimation of price elasticities accounting for endogene-
ity. As mentioned by (Berry et al., 1995), the endogeneity problem is especially challenging in
the case of nonlinear problems. Therefore, BLP first linearize the choice model and then use
a contractionmapping embedded in an IV estimation. BLP however assumes themarket-size
is known—apart from the aggregate sales data of competitors— and has recently come under
criticism for (i) its use of equilibrium conditions (Ackerberg et al., 2007), (ii) the possibility of
converging to the wrong parameters, if at all it converges (Knittel andMetaxoglou, 2014) and
(iii) its exceptionally slow numerical performance (Su and Judd, 2012). The key differences of
our study from BLP and Newman et al. (2014) is given in Table 1.1.

In the next section, we introduce the problem, provide an overview of discrete choice
models, and motivate our study in relation to both estimation and NT literature.

1.3 Model problem statement and motivation

Webriefly discuss the problem and describe the choicemodel to show how consumers choose
among differentiated products. Later, we motivate our study referring it to both estimation
and NT literature.

7
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BLP, 1995 Newman et al., 2014 Our study
mmarkets, j products Own firm products Own firm and aggregated
(e.g. each model-year for (e.g. different types of competitor products
automobiles) hotel rooms) (e.g. competitor occupancy)
Individual level-choice data At least 2 products One product for each firm
(or aggregate and individual)
Heterogeneity effects Network effects

BLP association; market is
days, product is LOS

Assumption on the market size No competitor; it is assumed Competitor and no-purchases
(no estimation of β0) to belong to no-purchases are treated separately
Endogeneity; GMMmethod, Endogeneity; GMMmethod,
fixed-point alg., IV variables IV variables

Table 1.1: Detailed comparison of similar references

1.3.1 Setting

While our proposedmethod is applicable to airlines or rental cars or any industry which prac-
tices network RM, to make the problem specific and to be in sync with the subsequent data-
set, we describe the problem and set the notation in the context of a hotel.

Hotels sell room stays starting on a specific date of multiple durations (called length-of-
stays (LOS), with most ranging from one to five nights). For each starting date and LOS,
the hotel may be selling multiple products—either physically different such as room types, or
virtual RM products differentiated by sale restrictions. Alternately—and the most difficult
for estimation purposes—the firm could be selling a single room type and single RMproduct
but just be changing the prices of these products over time. In the rest of the study, when we
say product, it refers to a specific starting date and a LOS.

The hotel also faces competition, from a set of neighboring hotels. For simplicity we as-
sume there is a single competitor2. The hotels compete but the attractiveness of the competi-
tor is distinct, so customers may prefer our firm even if our price is higher. We aim to estimate
this attractiveness from the data, i.e. the customer’s perception of it reflected in their actions.

To keep notation simple we assume each firm sells a single product (for each LOS). Mul-
tiple products actually make the estimation problem easier as the price-sensitivity parameter
can be estimated conditioned on the purchases. So we deal with the more challenging version
of the problem.

We denote own hotel by the superscript o, and the competition by c, and the no-purchase
2If the firm is dealing with a larger competitor set, one can average or otherwise create a reference competitor
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option by 0. So for each day and LOS, there are at mostN = 3 options for the customer.

Sales are of two types, private or general public. Private sales occur through long corporate
relationships (eg: airlines negotiate rooms for their crew) or the sales and marketing depart-
ment (for instance, a negotiated corporate retreat or a wedding) and their primary feature for
our purposes is that they happen independently for our hotel and the competition’s. The
presence of private sales significantly complicates the estimation of choice parameters. We let
Gn
dl be the random variable where n indexes the three choices o, c or 0, d is the starting day of

the stay, and l is the LOS. We assume private sales occur before the public sales.

Public sales are retail sales from individuals who consider both our product and the com-
petitor and either decide to purchase one of the options or decide not to purchase and exit
the market (no-purchasers). We let Sndl be the random variable for public sales for hotel n.
The sales observed at any hotel is the sum of its private and public sales. Public sales are as-
sumed to be driven based on a customer choice model that incorporates price and location
attractiveness.

A consumer on day d to stay for l nights obtains utility,Un
dl, from purchasing the product

from hotel n (n = o, c or 0, the outside option)

Un
dl = βpp

n
dl + βa + εndl,

where βp is the price elasticity parameter, pndl is respective hotel’s average prices on product
(d, l) —also known as average daily rate. βa is the parameter that measures the relative lo-
cation attractiveness of competitor hotel compared to ours. We can only identify the differ-
ences across these hotels’ attractiveness, so we normalize our hotel location attractiveness to
0. Specifically, the case of leaving the market empty handed gives the utility

U0
dl = −β0 + ε0dl

where β0 is the parameter to measure the weight of the outside option. We denote by β =

(βp, βa, β0)unknown vector of parameters. It is also possible to enhance themodel including
demographics and some other observable characteristics, but we keep it clean for clarity.

Customers are utility maximizers, they choose an option with the most possible utility
among their choice alternatives. We use the MNL choice model (Ben-Akiva and Lerman,
1985), by far the most frequently used choice model in implementations, to describe a cus-

9
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Figure 1.2: Sales transactions for our hotel

tomer’s choice behavior. TheMNLmodel is based on the assumption that ε’s are i.i.d. Gum-
bel (or double-exponential) with mean zero and scale parameter one for all the alternatives in
the choice set. Under this assumption, the choice probability for option n is given as

Podl(β) =
eβpp

o
dl

e−β0 + eβpp
o
dl + eβpp

c
dl+βa

, (1.1)

and for the competition

Pcdl(β) =
eβpp

c
dl+βa

e−β0 + eβpp
o
dl + eβpp

c
dl+βa

. (1.2)

Note that
∑
n∈N
Pndl(β) = 1 holds ∀d, l .

Now the structure we impose is thatmarket size comes from a specific randomprocess for
each day-of-week to stay for l = 1, . . . , L nights, specifically can be denoted byMωdl whereω
is a day-of-weekω = 1 . . . 7. Then, public sales at any hoteln on date d to stay for l nights can
be obtained in a market-share model by multiplying total arrivals to the market with choice
probability of the respective hotel

Sndl = MωdlPndl(β). (1.3)

We observe our own sales, sodl, but we do not have information on competitor sales, s̃cdl.
The challenge in estimation of the parameters, β = (β0, βp, βa) is the lack of sales data

on competitor side and unobservable no-purchases.

1.3.2 Data

We have all the sales transactions for our firm; public, sodl, and private, godl. A sample is shown
in Figure 1.2. Of the competitor, we can observe the prices of each product—indeed, at every

10
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point in time, as they are public—but we do not have data on the realization of either their
private sales, g̃cdl nor the realization of their public sales, s̃cdl. Consequently do not know their
capacities for public sales either at the beginning of the public sales horizon.

The marginal competitor data that we mentioned earlier aggregates the competitor de-
mands of both public as well as private ones for the different LOS. So, we have access to only
the daily occupancy levels of the competitor, ycd, which satisfies the following system of equa-
tions

ycd =
d∑

d′=d−L

L∑
l=d−d′+1

scd′l︸︷︷︸
Public

+ gcd′l︸︷︷︸
Private

. (1.4)

This brings two issues upfront: aggregation of product instances by LOS and the random-
ness in remaining capacity of competitor. The first one creates limitation of data, NT meth-
ods have been used to deal with aggregation of data, as we will see in the next section. The
latter one is problematic due to unpredictable nature of private sales, and its effect on prices.
Standard estimation techniques of customer choice literature fails because of the unobserv-
able private sales as well as endogeneity. Next, we discuss the relevant literature along with its
deficiency to show the necessity of this research.

1.3.3 Estimation problem summary

We summarize now the estimation problem. Our goal is to estimate the parameters β =

(β0, βp, βa) as well as the parameters of the distribution generatingMωdl, specificallyMωl

which we assume for concreteness to be a normal distribution. The only data we have is a
complete picture of our and competitor prices, our sales, and “occupancy" of the competitor
in the history. We assume the managers set prices knowing something about the market sizes
and shocks specific to a day d.

Notice that if we estimate β = (β0, βp, βa), as we know our own sales, we can invert
the Equation 1.3 to obtain estimates ofMωdl. So the problem is essentially to estimate β =

(β0, βp, βa).

1.3.4 Current approaches

As mentioned in the introduction, the problem of estimating from marginals comes up in
engineering applications (transportation and communication networks), where it goes by the

11
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nameof network tomography. In this sectionwedescribe their ideas alongwith the difficulties
in solving it via the EM algorithm and the traditional method used in RM. We mentioned
the BLP procedure in the introduction but we do not use it as we do not model customer
heterogeneity. So we do not describe BLP here. In any case, as we see in the Markov Chain
Monte Carlo (MCMC) procedure of Tebaldi and West (1998) below, such methods are too
slow for operational use.

a Network Tomography (NT)

Our problemof estimating frommarginal data is reminiscent of estimating origin-destination
(O-D) flows based on link-level traffic. In traffic systems, directly measuring the O-D matrix
is often not feasible, but link traffic measurements are relatively easy to obtain. The similarity
to our application is that competitor occupancies data y is akin to link-level measurement and
we want to estimate the O-D itinerary (stay start, LOS pair) sales s. The relation is given by
the linear form

y = A(s+ g) (1.5)

where y is occupancy vector, s is public sales vector, and g is private sales vector. A denotes
r × c routing matrix, where the rows, r = D, corresponds to days, and the columns, c,
corresponds to LOS’s starting on each day.

Entries ofA are 1or 0depending onwhether that stay-night instance is crossed or not. For
instance, suppose we consider 3-day period and a maximum of 2 LOS, the following relation
holds:

yd1yd2
yd3

 =

1 0 0 1 0 0

0 1 0 1 1 0

0 0 1 0 1 1





sd1,l1 + gd1,l1

sd2,l1 + gd2,l1

sd3,l1 + gd3,l1

sd1,l2 + gd1,l2

sd2,l2 + gd2,l2

sd3,l2 + gd3,l2


(1.6)

We arrange the A matrix sequentially for each day of arrival such that 1-night customers, 2-
night customers etc. are represented. So, for instance, the first column ofA is day 1 customers
who stayed 1-night, the second column is day 2 customers who stayed 1-night and so on.
Considering the characteristics of A matrix in the hotel instance, it has the consecutive 1’s
property for columns. Therefore, it is a totally unimodularmatrix, however it is not invertible.

12
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So, there should existmany feasible solutions to this systemof equations since, in general, r<c.
This implies the system y = A(s + g) is under-determined. Specifically, for hotel network
the maximum number of columns of Amatrix can be c = D × L,whereL is the maximum
LOS.

b EM based algorithms

There have been several approaches to solve this problem in NT literature using the EM al-
gorithm. Firstly, it can be solved using maximum likelihood procedure. The incomplete data
likelihood function can be written as follows:

L(β,M) =P ((sdl + gdl) ∈ Yd|β,M )

=
D∏
d=1

L∏
l=1

∑
(sdl+gdl)∈Yd

exp−MPdl(β)(MPdl(β))sdl+gdl

(sdl + gdl)!

(1.7)

The likelihood function given in (1.7) is hopelessly difficult to maximize. In fact, it is even
difficult to evaluate as one has to sumover all feasible solutions of a linear system (Vardi, 1996).
TheEMalgorithm suffers from the same issue; expectation step is computationally impossible
in additionEM leads to terrible solutions, even can converge to the localminimum(Vanderbei
and Iannone, 1994). Similarly, Vardi (1996) shows that depending on the starting point, the
algorithmmay converge to a non-MLE point.

To mitigate the difficulty in implementing the EM algorithm, Vardi (1996) deals with the
same problem based on method of moments under the Poisson model, which is basically
equating the sample’s first and secondmoments to their theoretical values to obtain linear sys-
tem of equations to estimate the parameters. Although, this idea works well for engineering
problems that allows repeated measurements, the need for a large number of samples makes
it useless in business cases. Indeed, specifically, in case of hotel data it is even worse since we
have only a sample of one for the whole network. Airlines do have more samples but they
are still not adequate for these approaches to work properly. Tebaldi and West (1998) use
Bayesian approach with iterated simulations methods or MCMC implementation using the
link counts from a single measurement interval. Yet, it is extremely slow since it runsMCMC
to convergence at each step of the inner loop.

To summarize, these methods are not satisfactory since they do not give an accurate esti-
mate of the parameters when using small samples in practical cases (usually a single season’s

13
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True Mean Std. Dev. Percent Coeff. of
Parameter Values Estimates Estimates Error in mean Variation
βking 0 — — — —
βsuite 0.4 0.39929 0.00949 0.18 0.024
βp -0.01719 -0.01717 0.00012 0.12 0.007
β0 -1.3 -1.29858 0.09368 0.11 0.072
M (per day) 40 39.94145 0.65632 0.15 0.016

Table 1.2: Average results of (Newman et al., 2014)’s algorithm over numerous runs when
there is no competitor in the market. Our product purchases are 0.10.

worth of data). We use the methods of Vardi (1996) and Tebaldi and West (1998) as a bench-
mark and test their performances on both synthetic and real data set.

c RM approaches ignoring competition

Due to today’s abundance of data, ignoring competition in the choice set (or, considering it
as belonging to no-purchase outcomes) is quite naive and may lead to biased estimates. We
carry out a very simple empirical study closely related to Newman et al. (2014) in order to re-
veal the value of incorporating competitor information in the estimation. This is a simplified
version of Newman et al. (2014)’s simulation in terms of product types. Following their con-
struct, we assume there are at least 2 products of our firm. The simulations are applied to 50
distinct data sets, each set consisting of a sample size of 1000 to guarantee empirical unbiased-
ness. In the first case, there is no competitor in the market as in Newman et al. (2014), so we
replicate their simulation results (Table 3 inNewman et al. (2014)). Accordingly, the estimates
are quite accurate (Table 1.2) 3. In the second case, we apply the same procedure to a market
where competitor exists. Although, themean estimates for product-level attributes (e.g. room
type, price) can be revealed accurately using the variations between our products, the mean
estimates for the no-purchase weight, β0, and the mean arrival rate,M , are obviously biased.
Also, standard deviation of those parameters and their coefficient of variation are quite high
(Table 1.3). Especially, standard deviation of market size parameter is notable. This is because
M is comparatively larger than β0 in absolute terms and the bias gets amplified. Hence, this
motivates us to exploit the marginal data on competitor sales in order to reveal accurate esti-
mates of the parameters and develop enriched demand model.

3M is essentially the average market size parameter in Newman et al. (2014), denoted by λ.
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True Mean Std. Dev. Percent Coeff. of
Parameter Values Estimates Estimates Error in Mean Variation
βking 0 — — — —
βsuite 0.4 0.39797 0.01032 0.51 0.026
βp -0.01719 -0.01717 0.00013 0.12 0.008
β0 -1.3 -0.56944 1.08614 56.20 1.907
M (per day) 40 50.89057 63.38431 27.23 1.246

Table 1.3: Average results of (Newman et al., 2014)’s algorithm over numerous runs when our
product purchases are 0.10, competitor product purchases are 0.60.

1.4 Estimation methodology

Our strategy for estimation is first to estimate the price-sensitivity parameter βp and the lo-
cation parameter βa by a set of moment conditions. In this part, we discuss how marginal
information on competitor sales (competitor occupancy) can be used as a source of identifi-
cation to identify the price and location sensitivity parameters.

In the second part, we fix those parameters and estimate the market-size parameter β0

using a novel idea (at least in the RM area) based only on independence of market arrivals.
In our model, we investigate price and location effect on sales relying information only

on competitor occupancy, our sales and price differences. We use method of moments frame-
work todemonstrate howwe exploit the relationbetween competitor occupancy andour sales
making use of logit function form.

Observed competitor occupancy includes both public and private sales aggregated at a
daily-level. Public sales to our hotel on date d to stay for l nights are given by

sodl = Mωdl
eβpp

o
dl

e−β0 + eβpp
o
dl + eβpp

c
dl+βa

. (1.8)

Inverting (1.8), we obtain total arrivals

Mωdl = sodl
e−β0 + eβpp

o
dl + eβpp

c
dl+βa

eβpp
o
dl

. (1.9)

On the competitor side we have

scdl = Mωdl
eβpp

c
dl+βa

e−β0 + eβpp
o
dl + eβpp

c
dl+βa

, (1.10)
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then substituting (1.9) into (1.10), we can eliminateMωdl and obtain competitor public sales
in terms of βp, βa parameters only (that is, no β0).

scdl = eβasodle
βp∆pdl , (1.11)

where ∆pdl = pcdl − podl is the price difference between competitor and our hotel. Let
ŝdl(βp) = sodle

βp∆pdl and ŝ(βp) be the vector of these values arranged in the same order as
the columns of the matrixA.

The presence of private sales significantly complicates the estimation of customer choice
parameters. These private sales are negotiated individually by each hotel and can come for
multiple units of capacity. They are not necessarily sold at a discount—the negotiations can
center on utilization guarantees such as ability to cancel without penalty, conference rooms,
dining etc. The customer demand is a combination of public and private sales. We insert
competitor public sales (1.11) and competitor group sales into occupancy–sales equation (1.5),
y = As, to obtain customer demand model

ycd = eβaAŝ(βp)︸ ︷︷ ︸
Public

+ yG
c

d︸︷︷︸
Private

+ε̃cd (1.12)

where yGcd = AGc
dl is competitor private occupancy and ε̃cd = Aεcdl is the error term. The

distribution of εcdl is given by εcdl ∼ N(0, σ2 = MωdlPcdl). Once we scale the ŝ(βp) with a
location factor we obtain total competitor public sales.

Before we present our approach, for reference sake, we use a simple non-linear regression
method to estimate the parameters. It works reasonably well on clean synthetic data (if we
ignore the existence of private sales) but fails on real-world data due to endogeneity.

1.4.1 Naive non-linear least squares (NLS) regression

For any vector [·], we denote the jth element by [·]j .
We observe our private sales, Go

dl, but we have no information on private arrivals of the
competitor, Gc

dl. So as a naive approach we assume a misspecified demand function which
omits the presence of private sales

ycd = eβa [Aŝ(βp)]d + ũcd, (1.13)
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where ũcd = yG
c

d + ε̃cd.

If we run a regression directly on (1.13), the term βa factors out and its value is arbitrary.
For example, if we make this small, then it appears as if occupancy of the competitor is high
while its prices relative to us is high and we can get a positive sign on the price parameter. So,
as one easy way to get around this problem, we suggest estimating via the occupancy ratios
given for competitor hotel between consequent days. We proceed to estimate the parameters
βp and βa in two-steps.

First step: Using the occupancy ratio between consequent stay nights d for competitor
hotel we can write

ycd
ycd+1

=
eβa [Aŝ(βp)]d
eβa [Aŝ(βp)]d+1

,

hence βa cancels out and in the first step we obtain an estimate of βp. From Equation (1.13),
we can identify βp based on the variation of difference of prices and competitor occupancy.

Second step:We insert β̂p into (1.13) to estimate βa using

ycd = eβa [Aŝ(β̂p)]d + ũcd. (1.14)

We can identifyβp andβa using this procedure as long as the price difference between our and
competitor hotel is not constant along the horizon.

scdl = eβaAsodle
βp∆pdl = Asodle

βa+βp∆pdl is convex in the parameters follows from the
convexity of the exponential function and the linearity of the operations.

Proposition 1. Competitor public sales, scdl, is convex in parameters βp and βa.

We estimate βp and βa to minimize the least square errors based on the system of non-
linear equations given only competitor occupancy, ycd. We use nonlinear least squares (NLS)
method. The error terms’ variance in (1.14) isMωdlPcdl, so the error terms cause heteroskedas-
ticity. We report heteroskedasticity corrected (Huber-White) standard errors in the numerical
analysis to account for non-constant variance (for instance in Table 1.5 in brackets under the
means of the parameters).

a Price endogeneity due to model misspecification

Managers set prices based on some knowledge of the markets and demand for specific days.
Data does not necessarily reflect that knowledge. In our case we do not observe competitor
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private sales and it for sure is correlated with competitor prices as we know there is limited
inventory.

Specifically, once we omit yGcd , it is absorbed in ε̃cd and what we are actually estimating is

ycd = eβa [Aŝ(βp)]d + ũcd.

One strongly suspects that there is a correlation between yGcd and the observed price dif-
ference. The regression equation (1.11) has an independent variable, ∆pdl, that is correlated
with the error term. This means ∆pdl is an endogenous variable.

This is a classical problem in econometrics, known as the endogeneity problem. In case
of endogeneity, it is well known that naive estimation methods such as NLS give biased and
inconsistent estimates of the parameters (βp, βa).

b First moment condition based on IV

Instrumental variables (IVs) are the standard tools to deal with the endogeneity issue. As the
demand model is nonlinear and heteroskedasticity is present, we use an IV estimation tech-
nique of Generalized Method of Moments (GMM) framework to address the endogeneity
problem.

A valid IV should satisfy two conditions. We should find a variable that is

• correlated with the endogenous variable,

• uncorrelated with the errors.

Hypothesis 1. Our own private sales are correlated to our public sales (or, our prices) due to
capacity restrictions/dynamic pricing, but uncorrelated to competitor’s private sales.

We propose using our private occupancy, yGod , as an instrument in (1.12). First of all, there
is no reason to believe that our private sales are correlated with competitor private sales. The
reason is that private sales (at least in the hotel context) are based on corporate relationships
and private negotiations. Hence, our private sales yGod are independent from the competitor
private sales yGcd and also error term ε̃cd is independent of all others.

We next argue that our private sales are highly correlated with the observed price differ-
ences, ∆pdl. For example, if our own private sales are high, since this reduces our capacity,
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in our best response function, based on the fixed competitor price we will increase our own
price.

Let Vd denote our private occupancy (mean normalized). Then, GMM imposes that the
set ofK orthogonality conditions are satisfied

gd(βp|βa) = E[Vdε̃
c
d] = 0,

where gd(βp|βa) =
∑

d Vd(y
c
d− eβa [Aŝ(βp)]d)−

∑
d Vdy

Gc

d .Due to IV being independent
of competitor private sales, the last term cancels out and we have

g(βp|βa) =
∑
d

Vdy
c
d − eβa

∑
d

Vd[Aŝ(βp)]d.

To obtain the GMM estimator βp, we solve

minimize
βp

G(βp), (1.15)

whereG(βp) = g(βp|βa)Tg(βp|βa).Numerically, we illustrate the quasi-convexity ofG(βp)

in Figure 1.3.

c Second moment condition based on CV

We derive the second moment condition based on the following assumption.

Assumption 1. Coefficient of variation (CV) of competitor private occupancy is the same as CV
of our private occupancy (observed).

However, the Amatrix prohibits us from using any such moment condition in a simple
way. Next, we show why this is an issue.

Example 1. Λ1, Λ2, Λ3 are three Gaussian processes for private sales of LOS 1, 2, 3 respectively.
Then,

yc2 − eβa
2∑

d′=2−L

L∑
l=2−d′+1

ŝd′l(βp) = λ12 + λ13 + λ21 + λ22 + λ23

yc3 − eβa
3∑

d′=3−L

L∑
l=3−d′+1

ŝd′l(βp) = λ31 + λ22 + λ32 + λ13 + λ23 + λ33.
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Figure 1.3: A graph of ofG(βp) for a fixed value of βa

The variance of right-hand-side becomes a complicated function of λ’s (unknown competitor
groups) and unless A is square and invertible (not the case in our problem) there is no way to
solve it.

Our approach to tackle this problem is based on the independence of aggregate private
sales for days that are max-LOS days apart.

Example 2. Let’s consider max LOS=3 case, we can take yc2−eβa
2∑

d′=2−L

L∑
l=2−d′+1

ŝd′l(βp) and

yc5 − eβa
5∑

d′=5−L

L∑
l=5−d′+1

ŝd′l(βp) pairs as they have no random variables in common on the

right-hand-side, they are independent so that we can carry out CV calculations.

To estimate βa, we impose amoment condition that CV of competitor private occupancy
is equal to CV of our private occupancy. As we mentioned before, we consider only the days
that are max-LOS days apart. So, our objective is to minimize the difference of CV functions
between our and competitor private occupancy for any day sample j where d ≡ j mod L.

minimize
βa

‖cj(βa)‖2
2 (1.16)
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where cj(βa) = (CV(ycj − eβa [Aŝ(β̂p))]j︸ ︷︷ ︸
CVj(βa|βp)

−CV(yG
o

j )︸ ︷︷ ︸
Constant

)2.

Lemma 1. CV estimator is asymptotically unbiased and consistent as noted in Sharma and
Krishna (1994).

Proposition 2. For a given βp, CVj(βa|βp) is quasi-convex function of βa with the minimum
at true βa.

Proof. CV function is given by
√

Var[yGc (βa)]

E[yGc (βa)]
where the inside term is

yG
c

(βa) = yc − eβaAŝ(β̂p).

Now,we investigate the structural properties of numerator anddenominator terms separately.

Firstly, let’s concentrate on the numerator term. Using the definition of variance, one can
write Var[yG

c
(βa)] = E[(yG

c
(βa))

2] − (E[yG
c
(βa)])

2. Expanding this out and gathering
the common terms together, we have

h(βa) = Var[yG
c

(βa)] =
∑
j

(yj
c)2 − (

∑
j

yj
c)2

− 2eβa(
∑
j

yj
c[Aŝ(β̂p)]j −

∑
j

yj
c
∑
j

[Aŝ(β̂p)]j)

+ e2βa
∑
j

[Aŝ(β̂p)]
2
j − (

∑
j

[Aŝ(β̂p)]j)
2.

Now, it is easy to see that we have a quadratic polynomial form

h(βa) = e2βaVar[Aŝ(β̂p)]− 2eβaCov[yc, Aŝ(β̂p)] + Var[yc] ≥ 0.

Notice that Var[Aŝ(β̂p)] > 0 so the quadratic polynomial has a positive leading coefficient.
Then, we let the numerator function to be denoted by

v(βa) =
√

Var[yGc(βa)]

=

√
e2βaVar[Aŝ(β̂p)]− 2eβaCov[yc, Aŝ(β̂p)] + Var[yc].
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We check for the first derivative

v′(βa) =
h′(βa)

2
√
h(βa)

=
2eβa(eβaVar[Aŝ(β̂p)]− Cov[yc, Aŝ(β̂p)])

2
√
h(βa)

.

Accordingly, if

βa = log
(Cov[yc, Aŝ(β̂p)]

Var[Aŝ(β̂p)]

)
,

v′(βa) = 0, if

βa > log
(Cov[yc, Aŝ(β̂p)]

Var[Aŝ(β̂p)]

)
,

v′(βa) > 0 meaning v(βa) is increasing in βa and if

βa < log
(Cov[yc, Aŝ(β̂p)]

Var[Aŝ(β̂p)]

)
,

v′(βa) < 0 meaning v(βa) is decreasing in βa.This implies that v(βa) is quasi-convex in βa.

Secondly, we consider the denominator, f(βa) = E[yG
c
(βa)], which is of affine form.

The first derivative is
f ′(βa) = −eβaE[Aŝ(β̂p)] < 0

and the second derivative is

f ′′(βa) = −eβaE[Aŝ(β̂p)] < 0

so that f(βa) is a decreasing and concave function.

Finally, as Boyd and Vandenberghe (2004) indicates on page 102, the composition of a
quasi-convex function with an affine function (nondecreasing) yields a quasi-convex func-
tion. f(βa) is decreasing, then 1

f(βa)
is increasing so that CV function being the composition

of quasi-convex and nondecreasing functions is quasi-convex. The numerical illustration for
quasi-convexity of CV function can be seen in Figure 1.4 and Figure 1.5.
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Figure 1.4: ‖cj(βa)‖2
2 as a function of location parameter when true βa = 0.5

d Estimation algorithm

A necessary condition for identification of βp, βa via the GMM framework is the order con-
dition, which states that number of instruments,K , is greater than or equal to the number
of explanatory variables, E, that isK ≥ E. In our case, we have an exactly identified model
becauseK = E = 1.

To obtain the GMM estimator, β̂p, β̂a, we solve the system of two moment conditions.4

However the solution is not so simple as these are highly non-linear equations. Exploiting
the quasi-convexity, we solve the system by an alternating optimization—find an estimator
βp fixing a value of βa and vice-versa, till the values converge.

1.4.2 Estimation of market size

Once we estimate price sensitivity and location parameters, we proceed to estimate the no-
purchase parameter for the estimated β̂p and β̂a. We have absolutely no information on the
outside option so we have tomake some assumptions. Wemake the following reasonable and
minimal assumption on the demand-generating-process:

4When themodel is just identified, regardless of weightingmatrix, GMM reduces to the standard IV estima-
tor. Moreover, the choice of the weight matrix does not affect the asymptotic distribution of the estimator for
the just identified case (see Hayashi (2000)).
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2 function given several βp parameters

Assumption 2. Market for each day-of-week come from a specific process (the distributionmight
change for each day-of-week) andmarkets for days that are sufficiently far apart are independent
of each other (eg: Sunday market is independent of Wednesday market).

We letω represent day-of-week (Mon,Tue, etc) and assume for simplicity that the demand
for LOS is then divided by a stationary multinomial distribution. This demand is split into
LOS where demand for LOS l has a mean of πl,

∑L
l=1 πl = 1.

LetMω = {Mωl} represent a time-series of (unobserved) market-size for day-of-week
(ω = 1, 2, ..., 7) and instance l, l = 1, . . . , L. Likewise {soωl} is the public sales for our hotel
(observed) for day-of-week ω. The series are linked by

Mωl = spωl[e
−β0 + eβpp

o
ωl + eβpp

c
ωl+βa ] ∀w ∈ W (1.17)

where spωl =
soωl

e
βpp

o
ωl
. Based on the standard MNL model, we denote the (LOS-wise) average

of the right-hand-side by

Mω =
1

L

L∑
l=1

spωl[e
−β0 + eβpp

o
ωl + eβpp

c
ωl+βa ] ∀w ∈ W

Then, we assumeMω andMω+k (say k = 3) are independent. However, public sales sω
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and sω+k are not necessarily independent as network effects and capacity constraints create
dependencies for the sales. Moreover, our public sales is an observed phenomenon, so based
on the correlation of our public sales we can threshold out a value of k if this is close to 0.

Proposition 3. If Mω and Mω+k are independent and |ρ(sω, sω+k)| 6= 0, β0 is partially
identified as one of two values (roots of a quadratic equation). Further conditions to pin them
down are that it is a real number with e−β0 > 0.

Proof. We make no assumptions on theMω’s except they are independent series. Their dis-
tribution might change for each ω. We take the co-variance operator on both sides (defined
purely algebraically for a series, and not as an expectation) between the two series ω = 1, 2,
to get

Cov(M1,M2) =
1

L

L∑
l=1

(sp1l[e
−β0 + z1l]− M̄1)(sp2l[e

−β0 + z2l]− M̄2)

where zωl = eβpp
o
ωl + eβpp

c
ωl+βa and M̄w being the (unknown) average market size for day-

of-week ω. This expression can be written as

Cov(M1,M2) =Cov(e−β0sp1 + sp1z1, e
−β0sp2 + sp2z2)

=e−2β0Cov(sp1, s
p
2) + e−β0Cov(sp1, s

p
2z2) + e−β0Cov(sp1z1, s

p
2)

+ Cov(sp1z1, s
p
2z2).

(1.18)

Solving the quadratic equation, we obtain 2 roots:

β0 = − log
(−(Cov(sp1, s

p
2z2) + Cov(sp1z1, s

p
2))

2Cov(sp1, s
p
2)

±
√

(Cov(sp1, s
p
2z2) + Cov(sp1z1))2 − 4Cov(sp1, s

p
2)Cov(sp1z1, s

p
2z2)

2Cov(sp1, s
p
2)

)
Now, let us suppose that our procedure (any procedure) based on a moment condition sat-
isfying this equation comes up with β0 + β̃0. The questions on identifiability would be —
does our procedure always set β̃0 = 0? Can any β̃0 ∈ < satisfy this equation? If neither, is
there a possibility that we find a unique β̃0, but it is 6= 0?

Supposewe are solving themoment conditionCov(M1,M2) = 0 (unobservable) by try-
ing to find the β0 that satisfies the right-hand-side (observable, but with unknown parameter
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β0) set to 0. Dowe recover the true β0 or some other β̂0 6= β0? Let us represent the estimated
β̂0 = β0 + β̃0. We solve the following empirical equation and for sufficiently large sample of
days, say it is close to 0 for all samples.

1

L

L∑
l=1

(sp1l[e
−β0 + x̃+ z1l]− (x̃s̄p1 + M̄1))(sp2l[e

−β0 + x̃+ z2l]− (x̃s̄p2 + M̄2)) = 0. (1.19)

Then we get

Cov(M1,M2) + x̃2Cov(sp1, s
p
2) + x̃Cov(sp1,M2) + x̃Cov(sp2,M1) = 0.

Now, since the first term is 0 by independence assumption, x̃ has to be

x̃ = −(Cov(sp1,M2) + Cov(sp2,M1))

Cov(sp1, s
p
2)

This tells us that if Cov(sp1, s
p
2) = 0, pretty much any β̃0 would satisfy the moment condi-

tion. The bias amount in the parameter estimate is given by e−(β0+β̃0) = e−β0 + x̃. Then,
making the logarithmic transformation leads to

β̃0 = − log(
x̃

e−β0
+ 1).

Although, we make minimal assumptions on the market-size distributions, it still leaves
open the question: are the (unobserved) markets truly independent, if so which pairs? This
can never be fully verified. As a practical matter, it is also not clear how to choose k when each
k gives a different solution. We illustrate this with an example.

Example 3. Generated synthetic data correlations of sp andM can be seen in Figure 1.6 and 1.7.
Then, solving the quadratic equation for each pair of days in a week, we obtain a triangular
matrix that proposes a set of candidates for β0.NRR stands for no real root, and X is when one
of the roots of a quadratic equation is negative and eliminated due to the logarithm.

As can be seen in this example, each pair of days in a week results in a different β0. So, the
question is which one is the true β0. Based on the sparsity matrix assumption meaning that
most of themarket correlations are 0, we develop a new criteria to find β0.Wepropose to find
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β1
0 β2

0

NRR 3.123 X NRR X 3.156 NRR NRR X 3.468 NRR X X NRR
NRR 3.745 4.339 2.952 3.224 2.326 NRR 1.944 X X 5.033 2.875

NRR 2.01 X X X NRR X X 4.228 3.312
NRR NRR X NRR NRR NRR 4.566 NRR

NRR 2.327 4.263 NRR X 2.186
NRR 2.542 NRR X

NRR NRR

Table 1.4: Independence method estimates, β̂p = −0.02, β̂a = 0.5, β̂0 = 3.

β0 that minimizes the 0-norm of the (predicted) correlation matrix. Therefore, we develop
approximate solutions as follows:

• Find β0 that minimizes the sum of 1-norms of the (upper-triangular) correlation ma-
trix,

• Find β0 that minimizes the medians of 1-norms of the (upper-triangular) correlation
matrix.

We compare performances of each method on a synthetic and real world data setting in the
numerical analysis section. Moreover, one can develop more advanced spectral criteria via
experimenting the market characteristics.

Next, weprovide the basis for the equilibriummodel and the best-response pricingmodel.
We use this to generate synthetic data prices to test the recovery of the true parameters.

1.5 Equilibrium and best-response pricing model

Once we obtain the choice behavior parameters, we can optimize prices for our hotel based
on competitor prices to maximize total revenue subject to the capacity constraint.

Available competitor data enables us tomodel the equilibrium price response of competi-
tors. Even though pricing under MNL has received a lot of attention, we have not found the
exact results that fit our model, so in this section we derive the equilibrium pricing condi-
tions, indeed we show first that such an equilibrium exists, when each player has their own
beliefs about the true parameters. So essentially, the only assumption we make is that players
optimize their prices. While such equations cannot be used to estimate the true parameters,
they will be useful for us to generate the prices in simulations to test the recovery of the true
parameters.
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1.5.1 Single-product, single-leg case

We know our hotel’s remaining capacity but not the competitor’s remaining capacity (due
to limited occupancy data and unobserved competitor private sales). In our model, there is a
subtle assumption on timing. We assume private sales are negotiated before public sales. Also,
public sales occur based on a choice model if there is available capacity. We do not model
overflow to the competitor if we run out of capacity, as this requires a dynamic model (see
Martínez-de Albéniz and Talluri (2011) for such analysis and related references).

We assume that the prices are determined endogenously as a function of remaining capac-
ities as well as competitor pricing, in a Nash equilibrium condition (full information) with
each party having their own estimates of parameters. This is the standard logit equilibrium
pricing but with competition, and capacities.

Let our price be po, and competitor price be pc. Our hotel capacity is co and competi-
tor capacity is cc respectively, and hold beliefs (with the super-scripts) about the parameters
βo and βc respectively (without the super-scripts, they are the true parameters). We define
So(po|pc,βo) as theGaussian randomvariable representingownunconstraineddemand (and
vice versa for the competitor) and S̄o(po|pc,βo) as demand that is constrained by own capac-
ity, that can be written as

S̄o(po) = So(po)− [So(po)− co]+.

Suppressing the fixed parameters, our expected sales is given byMNL choicemodel (given the
beliefs on the parameters):

so(po) = E[So(po)] = M
eβpp

o

e−β0 + eβppo + eβppc+βa
. (1.20)

Then, our firm’s best reaction function, given competitor price, pc, is

max
po

pos̄o(po).

The sameproblemcanbe expressed as the following constrainednonlinear optimizationprob-
lem:

maximize
po

Ro(po)

subject to 0 ≤ so(po) ≤ co.
(1.21)
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whereRo(po) = poso(po).

a Concavity of revenue function

As is well-studied, the MNL revenue function is not concave in prices (Hanson and Martin,
1996) but in quantities (Dong et al., 2009; Song and Xue, 2007; Li and Huh, 2011). So we
transform the problem by first defining the inverse function for price as a function of the
constrained demand p(s̄) as the price that achieves the constrained demand s̄. Such an inverse
function is well-defined as s̄(p) is a strictly decreasing function of p (for both our as well as
competitor, for fixed prices of the competitor). The transformed objective function can be
written as

Ro(so) = po(so)so. (1.22)

Proposition 4. (Dong et al., 2009) The MNL revenue function is concave in sales.

1.5.2 Multiple-products, network case

In this section, we derive the best-response prices of our firm for a network environment.
As shown in previous section, the single product revenue function under MNL is concave
in sales. Then, the network RM problem under competition is the concave optimization
problem

max
sodl

∑
(d,l)

Ro(sodl)

s.t. Asodl ≤ cod

0 ≤ sodl ≤Mdl

(1.23)

whereRo(so) = sodlp
o(sodl) and po(sodl) is a function of competitor prices, pc. The problem

described in (1.23) is known as the Generalized Nash equilibrium problem (GNEP), which is
an equilibrium problem that the feasible sets depend on the other player’s decisions. Specifi-
cally, in our case, it consists of2players, our and competitor hotel. Wedenoteby s the vector of
decision variables; s= (so, sc). Each player has an objective function of maximizing revenue
for its own firm based on both its own variables, so as well as the variables of other players,
sc. Also, the feasible set of each player depends on the rival player’s strategy.
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1.5.3 Existence of the Nash equilibrium

Now, we derive the necessary conditions for the existence of Nash equilibrium. A point s̄ is
called a Nash equilibrium if no player can increase its revenue by changing their strategy to
any other feasible point.

Lemma 2. The objective function given in (1.23) for fixed pc is concave in sdl.

Proof. The argument follows from Proposition 4. The sum of concave functions is concave.
So,
∑

(d,l) R
o(sodl) is concave.

The GNEP is called jointly convex if in addition to the objective function, the feasible
set is a closed and convex set. The objective of our problem is to maximize the revenue. To
be concise with GNEP literature, we can multiply it by−1 and write it as min − Ro(so) so
thatweobtain a convex objective function. In addition, the feasible regionof the optimization
problem is given by linear constraints, therefore it is convex. Then specificallyGNEP is jointly
convex.

Theorem 1. For every player, the objective function given in (1.23) for fixed pc is concave and
the feasible region is given by linear constraints. Then, a generalized Nash equilibrium exists.

Proof. As stated by Vives (2001) a Nash equilibrium exists if the strategy sets are non-empty
convex and compact, and the payoff to the firm is continuous in the actions of all firms and
quasi-concave in its own action. The firms can set a sale quantity restricted by the capacities,
so s = [0, c] which is compact set. Also, as the feasible region is given by linear constraints,
it is a nonempty convex set. Finally, the revenue function is continuous in s and according to
Lemma 2 it is concave in sdl.Therefore, a Nash equilibrium exists.

1.6 Numerical results

In this section, we present a comparison of methods on both synthetic and real-world hotel
data sets. Synthetic data enables us to concretely understand how well the methods perform
on a known demand system since we know the true underlying model parameters. On the
other hand, the real-world setting is necessary to test the real performance of our method.
Also, real data gives us clues to understand if there are any limitations into our methodology.
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1.6.1 Synthetic data

We use best-responce pricing mechanism to generate the synthetic data setting. We generate
the private sales from theNormal distribution for both our and competitor hotel. Then, once
we obtain the remaining capacities, we derive public sales and the respective prices of both
our and competitor firm based on a Nash equilibrium setting. In order to solve the GNEP,
we follow a simple heuristic, calledNonlinear Gauss-Seidel, that is quite popular among prac-
titioners. The steps of the algorithm are described as follows:

• Step 0: Choose a starting point s0 = (s0,o, s0,c) and set k:=0

• Step 1: If sk satisfies a suitable termination criterion: STOP (i.e. |sk − sk+1| < 0.01)

• Step 2: For our hotel, taking n = o, compute a solution sk+1,o to the nonlinear con-
strained optimization problem given in (1.23).

• Step 3: Similarly, for the competitor hotel, taking n = c, compute a solution sk+1,c to
Equation (1.23). Set sk+1 := (sk+1,o, sk+1,c), k ← k + 1 and go to Step 1.

We conduct the simulation with 50 weeks horizon (equivalently 350 days) and a maxi-
mum of 2-LOS. We takeMω = [100, 300, 160, 90, 110, 200, 150] and πl = [0.4, 0.6]. We
generatemarket arrivals from theNormal distributionwithN(Mω, 3

√
Mω) along time hori-

zon (50weeks), distribute it proportionallywithπl so thatwe find the daily LOS (itinerary) ar-
rivals. Later, we generate the private sales for both our and competitor hotel, we take λ = 80.
We use the Normal distribution with N(λ, 3

√
λ). Afterwards, based on the remaining ca-

pacities, we derive the public sales and its prices with MNL probabilities based on a Nash
equilibrium setting. In the results, we present fourmethods and compare their performances.

• NLS:We use naiveNLS regressionwithout accounting for the existence of private sales

• IV: We consider the existence of private sales and use IV technique to deal with endo-
geneity problem based on GMM. In the estimation of β0 step, we also try variations
based onminimizing the sum/median of 1-norms of the (upper triangular) correlation
matrix, named as IV (sum)/IV(median).

Morever, we compare these method with NT based methods.

• TW: We use MCMC based method of Tebaldi and West (1998). We apply TW with
conjugate gamma prior parameters α = 1 and β = 0.
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• Vardi: Weusemethod-of-moments basedmethodofVardi (1996). Actually, Vardi is not
directly applicable to our problem setting since there exists only one sample demand for
the whole network (even if the arrivals were homogeneous, due to the change in prices,
the generated sales are unique). So, we apply Vardi method based on an assumption
that sales of each day of week repeats itself. Accordingly, we have 50 replications.

NT methods can untruncate sales from aggregated occupancy data. So they can predict
competitor sales directly. To estimateβp andβa parameters, we adoptTWandVardimethods
as follows

• UsingNT idea, we first untruncate competitor sales, sowepredict scdl, fromcompetitor
occupancy, ycd.

• Similar toNLSmethod,we ignore the existenceofprivate sales andwe regress log(scdl) =

βa + log(sodle
βp∆dl) + ε to estimate βp and βa.

Later, once we obtain location and price-sensitivity parameter estimates using all four of the
methods, we apply independencemethod to estimateβ0 parameter. Wepresent synthetic data
results considering several scenarios. Throughout the numerical analysis, the Huber-White
standard errors at 95% are reported under the mean of parameter estimates in parenthesis to
account for heteroskedasticity.

a True parameters until convergence

In this part, we assume both our and competitor hotel have true knowledge of customer
choice parameters. We run the best-response pricing algorithm until convergence. The es-
timation results are given in Table 1.5 andTable 1.6. We validate the accuracy of the estimation
through the comparison of predictions with observed competitor public occupancy, ycs, and
market occupancy, yM . We observe that IVmethod gives accurate estimates. NLS, TW,Vardi
methods do not consider the existence of competitor private sales, so price-sensitivity param-
eter obtained using those methods are upward biased. Computationally, TW takes consid-
erably long due to MCMC method integration. Vardi clearly performs the worst among all.
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Parameter True values IV (sum) IV (med.) NLS T&W Vardi

βp -0.025 -0.023 -0.023 -0.012 -0.017 -0.001
(0) (0) (0.002) (0.002) (0.01)

βa 0.35 0.356 0.356 0.645 0.751 0.856
(0.006) (0.016) (0.066)

β0 1 1.265 1.435 0.4 0.31 5
Validation check

ycs 187.66 190.86 190.86 265.5 290.37 344.77
yM 617.2 525.94 496.52 632.17 755.05 492.69

U(po|pc = 67) 55.74 61.73 62.75 97.45 73.2 1753.93
C(po|pc = 67) 64.18 61.73 62.75 97.45 73.2 1753.93

Table 1.5: Synthetic data results for 50 weeks horizon, max-LOS=2 network, βp = −0.025,
βa = 0.35, β0 = 1.

Parameter True values IV (sum) IV (med.) NLS T&W Vardi

βp -0.03 -0.028 -0.028 -0.015 -0.02 -0.002
(0) (0) (0.001) (0.002) (0.015)

βa 0.25 0.264 0.264 0.571 0.653 0.205
(0.005) (0.012) (0.094)

β0 1.8 1.945 2.195 -2 -0.04 4.325
Validation check

ycs 200.83 204.03 204.03 280.23 302.66 197.42
yM 617.2 557.47 514.94 3945.86 1188.43 361.03

U(po|pc = 71) 54.06 57.37 58.82 70.54 60.43 710.02
C(po|pc = 71) 76.49 70.95 68.42 77.51 74.76 710.02

Table 1.6: Synthetic data results for 50 weeks horizon, max-LOS=2 network, βp = −0.03,
βa = 0.25, β0 = 1.8.
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Figure 1.8: Independence method based on sum criteria to estimate β0 = 1

b True parameters but half-way to convergence

Here, we assume both of the hotels know true customer choice parameters but while they
each solve the best reaction function they stop at half-way of the iterations to convergence
(maximum number of iterations until convergence is 8-10). We want to test how the estima-
tion results would change under this scenario. Based on the results given in Table 1.7 and 1.8,
we verify that IV method estimates are quite robust whereas NLS, TW and Vardi estimates
are not reliable. TW and Vardi can be incapable of estimation or sometimes may result in
positive price-sensitivity parameter, so we do not report these methods.

c Wrong information on parameters

In this part, the consumer demand occurs according to a set of true parameters, but both
our and the competitor hotel have erroneous estimates of the parameters and solve the best-
response pricing according to the erroneous estimates. We create the erroneous estimates by
randomly perturbing the parameters by 20%, 30%, 40% up and down for both our and com-
petitor hotel. As canbe seen inTables 1.9, 1.10, 1.11, IVmethod estimates are again quite robust.
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Parameter True values IV (sum) IV (med.) NLS (sum) NLS (med.)

βp -0.03 -0.027 -0.027 -0.009 -0.009
(0.001) (0.001) (0.001) (0.001)

βa 0.25 0.244 0.244 0.517 0.517
(0.005) (0.005)

β0 1.8 1.51 1.815 -2 -2
Validation check

ycs 192.41 190.03 190.03 272.88 272.88
yM 617.2 613.36 547.03 2695.63 2695.63

U(po|pc = 57) 51.41 55.15 56.67 119.37 119.37
C(po|pc = 57) 69.13 66.29 61.94 119.37 119.37

Table 1.7: Robustness check, βp = −0.03, βa = 0.25, β0 = 1.8.

Parameter True values IV (sum) IV (med.) NLS (sum) NLS (med.)

βp -0.025 -0.021 -0.021 -0.005 -0.005
(0.002) (0.002) (0.001) (0.001)

βa 0.35 0.316 0.316 0.559 0.559
(0.005) (0.005)

β0 1 0.285 0.755 -2 -2
Validation check

ycs 182.21 181.1 181.1 261.11 261.11
yM 617.2 766.9 605.61 1981.31 1981.31

U(po|pc = 64) 55.33 60.55 63.68 205.96 205.96
C(po|pc = 64) 62.84 61.71 63.68 205.96 205.96

Table 1.8: Robustness check, βp = −0.025, βa = 0.35, β0 = 1.

+20% -20%

Parameter True val. IV (sum) IV (med.) NLS IV (sum) IV (med.) NLS

βp -0.025 -0.022 -0.022 -0.012 -0.022 -0.022 -0.012
(0) (0) (0.002) (0) (0) (0.002)

βa 0.35 0.354 0.354 0.615 0.366 0.366 0.693
(0.005) (0.006)

β0 1 1.235 0.785 0.135 1.1 1.23 0.61
Val. check

ycs 197.28 200.98 200.98 275.17 172.92 172.92 246.95
yM 617.2 534.79 634.07 718.89 536.09 507.44 543.85

U(po|pc) 55.07 62.13 59.47 96.54 63.21 64.16 103.98
C(po|pc) 62.18 62.13 59.47 96.54 63.21 64.16 103.98

Table 1.9: 20% perturbation in the true value of the parameters.
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+30% -30%

Parameter True val. IV (sum) IV (med.) NLS IV (sum) IV (med.) NLS

βp -0.03 -0.028 -0.028 -0.011 -0.028 -0.028 -0.017
(0) (0) (0.002) (0) (0) (0.001)

βa 0.25 0.266 0.266 0.531 0.274 0.274 0.637
(0.005) (0.006)

β0 1.8 2.035 2.41 -0.2 1.845 1.935 -0.03
Val. check

ycs 208.48 212.4 212.4 287.95 182.05 182.05 257.47
yM 617.2 543.88 494.87 917.69 563.75 542.51 970.83

U(po|pc) 53.12 57.49 59.26 102.02 58.86 59.55 71.41
C(po|pc) 74.2 68.69 65.72 102.02 75.59 74.47 71.41

Table 1.10: 30% perturbation in the true value of the parameters.

+40% -40%

Parameter True val. IV (sum) IV (med.) NLS IV (sum) IV (med.) NLS

βp -0.02 -0.019 -0.019 -0.009 -0.02 -0.02 -0.014
(0) (0) (0.001) (0) (0) (0.001)

βa 0.5 0.5 0.5 0.634 0.51 0.51 0.801
(0.004) (0.005)

β0 3 3.21 3.035 0.3 3.155 3.465 0.615
Val. check

ycs 219.59 222.71 222.71 299.58 199.37 199.37 275.34
yM 617.2 555.47 583.93 999.63 562.96 502.44 1303.51

U(po|pc) 101.82 106.19 104.64 138.84 112.48 116.28 98.34
C(po|pc) 161.56 153.74 156.91 161.5 167.46 157.89 169.09

Table 1.11: 40% perturbation in the true value of the parameters.

37



“tmt8” — 2018/7/25 — 12:53 — page 38 — #63

2.4

2.8

3.2

3.6

−2 0 2 4

b0

S
um

Method

IV

NLS

TW

Vardi

Figure 1.9: Independence method based on sum criteria to estimate β0 = 1.8

1.6.2 Real-world hotel data sets

In this section, we consider the real-world data froma set of hotels. We collaboratewith a hotel
chain in U.K. and test our estimation method on the real sales data. As seasonality might be
a problem, we keep the horizon shorter than synthetic data and select a period of between 10
to 20 weeks. Firstly, we obtain the summary statistics, as presented in Appendix 1.A.

The estimation results of the real-world hotel data sets are given in Tables 1.12, 1.13, 1.14.
IV method gives a negative price-sensitivity whereas NLS gives positive. This is due to en-
dogeneity problem. Also, we present the validation check results on competitor public and
market size occupancy. All but one seems to accurately capture the correct market dynam-
ics, and hence the right parameter estimates. However, we are not able to estimate the choice
parameters for one of the hotels (Table 1.19 in Appendix 1.B). This is because when our and
competitor hotel price difference does not vary along time horizon, there is no way to capture
price-sensitivity parameter. The prices for this set of hotels can be seen through Figure 1.11 in
Appendix 1.B.

Moreover, we canderive implications of customer behavior andhotel characteristics based
on the parameter estimates. For instance, Hotel V customers are the most price sensitive of
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Figure 1.10: Independence method based on median criteria to estimate β0 = 1.8.

all as βp = −0.019 is the largest in absolute terms among them. Hotel V is considerably less
attractive compared to its competitors. So, hotel V managers may try to increase the hotel’s
attractiveness by organizing an event/a conference or promoting leisure facilities (e.g. gym,
spa, pool). Furthermore, we studyHotelM across two distinct periods in time (M1 in winter
and M2 in summer). We observe that customers’ price sensitivity is similar, but Hotel M
seems to be more attractive during winter than summer. Thus, Hotel M can increase the
prices slightly during winter without losing revenue.

1.7 Conclusion

What is the value perceived by customers for my product vs. the competitor’s? For instance,
a hotel may have a better aspect, brand and location attractiveness than a local competitor
in the eyes of the customer. How does the customer perceive this difference and what addi-
tional margin can I charge or discount because of these differences? Estimation of customer
choice parameters plays a crucial role for any RM setting involving uncertain demand. Biased
estimates can result in significant problems as the parameters are used as an input for RM
optimization procedures. To charge the right price in a certain market, one needs to know
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Parameter IV (sum) IV (med.) NLS IV (med.)

βp -0.009 -0.009 -0.003
(0) (0) (0.002)

βa -0.1 -0.1 -0.077
(0.013)

β0 8 4.34 0.6
Validation check

ycs 157.53 157.53 194.45 145.62
yM 386.74 416.89 671.50 399.98

U(po|pc = 275) 253.13 242.89 464.75 242.20
C(po|pc = 275) 253.13 242.89 464.75 242.20

Table 1.12: Hotel M1 estimates over 20 weeks, starting mid-February 2015 and
cross-validation of parameter estimates to a period beginning February 2016.

Parameter IV (sum) IV (med.) NLS IV(med.)

βp -0.011 -0.011 -0.004
(0) (0) (0.001)

βa 0.2 0.2 0.195
(0.024)

β0 1.32 3.78 -2
Validation check

ycs 143.21 143.21 199.38 166.80
yM 1387.25 437.51 5043.71 471.31

U(po|pc = 326) 152.92 228.43 254.30 220.64
C(po|pc = 326) 297.38 270.45 257.73 247.31

Table 1.13: Hotel M2 estimates over 20 weeks, starting mid-July 2015 and cross-validation of
parameter estimates for 10 weeks (starting June 2015).
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Parameter IV (sum) IV (med.) NLS IV

βp -0.019 -0.019 0.009
(0.008) (0.008) (0.01)

βa 0.5 0.5 -0.283
(0.018)

β0 2.58 2.58 6
Validation check

ycs 106.92 106.92 127.14 103.79
yM 290.98 290.98 250.04 350.47

U(po|pc = 130) 93.90 93.90 76751.97 102.76
C(po|pc = 130) 97.58 97.58 111.27 122.74

Table 1.14: Hotel V estimates over 20 weeks, starting mid-December 2015 and
cross-validation of parameter estimates during 10 weeks (starting Sept. 2015).

the true customer parameters and account for competitor actions. The challenge arises due
to the severe limitation in observing competitors’ sales, and also unobservable product and
customer characteristics.

In this study, we exploit competitor intelligence data and develop an enriched demand
estimation model. We present a new econometric method for estimation. In this stream,
we address two important issues (i) estimating with competitor effects (ii) estimating when
the firm sells a single product. Further complications in the real world are competitor initial
capacity, capacity constrained sales, network effects and choice parameter estimation when
price is correlated to unobserved demand shocks. Surprisingly some of these complications
actually help in identifying the parameters of the model.

We deal with a common problem peripheral to many practical situations: endogeneity of
prices. We show that once a good set of instruments is found, IV procedure is quite reliable In
our setting, we use own private bookings as IV to correct for the bias and obtain an accurate
measure of price elasticity. We also address endogeneity ofmarket size. This problemgets even
more difficult in an industry such as hotel since the market size varies considerably even on a
daily basis. We develop a novel method to estimate the market-size based on independence
assumption.

We survey related methods from NT and RM, compare the performance of our method
with them. The results verify robustness of our estimation methods tested on both synthetic
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and real-world data sets.
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Appendices

1.A Descriptive statistics of hotel data sets

Mean Median Std. Dev. Max Min

yos 229.70 232.50 47.85 357 113
yog 47.84 37 33.24 165 7
yo 275.92 283 62.31 406 82
yc 200.03 201.77 22.94 242.12 142.69
po 245.57 240.34 32.10 359.41 192.20
pc 275.94 270.49 24.84 336.81 223.16

Table 1.15: Hotel M statistics, starting mid-February 2015

Mean Median Std. Dev. Max Min

yos 206.41 200.50 48.53 335 108
yog 65.46 50.50 52.17 248 1
yo 275.92 283 62.31 406 82
yc 213.73 215.30 20.20 250.22 156.86
po 269.87 265.07 34.51 423.61 217.03
pc 326.59 325.53 20.09 408.94 286.59

Table 1.16: Hotel M statistics, starting mid-July 2015
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Mean Median Std. Dev. Max Min

yos 123.38 126 36.62 205 26
yog 20.68 12 22.12 113 0
yo 159.92 168 40.18 230 25
yc 132.47 134.65 29.49 190.51 54.10
po 95.72 93.41 15.03 139.98 66.77
pc 130.42 128.66 12.95 184.68 104.93

Table 1.17: Hotel V statistics, starting mid-December 2015

Mean Median Std. Dev. Max Min

yos 86.64 85 23.38 142 23
yog 40.77 39 26.79 120 0
yo 133.15 139 29.92 229 35
yc 217.75 229.91 46.01 275.72 101.02
po 138.55 141.69 40.48 292.94 46.26
pc 154.37 154.13 47.89 289.71 74.27

Table 1.18: Hotel N statistics
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1.B Hotel N statistics and estimates
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Figure 1.11: Average price pattern of Hotel N and its competitor.

Parameter IV (sum) IV (median) NLS (median)

βp 0 0 0
(NaN) (NaN) (0.002)

βa 0.48 0.48 0.872
(0.022)

β0 6 6 -2
Validation check

ycs 139.421 139.421 206.44
yM 225.906 225.906 927.715

U(po|pc = 154) 157917725.195 157917725.195 25265286.035
C(po|pc = 154) 157917725.195 157917725.195 7041.311

Table 1.19: Hotel N estimates over 20 weeks.
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2

FACILITY LOCATIONDECISIONS
FROMPUBLIC DATA

Over the past few years, a significant number of optimizationmodels for the location decision
of retail facilities based on spatial customer-choice behavior have been proposed in the Oper-
ations Research (OR) literature. The practical implementations of those theoretical advance-
ments for site selection and design, however, have been limited. Especially, small businesses do
not have the time, budgets and expertise to invest in the data and analysis. Location planning
is usually based on availability of sites (Pioch and Byrom, 2004), and common sense and in-
tuition (Hernandez and Bennison, 2000). The obstacle in implementing the aforementioned
advancements is twofold. First, the resources required to perform those analysis are often out
of reach: both relevant data and the computational capability of integrating large data sets
into modeling tend to be unavailable (Moutinho et al., 1993). Second, theoretical research is
often unable to drive practical insights (Wood and Reynolds, 2012).

Specifically, location models require estimating how demand expands and shifts if a new
facility is located in a hypothetical location. This is a difficult task as the firm (i) does not
observe demand for the existing competitor retail facilities, and yet, (ii) needs to estimate a
structural model of how demand will change as a function of multiple variables such as loca-
tion, price and design of the planned facility.

For instance, in the hospitality industry higher quality is usually associated with higher
prices. Thus, evenwhen competitor demand is known butmore detailed information ismiss-
ing, it is hard (even sometimes impossible) to distinguish the effects of price and quality on
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customer purchase decisions.
The focus of our study is a restaurant industry, in which econometric analysis is partic-

ularly challenging since unobservable factors such as taste, quality and value determine to a
large extent the success of an establishment. We make use of the data that circulates on In-
ternet web sites and social media platforms (e.g. Yelp), along with other demographic and
geographic data, to tackle the challenges surrounding econometric modeling and estimation.

Wepropose an estimationprocedurebasedon a latent-factormodelwith side-information
incorporating features (e.g. good for groups, takes reservation) to explain user review ratings,
and a spatial choice model to predict demand. We integrate the parameters obtained from
demand and rating estimation in anoptimization framework that takes into account potential
future competitor entry.

Our integrated approach is novel among the existing competitive facility-locationmodels.
Due to the large capital expenditure and long term profit stream (spreading over many years)
involved in locating a retail facility, and the impossibility of correcting the decision, the loca-
tion should be defensible against competition, merger and acquisition activity (Poole et al.,
2006).

To validate our model, we take a representative city (Las Vegas) and predict restaurant
demands according to our model and public data, and then validate it by taking a sample
of observed demands scraped from Google’s new “Popular Times" features (that is based on
mobile phone locations). The ratings and demand predictions of our model turn out be re-
markably accurate, tested out-of-sample as well as against the alternate prediction made by
Google.

2.1 Introduction

The facility-location problem is one of the central problems in Operations Research (OR)
and Computer Science (CS). The vast majority of the existing work however focuses on opti-
mization rather than estimation. Estimation of the parameters of the facility locationmodel is
not a big concern when the facility is intended to satisfy internal demand, such as the location
of warehouses serving retail demand points; data on costs and demand is internally available
and the estimation part of the models is often an afterthought.

In contrast to such facility-location applications, the recent introduction of competitive
facility-location models brings the estimation task to the fore. Here the firm is considering
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opening one or more retail facilities (stores, restaurants etc.) in a city and wishes to deter-
mine “optimal" locations for them. Customers choose to patronize firms based on reputation,
prices, distance and the quality of the firm. The location of a new facility both expands the size
of the demand in that market, and takes away as well a portion of the current demand from
the existing incumbent facilities of competitors. A structural model is usually developed to
estimate how the demand grows and shifts. However, to estimate such a model we inevitably
need to know the sales of the firms in the area and this brings us to the central problem with
these models–such data is almost never available to a firm.

In this study we link the estimation problem with CI, performed at scale, based only on
public data. Our application area is service based industry like restaurants and hotels, for
which customer recommendations are available and can be used to infer operational decisions
such as facility location and design.

When needing insight into future customers, say for product-design decisions, firms usu-
ally resort to focus groups and survey-based research. There are someprofoundproblemswith
this approach, especially in our context. First, as with all surveys, we need to get hold of a truly
random and representative sample. For services which are “taste"-dependent like restaurants,
this is not an easy task to do with any degree of conviction. Second, the time and expense
involved in a proper market-research study is simply prohibitive for most small businesses.
Finally, in the context of facility design, the product itself will take shape some time in the
future, and there are very few instances where the firm can create a prototype and test out the
ideas on a focus group.

Data-based competitive-intelligence (CI) is a promising alternative, especially when the
data is readily and freely available, and this is what we propose. There is some effort involved
in how to do it, collecting the data and estimating themodel, but once established is quick and
nearly cost-free. To prove our point, we base our model’s estimation entirely on free publicly
available data.

Our model predicts demand based only on publicly available data quite accurately. We
corroborate our demand estimation by scraping observed demand for a sample of restaurants
from the new Google feature called “Popular Times"1. To give a preview of the results, we
demonstrate the relation between the predicted demand by our model and observed demand

1Such scraped data cannot be used directly as it is prohibited by Google; we manually collect the data on a
small sample for validation purposes.
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fromGoogle for a particular city (Las Vegas) in Figure 2.12.

Figure 2.1: Demand comparison based on groups of small and large businesses.

A second contribution of this study is in themodeling of a firm’s decision-making criteria.
While the firm knows that incumbents cannot change their locations, it is typically aware that
new entrants might appear in the future once it opens the facility and its profit projections
will then go awry. As location involves a large fixed-cost, a site that appears profitable based
on current competitive scenario may become unprofitable if a set of new entrants appear. So
firms should consider not only the attractiveness of a location based on current competitive
landscape but also the threat of future entry. A second-best location may be preferable to the
most profitable one if it is less vulnerable to new entrants. We therefore take the objective
as finding a good (profitable) but also viable (safe) location based on a long time-frame. We
believe that such “future-proof" decision-making reflects how firmsdecide on locations, rather
than on myopic or even equilibriummodels.

Our approach works in three steps. In the first step we develop a customer choice model
to predict demand, one of the inputs of which is the reputation of the facility, given by user
ratings. In the second stepwebuild a predictionmodel to explain ratings for a facility at a given
location with certain features (e.g. cuisine, design and price for a restaurant) using a latent-
factor model (similar to the famous Netflix ratings model) further enhanced by instrumental

2The classification is based on observed daily demand; small/large restaurants’ daily demand is less/more
than 400
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variables. In the third step, we feed these estimates as an input to an optimization model to
decide on the best location and product features with a long-term profit objective.

In the next section, we review the literature on related research. In § 2.3 we develop de-
mand and rating prediction models and show the results on a representative city in § 2.4. In
§ 2.5 we describe the long term profit optimization model and its approximations. Finally, in
§ 2.6 we conclude with a summary of challenges and results.

2.2 Literature review

Our study is closely related to three streams of literature: (i) optimal competitive facility lo-
cation models and their parameter estimation, (ii) data analytics, (iii) market entry and exit
models.

The first stream considers spatial and product-design dimensions of a new facility. The
classical facility location problem in OR (and also CS) literature deals with locating ware-
houses or factories with the aim of minimizing fixed cost and transportation costs. The main
features of this problem are common to different contexts since it relies on a spatial abstrac-
tion: the candidate facility locations are contained within a metric space, either discrete (i.e. a
network) or continuous. The optimal decision is given by an optimization function based on
a criteria selected by the decision maker. Earlier works usually assume that customer choices
are only affected by average travel distance or travel time (used interchangeably). Proximity
is desirable for facilities such as emergency centers, schools and fire-stations whereas for fa-
cilities such as nuclear power plants and landfills, accessibility is undesirable. Based on those
contextwise considerations, the location attractiveness function is formed.

The seminal work in this line is by Hotelling (1929) who studies equilibrium conditions
in the case of two homogeneous facilities located on a line segment (e.g. two ice cream sellers
along a beach strip). Later, Hakimi (1983) generalizes that reasoning to a network of com-
petitors. However, once facilities differ in the total bundle of benefits, facility attractiveness
levels ought to be incorporated into models (Drezner, 1994). In the case of service based in-
dustries like restaurants customers consider price, product features and quality (or reputation
of the restaurant) alongwith proximity. Demandof the facilities are estimated using customer
choice models, which integrates subjective customer “tastes" or preferences. Hence, facilities
compete to maximize their profit with respect to different attractiveness criteria. These prob-
lems are known as competitive location-allocation or maximum capture problems. Indeed,
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when the invested budget is fixed, maximizing profit becomes equivalent to maximizing the
market share (see McFadden (1974), Ben-Akiva and Lerman (1985), Lerman (1985) on market
share attraction models in the marketing literature).

Another approach to estimate market share is using gravity models originated by Huff
(1964). Consumers are attracted to each facility as a function of its attractiveness and distance.
Huff proposed that the probabilities are formedproportional to retail facility’s size (floor area)
and inversely proportional to a power of the distance to it. A complete framework to all com-
petitive location models is that market share depends on the relationship between buying
power (demand), distance and attractiveness of the facility. Ben-Akiva andWatanatada (1981)
develops a continuous spatial choice logit model and demonstrates an application to urban-
ized area travel demand. Achabal et al. (1982) studymulti-facility location problems in discrete
space. Aboolian et al. (2007a), Plastria and Carrizosa (2004) extend space dimension by con-
sidering simultaneous optimization of location and design decisions. The reader can refer to
Eiselt et al. (1993), Berman et al. (2009) andGhosh et al. (1995) for a detailed overview of these
problems.

Most of the above papers primarily concentrate on modeling and optimization, but rele-
gate estimation of the models (and ways to acquire the data) to a minor role. Nakanishi and
Cooper (1974) is one of the few papers, that concentrates primarily on estimating the demand
at a single new facility without an optimization component. Our study contributes to de-
mand estimation literature based on empirical methods, enhancing it with taste and quality
aspects. While these factors are important, they cannot be observed, so their incorporation
into models is challenging. Moreover, we tackle this challenge in a competition-aware frame-
work using social media information.

A recent development with big-data is the prevalence of customer reviews and comments
on social-media. Socialmedia platforms not only allowus to gather information on tastes, but
also serve as data to estimate the influence of such signals in customer choices. Among several
others, Chevalier and Mayzlin (2006) argue that consumers use online consumer reviews as
a signal of product quality. Similarly Luca (2011) finds that customer reviews affect demand
for experience goods using Yelp.com reviews and restaurant data from the Washington State
Department of Revenue. Moreover, Cui et al. (2017) empirically shows that aggregating so-
cial media information in sales forecast improves firms’ operations decisions. Our study also
contributes to this stream of research by showing how online reviews can be used to estimate
demand and inform a location decision. Our application area is competitive facility location, a
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relatively newbranch of facility location optimizationmodels, where customers choosewhich
facility to patronize, and the firmhas tomake a location decision. In this retail facility-location
context data-based “competitive intelligence" can be especially valuable as firms do not have
even their own observed sales to go by when they are entering a newmarket.

Businesses have long indulged in CI, gathering information about competitors. Over
time, such efforts have moved frommanual detective-style work (Deutsch, 1990; Sreenivasan,
1998) to more modern incarnations consisting of scraping web-sites, collecting data via apps,
or even poking into consumer e-mails (Isaac and Lohr, 2017; Isaac, 2017). Such practices often
occupy a grey area of legality, but given the value of having key information on competitors’
activities, most companies practice it to some extent or the other. For instance hotel, airline
and retail firms usually subscribe to competitor price-lists, supplied by data ormarket-research
firms which scrape publicly posted prices. The use of data-driven OR techniques, economet-
ric modeling and machine-learning algorithms is a recent and quite powerful trend in many
OM industries. Some examples of these approaches are: Caro and Gallien (2012) for the op-
timization of clearance prices, Fisher and Vaidyanathan (2014) in assortment optimization,
Ferreira et al. (2015) in demand estimation and price optimization, Glaeser et al. (2017) in re-
tail location decisions.

The third stream of literature deals withmodels of entry and exit. Most competitive loca-
tion models in the literature decide on the optimal location of the new facilities by maximiz-
ing the currentmarket share (or profits) without considering future evolutions of themarket.
The standard spatial interaction model, for instance, assumes total market size is fixed (in-
elastic demand assumption) and ignores the market expansion effect, which is the increase of
total customer demand in a certain region once new facilities are located in that region, and
cannibalization effect, which occurs when new facilities take away some of the demand from
pre-existing facilities.

Establishing a facility involves a large fixed cost and the expectation is that once opened
the facility stays profitable for a long period of time. Research efforts focused on identifying
the factors that are critical to the success and failure. Parsa et al. (2005) present a comprehen-
sive framework from managerial, economic and marketing perspectives on the reasons why
restaurants fail. Zhang and Luo (2016) indicate the volume and valence of online reviews as
the strong predictors of restaurant survival. For extensive literature survey on strategic facility
location, we refer the reader to Owen and Daskin (1998). Here we focus on the role a future
competition’s entry/exit decisions plays on our present location decisions.
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Berman and Krass (2002) introduce non-constant expenditure functions to capture both
market expansion and cannibalization effects. However, it results in computationally chal-
lenging optimization problems and therefore, Berman and Krass (2002) analyze the monop-
olistic case only. Aboolian et al. (2007b) extend the analysis to concave demand case. Pancras
et al. (2012) develop a demandmodel to account for latent goodwill dynamics, location endo-
geneity and spatial competition of proximate retail outlets. Farahani et al. (2014) andDrezner
(2014) are examples of the survey papers on future competition.

The competition-aware investment literature typically assumes two competitors are aware
of each other and it has a game-theoretical or competitive equilibrium type of modeling. Pre-
emption is used as the main strategic tool, and optimal timing of investment is decided. Our
mainmodeling contribution in the optimization part is location decision incorporating fixed-
costs and anticipating that new facilities will be opened in the future. Such anticipation is
different from traditional competitive models, in the sense there is no game or strategic re-
sponse involved (at least not on the location decision). Future profits, however, are affected
by other firms’ decisions, and investing a large fixed cost without taking future location deci-
sions and potential competition into considerations would be foolish. Drezner and Drezner
(1998) and Plastria and Vanhaverbeke (2008) in the Location Science area, and Lambrecht
and Perraudin (2003) in Economics, and Ghosh and Craig (1983) in Marketing (which uses a
competitive equilibrium model) are some prominent examples of such modeling. We differ
from the former in not assuming there will be a single competitor and an eventual split in the
market share; rather, over the horizon of interest, a series of new firms may open up and the
probability of each opening is proportional to the profits at that stage.

In Industrial Organization field, Pakes et al. (2007) develop estimation strategy exploiting
information asymmetries to transit from commonly used twoperiod setting to dynamicmod-
els of entry and exit. Similarly, Bajari et al. (2007) and Aguirregabiria andMira (2007) are the
theoretical papers on estimation of dynamic games. Dunne et al. (2013) and Collard-Wexler
(2013) are some examples of empirical applications for investment models.

Trigeorgis (1991) investigates the impact of competition on the optimal timing of project
initiation using an options analogy. Similarly, Lambrecht and Perraudin (2003), citing Wal-
mart as an example, considers the investment decision of a firm when there is a first-mover
advantage by being able to completely block out a single future potential competitor. This
would be a special case of our model where the fixed costs of opening a facility is greater than
the future expected revenues for a competitor once we locate a facility in that area; however
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we deal with a much more complicated and feature-rich probabilistic model of how future
competition evolves, on a larger spatial and longer time scales.

All in all, our study fills an important gap by combining estimation of customer choice
models and optimization of facility location and design tomaximize the long term profit con-
sidering future evolutions of the market based on customer tastes, demographics and size. In
the next section, we develop the demand and rating prediction model.

2.3 Demand and ratings model

In this section we describe a spatial-choice model of demand at a proposed facility. Discrete
choice models are natural—at least amongst relatively tractable options—for modeling cus-
tomers making independent decisions based on product features. They are very popular and
are widely used in transportation, industrial organization, marketing and revenue manage-
ment literature.

Wemodel the customer choice behavior usingMultinomial logit (MNL) framework, the
most commonly used random utility model in economics and marketing (the estimation of
which in realistic conditions being the subject of our previous chapter). MNL functions are
often used in facility location literature to derive the market share of the facilities (De Palma
et al. (1989), Benati (1999), Marianov et al. (2008) and Haase andMüller (2014)).

Demand is modeled as a population of potential customers who make a choice amongst
available alternatives, in this case to visit one of the retail facilities, or choose not to take any
action at all, the no-purchase option. The choices are affected by the location of the facilities
and the customer (via the distance between the two), the individual’s idiosyncratic tastes as
well as the features of the facility. Note that many of the features, such as quality and the in-
dividual’s tastes may be unobservable which complicates estimation. In our context, a further
complication is the need to predict how customers would perceive and rate the new facility
as a function of its features and their tastes. We deploy a latent-factor model reminiscent of
recommendation-engine technology, embedded in the aggregate choice model.

2.3.1 Spatial-choice model of aggregate demand

Facilities can be of T different types (e.g.: cuisine types) and are located over a region divided
into G rectangular grids. Each facility also has additional features such as being suitable for
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groups or kids, taking reservation, having delivery service etc..

Customer behavior is modeled as a two-stage process: First, a customer located in a grid g
chooses a facility of some type t based on features (including the rating that others have given)
and its distance from where they are located. Next, a fraction of the customers leave a rating
for that establishment based on their own idiosyncratic tastes and quality (both unobservable
to us), and (observable) features of the facility. This leads to an observable ratings distribution
for that facility, usually on a scale of 1 to 5.

Consequently, we also estimate our model in two stages. First, we model ratings as a
function of demographics, features and unobservable latent factors such as tastes and qual-
ity. Then, we model demand for the establishment as a function of the obtained ratings and
the location of the facility. This is done for two reasons: One, because the choice of the facility
and the ratings happen at two distinct decision points in time in the customer journey so the
decision on facility choice is based on a set of existing ratings given by others (that is ratings
form expectations of quality). Two, even though the underlying factors driving demand and
ratings may be the same and are deeply confounded, predicting rating first (for the proposed
facility) and then demand leads to a tractable model. The estimate of the ratings encapsu-
late many of the unobservable elements (quality, service, idiosyncratic tastes) in practice, that
makes the prediction of demand more robust.

Customers are utility maximizers and utility of each alternative is a function of observed
and unknown (random) components, ε. The primary drivers of utility are rating of the es-
tablishment ri—that encapsulates both the unobservable quality as well as price—and the
distance between the customer located in grid g and the facility i, dig. The utility of a facility i
for a customer located at grid point g is given byUig = Vig+εig whereVig is the deterministic
part and εig a random component, that, for its parsimonious, tractable properties, we assume
to be i.i.d. with a Gumbel distribution.

Ourmodel of the deterministic component coincides with what is typically done in com-
petitive facility location (Berman et al., 2009), except we introduce a ratings variable which
serves as a proxy for value namely,

Vig = αRi + βdig

where Ri = Si − γpi, with Si represents random (so modeled as it is unobservable and
idiosyncratic) quality and pi is the price. The random variableRi then is the rating distribu-
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tion of facility i. For simplicity we take Vig = αri + βdig, i.e., based on the average rating
ri = si − γpi, where ri = E[Ri] and si = E[Si]. The parameters α and β are estimated
from data. We do not estimate γ as in the data we neither have information on quality nor a
very accurate price (only a price “category" of the facility).

The probability that a customer located at grid g chooses restaurant i is defined by the
well-known expression of the multinomial-logit (MNL) model (as a consequence of the in-
dependence and extreme-value distributional assumptions):

Prig =
eVig∑
i∈C e

Vig
.

The reader can view this as amarket-share predictionwhen the consideration set C is the same
for all the customer population.

Although neither value nor idiosyncratic tastes may be observable we enhance the de-
mandmodel with demographic information as follows. We obtain demographic information
from U.S. Census Bureau (2014) so that we incorporate income into demand estimation by
multiplying the number of people residing at each grid with themean income level of the cor-
responding zip code to obtain buying power. Let the buying power of customers residing at
grid g be denoted byMg, g ∈ G.

We assume that a fraction µi of the visitors leave reviews and demand at any restaurant i
is given by

ni = µi
∑
g

MgPrig. (2.1)

Summing this across all restaurants in the city, we obtain total number of reviews

n =
∑
i

ni = µi(
∑
g

Mg

∑
i

Prig) (2.2)

Now, sincewe donot observe demands at the facilities, but assume a constant proportionwho
leave feedback, we can at least get a share of the total patrons of all the facilities by dividing
(2.1) to (2.2), we obtain

ni
n

=

∑
gMgPrig∑

gMg

∑
i Prig

=

∑
gMgPrig∑

gMg

. (2.3)
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OpenTable Booking
(Intercept) 18.834∗∗

(3.903)
Yelp Reviews 0.038∗∗∗

(0.002)
R2 0.635
Adj. R2 0.626
Num. obs. 41
RMSE 26.757
Note. Robust standard errors are in parentheses. ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05

Table 2.1: The relation between Yelp number of reviews and OpenTable bookings.

Value and tastes (and hence the ratings) may be explained by a number of observable features
of the facility (such as parking, views, ambience etc.) and in the next section we develop a
latent-factor model with side information to explain ratings, and hence partially predict the
rating of a future hypothetical facility with certain design features.

Estimation of the constant scale As wementioned, without competitor demand informa-
tion it is impossible to estimate parameters such as µi that would have allowed us to predict
demand from reviews. However, we often have partial information that can help us gauge our
estimations and obtain a reality-check. To calibrate market share information into demand,
we can use a sampling of such data sources.

For instance, for the restaurant industry, we have data publishedby a reservation site called
OpenTable. Another source is Google with its “Popular Times" feature. We use the former to
calibrate and the latter to validate the results of our model. To calibrate our model, we collect
a sample of booking data from (OpenTable, 2016) and verify that the correlation between
number of reviews and demand is quite high, for this sample it is 75.05%. The relation is
shown in Figure 2.2.

We are aware that the observed demand at the Opentable platform alone is not complete
as reservations can be made by phone-calls or customers walk-in without a reservation, so we
show in § 2.4.3 the performance of booking estimates with respect to realizations of bookings
with a more complete demand information from Google.
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Figure 2.2: The relation between Yelp reviews and OpenTable bookings .

2.3.2 Conventional model for ratings prediction

We need to accurately predict the ratings of a new facility, and we do so by explaining the
ratings of existing facilities as a function of their features as well as the characteristics of the
regions—more accurately, the customers in those regions—where they are located. The spatial
resolution for ourmodel is zip-code level as demographic information is usually available only
at this level (density however is usually available at a finer level).

One may be curious how a conventional model where we regress ratings using dummy
variables for zip-codes as well as cuisines and features performs to estimate demand. It so
turns out that traditional regressions methods were unable to tease out the latent factors and
give some obviously erroneous estimates for the co-efficients.

In this part, we apply the conventional ordinary least squares (OLS) regression using
dummy variables for zip, cuisine and features of a restaurant. The rating of a restaurant is
given by

ri = ζ0 + ζTyi + δT zi + γT ci + ε

where the parameters are ζ0 (intercept), ζ’s (covariate weight vector on features), δ and γ are,
respectively, the coefficients of zip and cuisines. Note that ζ is common to all facility types.
Among design features, we also include price variable on a scaled basis, specifically 0.25 for $,
0.50 for $$, 0.75 for $$$ and 1 for $$$$, to estimate its effect on ratings.
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The estimated coefficients are given in “No correction" line of Table 2.8. However, price
coefficient turns out to be 0.054. Accordingly, as the prices increase rating should increase,
too! The estimate is certainly biased. Later, in §2.3.4, we argue about the reason of the prob-
lem and suggest a plausible way to correct it.

2.3.3 Latent factor model (LFM) with side-information for ratings predic-
tion

In this part we adopt a latent-factor model in style, commonly used in recommendation en-
gines, with themathematical problems behind it going under the name of IncompleteMatrix
Completion problems or Matrix Factorization methods. These methods came into promi-
nence because of the Netflix prize (Koren et al., 2009). We enhance the model with side-
information.

Each facility i of cuisine-type c has some facility-specific information (e.g: for restaurants,
taking reservations, capability to serve for groups etc.) that are captured in yi. We propose a
ratings model that makes a prediction of the rating distribution of a facility given as inputs
the planned features and the latent factors between the location (at a zip code level where the
facility is planned to be located) and the cuisine.

The rating distribution model of a facility i is given by

ri ∼ Poisson(ζ0 + ζTyi + uTc vz).

The latent factors are vz and uc’s. The latent factor vector vz is zipcode-specific and uc is
cuisine-specific, and both are of the same dimension (we take a dimension of k=2 latent fac-
tors). The aim is to find the optimal parameters to minimize a certain form of loss function.
In our case, to learn the latent factors and unknown coefficients of facility features and zip
code demographics we minimize the regularized squared error on the set of known ratings

min
ζ0,ζ,uc,vz

L

where
L =

∑
i∈κ

(ri − ζ0 − ζTyi − uTc vz)2 + λ(||uc||2 + ||vz||2 + ||ζ||2)︸ ︷︷ ︸
Regularization
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and κ is the training set for which ri is known, λ is the regularization term to avoid overfit.
This problem is not convex in general, however over the last few years the alternating gradient-
descent method has proven to perform well among the recommender systems community.

To give a preview of the latent factor model, we briefly describe the out-of-sample per-
formance for our restaurant data. We first randomly split the data into training and testing
data set with 3:1 ratio. Then, we use the training data to build regression based models and
we test the performance of models on the testing data set. We apply this procedure at the
restaurant level with the addition of design features that are binary coded (1 if the feature ex-
ists, 0 otherwise). Estimated coefficient weights of different features on rating and root mean
square errors (RMSE) are given in Table 2.6 and Table 2.7. Accordingly, LFM with biases
and features model performs the best as both the test and training data RMSE is the lowest.
Moreover, the price coefficient being -0.051 (“No correction" line) in Table 2.7 is notable as it
is nearly zero and we analyze this further with instrumental variables in §2.3.4.

2.3.4 Endogeneity

Now for both the prediction models of §2.3.2 and §2.3.3 if we wish to estimate rating, and
indirectly the demand, as a function of price, we run into a problem. If we take ratings as a
proxy for quality and do a straightforward regression say, it turns out that the higher the price
point, the higher the rating. This is a typical occurrence in econometrics, as we do not correct
for unobservable quality of the restaurants—simply put, higher-priced restaurants may just
be giving more value, defined as quality minus price (or alternately quality divided by price),
and we cannot observe quality.

Aswementionedbefore, ifweuse a standard logic to apply eitherLFMof §2.3.3 or the con-
ventional dummy variable regression of §2.3.2, we run into a problem: the price coefficients
are around 0 and in the conventional regression case it is even worse, it comes out positive.
Both of the results are given in “No correction" line of Table 2.7 and Table 2.8, respectively.
This is of course the problem of endogeneity in the regression—regressors being correlated
with the error termbecause of omitted variables. Using instrumental variables (IV) is themost
popular way to correct for it . . . if we can find valid and strong instruments.

We use income and age information of the zip codes as the instruments, as there is no
reason to believe they are correlated with the quality of the restaurant, and we can expect
correlation with price—high-end restaurants are more likely to be present in zip-codes where
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the income levels are high; similarly for age.
For both the latent-factormodel of §2.3.3 and the conventional regressionmodel of §2.3.2,

we use the two-stage least squares (2SLS) technique. Firstly, we illustrate it in the case of con-
ventional regression model. The procedure consists of two-steps.

First step: We use OLS to estimate the linear projection of the endogenous explanatory
variable, specifically price, on the instruments income and age and the rest of exogenous vari-
ables, in our case, binary coded features of the restaurant.

price = θ0 + θT


features

zip dummy
cuisine dummy

income
age

+ ε.

Using the estimated coefficients in the first step, we obtain the estimated values, p̂rice.
Second step:We use OLS to regress ratings on p̂rice and the rest of exogenous variables,

rating = ζ0 + ζT


features

zip dummy
cuisine dummy

p̂rice

+ ε.

In the latent model case, we do a variation of 2SLS as follows: The first step is identical, how-
ever in the second step instead of using OLS, we use the LFM.

Using income and age demographical information corrects endogeneity bias and we get
meaningful coefficient estimates. As we show in “IV correction" line of Table 2.7, price co-
efficient turns out to be -0.511. However, conventional dummy variable model is not able to
capture the noise as shown in “IV correction" line of Table 2.7, the price coefficient is 4.237.
So, we rely on LFM based with IV correction.

Also, we perform diagnostics test to validate our choice of instruments (Table 2.9). Ac-
cording to weak instrument test, we reject the null so that our instruments are not weak. In
the case of Hausmann, we again reject the null so we can claim OLS and IV estimates are not
similar, and endogeneity was a problem in our data set. Lastly, we do not reject the Sargan test
meaning that we do not have any proof that the instruments are invalid.
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2.4 Estimation for the case of restaurants

We chose the restaurant industry to apply our model, and in the later §2.5 apply facility-
location optimization to choose the right location, type and design.

As we mentioned earlier the restaurant industry is particularly challenging to estimate
as the unobservable demand itself is a function of non-quantifiable measures of quality and
tastes. Moreover, in our particular context, we do not have precise information of price either,
except a crude classification into price bands (typically with symbols such as $$). It is also an
industry where data-based CI would be the most useful, as finding a representative sample
to conduct a survey or market research is a nearly impossible task. In dense tourism-oriented
cities (like the representative city Las Vegas), there is also an issue with transient population
that does not show up in demographic population data.

2.4.1 Public data for restaurants

In this section we describe the public data for the restaurant industry. To be specific, in our
estimation we pick one representative city, Las Vegas, NV with 3124 restaurants.

We collect restaurant data fromYelpDataset Challenge (Yelp, 2016) provided byYelp.com.
Yelp, founded in 2004, is a website that customers can write online reviews and give star rat-
ings upon visiting a restaurant. As of 2016, it has 135 million monthly visitors and 95 million
reviews. The data set contains business (e.g. cuisine type, price range−number of dollars, 1$

to 4$, location (latitude/longitude coordinates, zip code) and review (e.g. number of reviews,
average review rating, distribution of ratings) data. It also provides qualitative information on
restaurant attributes such as takes reservation, delivery and parking service as shown in Fig-
ure 2.9. For our representative city Las Vegas, NV, this data has 426743 customer reviews for
restaurants spread over 38 zip codes. There are 31 cuisines.

We obtain free and public spatial consumer distribution fromNASA (2016) that provides
population density given at a very fine grid level. The grid dimensions are 0.927 km in height
and 0.752 km in width and there are a total of 1419 grids in our representative city.

In a city such as Las Vegas, a significant percentage of demand in certain locations is made
of transient tourist population staying in hotels. Data from Factual (2016) gives exact geo-
location of hotels along with the number of rooms. According to U.S. Hotel occupancy rate
statistics Statista (2016), the hotels are 63% occupied, on average. So, we multiply this rate
with the number of rooms to find the average tourist population at hotels. For instance local
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Variable Mean Median Std. Dev. Max Min Count

Reviews
Star Rating 3.61 3.5 0.6 5 1.5 1, 928
Count 237.34 119 393.63 5, 642 26 1, 928
Demographics
Local Pop. 1, 328.85 821.19 1, 480.12 10, 292 0 1, 526
Tourist Pop. 413.43 138.6 647.22 4, 147.29 12.6 250
Income 66, 032.45 66, 785.44 17, 595.50 104, 708.00 33, 417.09 39
Cost
Rent ($/sq ft) 7.65 1.96 12.13 52.51 0.1 39
Restaurant
Capacity 109.61 84 81.06 390 6 221
Size (sq ft) 1, 252.14 1, 080 726.5 4, 500 50 221

Table 2.2: Summary statistics of public data

population of Las Vegas is 2027828, after accounting for transient population, it increases to
2097671 averaged over a year.

We obtain demographic information from the U.S. Census Bureau. Income distribution
especially will serve us as a key instrumental variable to estimate price-sensitivity.

In addition we use some other sources (such as OpenTable and Craigslist and Google)
indirectly, to calibrate and validate our estimation procedures. As we mentioned in §2.3.1,
not all parameters of our model are estimable without observing demand. Our objective is to
estimate up to a single non-estimable scale factor, andmake inferences on this parameter either
through domain knowledge or observable factors. The public data sources are summarized in
Table 2.3 and summary statistics data is provided in Table 2.2.

We present the results from our demand model estimation in Table 2.4. Accordingly, we
observe that rating coefficient is positive (0.496), so star ratings have a positive effect on the
utility of dining at a particular restaurant. However, distance coefficient is negative (-0.071),
so distance has a negative effect. These elasticity estimates are in line with the ones reported
in literature (see, for example Pancras et al. (2012)).

2.4.2 Results for our representative city

In this section we describe the results for our representative city Las Vegas, NV. Recall that
our goal is to explain ratings as a function of some causal factors, so that we can use such
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Source Information/Field
Yelp Dataset Challange Total number of reviews (proxy for demand),

user rating distribution,
restaurant location (lat., long.),
average star rating of a restaurant, cuisine type,
price range (1-4 $),

NASA, Gridded population count by lat-long.,
SEDAC (2015) 0.927 km in height, 0.752 km in width
Factual API Hotel location (lat. long.) and number of rooms
Google Maps API Retrieves zip codes from lat-long. coordinates
OpenTable Daily bookings for a sample of restaurants,

used to correlate with number of reviews
Craigslist Commercial rent prices at zip code level, ($/sqft)
United States Census Bureau Population: age, sex, race,
American Fact Finder (2014) households: total households, family households,

income: household income, families,
married-couple families, nonfamily households

Popular times feature, Google Maps Restaurant occupancy in percentage
Restaurant seat and size (square footage) City of Las Vegas Building Department

Table 2.3: A listing of all our public data sources we used to develop the model estimation

Demand Ratio (ni
n

)
α 0.415∗∗∗

Avg. Rating (0.064)
β −0.081∗∗

Distance (0.024)
Observations 1928
Note. Robust standard errors are in parentheses. ∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05.

Table 2.4: Demand estimation results

estimation to gain insight as well as inputs to an optimization model for facility location. We
describe the results for both the latent factor model of §2.3.3 as well as the more conventional
model of §2.3.2.

We place the ratings data from Yelp in a matrix of 38 zip codes and 31 cuisine types. Each
cell in the matrix can have multiple restaurants andmoreover, a rating is in fact a distribution
givenby fractionwho rates the facility as 1, as 2 etc. Each restaurant also has additional features,
the so-called “side-information" in latent-factor models, that in our case is any combination
from 3 design options (no design, groups for groups, takes reservation option).

The total number of unique zip-cuisine-design pairs in our restaurant data set is 1102. So,
sparsity level is 1− 1100

38·31·4 = 76.7%. We use Root Mean Squared Error (RMSE) to evaluate
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accuracy of predicted ratings:

RMSE =

√∑
(ri − r̂i)2

T

where T is the number of observation, ri is the actual rating for restaurant i and r̂i is the
predicted rating. As the first cut results, we compare actual and mean of predicted ratings
given by the rate of Poisson distribution on a sample of cuisines (Table 2.5). The predicted
ratings are quite close to actual values. We also test rating model estimates with and without
side information. Overall, the model performs quite well, we observe relatively low RMSE
after convergence; the errors are slightly lower once we include features (Table 2.6). Also,
addition of features enhances our knowledge about each features’ contribution on ratings.

Cuisine Actual Rating Predicted Rating
American 3.558 3.539
Asian 3.500 3.672
Bakeries 4.000 3.998
Barbeque 3.116 3.575
Buffet 3.000 3.500
Italian 3.600 3.570
Japanese 4.250 3.846
Mexican 3.833 3.586
Pizza 3.750 3.523
Steak 3.937 3.876
Sushi 3.500 3.889

Table 2.5: Comparison of the average predicted and actual ratings at zip code 89110 for some
of the cuisines. r ∼ ζ0 + uc + uz + uTc vz.

Plain LFM Enriched LFM LFMwith Biases
with Biases and Features

Model (ri) . ∼ uTc vz . ∼ ζ0 + uc + vz + uTc vz . ∼ ζ0 + uc + vz + uTc vz + ζyi
Test RMSE 0.582 0.564 0.560
Train RMSE 0.551 0.544 0.539

Table 2.6: Comparison of several model performances. LFM (plain), LFMwith biases, LFM
with biases and features
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Constant Good for Takes Standardized RMSE
Term Groups Reservations Price Train (Test)

No correction ζ0 = 2.874 ζ1 = 0.255 ζ2 = 0.288 ζ3 = −0.051 0.650 (0.701)
IV correction ζ0 = 3.022 ζ1 = 0.264 ζ2 = 0.365 ζ3 = −0.511 0.645 (0.701)

Table 2.7: LFM estimates without and with IV correction.

Constant Good for Takes Standardized RMSE
Term Groups Reservations Price Train (Test)

No correction ζ0 = 3.360 ζ1 = 0.243 ζ2 = 0.181 ζ3 = 0.054 0.631 (0.693)
IV correction ζ0 = 1.651 ζ1 = 0.298 ζ2 = −0.376 ζ3 = 4.237 0.793 (0.877)

Table 2.8: Conventional regression estimates without and with IV correction.

2.4.3 Validation from Google’s “Popular Times"

In this part, we measure the quality of our models to show how well our model estimates of
star ratings and bookings predict the future real-world evaluations of the market. We con-
duct the analysis at restaurant level. Realized star ratings are already available at Yelp. So, we
perform holdout sample validation by estimating the ratings model on a randomly chosen
training set and test the estimates on test (or validation) set. We added each explanatory vari-
able (restaurant features) of ratings one at a time and compared the test errors.

The linear relationship between actual and predicted ratings is given in Figure 2.3, cor-
relation coefficient is 0.444. Then, we compare the ratings based on groups of star ratings
categorizing them to low, medium and high as shown in Figure 2.4. However, demand is not
readily available. Remember that in our model we use review volume as a proxy on booking.
To obtain realized bookings, we gather seat information for a small subset of restaurants in
Las Vegas from the Building and Safety Department of Nevada (Las Vegas City Hall, 2014).
We also obtain the occupied percentages using popular times feature of Google Maps at a
restaurant level. We cross these two data sets to obtain bookings with an assumption on the
average time spent at a restaurant. We assume price range category is positively correlatedwith
average time spent. The demand estimationmodel did not incorporate the capacity as we lack
this information for all set of restaurants. Yet, we need to integrate the capacities to validate
the demand predictions. The predicted constrained demand is given byE[D|D < C]. The
following steps outline our constrained demand calculation:

• Take the unconstrained demand estimation, d̂ and distribute it according to the popu-
lar times curve at a hourly basis.
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Diagnostics
df1 df2 statistic p-value

Weak instruments 2 3089 42.812 <2e-16***
Wu-Hausman 1 3089 5.396 0.0203*
Sargan 1 NA 1.906 0.1675
Note. ∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05.

Table 2.9: Diagnostics tests on instrumental variables.

Figure 2.3: Rating comparison of the latent-factor method applied on test set.

• For each restaurant, calculate hourly capacity x = Total seats
Average time spent .

• Predict hourly demand usingmin{d̂, x} and sum it over the open hours to obtain the
daily bookings.

• Repeat the procedure for each day, and take the mean to find the average daily con-
strained demand.

Wedemonstrate the relationbetween actual andpredictedbookings by groups of small (actual
bookings are less than 400) and large businesses (actual bookings are more than 400) as given
in Figure 2.1. We also carry out the regression based on small and large businesses (Table 2.11
and Table 2.12). The performance of demand model is remarkably accurate. Especially, in the
case of small businesses, we obtain R2 = 0.591. However for both cases we underestimate
the demand. This can be because we do not have actual bookings information and we use
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Dependent variable:

Actual Rating

Predicted Rating 1.022∗∗∗

(0.054)

Constant −0.074
(0.196)

Observations 482
R2 0.198
Adjusted R2 0.197
Residual Std. Error 0.539 (df = 480)
F Statistic 355.652∗∗∗ (df = 1; 480)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.10: Linear relationship between actual vs. predicted rating

review volume as a proxy on bookings. So, we are omitting the presence of repeat customers
in the demand estimation model, as they are unlikely to write online reviews after the first
time visit.

2.5 Facility-location optimization with entry

The estimation results of §2.4 give valuable insights to a firmon location, customerpreferences
and the effects of price and design features. Note that all this is without possessing any direct
data on demand at even one location.

In this section we incorporate the estimation into an optimization framework to find the
best possible location, facility-type and features for a firm contemplating opening a new retail
facility. One novel feature of our framework is that we incorporate the threat of future entry
of competitors.3

Webelieve competitive entry is a very important consideration that is currentlymissing in
most retail facility-location models—location involves large fixed costs, and once a facility is

3The model can be potentially extended to incorporate future exits also, but we leave it for future research.
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Figure 2.4: Rating comparison of latent-factor method applied on test set based on groups
of rating categories.

situated it is usually not easy tomove the business4. The general expectation is that the invest-
ment will be recovered from a steady future profit stream; however such profit calculations
can go awry if competitors locate nearby. It is very unlikely that any rational firmwould not be
aware of these risks and take them into account in its facility-location decision. Therefore any
model that ignores the risk of competitor entry would leave out an important consideration.

In this section, we model the probability of an entry in a period as proportional to the
profitability of the location and facility-type. We assume the size of the population and its
characteristics to remain stable; while demographics do change over time, it is usually on a
longer time-scale andmuch harder to forecast, so we do notmodel changes in the population,
or its tastes.

We assume that all the grids in the network are candidates for location of the new facility.
To reduce notation, we let a facility of characteristic x represent a combination of location
(grid g), type c and price-point p, (g, c, p), with x = 1, . . . , N . We let all possible character-
istics as X which includes the ∅. To make a facility-location decision, we need to have some
estimates of costs. These costs are typically of two different types, fixed (independent of de-
mand) and variable (linear in demand). The fixed costs can be further classified as one-time

4The classical model of Hotelling gives ice-cream vendors as an example, which are mobile and therefore
location is a strategic dimension; howevermost facility location decisions inOperationsResearch are for facilities
that cannot be moved at all, like factories or retail outlets.
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Dependent variable:

Actual Demand

Predicted Demand 0.580∗∗∗

(0.046)

Constant 20.415
(17.613)

Observations 112
R2 0.591
Adjusted R2 0.588
Residual Std. Error 62.977 (df = 110)
F Statistic 159.219∗∗∗ (df = 1; 110)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.11: Actual vs. predicted rating fit for small sized restaurants.

cost to set up the facility at x as Fx (say construction or renovation or goodwill cost), and an
operating fixed cost (such as rent, employee costs), fx. We include the dependence on charac-
teristic x as costs are likely to depend on location, the type as well as price-category one wants
to compete in.

Our state space is a vector n whose elements are the number of facilities of characteristic
x = g, c, p. We denote nt if we want to specify the vector at time t. We call this the facility
profile at time t. We use the indicator function1[x] to represent a vectorwith a 1 in the position
corresponding to x. Ifn is the current profile and if a new one facility opens with feature set
x, we update the vector as n + 1[x] to represent the new profile (so if we are in period t,
nt = nt−1 + 1[x]).

We let ρ be the discount factor (determined exogenously, say 5%) that represents time-
value of money. Wemodel an infinite time-horizon dynamic program, and we assume that in
each period there is at most one or no entry from a new competitor.

We let r(1[x],n+ 1[x]) be the per-period profit (assumed stationary) if we locate x given
the current competitive profile isn and letRt(1[x],n+1[x]) as the discounted expected profit
fromperiod tonwards (subject to some lawof evolution of the profilen+1[x]). The objective
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Dependent variable:

Actual Demand

Predicted Demand 1.244∗∗∗

(0.121)

Constant 178.246∗

(98.429)

Observations 274
R2 0.281
Adjusted R2 0.278
Residual Std. Error 548.915 (df = 272)
F Statistic 106.376∗∗∗ (df = 1; 272)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.12: Actual vs. predicted rating fit for large sized restaurants.

function to determine x is

max
x

∞∑
t=0

ρtE[r(1[x],n
t)] (2.4)

with the expectation overnt evolving according to a law that we specify shortly. But we first
need to define a few other quantities.

The optimization problem can be stated in the form of a dynamic program as

max
x

R0(1[x],n
0)

whereRt(1[x],n
t) = r(1[x],n

t)+E{ρRt+1(1[x],n
t+1)}with the state in t+1,nt+1 being

a random vector that evolves fromnt, with the probabilities depending on the statent.

Now these recursions are impossible to solve for any but trivial state-evolutionary laws
as the state-space explodes, even for the single-location case (recall that facility type and price
categories are also our design variables). To gain some insight, we formulate approximations
based on some assumption and derive analytical results for a simple case.

Let p(1[x′],n) denote the probability that a new entrant will open a facility with charac-
teristic x′ given the state isn.
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First, we assume that a steady-state solution exists (i.e. we assume

R(·, ·) = lim
t→∞

Rt(·, ·)

as well defined), we obtain the steady-state optimality equations

R(1[x],n+ 1[x]) = r(1[x],n+ 1[x]) + ρ
∑
x′∈X

p(1[x′],n+ 1[x])R(1[x],n+ 1[x] + 1[x′]).

Note that as ∅ ∈ X , so there is the possibility that no new facility opens in a period.

The probability of entry p(1[x′],n + 1[x′]) given the state is modeled as follows. A firm
decides to enter at characteristic x′ depending on the relative long-term profit, defined as the
(discounted) operating profit minus the initial investment to establish at x′, F (x′).

Then, the MNL type formula is

p(1[x′],n+ 1[x]) =
e

[R(1[x′],n+1[x]+1[x′])−Fx′ ]

M +
∑

1[x′′]∈X
e

[R(1[x′′],n+1[x]+1[x′′])−Fx′′ ]
(2.5)

M is a parameter that controls the rate at which any new facility opens in a particular period
(which depends on our choice of the duration of each period). We will calibrateM based on
the observed rate of new facility openings.

So the recursion for expected long-term revenue if we locate with characteristic x is

R(1[x],n+ 1[x]) = r(1[x],n+ 1[x]) + ρ

 MR(1[x],n+ 1[x])

M +
∑

x′′∈X e
[R(1[x′′],n+1[x]+1[x′′])−Fx′′ ]︸ ︷︷ ︸

No firm opens anywhere

+
∑
x′∈X

e
[R(1[x′],n+1[x]+1[x′])−Fx′ ]R(1[x],n+ 1[x] + 1[x′])

M +
∑

x′′∈X e
[R(1[x′′],n+1[x]+1[x′′])−Fx′′ ]

]
∀x,n

The objective is to find x given an initial state n that maximizes the long-term expected
profit. However the recursion forR(·, ·) is challenging to solve exactly. We consider approxi-
mate solutions in the next section.
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2.5.1 Approximate solution

Weuse approximate dynamic programming techniques to solve the problem that suffers from
the curse of dimensionality. We need to solve the Bellman’s equation and compute the value
functionR(x) but the number of states are too large to evaluate so we have to rely on approx-
imate dynamic programming ideas to gains some insight or tractability. First, we consider a
simpler transformation ofR(·, ·) by some algebra.

∑
x′′∈X

e
[R(1[x′′],n+1[x]+1[x′′])−Fx′′ ][R(1[x],n+ 1[x])

− r(1[x],n+ 1[x])− ρR(1[x],n+ 1[x] + 1[x′′])]

= M
[
(ρ− 1)R(1[x],n+ 1[x]) + r(1[x],n+ 1[x])

]
∀x,n (2.6)

If the revenuewe expect fromeachperiod is r, theNPVwith adiscount rate ofρ is givenby
R = αrwhereα = 1

1−ρ . This calculationbasically assumes a constant revenue in eachperiod.
In a similar spirit, our approximations are based on the following premise: state-dependent
long-term revenue is a function of per-period revenue functions.

R(1[x],n) = α(1[x],n)r(1[x],n).

Nowdifferent assumptions on the functional form ofα(1[x],n) lead to different approxima-
tions.

In the followingwe assume the per-period revenue function can be generated by an oracle
to abstract away its precise calculations based on employee payments and facility rental values.

2.5.2 Constant approximation

This is the simplest approximation, substitutingα(1[x],n) = αx. The equations simplify to
a single equation that we solve by combining with an estimate ofM from observed market
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data. Equation (2.6) becomes

∑
x′′∈X

e
[αx′′r(1[x′′],n+1[x]+1[x′′])−Fx′′ ][(αx − 1)r(1[x],n+ 1[x])−

ραxr(1[x],n+ 1[x] + 1[x′′])]

= M
[
((ρ− 1)αx + 1)r(1[x],n+ 1[x])

]
∀x (2.7)

We wish to estimateM and αx for each location x based on observed data.

Equation (2.7) gives us a value ofαx as a function ofM , so once we fixM , we have values
of αx for all x. M controls the rate at which new facilities open up vis-à-vis expectations of
profitability.

We estimateM from the observed evolution of the facilities in the region that best fits our
model. We look at the number of time periods where there were no openings of new firms.
If s out of T periods do not have any openings (and the time intervals are small enough so at
most one opening per period), we should obtain (herent is the set of firms open in period t)

s

T
=

T∑
t=1

M

M +
∑

x′′∈X e
[αx′′r(1[x′′],nt+1[x′′])−Fx′′ ]

(2.8)

We solve forM ≥ 0 and αx, using the set of equations (2.7) and (2.8).

With any threat of future competitionwe expect that our long-term revenues will fall. We
show that this is indeed true whenever r(1[x],n+ 1[x] + 1[x′′]) ≤ r(1[x],n+ 1[x]).

Proposition 5. Assuming 0 < r(1[x],n + 1[x] + 1[x′′]) ≤ r(1[x],n + 1[x]), for all x,
αx ≤ 1

1−ρ .

Proof. The proof is by contradiction. If αx > 1
1−ρ , the right hand side of Equation (2.7)

would be negative (note that α, ρ > 0 and ρ < 1). Let’s consider the left hand side. The ex-
ponential term is positive, sowe focus on the second term of the left hand side. As r(1[x],n+

1[x]) > 0,

(αx − 1)r(1[x],n+ 1[x])− ραxr(1[x],n+ 1[x] + 1[x′′])
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can be rewritten as

r(1[x],n+ 1[x])[(αx − 1)− ραx
r(1[x],n+ 1[x] + 1[x′′])

r(1[x],n+ 1[x])
]

≥ r(1[x],n+ 1[x])[(αx − 1)− ραx].

But αx > 1
1−ρ would imply (αx − 1) − ραx > 0, and this contradicts with the right hand

side of Equation (2.7) being negative so αx’s that satisfy the set of equations for anyM ≥ 0

should satisfy αx ≤ 1
1−ρ .

Example with two locations We illustrate the problem when there are only two potential
locations, say 1 and 2. Ifwe consider locating a facility now in location 1, then in the next period
a competitormight locate at 1 or 2 or perhaps noonewill locate at all. Wedenote the per period
revenues for our location at 1 as r(1[1],n+ 1[1]), r(1,n+ 1[1] + 1[2]), r(1,n+ 1[1] + 1[1])

for the cases where no additional facilities are located in the next period (neither at 1 nor 2), a
facility is located at 2 and a facility is located at 1 respectively. The equations then become:

e[α1r(1[1],n+1[1]+1[1])−F1][(α1 − 1)r(1[1],n+ 1[1])− ρα1r(1[1],n+ 1[1] + 1[1])]+

e[α2r(1[2],n+1[1]+1[2])−F2][(α1 − 1)r(1[1],n+ 1[1])− ρα1r(1[1],n+ 1[1] + 1[2])]

= M [((ρ− 1)α1 + 1)r(1[1],n+ 1[1])] (2.9)

and

e[α1r(1[1],n+1[2]+1[1])−F1][(α2 − 1)r(1[2],n+ 1[2])− ρα2r(1[2],n+ 1[2] + 1[1])]+

e[α2r(1[2],n+1[2]+1[2])−F2][(α2 − 1)r(1[2],n+ 1[2])− ρα2r(1[2],n+ 1[2] + 1[2])]

= M [((ρ− 1)α2 + 1)r(1[2],n+ 1[2])] (2.10)

We concentrate on Equation (2.9), rewriting it as (and viewing both sides of the equality as

75



“tmt8” — 2018/7/25 — 12:53 — page 76 — #101

functions of α1 and α2):

−e[α2r(1[2],n+1[1]+1[2])−F2]r(1[1],n+ 1[1])+

e[α1r(1[1],n+1[1]+1[1])−F1][α1(r(1[1],n+ 1[1])−

ρr(1[1],n+ 1[1] + 1[1]))− r(1[1],n+ 1[1])]

+e[α2r(1[2],n+1[1]+1[2])−F2]α1[r(1[1],n+ 1[1])− ρr(1,n+ 1[1] + 1[2])]

= Mr(1[1],n+ 1[1]) +M [((ρ− 1)α1)r(1[1],n+ 1[1])] (2.11)

Notice now that the right hand side is a linear equationwith a positive intercept and a negative
slope (as ρ < 1). While the left hand side has a negative intercept and the second term is an
increasing function ofα1 in the rangewhereα1(r(1[1],n+1[1])−ρr(1[1],n+1[1]+1[1])) >

r(1[1],n+1[1]), and the third term is an increasing function ofα1 (fromour assumption that
ρ < 1, r(1[1],n+1[1]) > r(1[1],n+1[1]+1[1]), r(1[1],n+1[1]) > r(1[1],n+1[1]+1[2]).)
So for any valueM ≥ 0, the two curves should intersect for any value of α2 in the range

α1 >
r(1[1],n+ 1[1])

r(1[1],n+ 1[1])− ρr(1[1],n+ 1[1] + 1[1])
=

1

1− ρ r(1[1],n+1[1]+1[1])

r(1[1],n+1[1])

.

Since ρ < 1 if the drop in daily revenue for 1 with any new opening is sufficiently high, this
gives a fairly large range for α1. Similarly for α2.

2.5.3 Single characteristic analysis

To gain further insight, we focus on a single location with a single type of firm, and we obtain
the following simple equation:

e[αxr(1[x],nT+21[x])−Fx][(αx − 1)r(1[x],nT + 1[x])− ραxr(1[x],nT + 21[x])] (2.12)

= M [((ρ− 1)αx + 1)r(1[x],nT + 1[x])]

s

T
=

T∑
t=1

M

M + e
[αx′′r(1[x′′],n+1[x′′])−Fx′′ ]

(2.13)
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We can solve the system of equations described in the previous section by the nonlinear least
squares method. The objective is given by

minαx,ML(αx,M) (2.14)

where
L(αx,M) = [g(αx)− f(αx,M)]2 + [

s

T
− y(αx,M)]2 (2.15)

in which

g(αx) = e[αxr(1[x],nT+21[x])−Fx][(αx − 1)r(1[x],nT + 1[x])− ραxr(1[x],nT + 21[x])]

f(αx,M) = M [((ρ− 1)αx + 1)r(1[x],nT + 1[x])]

and

y(αx,M) =
T∑
t=1

M

M + e
[αx′′r(1[x′′],nt+1[x′′])−Fx′′ ]

.

For a simpler notation we denote the revenue without competitor threat by

r = r(1[x], nT + 1[x])

and the revenue under competitor threat by r′ = r(1[x], nT + 21[x]).

Proposition 6. g(αx) is an increasing and convex function when αx > 1

1−ρ r′
r

.

Proof. Note that this condition corresponds to the one derived inExample with two locations.
The first derivative is given by

dg(αx)

αx
= r′e[αxr′−Fx][(αx − 1)r − ραxr′] + (r − ρr′)e[αxr′−Fx].

The second derivative can be obtained as

d2g(αx)

αx2
= (r′)2e[αxr′−Fx][(αx − 1)r − ραxr′] + 2r′(r − ρr′)e[αxr′−Fx].

The second term is always positive but depending on the first term sign, g(αx) may end up
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non-convex, so we need to put some restrictions on the first term. When

(αx − 1)r > ραxr
′,

we can state that d
2g(αx)
αx2

> 0 so that g(αx) is convex. Rewriting this condition we obtain

αx >
r

r − ρr′
=

1

1− ρ r′
r

.

Under this condition we see that dg(αx)
dαx

> 0 so that g(αx) is increasing, too.

Proposition 7. f(αx,M) is a linear function of both variables; it is increasing in M and
decreasing in αx.

Proof. First, let’s look at f(αx,M) alongM.

df(αx,M)

dM
= ((ρ− 1)αx + 1)r > 0

since αx < 1
1−ρ . Therefore, f(αx,M) increases with M. Secondly, we can look at f(αx,M)

along αx.
df(αx,M)

dαx
= M(ρ− 1)r < 0

since ρ < 1.Thus, f(αx,M) decreases with αx.

Therefore, for any value of M ≥ 0, the two curves should intersect for any value of
αx in the range where 1

1−ρ r′
r

< αx < 1
1−ρ . The upper bound on α is quite meaningful.

Remember that if there were no future threats (in other words, the revenue in each period is
r) the objective of our firm is

∑∞
t=0 ρ

tr = r
1−ρ .Moreover, if the drop in daily revenue with

any new opening is sufficiently high, this will give a fairly large range for α.

Corollary 1. Considering the extreme cases, when competitor threat is very strong r′ might be
zero, in which case αx > 1 or when it is very weak, then r′ ≈ r and αx = 1

1−ρ .

2.5.4 Numerical illustration

We apply the constant approximation method to find the best location for a specific cuisine
type (e.g. American) in a certain zip code. In this example, we assume the business owner
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wants to open a restaurant of price range $ and 5000 sq-ft size.
We consider the reviews for all the restaurants of this specific type in Yelp. We sort the

restaurants according to the first review they received. We also calculate the horizon T by tak-
ing the difference between the latest and the first review made among these restaurant. Based
on this, we calculate the ratio s

T
from data. We use daily compounding with an interest rate

of 5%. So, the discount factor is given by ρ = 1
1+ 0.05

365

. The optimization results are presented
in Table 2.13, the rate of entry is found to beM = 2410.

Zip Latitude Longitude r r’ F a R Profitable?
89102 -115.204 36.154 374 327 24179 33 12504 0
89102 -115.196 36.154 380 332 24179 37 13970 0
89102 -115.188 36.154 379 332 24179 55 20781 0
89102 -115.179 36.154 373 326 24179 62 23265 0
89102 -115.171 36.154 363 317 24179 26 9371 0
89102 -115.162 36.154 350 306 24179 57 19899 0
89102 -115.204 36.146 385 337 24179 34 13171 0
89102 -115.196 36.146 391 342 24179 45 17737 0
89102 -115.188 36.146 390 341 24179 19 7303 0
89102 -115.179 36.146 383 335 24179 23 8743 0
89102 -115.171 36.146 370 324 24179 66 24360 1
89102 -115.162 36.146 356 311 24179 36 12949 0
89102 -115.204 36.138 388 340 24179 58 22438 0
89102 -115.196 36.138 393 344 24179 63 24606 1
89102 -115.188 36.138 389 341 24179 70 27351 1
89102 -115.179 36.138 380 333 24179 54 20394 0
89102 -115.204 36.129 376 329 24179 42 15895 0
89102 -115.196 36.129 380 333 24179 29 11038 0

Table 2.13: Profitability estimation for American cuisine with price range 1 and hypothetical
size of 5000 sq-ft.

2.6 Conclusion

In this study our goal is to operationalize competitive retail-location models based on cus-
tomer choice. Traditionalmarket-research based on focus groups or surveys is difficult as find-
ing representative samples is not easy, and the product is difficult to visualize as it is a facility
location that will be appearing some time in the future. So we believe data-based CI is the
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most promising alternative.
Nevertheless, the challenges are many. First and foremost we normally do not have access

to competitors’ demand information. So simple structural models cannot be calibrated. We
show that by crossing many public data sets on density, demographics, income, ratings and
with someminor calibration of a single parameter from a sample of scraped data, we can very
accurately predict ratings as well as demand. We demonstrate our findings for the restaurant
industry.

In addition, we change the objective of facility location to revenue accumulated over a
period of time. Here, the threat of future competitor entry is a major factor. To our knowl-
edge, we are the first ones to even formulate and attempt to solve the optimization problem
with this realistic criteria. Our work shows there are significant opportunities to improve the
models and their estimation in the area of facility location.

As a remark, we address these challenges for a small restaurant at a small scale. The meth-
ods and arguments have the potential to be extended to bigger firms with larger amounts of
data. But, our aim is to develop an operational viewpoint on it. To demonstrate our point,
we make use of free public data.

There can be further extensions to our model. For instance, loyalty cards are being used
extensively among customers. This data can strategically be gauged to understand customer
behavior. Furthermore, viability of proposed store locations has to tested whether they are
convenient locations in terms of store visibility, pedestrian footfall and car parking availability
etc..
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Appendices

2.A Restaurants statistics from Yelp.com

Price Range Number of Restaurants Average Review Count
1 1532 64.80
2 1398 203.86
3 136 456.96
4 58 465.01

Table 2.14: Average demand by price range.

Stars Number of Restaurants Average Review Count
1 11 7.54
2 222 28.52
3 913 73.54
4 1607 203.23
5 371 197.39

Table 2.15: Average demand by review rating.

Figure 2.5: Number of restaurants by zip code.
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Figure 2.6: Number of review counts by zip code.

Figure 2.7: Color coded star ratings: 1-1.5 2-2.5 3-3.5 4-4.5 5.
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Figure 2.8: Most common cuisine types in Las Vegas.

Figure 2.9: Example of a restaurant shown in Yelp’s website.
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2.B Demographics

Population density distribution of Las Vegas.
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Income Range Number of People
Low<25 K 500818
Middle 25 K – 100 K 1239421
High>100 K 368573.1

Table 2.16: Income distribution of Las Vegas city.

2.C Conventions

Yelp Symbol Actual Value
$ < 10
$$ 11-30
$$$ 31-60
$$$$ > 61

Table 2.17: Yelp Price Range Conversion in $.
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3

ANALYSIS OF ONLINE REPUTATION
MECHANISMS

Online customer reviews have become increasingly important for consumer decision mak-
ing. One of the most prominent examples is the hotel industry where consumer reviews on
web sites such as TripAdvisor, Expedia, Bookings.com and Hotels.com play a critical role in
consumers’ choice of a hotel. The hotel industry deserves a critical analysis for the following
reasons.

First, the demand for a hotel is a mix of repeat customers and first-time customers, where
the former naturally have nearly full information on the product so the purchase decision is
expected to depend on their past experience rather than online review ratings.

Second, even among first-time customers, there is a mix of different segments (generally
labeled leisure, business and groups) who have different booking patterns and might have
different sensitivity to reviews and prices.

Third, there aremanyunobservable aspects of a hotel that canmitigate negative or positive
reviews: while the location andprice of the hotels canbepinpointed exactly, the importance of
the location and prices to a customer is in general an unknown and unobservable. Moreover,
as the hotel is an experiential product, the opinionsmay vary dramatically due to idiosyncratic
and unobservable tastes of the reviewers.

Finally, hotel demand is highly stochastic andhotels follow revenuemanagement practices
varying their prices based on a number of factors such as day-of-week, occupancy levels as well
as competitor prices. The varying demand pattern makes the analysis even more difficult.
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In this study, we use a data set of 8 hotels of the same (star) category located in a cluster
in a medium-sized town to disentangle the impact of customer reviews from a number of
different factors that might also be affecting demand (e.g. location effect). Our first goal is to
understand whether purchasers are influenced by customer opinions at the time of booking,
and if so, the level of influence on those who come early vs. those who come later. Later,
we investigate whether customer reviews are representative of the general customer opinion
through a survey study. Finally, we also ask the following question of the data: are reviews
affected by price or value or neither, i.e. once customers pay to stay, do they treat what they
had paid as a sunk cost and review based on only their experience, or are their reviews affected
by the price they had paid?

3.1 Introduction

Consumers constantly decide which item(s) to purchase among several alternatives. Price and
quality of items are thought to be themain factors driving purchase decisions. Price is usually
transparent and clear enough to obtain, but information on quality ismore difficult to obtain
and it often remains ambiguous prior to purchase.

So quality is rarely observable and the determinants of quality has been obscure as there is
no objective measure of quality. Especially, for products that are bought sporadically or only
once, and products purchased at a distance without viewing the product (such as a stay at a
hotel), consumers have very limited direct information on quality and often rely on advice
and tips from others. For a long time professional reviewers played such a role, but their scope
and reach in large dispersed markets was limited1. Their role has been partially usurped by
user-generated-content on the internet — specifically, reviews of products and service posted
online by consumerswhohad experiencewith the product2. This new source on the one hand
offers a richer andmore varied set of reviewers with a significantly wider coverage of products,
but on the other hand brings into the equation idiosyncratic and unobservable tastes and
standards of the (anonymous) reviewers. The subject of this study is the real impact of the
reviews on consumer and firm behavior.

There have been considerable research on reviews and their impact on demand over the

1Travel guide books for instance cover only a small fraction of the hotels or restaurants in a city.
2According to the study Phocuswright (2011), two-thirds of vacation travelers consult online reviews before

booking.
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last ten years. Those works track the growing importance of reviews in consumer decision-
making. Studies have appeared quantifying the impact of reviews on the sales of products
such as books, DVDs, video games,movies aswell as hotels. Our focus is exclusively on the last
category, the hotel industry. Moreover, we differ fromprevious studies in our goal of studying
the impact of reviews at a more detailed level, as well as quantifying the reverse direction, the
impact of firm pricing behavior on reviews; this latter aspect of reviews has been less examined
in the literature, and in the hotel category, we know of only one other study.

The hotel product category shares some similarities with other products where reviews
play an important role in the sales process. It is an experience good; is bought in advance
of usage and usually without any direct visual evaluation. It is however significantly more
expensive than a book or a movie and is often a part of a long-awaited vacation or celebration
with considerable importance attached to the experience, and the experience itself lasts over
many days with little recourse to an alternative. Moreover, while books, movies and video
games are discretionary items, with no real necessity, a hotel, conditional on a decision to take
a trip, is a mandatory purchase. As a consequence customers spend a considerable time going
through reviews, which explains the market valuation of a firm like Tripadvisor ($8.4 billion
in 2017) which is not much more than a web site that collects and organizes hotel reviews,
written entirely by anonymous individuals.

Hoteliers are very keen on understanding the role reviews play for customers in choos-
ing their hotel over an alternative. They are well aware that customer reviews have taken an
importance on par with pricing and location. Of the two factors (pricing and reputation)
on which the hotelier has some control, reputation is clearly the more challenging and there
is a great need to understand it better. But the picture is complicated for the reasons men-
tioned earlier. Mainly, the difficulty rises due to hotel demand being highly stochastic. Hotels
follow revenue management practices varying their prices based on a number of factors such
as day-of-week, occupancy levels as well as competitor prices. Moreover, hotel product is an
experience-product so customers may have idiosyncratic tastes. Lastly, demand comprise of a
wide range of customer types (e.g. business/leisure, the first time/repeat) who have different
booking patterns and might have different sensitivity to reviews. All these factors complicate
the analysis of online reviews and it becomes a challenge to untangle the impact of customer
reviews on purchase decisions from other factors such as price and location and map it to the
different customer segments.

Some recent studies question the ability of online reviews to reflect the general customer
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opinion. The consequences of customer reviews not being representative of true opinionmay
be substantial. A very good manager may be penalized or even fired when the customers are
actually happy, but we are unaware of it because they do not leave reviews. A hotel slowly
losing a high-value customer segment may still be doing well in ratings (as that segment does
not write reviews) and one is unaware of it. There are many exogenous factors (competitor
prices, our prices, competitor ratings etc.) that confound this issue.

In this study, we use a data set of 8 hotels located in a cluster in a medium-sized town
to disentangle the impact of customer reviews from a number of different factors that might
also be affecting demand. We use a set of customer opinions obtained from various websites
namely Booking, Expedia, Hotels.com, Orbitz, Priceline, Tripadvisor and Yelp. We create a
unique data set by first crossing detailed booking information for a hotel with the occupancy
levels and average daily rates of all its competitors, and then with customer reviews for all the
hotels during that period.

Our econometric analysis has three broad goals. Our first goal is to understand whether
purchasers are influenced by customer opinions at the time of booking, and if so, the level of
influence on those who come early vs. those who come later; business vs. leisure. We find
for instance that early purchasers are influenced by review ratings more than later purchasers
which might be useful for hotel managers to know. Moreover, the impact of customer re-
view ratings is even stronger than the impact of price of a hotel for the very early purchasers
group. We correct for problems of endogeneity due to unobservable location importance and
heterogeneity of customer types in estimating our models. Our second goal is to reveal how
representative reviews are of the true quality3 of a hotel through a survey study. We also want
to reveal the influence of customer reviews for repeat customers vs. new customers. Lastly, we
answer the following question of the data: are reviews affected by price, or value, or neither,
i.e. once customers pay to stay, do they treat what they had paid as a sunk cost and review
based on only their experience, or are their reviews affected by the price they pay? We show
evidence that value plays a significant role in how customers review a hotel, where value is de-
fined as the price relative to competitor prices in that area; so one possible inference is that as
customers have decided on a stay in the area, price is relative to the other offerings rather than
an absolute number.

3True quality can never be measured to a whole extent but what we mean by true quality in this study is
a measure gathered by collecting customer opinions based on a randomized sample. We use true quality and
general customer opinion interchangeably in the remaining of the study.
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In the next section, we survey the relevant literature. In §3.3 we examine the impact of
reviews on demand. §3.4 we reveal how representative reviews are of the general customer
opinion. In §3.5 we analyze the relation between reviews and value. Finally, in §2.6 we con-
clude with a summary of the results.

3.2 Literature review

This literature review covers the articles most relevant to our study: the impact of reviews on
purchase decisions, whether reviews are biased, motivation to write a review, and the relation
between prices and reviews. We ignore a vast amount of literature on social learning (as we
consider only anonymous reviewers) and studies that have a more machine learning flavor
based on text and sentiment analysis.

3.2.1 Online reviews’ impact on sales

Prior to purchase, customers are not informed about the true valuation of products. This
creates uncertainty in deciding which product to choose. Customers consult friends or other
peoples’ opinions who experienced the product before to form beliefs about its quality and
decide whether a product is worth buying at a certain price or not. Consumer learning litera-
ture studies to understand the way consumers form and update their beliefs of products and
most use a natural Bayesian framework (Roberts and Urban, 1988; Erdem and Keane, 1996;
Ackerberg, 2003; Narayanan et al., 2005; Zhang, 2010; Acemoglu et al., 2017).

Before the Internet, word-of-mouthmarketing (WOM)meant a consumer spreading the
(hopefully positive) experience amongst friends and relatives. Marketing researchers have long
studied WOM and there is a significant literature on it. Internet changed WOM in two dis-
tinct ways: one, social network sites expanded andmade efficient (and observable) the spread-
ing of this word; second, specialized review sites and e-commerce sites enabled a reach beyond
friends and family.

Dellarocas (2003) is one of the early papers on internet andWOM.Up to a certain extent,
reputation mechanisms (e.g. Yelp, TripAdvisor, Expedia) reveal information on experience-
product attributes such as quality, reliability that can only be observed after the purchase.
This certainly helps customers to make more informed and efficient decisions. Bickart and
Schindler (2001) show that reviews on internet forums and bulletin boards have a greater im-
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pact thanmarketer-created information. Resnick andZeckhauser (2002) find that sellers with
better customer ratings aremore likely to sell their products. In an online experiment, Senecal
and Nantel (2004) indicate that subjects who read product reviews select the products twice
as often as the ones who do not read product reviews. Besides, they indicate that recommen-
dations for experiential products are much trusted. Tellis and Johnson (2007) state that prod-
uct ratings provide valid source of quality information in strategic and financial terms. Zhao
et al. (2013) focus on experiential products and study the effect of reviews on purchases us-
ing a Bayesian model, integrating both product quality and review credibility. In the context
of restaurants, Cai et al. (2009) show that customers tend to order the most popular dishes
if they have this information. Anderson and Magruder (2012) study the link between on-
line customer reviews with the popularity of restaurants. They analyze the restaurant ratings
of Yelp given in half unit increments. They conclude that an extra half-star on Yelp enables
restaurants to sell out 19 percentage points more frequently.

While it is mostly supported that online customer reviews affect the market in a positive
way, the results in the literature are not consistent. Some of the research supports a hypoth-
esis that online reviews significantly increase sales whereas others challenge this finding and
claim that online customer reviews may also have a perverse effect. The inconsistency might
be mainly due to the following aspects.

First, it may be caused by focusing on different aspects of online reviews, such as reviews’
persuasive effect and awareness effect. The awareness effect is that reviews enable customers
to recognize products through dispersion and select the products for their choice set. On
the other hand, persuasive effect is related to the assessment of product quality, which may
influence customers’ purchase decisions. Godes and Mayzlin (2004) focus on the effect of
dispersion of WOM for TV shows. They illustrate that dispersion of WOM can be an early
indicator of a product’s success, while volume (number of reviews) is responsible in later pe-
riods. Their study however cannot separate the effects of the quality of TV shows from the
ratings of the shows. Liu (2006) studies WOM data from the Yahoo! Movies and indicate
that during pre-release valence (average numerical rating) is important but after the movie is
launched message volume of the previous week becomes the best predictor of product sales.
Dellarocas et al. (2007) use a modified Bass diffusion model in their analysis of reviews’ effect
in forecasting movie revenue and they indicate that the valence plays more important role in
predicting future movie revenues than other factors considered. Though being the same re-
search context of movie industry, a few studies fail to derive any significant relation between
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WOM and revenues. For instance, Neelamegham and Chintagunta (1999) conduct an empir-
ical study and they find no effect betweenWOM and weekly revenues.

Second, WOM is taken as an exogenous factor in many studies. The review information
has both a direct effect on purchase via revealing quality and an indirect impact of fostering
customers to gather more information about the same or similar products. Just like purchase
decisions, learning from external sources and processing this knowledge require deliberate ac-
tions, and both should be treated as endogenous. However, consumer learning studies from
external quality signals treat those signals as exogenous to simplify analysis such as advertise-
ment (Ackerberg, 2003), price (Erdemet al., 2008), or product review (Zhao et al., 2013; Erdem
and Keane, 1996). Therefore, there is an inherent difficulty in establishing causality between
WOM and product sales: sales could be high as a result of the product’s quality that even-
tually increases the online customer review ratings. There are several studies that bring out
this aspect. For instance, Van den Bulte and Lilien (2001) show that in Coleman et al. (1996)
the influence of WOM on physicians’ adoption decision is overestimated because of lack of
control for the drug companies’ marketing performances. Thus, the endogenous character of
online reviews is mostly ignored. Many studies are conducted in a cross-sectional setting that
cannot differentiate whether sales change due to differences in product quality or the effect of
WOM.

Chintagunta et al. (2012) controls for endogeneity using a rational expectation model to
reveal drug qualities. A study by Chevalier andMayzlin (2006) shows thatWOMhas a causal
impact on consumer purchasing behavior at two online retail sites. They use book sales data
from Amazon.com and BarnesandNoble.com to examine the relationship between the cus-
tomer reviews and firm sales while controlling for other factors of book sales. The authors can
better establish causality effect of customer reviews by comparing the sales for a given book
across two booksellers and using difference-in-differences approach. They state that better
valence of books’ reviews leads to higher sales. Besides, they indicate that verbal data has an
impact beyond numeric ratings. They also show that the effect of negative reviews is larger
than the effect of its positive counterpart. Zhang and Dellarocas (2006) provide similar re-
sults in the case of movies. Additionally, Eliashberg and Shugan (1997) indicate that online
reviews are predictors rather than influencers of product sales. In an empirical study, Chen
et al. (2004) use book reviews in Amazon.com and find that recommendations are positively
related to sales and the impact is larger for less popular products. However, they findno signif-
icant impact of consumer ratings on sales. Duan et al. (2008) employ an endogenousmodel of
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Yahoo! Movies reviews on box-office sales. They state that the volume but not the valence has
an impact on revenues. Online ratings do not have persuasiveness effect but only awareness.
Moreover, bad ratings have no sales impact or sometimes even positive impact on sales due to
awareness and careful consideration.

Lastly, recent studies question the ability of online reviews to reflect the real quality of a
product. The credibility of an online review is important to spread more accurate informa-
tion. Leaving aside the large issue of fake reviews and credibility, representativeness is a main
concern. Reviewers are not sampled randomly from the user population. In his study, Ander-
son (1998) states that extremely satisfied and extremely dissatisfied customers are more likely
to post product reviews. There can be external interventions to the reviews; Kuksov and Xie
(2010) advise firms to follow product augmentation (frills) strategy in early periods in order to
enhance demand and therefore improve product rating in later periods. There is also an issue
about the possible risk ofmanipulation of online reviews. Favorable/unfavorable reviewsmay
be artificially inflated by biased interested groups to increase/decrease sales. Dellarocas (2006)
and Mayzlin (2006) state the possibility that firms may write online reviews on behalf of the
products, in a way they manipulate the reviews, with the aim of increasing awareness. Never-
theless, a fewworks claim the opposite. Clemons et al. (2006) demonstrate that the variance of
ratings and the strength of the most positive quartile of reviews significantly affect beer sales.
A study by Banerjee and Fudenberg (2004) suggests that the reporting bias—tendency to post
extreme ratings rather than average ones, does not lessen the effect ofWOM for perfect social
learning. We emphasize that manipulation is different than the inherent bias of reviews and
we discuss the relevant literature on the representativeness in detail next.

3.2.2 Are online reviews biased?

A statistic (such as the average rating) or a distribution is representative only if we sample ran-
domly from the population. i.e., each customer leaves a review with equal probability. How-
ever, as the reviews are left on a voluntary basis, and writing a review in itself involves some
time-cost, it is not at all clear if the sample is random and representative. Online customer
review literature mentions under-reporting and self-selection interrelated concepts as the main
factors to shape the distribution of online ratings.

Under-reportingbias is explainedby satisfaction literature (Anderson andSullivan (1993)).
It suggests that consumers with extreme opinions are more likely to post a review than cus-
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tomerswithmoderate opinions. This results in extreme (high or low) ratings. Hu et al. (2006)
show empirically that the distribution of numeric ratings posted is bimodalwheremost of the
reviews are positive and only a few are negative. Thus, there is some variance on the valence
of reviews.

Self-selection bias derives from utility theory that asserts consumers with high perceived
quality make purchase decisions and so have a chance to write a review. These biases change
the presumably normal distribution of online customer review ratings into J-shaped. Hu et al.
(2006)Li andHitt (2008) andNevskaya (2012) identify self-selectionbiases in online customer
reviews. Hu et al. (2006) and Admati and Pfleiderer (2004) report the existence of bimodal
(or J-shaped) ratings distribution and they conclude that the average of ratings may not reveal
true quality of products. Moreover, there are various sources of individual related factors
independent fromproduct quality that can influence ratings such as social influences, cultural
differences, dynamics of reviews but they are not the main concern of our study.

All in all, findings suggest that product ratings donot accurately assess quality and so there
are several concerns about commercial website ratings. As a consequence, Sun (2012) suggests
that other distributional characteristics of reviews such as “skewness" other than the average
may affect consumer decisions. To correct for the bias, it can be important to know the factors
that motivate customers to leave reviews on online platforms.

3.2.3 Motivation to write a review and overcoming biases

Writing a review involves some time and cost and very little is known about what motivates
customers to write online reviews. Are they first time or repeat customer? Is there discon-
firmation between the review and the experience? These questions are important to inves-
tigate to reveal the real value of reviews. Yoo and Gretzel (2008) find the motives as help-
ing a travel service provider, concerns for other consumers, and needs for enjoyment/positive
self-enhancement. Toubia and Stephen (2013) question themotivation consumers contribute
content on Twitter. They model each user’s decision in each time period as a multinomial-
choice and estimate each user’s utility function using a dynamic discrete choice model. They
find that image related utility is larger for most of users than intrinsic type.

In relation to this, it is also important to understand “Do customers rate pure quality?"
There is extensive researchonhowcustomers’ perceivedquality (subjective judgment) ofprod-
ucts is shaped. As mentioned in Mitra and Golder (2006) prior expectations based on one’s
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own and others’ experiences, brand reputation, price and advertising matter. Reference com-
parison idea is studied by Boulding et al. (1993), Cronin et al. (1992), Oliver (1980), Parasura-
man et al. (1985), Zeithaml (1988). Similarly,Hoet al. (2013) analyze customerpostingbehavior
based on quality disconfirmation. Anderson and Sullivan (1993) link satisfaction to retention
in utility framework. Moreover, as Prospect Theory suggests losses loom larger than gains and
so expectations being higher than the realized quality is found to have a greater impact on sat-
isfaction and retention than expectations being lower than realized quality. It is also common
for some consumers to rate value (quality for the money), which leads to penalizing the more
expensive products. On the other hand some consumers rate product quality alone. So, this
results in heterogeneous consumer tastes (De Langhe et al., 2015).

There is a significant research to mitigate the biases. Nevskaya (2012) suggests using the
distribution of tastes and price sensitivities of consumers to reveal the true quality of a hotel.
Askalidis et al. (2017) use email prompted reviewers to mitigate the biases confronted in on-
line reviews such as social influences and selection biases. Jurca and Faltings (2009) suggest
reward schemes to correct for the bias and dishonest reporting in online reviews. Besbes and
Scarsini (2018) compare the information transmission of reviews under two scenarios: one,
when customers observe all the past reviews, two customers only observe the average statistic
of the past reviews. They find that even limited statistics of past reviews communicate strong
information content to future customers as long as customers are minimally sophisticated.

Anumberof studies analyzewhether the reviews influence eachother,whether they change
over time and their influence over time, andhow their impact varies over different product cat-
egories. Since these issues are not the main subject of our study, we do not cite the literature
on these questions.

3.2.4 Price-reviews relation

The impact of price on reviews has also taken considerable attention in online review litera-
ture. Papanastasiou et al. (2015) study a monopolist’s pricing and inventory decisions. They
consider heterogeneous customers with both perfect (Bayesian) and imperfect social learning
mechanisms. They find that prices affecting revenues directly, also moderates social learning
process, contributing to its content as well as its amount. Liu (2010) analyzes relationship be-
tween product’s price and consumer’s rating of price-discounted value (price/value or subjec-
tive quality) of the product. He finds that the heterogeneity in price/value relationship is in-
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fluenced by differentmarket conditions, brand name andmanufacturer’s warranty. Jing (2011)
focuses on durable goods and analyzes the impacts of social learning on the dynamic pricing
in a two-period monopoly to distinctively identify timing of purchases; early (uninformed)
or late (informed) buyers. He studies optimal pricing strategy, the adoption equilibrium, and
the advantages of social learning on profit and welfare. Abrate et al. (2011) use hedonic price
functions to explain the relationship between quality signals and prices. Yu et al. (2015) ana-
lyze the impact of customer reviews on a firm’s dynamic pricing strategy. A firm can control
its revenue and the review information through its initial sales amount. They assume that the
reviews are endogenously generated and study the impact of reviews on profits, prices, and
sales.

In an experienced good industry, Dubois and Nauges (2010) follow a structural empirical
approach, based on Olley and Pakes (1996), to disentangle the effect of experts’ grades from
the effect of true quality (unobserved) on the pricing of wines.

Previous studies show that consumers are inclined to rely more onWOMwhen purchas-
ing experience goods versus search goods (Senecal and Nantel, 2004). So, WOM study is es-
pecially important for experienced based products such as hotels. The reasons are following;
being an experience product, the quality cannot be determined until consumption and also
during the consumption, consumers are possibly involved more with the product which in-
creases the chances ofWOMbeing generated after consumption. Moreover, the hotel product
has unique features. For instance, compared to books and movies, hotel is more like a perish-
able product but hotels have longer life cycle. Also, books and movie recommendations can
be obtained through friends or media but for hotels the information is more limited which
makes consulting toWOMmore essential when customers want to book a hotel.

Overall, it can be clearly seen that customer reviews are a complex phenomenon and re-
quire a detailed, elaborate analysis to reveal their real value. The studies closest to ours as they
concentrate on the hotel industry or relation between prices, reviews and quality are due to
Anderson (2012) who studies the impact of reviews on hotel performance, specifically, its rev-
enue and occupancy, and Li andHitt (2010), Li et al. (2014a) who investigate the reverse direc-
tion, the role of prices on consumer reviews. Wang et al. (2015) study the effects of WOM on
room price and hotel star rating. They find that for hotels receiving positive/negativeWOM,
their online sales performance is less/more likely to be influenced by room price and star rat-
ing. Ye et al. (2014) state that price positively affects perceived quality and negatively affects
perceived value. Moreover, for higher starred hotels, the effect of price on perceived quality is
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higher. Lastly, this effect is significant for business travelers but insignificant for leisure travel-
ers.

3.3 Impact of reviews on segments

In this sectionwe examine the impact of reviews on demand. The complicating factor is price,
the hotel’s, as well as the competitors’ at the time of booking. Moreover hotel customers are
quite heterogenous (the basis for many hotels’ RM), and the impact of reviews on their pur-
chase behavior can be uneven. Our intention is to separate the effects of several customer
segments so that hotels can have a better idea on how to manage pricing for the different seg-
ments.

3.3.1 Data description

Our analysis is based on online customer reviews and sales for a hotel (hotel X), located in a
medium sized town in theU.S. To estimate the influence of reviews at the time of booking, we
merge two independent data sources. Our first data is booking data of hotel X over nearly two
years. It consists of over twenty-four thousand entries containing information about booking
dates, stay start dates and stay end dates. The data set also indicates whether the reservation
is made for group or individual stays. Furthermore, it contained information about cancel-
lations, which we exclude from the analysis. After this process, the working data consists of
over eighteen thousand entries.

Second, we have a data set that consists of online customer review ratings for X as well as
all its competitor set, during the period under analysis. It consists of a complete set of cus-
tomer opinions obtained from various third-party websites, also called online travel agencies,
namely Booking, Expedia, Hotels.com,Orbitz, Priceline, Tripadvisor and Yelp. All the review
sites require the customer to assign an evaluation score of their experience (along various di-
mensions such as cleanliness, service etc) between 0− 5 or 0− 10. The scale varies by review
site. These numbers are gathered from the online travel agencies by a third-party web site
which combines all themeasures into a single one (Review Score, a weightedmoving average)
and we use this aggregated measure of online customer review ratings in our analysis.

Our aim is to understand whether purchasers are influenced by customer review ratings
at the time of booking. Moreover, we assess the impact of the time interval between the date
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of purchase and the date of intended arrival on this relation.

3.3.2 Impact of reviews on sales

The demand pattern may vary widely due to seasonality, group stays and some other effects.
We build ourmodel to account for variability in demand. Thus, in order to observe the actual
impact of review score on the sales pattern, booking distributions should be normalized for
each stay date considering. For this purpose, we first compute the overall demand for each
initial stay date, intended date of arrival. Then, we calculate the frequency of bookings for
each specific stay start date, distributed along the time interval between booking and stay start
dates. Finally, we take theproportionof frequencyof bookings over demand for each stay start
date and we find the booking fractions.

We thus create a table that summarizes booking information as n-day-prior booking frac-
tions, which can then be related to review score at the time of booking. Sample data of our
analysis can be seen in Table 3.7 in the Appendix 3.A. For the sake of clarity, we exemplify the
process for this data. In this sample, the total number of bookings for stays starting on 05-
04-12 is 41, 3 of which were booked on 07-02-12, 6 on 08-02-12, 1 on 02-03-12, etc. Then, we
calculate booking fractions such as the 58-day prior booking fraction, which is 3/41; the 57-
day prior booking fraction, 6/41; the 34-day prior booking fraction, 1/41, and so on. This
procedure enables us to account for demand variety across time. Then, correlations can be
calculated for 58-day prior bookings and review score of the respective booking day, which is
3/41 against 79.2; as for the 57-day prior bookings it is 6/41 against 80.8 etc.

After computing then-day-prior distribution of booking fractions for each stay start date,
to getmore stability we can aggregate them in booking antecedence intervals in relation to the
stay start date. We decided to group them into four bins aggregating 0−5 day prior bookings,
6 − 18 day prior bookings, 19 − 55 day prior bookings, and 56 − 597 day prior bookings.
We analyze these four bins using the following logarithmic regression, where b indexes the bin
number:

log(Bookings Fractionbt) = αb + βb log(Review Scorebt) + εbt. (3.1)

We use log-log regression model. We summarize the results of regression model in Ta-
ble 3.1.

We see that when bookings aremade 56−597 days prior to the initial stay date, customer
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bin [0-5] bin [6-18] bin [19-55] bin [56-]

βb 0.343 0.560 0.825∗ 1.791∗∗∗

Review Score (0.550) (0.371) (0.457) (0.682)
αb −4.167∗ −6.082∗ −7.398∗ −11.474∗

Constant (2.453) (1.657) (2.039) (3.032)

Observations 1,687 1,664 1,670 1,149
R2 0.0002 0.001 0.002 0.006

Adjusted R2 -0.0004 -0.001 -0.001 -0.005
F Statistic 0.389 2.272 3.263∗ 6.889∗∗∗

(df = 1; 1685) (df = 1; 1662) (df = 1; 1668) (df = 1; 1147)

Note. Robust standard errors are in parentheses. ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05

Table 3.1: Regression output of log-log model for the different bins

review ratings become significantly correlatedwith fraction of bookings at 0.001 level. Yet, R-
squared value is 0.00597. This is very low; only 0.59% of the variation of bookings fraction
can be explained by review scores through this regression model. Thus, despite the noise,
review score values are correlatedwith the fractionof bookings. β = 1.79; thismeans that one
percent change in review score corresponds to 1.79 percent increase in the bookings fraction,
on average. Onepossible reason for having such a lowgoodness-of-fit value is thatwe are using
only one explanatory variable in our model, which is review score. However, there are other
variables such as price of a particular day that clearly influences the sales more than customer
review ratings and in our model we are not taking them into consideration.

The other bin considers the bookings that are made 19−55 days prior to initial stay date.
Review score is correlated with the fraction of bookings at 0.05 significance level. R-squared
value decreases to 0.00195. Overall, from these results we can conclude that as the time of
booking gets closer to the intended date of arrival, the impact of customer review ratings on
sales decreases since β decreases. Yet, for the bins of 0 − 5 and 6 − 18 days prior bookings,
review score is not significant. Moreover, goodness-of-fit decreases slightly.

Overall, this model tells us that for each initial stay date the probability of a visitor having
booked on a specific date increases as that dates associated review score increases. Moreover,
we can state that early purchasers are influenced by review ratings more than later purchasers.
To our knowledge, this is an interesting new finding about customer reviews impact for the
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hotel industry.

3.3.3 Including competition

Up to now, we only focused on the data from hotel X and the review scores, and did not
consider its competitors. Yet, in real life the prices of competing hotels in the neighborhood
plays an important role in customer purchase decisions; For instance, Amight be getting very
good reviews, but if its price is too much above a competing property B, many customers
might choose B.

We model the customer purchase process as follows: Each customer has a probability p
of choosing our hotel X, and with probability (1 − p) the customer chooses to stay at that
hotel’s competitors. So, if there areM customers in the market for a certain stay-date, then
on average, the number of people who choose our hotel would be Mp. This is a market-
share model then, that we estimate based on aggregate occupancy and average price data for
each stay-date that we obtain from a different source. There is a large amount of literature
on econometric approaches to forecast market shares of a company including its competitors
(Leeflang et al., 2000). Since market shares are bounded within [0, 1] interval, in our analysis
we use a generalized linear model, specifically, a logit regression model.

For the market share analysis, we cross our previous two data sets with X’s competitors
data on a daily basis. The competitor set is defined by hotel X and based on intimate knowl-
edge of their customers’ tastes as well as the location and category of the competitors. We take
the total market size on a daily basis as the sum of the total demands4.

A small sample of our data displaying occupancy percentages, prices and market size in-
formation can be seen in Table 3.2. ADR stands for average daily rate for that stay date. Com-
petitor occupancy is the average occupancy, across all the hotels in the competitor set—this is
the level at which we have competitor data. We also know the total number of rooms of the
competitor set, by which we obtain the exact number who stayed in the competitor hotel on
this date. Of course as customers can stay for multiple nights, we need to separate occupancy
from bookings. Lacking precise information on this, we take a fraction of the total number
staying on a certain date as those starting their stay on that date, and this fraction we obtain
from hotel X.

4The true market size is no doubt bigger, as some people might choose to stay home or go outside, but for
our estimation purposes this is a reasonable approximation
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Sa Su Mo Tu We Th Fr Sa Su

1 2 3 4 5 6 7 8 9
XOccup. 83.9 25.8 30.3 49.7 45.8 32.3 45.2 46.5 20

Comp. Occup. 47.1 26.1 60.5 76.5 70.2 48.8 51.1 51.1 32.5
X ADR 67.2 71.6 78.1 78.3 79.2 74.6 79.4 77.8 72.4

Comp. ADR 93.3 98.3 101.2 103.4 101.7 99.2 93.2 96.3 100.3
X Demand 140.1 43.1 50.6 83 76.5 53.9 75.4 77.6 33.4

Comp. Demand 405 224 520 657 603 419 439 439 279
Market size 545.1 267.1 570.6 740 679.5 472.9 514.4 516.6 312.4

Table 3.2: Benchmark measures of Hotel X and its competitors

WenowdescribeMNLmodel of choice behavior to estimate hotelX’s share of themarket.
The market share model is given by the logistic distribution function form for each stay date
d summed over all purchases made over booking period t

Prod =
∑
t

exp(βopPriceod + βorReview Scoreot )
exp(βopPriceod + βorReview Scoreot ) + exp(βcpPricecd + βcrReview Scorect)

(3.2)
whereProd denotes the market share for our hotel against its competitors to start stay on date
d, and is obtained fromownaswell as competitor occupancydata and is simply theproportion
of all bookings made during time t to start the stay on date d divided by the total market size
for the same date d. Then, the relation with our sales is given by sod

Prod
= Md.Here, we assume

the market on date d is the sum of all the customers who start their stay on date d. We could
carry out amore concrete analysis based on network tomography findings and untruncate the
market size to its LOS itineraries.

The microeconomic model behind (3.2) is that customers have a linear utility based on
price and quality, and quality is replaced by a proxy variable, the review score of the hotel.
The competitor is assumed to include the outside option. Since we have the final market
share for the specific stay date d, we estimate the parameters from the observed market share.

A sample of data prepared to analyze this regressionmodel in R can be found in Table 3.8
in theAppendix 3.B. It consists of information on the date of arrival, number of days between
thebookingdate and arrival date, number of bookings thehotelXhadon anyday, thenumber
of bookings its competitors had on any day, review score of X for each booking date and lastly
its price at the time of stay. The whole data set consists of 1228 entries. Similar as before, we
separate the whole data set into several bins of the n-day prior bookings. We can vary the co-
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efficients in (3.2) to be dependent on the time of booking as before, and the result of regression
is given in Table 3.3.

Days Prior (Intercept) Review Score Price

Bin[0-5] Coefficients -6.19 0.0394 -0.0262
Pr(>Chi) 0.2246 7.19e− 08∗∗∗

Bin[6-20] Coefficients -4.13 0.0055 -0.0266
Pr(>Chi) 0.376 0.0006∗∗∗

Bin[21-55] Coefficients -6.6629 0.0657 -0.0574
Pr(>Chi) 0.0046∗∗ <2.2e-16 ***

Bin[56-] Coefficients -19.23 0.188 -0.0322
Pr(>Chi) < 2.2e− 16∗∗∗ 8.903e− 07∗∗∗

Table 3.3: Regression output including competitor for different bins

Due to the nature of logit regression, to interpret the parameter estimates, we will also
take a look at the odds ratios of this model. The odds ratio is the change in the odds of an
option being chosen given one unit change in the independent variable. In our case, this is
the odds of the hotel room being booked and the odds are the probability of being chosen
divided by the probability of not being chosen p/(1− p). Odds ratios are given in Table 3.4.

0-5 days bin 6-20 days bin 21-55 days bin 56-223 days bin

Review Score 1.0402 1.0055 1.0679∗∗ 1.2068∗∗∗

Price 0.9741∗∗∗ 0.9738∗∗∗ 0.9441∗∗∗ 0.9682∗∗∗

Table 3.4: Odds ratios

We observe that price always significantly affects the sales. However, the impact of review
score is not significant for the recent purchasers, up to 20 days. As expected, we also see that
as the hotel increases its price, the hotel’s sales decreases since the odds ratios are less than one.
On the other hand, the odds ratios of review score attribute are all greater than 1; therefore, as
review score of a hotel increases, sales increases, too. For instance, if review score of the hotel
increases by one unit, the odds of a room being sold increases by a factor of 1.0679 whereas
if price of the hotel increases by one unit, the odds of a room being sold decreases by a factor
of 0.9441. Moreover, we can also see that review score is more effective for early purchasers
(56− 223 days bin) than later purchasers (21− 55 days bin). Lastly, the influence of review
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score is stronger than the influence of price on sales for the very early purchasers (56 − 223

days bin). However, the residual deviances for those four bins are respectively 0, 0.24, 0, 0.02.
Thus, except for the 6 − 20 days bin they are highly significant and we need a better model.
One possible reason for the bad fit could be that 3-month data is not sufficient for the analysis.

3.4 Howrepresentative are reviewsof the general customeropin-
ion?

In this part, we wish to answer a fundamental question at the back of everyone’s mind: How
representative are the reviews of the true quality? There are a few studies that analyze several
aspects of the quality. Parasuraman et al. (1985) reveal 10 determinants of consumer’s percep-
tions of service quality: tangibles (look, appearance), reliability (keeping promises), respon-
siveness (prompt and willing), competence, access, courtesy, communication, credibility, se-
curity, understanding/knowing the customer. However, there is no absolutemeasure of qual-
ity and we have to rely on other measures.

Assuming that once a customer comes into themarket he does not leavewithout purchas-
ing a product, he faces the decision of selecting our hotel or one of its competitors. In order
to reveal the true quality, we use information on repeat customers –those who stayed at our
hotel before and come into the market again. We hypothesize that once customers stayed in
a hotel, they experience a customer specific shock around the true quality value (q̄ + qi) and
hence, in their next visit, theywill only consider competitor review ratings and price difference
between our hotel and the competitors. For reasons of simplification, let’s also assume for the
moment that our prices are the same as the competition’s. When a customer who stayed be-
fore at our hotel comes again to the market, the previous experience is the strongest reference
for comparison with competitor ratings rather than the rating of our hotel. Accordingly, if
q̄ + qi ≥ rc, they will choose to stay in our hotel, otherwise they will go to the competitor.
Note that we wish to answer this from the point-of-view of the hotelier (and not an external
agency), so we have access to transactional data and some other partial market information.
We have the following data

• Own bookings with detailed information of customers; booking date, arrival and de-
parture date and price they paid
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• Partial competitor information: price and customer ratings

• Market information (STR): Using techniques we developed based on network tomog-
raphy, we estimate the market size (total population interested in a hotel in a certain
day-location) for each day for each LOS.

Customers are assumed to make the purchase decision based on prices and reviews. We
build a behavioral model where customers who have stayed at our hotel before (repeat cus-
tomers) are not concerned about reviews of our hotel as they have already experienced the
hotel and base their decision on the competitor’s rating at the time of booking and the dif-
ferences in prices. So we assume a functional form on the distribution of the probability of
a purchase and estimate the parameters of the true quality distribution based on the number
of repeat customers (adjusted by this quality distribution) matching a fraction of the market-
size. We believe repeat customers have higher chances to experience the products/services and
so they are more likely to observe the true quality of the products.

Hypothesis 2. Commercial website ratings are not representative of the general customer opinion
and there is a considerable bias.

Hypothesis 3. The percentage of repeat customers is indicative of true quality.

We first illustrate a partial confirmation of repeat customer hypothesis in simulations to
give valuable insight into the differences between the true quality and the review distribu-
tions. However, the best way to answer this question is doing a random sampling of the
customers, and, overcoming the usual problems with surveys. However, surveys are costly
and time-consuming and it is difficult to do it at every property. Moreover one would like to
do this test periodically. Meanwhile a data-based procedure would allow us to scale it to any
number of properties and can be done regularly as a control mechanism.

a Structural model

First, we want to understand the relationship between repeat customers’ bookings and com-
petitor ratings. Since the repeat customer bookings are highly skewed, we take the log of this
variable and run the following linear regression model:

log(Rt) = rct + εt
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whereRt is our repeat customers who booked on day t and rct is competitor rating at the time
of booking t. Accordingly, one point increase in competitor ratings decreases the number of

Dependent variable:

Repeat customers

Competitor ratings −0.212∗∗∗

(0.052)

Constant 19.236∗∗∗

(4.175)

Observations 237
R2 0.066
Adjusted R2 0.062
Residual Std. Error 0.567 (df = 235)
F Statistic 16.499∗∗∗ (df = 1; 235)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 3.5: Repeat customers vs. competitor ratings

repeat customers in our hotel by about 21.04%.

Based on the assumption of our repeat customer behavior hypothesis, we obtain the his-
togram of true quality frequency, given in Figure 3.1. On the horizontal line we see the com-
petitor ratings, grouped by 1 point intervals and the vertical line shows the fraction of repeat
customers. In line with our expectation as the ratings of competitor improve, the number of
repeat customers to our hotel decreases (excluding the first 78− 79 bar).

Next, we impose the following market-share model

Rtd = fMtdPr(q > rct ) (3.3)

where Rtd is our repeat customers who booked on day t to start their stay on day d,Mtd is
total market size excluding no-purchases and f is fraction of customers who are in themarket
and had already stayed at our place.

We do not knowMtd but we have information onMd. So, we need to sum over all book-
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Figure 3.1: Our repeat customers’ ratio as a function of competitor ratings.

ing days t for each stay start day d. Then we obtain

∑
t

Rtd

Pr(q > rct )
= fMd

We follow 2-step estimation strategy, in the first step we can get rid of the fraction f by taking
the ratio of market sizeM between consequent stay start days

∑di
t=1

Rtdi
Pr(q>rct )∑di+1

t=1

Rtdi+1

Pr(q>rct )

=
Mdi

Mdi+1

This reduces the problem into one unknown only and we can solve this system using non-
linear least squares method to minimize the sum of square errors. We assume Pr(q > rct ) is
given by logistic distribution and

Pr(q > rct ) =
exp(

−rct+µ
s

)

1 + exp(
−rct+µ

s
)
.

Applying this form to our hotel data, we find

µ = 3.75 s = 0.6.
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In the second step, we can insert the value of those parameters into the original formulation
to obtain

Y = fMd

where
Y =

∑
t

Rtd

exp(
−rct+3.75

0.6
)

1+exp(
−rct+3.75

0.6
)

.

Running a linear regression directly

Y = fMd + εd

we obtain f = 0.747.Thismeans ifmarket size changes by 1 point, we expect sumof the ratio
of repeat customers to the probability of success (true quality being greater than competitor
ratings) to increase by 74.7%.∑

d

Md = 8698.76
∑
t

∑
d

Rtd = 2409
∑
d

M o
d = 5513.

The ratio of sum of our repeat customers to sum of market size is 27.7%.

b Cross-validation: Survey

In order to validate the effectiveness of our econometric model, we cross-validate our findings
with a survey. Sowe can estimate the truequality fromprimarydata (surveys and experiments)
and then test how the data-based methods compare to the direct findings. If the data-based
methods are found to be robust and accurate, it provides a very valuable methodology for
hoteliers to infer accurately the true quality opinion of its customer population, monitor it
periodically, and make the correct decisions.

Specifically, we collaborate with a hotel chain inU.K.We have run an on-site survey across
2 hotels within the same chain based inU.K. over a month period. We keep the names anony-
mous as we agreed that it is a confidential information. We collect the survey data at the entry
and exit to be able to compare how customer opinions are shaped during the stay experience.
The survey design can be seen in Appendix 3.C.

Total number of responses collected is 64; of those 45 of them belong to H1 and 19 of
them belong to H2. The first time customers are 34 in H1 and 12 in H2. The percentage of
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1 2 3 4 5
H1 0.767 0.023 0.07 0.023 0.116
H2 0.75 0 0.062 0.062 0.125

Table 3.6: The percentage of business (5) vs. leisure (1) customers.

business and leisure customers can be seen in Table 3.6. Most of the customers recognize the
hotel on booking sites and search engines (Figure 3.2). Also, through correspondence analysis,
we observe that location, price and loyalty are the main drivers of customers’ choices. Among
them location and price are closely associated to each other (Figure 3.3).

Search engines Review sites Booking sites Friends Other

How did you hear about this hotel?
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Figure 3.2: Several platforms that visitors hear about the hotel.

As a remark we are aware that the survey sample size is quite small. So, we should be
cautious about the statistical tests interpretation. For instance, the usage of t-test in hypothesis
testing requires the samples to be normally distributed. Nevertheless, in cases where necessary
we use an adaptation of Student’s t-test to account for heteroskedasticity (e.g. Welch t-test).

Is there a discrepancy between the prior expectation vs. observed experience of quality?
No. . .

We apply paired Student’s t-test with the null hypothesis being the means are the same,
H0 : µ1 = µ2. According to paired t-test results, t = −1.821, df = 63, p-value = 0.073.
The p-value is greater than 0.05 then we can accept the hypothesis of equality of the aver-
ages. Therefore, there is no significant difference between the prior vs. posterior beliefs. 95%

confidence interval is (−0.262, 0.012). Sample mean of the difference is−0.125.
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Figure 3.3: Hotel choice elements

Considering the price element, do customer valuations di�er? Yes. . .

Firstly, we use paired t-test with the null hypothesis being the means are equal to each
other, H0 : µ1 = µ2. t = 4.943, df = 60, p-value = 0. Since the p-value is very low, we
reject the null hypothesis. There is a strong evidence that customer valuations do differ. 95%

confidence interval is (0.312, 0.736). Sample mean of the differences is 0.524.

Furthermore, we test the valuation of quality being greater than value for money. We
find t = 4.943, df = 60, p-value = 0. Since the p-value is very low, there is a strong evidence
that customers rate quality higher than value. Sample mean of the differences is 0.524. 95%

confidence interval is (0.347, Inf).

Do online reviews play less important role for repeat vs. first time customers on purchase
decisions? Yes. . .

We compare the effect of online reviews for the repeat vs. first time customers’ purchase
decisions. We use one sided t-test for independent groups with a hypothesis that the effect
of online reviews for repeat customers is less than the first time customers. We find, t =
−1.960, df = 24.405, p-value = 0.030. Since the p-value is less than 0.05, we reject the null
hypothesis. There is a strong evidence that the effect of online reviews for repeat customers
(M = 3.058, s = 1.853) is less than the first time customers (M = 4.043, s = 1.519).
95% confidence interval is (−Inf,−0.126). Sample mean of the difference is−0.984.

Do repeat vs. first time customers’ opinions (satisfaction levels) significantly di�er? No. . .
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We compare the means of two groups’ ratings using t test. We apply the test to all hotels,
we find t=−0.821, df = 32.13, p-value = 0.4175. We do not reject the null, so there is no
sufficient evidence to conclude that the repeat (M = 4.157) and first time customer opinions
(M = 4.326) significantly differ. 95% confidence interval is (−0.586, 0.249) However, we
observe that repeats rate it slightly lower than first time visitors. The mean of likeliness to
come back to the hotel on the next visit is 3.925, which is quite close to repeat customers’
satisfaction level.

Moreover, repeat customers seem to bemore coherent about their replies. More precisely,
themean of satisfaction level and likeliness to come back to the hotel are quite close for repeat
customers, sequentially (4.157, 4.210) than the first time customers (4.326, 3.812).

Thus, we find partial evidence to our Hypothesis 2 that states “The percentage of repeat
customers is indicative of true quality." In order to truly validate this, it would be necessary to
extend this survey study to a large number of hotels.

Are commercial website ratings representative of the general customer opinion? Yes. . .
We testwhether there exists a discrepancy between customers’ opinions (oncewe random-

ize the sample by running a survey design) and the online review ratings. We compare our
collected sample with Tripadvisor ratings. In the survey the satisfaction level of H1 customers
is (M = 4.4, s = 0.78) and H2 customers is (M = 3.94, s = 0.62). In the Tripadvisor
sample, the satisfaction level of H1 customers is (M = 4.21, s = 0.99, n = 3211) and H2
customers is (M = 4.02, s = 1.08, n = 2118). We compare the means of these two inde-
pendent groups using t test for each hotel. For H1, we find t = 0.563, df = 18.996, p-value =
0.579. We do not reject the null, so there is no sufficient evidence to conclude that the cus-
tomer valuations significantly differ. 95% confidence interval is (−0.220, 0.383). ForH2, we
find t =−1.565, df =46.025, p-value = 0.124. Once again, we do not have sufficient evidence
to conclude that customer valuations in survey sample (randomized) and online platforms
differ. 95% confidence interval is (−0.421, 0.052).

Based on this, we reject Hypothesis 1 claiming that “Commercial website ratings are not
representative of all the general customer opinion and there is a considerable bias".

3.5 Reviews and value

So far, we have considered the effect of reviews (and prices) on sales and whether the reviews
reflect the true quality. But one can also ask if the reviews themselves are affected by price. If
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so, this has implications on the pricing strategy of the firm. The firmmay choose to price low
(assuming low prices lead to higher reviews) so that customers continue to give higher ratings
which in turn increases its market share.

The model is that each hotel has an inherent unobservable true qualityQ. A customer i
who stayed at the hotel experiences this quality plus an idiosyncratic 0-mean shockQi, so the
quality he experiences (if he decides to stay, ex-post) is the realization ofQ+Qi, namely q+qi.
Now at the moment of purchase the customer is not aware of neither q nor qi and bases his
purchase decision on a review signal r, as a proxy to quality, andE[Q|r] and the price p. After
he stays at the hotel, he realizes the value of q+ qi and bases his review on this realization and
the price he paid (value).

So, we model review left by customer i as an increasing function R( q+qi
p

), that is higher
value leads to better reviews. Ex-ante, his utility is given by β0 + β1p + β2E[Q|r], as in our
generalized linear model.

Price given in the utility equation is endogenous, since it is very likely to be affected from
both the reviews and unobservable quality, Q. Ex-post quality (Q + Qi) is expected to be
correlated with reviews.

This model, if correct, leads to an interesting problem of determining the optimal dy-
namic pricing strategy for the hotel. More generally, in a competitive setting, is there an equi-
librium set of prices and reviews, or do reviews and prices cycle? We leave these theoretical
questions to a different study, but here we test the hypothesis that indeed there is a positive
correlation between review valence and valuemore than review and price.

In order to test the relations between variables, we apply cross-correlation function. One
should focus on the negative lags to infer the effect of variable x on variable y. In Figure 3.4,
we observe that as the price of our hotel increases, our ratings decrease. This effect is expected
to occur after 20 days interval. Moreover, as the price of our hotel increases the relative rating
of our hotel, which is defined as the proportion of X’s rating to the competitor’s, is again
expected to decrease (Figure 3.5). We also check the relation between value— defined as the
proportion of our price to the competitor — and relative ratings. Through Figure 3.6, we
see that value is positively correlated to relative ratings. So, once customers have decided to
stay in the area, price is a relative perception with respect to the other offerings rather than an
absolute number. Moreover, this effect is expected to occur relatively later (around 30 days)
than the effect of price.
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Figure 3.4: Cross correlation function for price and ratings of Hotel X.

Figure 3.5: Cross correlation function for price of Hotel X and relative ratings of Hotel X.
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Figure 3.6: Cross correlation function for value of Hotel X and relative ratings of Hotel X.

3.6 Conclusions

In this project, we analyze the real value of reputationmechanisms. Social network platforms
are a complex phenomenon and it requires a fine-grained analysis to understand the dynamics
at a whole extent. Firstly, we find that the online customer reviews improve the information
available about hotels through econometric models. The impact of this information is larger
for the early purchasers. Moreover, price also significantly affect customers’ decisions. As
an interesting point, we find that for the very early purchasers group, the impact of reviews is
stronger than the impact of price. Secondly, we cross-validate our findingswith a survey study.
Supportingour findingof the first section,weobserve that price do affect customer valuations.
We have no sufficient evidence to conclude there is discrepancy between customer reviews in
online platforms and our collected survey sample. Moreover we find partial evidence to the
hypothesis that the percentage of repeat customers is indicative of true quality. Finally, we
empirically show there is a positive correlation between review valence and value more than
review and price.

One of the limitations of this study is about the sample size of the survey. Since the survey
is paper based, we do not have sufficiently large number of responses due to time limitations.
Thismakes our conclusions less strong and therefore brings up the reliability issue. Moreover,
it would be interesting to understand the relation between reviews and value in a complete
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manner. One can theoretically study to understand whether is there an equilibrium set of
prices and reviews in a competitive environment, or do reviews and prices cycle?
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Appendices

3.A Sample data for log-log regression model

booking_date days prior stay_start no_booked Review score no_ stayed fractions

05-04-12 0 05-04-12 14 85.2 41 0.341463
04-04-12 1 05-04-12 2 84.2 41 0.04878
03-04-12 2 05-04-12 6 84.2 41 0.146341
02-04-12 3 05-04-12 1 84.2 41 0.02439
01-04-12 4 05-04-12 1 84.2 41 0.02439
28-03-12 8 05-04-12 1 82 41 0.02439
26-03-12 10 05-04-12 1 81.1 41 0.02439
23-03-12 13 05-04-12 2 82.4 41 0.04878
22-03-12 14 05-04-12 1 82.4 41 0.02439
13-03-12 23 05-04-12 2 76.4 41 0.04878
02-03-12 34 05-04-12 1 83.6 41 0.02439
08-02-12 57 05-04-12 6 80.8 41 0.146341
07-02-12 58 05-04-12 3 79.2 41 0.073171
06-04-12 0 06-04-12 23 85.2 74 0.310811
05-04-12 1 06-04-12 4 85.2 74 0.054054
04-04-12 2 06-04-12 10 84.2 74 0.135135
03-04-12 3 06-04-12 3 84.2 74 0.040541
02-04-12 4 06-04-12 5 84.2 74 0.067568
01-04-12 5 06-04-12 1 84.2 74 0.013514
30-03-12 7 06-04-12 2 84 74 0.027027
29-03-12 8 06-04-12 1 83.2 74 0.013514
28-03-12 9 06-04-12 1 82 74 0.013514
27-03-12 10 06-04-12 2 81.1 74 0.027027
25-03-12 12 06-04-12 1 81.1 74 0.013514
23-03-12 14 06-04-12 1 82.4 74 0.013514
22-03-12 15 06-04-12 1 82.4 74 0.013514
19-03-12 18 06-04-12 1 82 74 0.013514
17-03-12 20 06-04-12 1 79.6 74 0.013514
13-03-12 24 06-04-12 1 76.4 74 0.013514

Table 3.7: A sample of data used in log-log regression model.
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3.B Sample data for logit regression model

Days prior stay_start bookings Md Bookings_comp Review score ADR

0 01-12-12 13 545.0645 532 85.5 67.24
1 01-12-12 11 545.0645 534 86.7 67.24
2 01-12-12 3 545.0645 542 86.7 67.24
3 01-12-12 2 545.0645 543 86.7 67.24
4 01-12-12 5 545.0645 540 80.1 67.24
5 01-12-12 1 545.0645 544 78.9 67.24
6 01-12-12 3 545.0645 542 77.3 67.24
11 01-12-12 2 545.0645 543 80 67.24
12 01-12-12 1 545.0645 544 80.7 67.24
13 01-12-12 1 545.0645 544 83.1 67.24
16 01-12-12 2 545.0645 543 83.5 67.24
27 01-12-12 1 545.0645 544 89.6 67.24
33 01-12-12 6 545.0645 539 87.5 67.24
41 01-12-12 1 545.0645 544 86.3 67.24
46 01-12-12 1 545.0645 544 82.4 67.24
51 01-12-12 1 545.0645 544 82 67.24
125 01-12-12 4 545.0645 544 89.9 67.24
66 01-12-12 1 545.0645 541 87.1 67.24
0 02-12-12 6 267.0968 261 85.5 71.58
1 02-12-12 1 267.0968 266 85.5 71.58
2 02-12-12 4 267.0968 263 86.7 71.58
3 02-12-12 2 267.0968 265 86.7 71.58
4 02-12-12 3 267.0968 264 86.7 71.58
7 02-12-12 1 267.0968 266 77.3 71.58
12 02-12-12 1 267.0968 266 80 71.58
16 02-12-12 1 267.0968 266 83.5 71.58
19 02-12-12 1 267.0968 266 82.3 71.58
24 02-12-12 1 267.0968 266 80.6 71.58
26 02-12-12 1 267.0968 266 87.5 71.58
34 02-12-12 6 267.0968 261 87.5 71.58

Table 3.8: A sample of data used in logit regression model
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Dear Guest,  
Thank you in advance for your help with the survey. We are researchers from Imperial College doing a research
project with the permission of this hotel. We intend to study how customers make decision in real life. We
assure this survey is completely confidential. i.e. your individual response will not be shared with anyone (even
this  hotel)  in  any  form.  We  will  be  happy  to  share  the  results  with  you  (email  ID  to  send:
________________________________________). We really appreciate you taking the time to participate.

The survey consists of two parts:
1. This is the first part, to be filled when you check-in (or, as soon as possible)
2. The second part will be sent to your room and should be filled prior to your departure 

The research is valuable only if we have your honest responses to both parts. 

Thankfully yours: Prof. Kalyan Talluri (Imperial College)  &  Muge Tekin (Phd student,UPF)

1. During your visit how likely are you to be working? (e. g. meetings, study, conference etc.)
☐ 1 (very unlikely)  ☐ 2               ☐ 3               ☐ 4           ☐ 5 (very likely)

2. How many times have you been in this city before? 
☐ None        ☐ 1 time   ☐ 2 times              ☐ 3 or more times

3. How many times have you been to this hotel before?
☐ None        ☐ 1 time ☐ 2 times              ☐ 3 or more times

4. How did you hear about this hotel?
☐ Search engines (Google, Bing etc.)               ☐ Review sites (Tripadvisor, Yelp etc.)
☐ Booking sites (Booking, Expedia etc.)          ☐ Friends        ☐ Other

5. Please rate the following factors’ role in your decision to choose this hotel…
               Not                Very                    Not

                                                      Important    Important      Applicable
 Location (neighbourhood level) ☐ 1  ☐ 2       ☐ 3       ☐ 4    ☐ 5                  ☐
 Business (meeting room etc.) ☐ 1  ☐ 2  ☐ 3       ☐ 4    ☐ 5                  ☐
 Online reviews ☐ 1  ☐ 2  ☐ 3       ☐ 4    ☐ 5                  ☐
 Price ☐ 1  ☐ 2  ☐ 3       ☐ 4    ☐ 5                  ☐
 Brand reputation ☐ 1  ☐ 2  ☐ 3       ☐ 4    ☐ 5                  ☐
 Loyalty/Miles program ☐ 1  ☐ 2  ☐ 3       ☐ 4         ☐ 5                  ☐
 Previous stay experience ☐ 1  ☐ 2  ☐ 3       ☐ 4         ☐ 5                  ☐

6. How do you recall the rating of this hotel in online reviews?
          Very Low                                         Very High      Don’t recall

☐ 1 ☐ 2              ☐ 3              ☐ 4                  ☐ 5                        ☐ 

7. How many other hotels have you seriously considered before reserving a room at this hotel? 
☐ Only this one       ☐ 1 other  ☐ 2 others       
☐ 3 or more others     ☐ I didn’t choose, someone else chose it for me

8. At  this  time,  considering  all  the  previous  experiences  and  available  information,  your
expectation regarding overall quality of your stay is

☐ 1 (very poor)       ☐ 2      ☐ 3      ☐ 4             ☐ 5 (excellent)    

Code:

3.C Survey
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Dear Guest,  
Thank you for participating in the Entry survey.  This is the Exit survey.  
Please recall that the survey consists of two parts:

1. Previous one, you received at the check-in 
2. This one, to be filled prior to your departure  

The research is valuable only if we have your honest responses to both parts. 

Thankfully yours: Prof. Kalyan Talluri (Imperial College)  &  Muge Tekin (Phd student,UPF)

1.   Now that you have experienced the stay, your overall satisfaction is   
☐ 1 (very poor) ☐ 2 ☐ 3 ☐ 4 ☐  5 (excellent)

2.    Please rate the following factors’ role in your view of the overall “quality” of the stay
Not           Very                 Not 
Important   Important     Applicable

 Cleanliness ☐ 1   ☐ 2     ☐ 3         ☐ 4         ☐ 5             ☐
 Employees (helpfulness, courtesy) ☐ 1   ☐ 2     ☐ 3         ☐ 4         ☐ 5             ☐
 Room (size, features) ☐ 1   ☐ 2     ☐ 3         ☐ 4         ☐ 5             ☐
 Amenities (spa, gym etc.)   ☐ 1   ☐ 2     ☐ 3         ☐ 4         ☐ 5             ☐
 Waiting times               ☐ 1   ☐ 2     ☐ 3         ☐ 4         ☐ 5             ☐
 Price level ☐ 1   ☐ 2     ☐ 3         ☐ 4         ☐ 5             ☐

3.    Considering comparable hotels, your opinion about the quality of this hotel relative to its price 
        (value for money) is
                very poor                                                   fair             excellent                     I don’t know the price
               ☐ -2                ☐- 1                ☐ 0              ☐ +1               ☐+2                               ☐ 

4.    How likely are you to recommend this hotel to a friend/colleague?

☐ 1 (very unlikely)☐ 2 ☐ 3 ☐ 4                     ☐ 5 (very likely)

5.    How likely are you to post a review about this hotel on online review websites?

☐ 1 (very unlikely)☐ 2        ☐ 3       ☐ 4       ☐ 5 (very likely)

6.    Considering any hotel stay, please rate the following factor’s role in motivating you to write           
       a review on online review sites (e.g. Tripadvisor, Yelp)                                                  

                                 Not Important                   Very Important
 A positive experience ☐ 1 ☐ 2 ☐ 3 ☐ 4 ☐ 5
 A negative experience ☐ 1 ☐ 2 ☐ 3 ☐ 4 ☐ 5
 A much better experience than I expected ☐ 1 ☐ 2 ☐ 3 ☐ 4 ☐ 5
 A much worse experience than I expected ☐ 1 ☐ 2 ☐ 3 ☐ 4 ☐ 5
 I want to help others to choose ☐ 1 ☐ 2 ☐ 3 ☐ 4 ☐ 5

7.    Your time estimate (roughly), if you were to write a review on online review sites is
☐ Little (< 5 min) ☐ Moderate (5-15 min)  ☐ Longer (>15 min)  

8.    On your next visit to the city, how likely are you to come back to this hotel (with similar prices)?
☐ 1 (very unlikely)       ☐ 2 ☐ 3 ☐ 4 ☐ 5 (very likely)

Code: 
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