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ABSTRACT

Real time control (RTC) of sewer networks plays a fundamemta in the management of
hydrological systems, both in the urban water cycle, as agih the natural water cycle. An
adequate design of control systems for sewer networks e the negative impact on the
environment that Combined Sewer Overflow (CSO) as well ageptang flooding within city
limits when extreme weather conditions occur. Howevergsawtworks are large scale systems
with many variables, complex dynamics and strong nonlibe&avior. Any control strategy ap-
plied should be capable of handling these challenging reménts. Within the field of RTC of
sewer networks for global network control, the Model PradicControl (MPC) strategy stands
out due to its ability to handle large scale, nonlinear andtivawiable systems. Furthermore,
this strategy allows performance optimization, takingiatcount several control objectives
simultaneously.

This thesis is devoted to the design of MPC controllers faresenetworks, as well as the
complementary modeling methodologies. Furthermore,ast@nwhere actuator faults occur
are specially considered and strategies to maintain pedoce or at least minimizing its degra-
dation in presence of faults are proposed. In the first pattiisfthesis, the basic concepts are
introduced: sewer networks, MPC and fault tolerant controhddition, the modeling method-
ologies used to describe such systems are presented. yRimaltase study of this thesis is
described: the sewer network of the city of Barcelona (9pain

The second part of this thesis is centered on the design of dtiR€ollers for the proposed
case study. Two types of models are considered: (i) a linealeinwhose corresponding MPC
strategy is known for its advantages such as convexity obphienization problem and existing
proofs of stability, and (ii) a hybrid model which allows tieelusion of state dependent hybrid
dynamics such as weirs. In the latter case, a new hybrid nmgdeiethodology is introduced
and hybrid model predictive control (HMPC) strategies dase these models are designed.
Furthermore, strategies to relax the optimization prob&mintroduced to reduce calculation
time required for the HMPC control law.



Finally, the third part of this thesis is devoted to studyfthgt tolerance capabilities of MPC
controllers. Actuator faults in retention and redirectgates are considered. Additionally, hy-
brid modeling techniques are presented for faults whictihénlinear case, can not be treated
without loosing convexity of the related optimization plern. Two fault tolerant HMPC strate-
gies are compared: the active strategy, which uses themiatton from a diagnosis system to
maintain control performance, and the passive strateggarily relies on the intrinsic robust-
ness of the MPC control law. As an extension to the study df falerance, the admissibility of
faulty actuator configurations is analyzed with regard ®degradation of control objectives.
The method, which is based on constraint satisfactionwallihe admissibility evaluation of
actuator fault configurations, which avoids the proces®bisg the optimization problem with
its related high computational cost.

Keywords: MPC, sewer networks, hybrid systems, MLD, fault toleranitoal, constraints
satisfaction.

vi



RESUMEN

El control en tiempo real de redes de alcantarillado (RTGgdgpena un papel fundamental
dentro de la gestion de los recursos hidricos relacianada el ciclo urbano del agua y, en
general, con su ciclo natural. Un adecuado disefio de dqudra de redes de alcantarillado
evita impactos medioambientales negativos originadosnumdaciones y/o alta polucion pro-
ducto de condiciones meteorolbgicas extremas. Sin emnpseglebe tener en cuenta que estas
redes, ademas de su gran tamafo y cantidad de variablsgrunientacion, son sistemas ri-
cos en dinamicas complejas y altamente no lineales. Esteohenido a unas condiciones
atmosféricas extremas, hace necesario utilizar unaegitiade control capaz de soportar todas
estas condiciones. En este sentido, dentro del campo deld@Ti€des de alcantarillado se
destacan las estrategias de control predictivo basadasdelan(MPC), las cuales son alter-
nativas adecuadas para el control de configuraciones aviditle y de gran escala, aplicadas
como estrategias de control global del sistema. Ademas)item optimizar el desempefio del
sistema teniendo en cuenta diversos indices de rendimjeontrol multiobjetivo).

Esta tesis se enfoca en el disefio de controladores MPC ¢dea de alcantarillado con-
siderando diversas metodologias de modelado. Adiciaeratien analiza las situaciones en las
cuales se presentan fallos en los actuadores de la red,ni@odo estrategias para mantener
el desempefio del sistema y evitando la degradacion debjetivos de control a pesar de la
presencia del fallo. En la primera parte se introducen log@gtos principales de los temas
a tratar en la tesis: redes de alcantarillado, MPC y tolésamdallos. Ademas, se presenta la
técnica de modelado utilizada para definir el modelo de adale alcantarillado. Finalmente,
se presenta y describe el caso de aplicacion consideradotesis: la red de alcantarillado de
Barcelona (Espafia).

La segunda parte se centra en disefiar controladores MR@Ipzaso de estudio. Dos tipos
de modelo de la red son considerados: (i) un modelo linealialaproxima los comportamien-
tos no lineales de la red, dando origen a estrategias MP&ldimeon sus conocidas ventajas de
optimizaciébn convexa y escalabilidad; y (ii) un modelbrido, el cual incluye las dinamicas
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de conmutacibn mas representativas de una red de alladtacomo lo son los rebosaderos.
En este (ltimo caso se propone una nueva metodologia deladadhibrido para redes de al-
cantarillado y se disefian estrategias de control pregd&thasadas en estos modelos (HMPC),
las cuales calculan leyes de control globalmente optinAascionalmente se propone una es-
trategia de relajacion del problema de optimizacionréiecpara evitar los grandes tiempos de
calculo que pudieran ser requeridos al obtener la ley deadiMPC.

Finalmente, la tercera parte de la tesis se ocupa de estadi@apacidades de toleran-
cia a fallos en actuadores de lazos de control MPC. En el casedds de alcantarillado, la
tesis considera fallos en las compuertas de derivacionrgtéacion de aguas residuales. De
igual manera, se propone un modelado hibrido para lossfallee haga que el problema de
optimizacion asociado no pierda su convexidad. Asi, spgren dos estrategias de HMPC
tolerante a fallos (FTMPC): la estrategia activa, la cubilzatlas ventajas de una arquitectura
de control tolerante a fallos (FTC), y la estrategia padaasual sélo depende de la robustez
intrinseca de las técnicas de control MPC. Como extangi@studio de tolerancia a fallos, se
propone una evaluacion de admisibilidad para configunasiale actuadores en fallo tomando
como referencia la degradacion de los objetivos de conffbinétodo, basado en satisfaccion
de restricciones, permite evaluar la admisibilidad de wmdiguracion de actuadores en fallo y,
en caso de no ser admitida, evitaria el proceso de resaiveroblema de optimizacién con un

alto coste computacional.

Palabras clave: control predictivo basado en modelo, sistemas de alcHatirj sistemas
hibridos, MLD, control tolerante a fallos, satisfaccida restricciones.
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RESUM

El control en temps real de xarxes de clavegueram (RTC) delsgra un paper fonamental dins
de la gesti6 dels recursos hidrics relacionats amb e cidda de I'aigua i, en general, amb el
seu cicle natural. Un adequat disseny de control per a xalxetavegueram evita impactes
mediambientals negatius originats per inundacions i/ pdtHlucié producte de condicions
meteorologiques extremes. No obstant, s’ha de tenir erpue aquestes xarxes, a mées
de la seva grandaria i quantitat de variables i instrunoémt®on sistemes rics en dinamiques
complexes i altament no lineals. Aquest fet, unit a les adads atmosfériques extremes, fan
necessari utilitzar una estratégia de control capac¢ dersr totes aquestes condicions. En
aguest sentit, dins del camp del (RTC) de xarxes de clavagues destaquen les estrategies
de control predictiu basat en model (MPC), les quals s@rradtives adequades per al control
de configuracions multivariable i de gran escala, aplicadesestrategies de control global del
sistema. A més, permeten optimitzar la resposta del sistemint en compte diversos indexs
de rendiment (control multiobjectiu).

Aquesta tesi s’enfoca en el disseny de controladors MPC parxas de clavegueram con-
siderant diverses metodologies de modelat. Addicionainaerlitza les situacions en les quals
es presenten fallades als actuadors de la xarxa, propcgeategies per a mantenir la resposta
del sistema amb la menor degradaci6 possible dels olgadticontrol, malgrat la presencia de
la fallada. En la primera part s’'introdueixen els concepi@scipals dels temes a tractar en la
tesi: xarxes de clavegueram, MPC i tolerancia a falladeguiBament, es presenta la tecnica
de modelat utilitzada per a definir el model d’'una xarxa deegaeram. Finalment, es presenta
i descriu el cas d’aplicaci6 en la tesi: la xarxa de clavegimede Barcelona (Espanya).

La segona part es centra en dissenyar controladors MPCgaes dlestudi. S’han considerat
dos tipus de model de xarxa: (i) un model lineal, el qual aipnaxels comportaments no lineals
de la xarxa, donant origen a estrategies MPC lineals ambeess conegudes avantatges de
I'optimitzaci6é convexa i escalabilitat; i (i) un modelbrid, el qual inclou les dinamiques de
commutacié més representatives d’una xarxa de clavagueom son els sobreeixidors.



En aquest (ltim cas es proposa una nova metodologia de atduérid per a xarxes
de clavegueram i es dissenyen estrategies de controlcpivedi basades en aquests models
(HMPC), les quals calculen lleis de control globalmentips. Addicionalment, es proposa
una estrategia de relaxaci6é del problema d’optimitzaliscreta per a evitar els grans temps de
cOmput requerits per a calcular la llei de control HMPC.

Finalment, la tercera part de la tesi s'encarrega d'estudi capacitats de tolerancia a
fallades en actuadors de llacos de control MPC. En el casadex de clavegueram, la tesi
considera fallades en les comportes de derivacio i deagiéteiaigiies residuals. A més, es pro-
posa un modelat hibrid per a fallades que faci que el prabptimitzacié associat no perdi
la seva convexitat. Aixi, es proposen dos estrategiesMEEltolerant a fallades (FTMPC):
I'estratégia activa, la qual utilitza les avantatges d'anquitectura de control tolerant a fallades
(FTC), i I'estratégia passiva, la qual només depén delastesa intrinseca de les tecniques
de control MPC. Com a extensio a I'estudi de tolerancialladas, es proposa una avalu-
acio d’admissibilitat per a configuracions d'actuadorsfatada agafant com a referencia la
degradaci6 dels objectius de control. El metode, basaatsfaccid de restriccions, permet
avaluar I'admissibilitat d'una configuraci6 d’actuadans fallada i, en cas de no ser admesa,
evitaria el procés de resoldre un problema d’optimitzasiib un alt cost computacional.

Paraules clau control predictiu basat en model, sistemes de claveguesiatemes hibrids,
MLD, control tolerant a fallades, satisfaccio de resioos.
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NOTATION

Throughout the thesis and as a general rule, scalars anorvere denoted with lower case
letters (e.g.q, z, .. .), matrices are denoted with upper case letters (4,03, ...) and sets are
denoted with upper case double stroke letters (E.d5, . . .). If not otherwise noted, all vectors
are column vectors.

R set of real numbers
Ry set of non-negative real numbers, define®Ras= R\ (—oc, 0]
Z set of integer numbers
Zy set of non-negative integer numbers
VA set defined a&.>. = k € Z |k > c, for somec € Z
Y™ YXYx---xY
m times
llgllp arbitrary Holder vectop-norm with1 < p < oo
ACB A is a subset o3
AcCB A is a proper subset d
— mapping
— maps to
— if and only if
H, prediction horizon
H, control horizon
Uy, admissible input sequence
0] set of control objectives
X, sequence of statesy), control inputs (), logical variables £,) or auxiliary
variables %;,) over a time horizonn, denoted by, £ (1,22, ..., Zm)
J() MPC cost or objective function (also denotedi@s.)
w; i-th cost function weight
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He e nhns &

>

R 8l

diag
min
max
sat
dzn

optimal value ofu

tank volume (state variable)
manipulated flow (control input)
rain inflow (measured disturbance)
ground absorption factor

surface area for a sub-catchment
wetted surface area of a sewer
Volume/Flow Conversion coefficient
Level gauge (limnimeter)

i-th tank

rain intensity

sampling time

upper bound of the interval wheteis defined
lower bound of the interval wheteis defined
interval hull of setA

diagonal matrix

minimum

maximum

saturation function

dead zondunction
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Water, an essential element for life, has a paramount irapoet in the future of mankind be-
cause it is a scarce resource in a global scale. Water is tseimportant renewable natural
resource and, at the same time, the most endangered onereBseng arising from decades of
human action results in non-sustainable management ankpalicies. The water problem
is particularly severe in the Mediterranean coast, as aegpuence of ongoing climate changes:
reports from IPCC (Intergovernmental Panel on Climate @bgimt t p: // Www. | pcc. ch/)
sponsored by the World Meteorological Organization andéghNations will be presented in
Paris in February 2007; such reports indicate that the ahititiy of hydrological resources in
the above mentioned region may decrease up to a 30% in thegatecades.

But problems around the water can be associated accorditgcicle in the nature and the
human influence over this natural cycle. Water managemesivéeome an increasingly impor-
tant environmental and socioeconomic subject worldwidaghHosts associated to processes
such as pumping, transportation, storage, treatment atribdtion, as well as for the collection
and treatment of urban drainage, limit the accessibilitwafer for a large portion of the world.
Processes mentioned before, among others, conformrban water cyclewhich details the
long journey of a drop of water from when it is collected foetirs an urban community to when
it is returned to the natural water cycle [MMMO1].

Knowing the urban water cycle, it is easier to figure out diedne difficult process of
its management and to infer the critical problems in ordgprtapose some ways of solution.
Figure[1.1 shows the urban water cycle, which includes wiffestages from source, transport,
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Transpiration

Condensation

discharge
receiver
environme

Figure 1.1: Urban water cycle and its main elements and psese

purification and conditioning for human needs, distribaiticonsumption, waste water pipelines,
depuration and finally reuse or disposal in the natural enwirent.

This thesis focuses on studying the part related to catigaewage produced by homes and
businesses for being carried to treatment plants in ordavaal pollution in the environment.
All the used water from buildings leaves as wasterwateruidfinaa set of pipes callegbwer pipes
Then, the set of linking pipes is callegtwer networkthat is the kind of systems this thesis is
focused. Moreover, sewer networks might also integrat@mnstater system, which collects
all run-off from rainwater such as road and roof drainagel anvastewater treatment system,
which is used to treat the sewage in order to return it to therabwater cycle free of pollution.
The integration of all of these subsystems increases thelesity of the whole system in the
sense of its management and the potential risks relateddssilype wrong operation.

1.1.1 Sewer Networks as a Complex System

According to the discussion presented before, sewagensggieesent some specific character-
istics which make them especially challenging from the poirview of analysis and control.



1.1 : Motivation 3

They include many complex dynamics and/or behaviors whichle outlined as follows:

¢ Nonlinear dynamics, which can be seen as structural naniitess and changes in the
system parameters according to the operating point, egpéen-flow channel dynamics
and in water quality decay models.

e Compositional subsystems with important delays, e.g. imadyics related to rivers and
open-flow channels.

e Compositional subsystems containing both continuousbvbr elements, such as pipe
flows and discrete on-off control devices such as fixed-speetps.

e Storage and actuator elements with operational consdraittich are operated within a
specific physical range.

e Stochastic disturbances, such as rain intensities affpttie urban drainage modeling
and operation.

e Partially unknown subsystems and/or behaviors, e.g. mkswwhich have been in op-
eration for many years are partially unknown. Relevant aysharacteristics such as
diameter, bumpy and slope change in function of time. Sigjlavater leakage is an
important unknown factor.

e Distributed, large-scale architecture, since water systenay have hundreds or even
thousands of sensors, actuators and local controllers.

All the features mentioned before should be taken into attcaot only in the topology
design of a sewer network but also in the definition of an adefaontrol strategy in order
to fulfill a set of given control objectives. In the case of sewetworks, these objectives are
related to the environmental protection and the prevertiotisasters produced by either the
wrong system management or by faulty elements within theorét(sensors, actuators or other
constitutive elements). For instance, in Figlrd 1.2, thebile effects caused by heavy rain
episodes occurred in the city of Barcelona can be seen. @thse rain episodes, the sewer
network capacity could not support the huge water volumierfalcausing flooding and high
pollution in the Mediterranean Sea and in the rivers clogbécity.
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Figure 1.2: Some effects of flooding in Barcelona.

1.1.2 Model Predictive Control

To avoid the rain consequences shown in Figurk 1.2, the sinalf/sewer networks sets up new
challenges in the scientific community, requiring top-leskédlls in the different control method-
ologies. Such methodologies have to handle the effect nfdisturbances in a robust way and
should be as simple as possible in the sense of complexitg@mgutation time. Since there
are many sensors and actuators within a sewer network,ytstiers should be governed using
a strategy which can handle multivariable models and carpeasate the effect of undesired
dynamics such as delays, dead times, as well as consideicghgenstraints and nonlinear
behaviors.

Thus, within the field of control of sewer networks, theresexia suitable strategy, which
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Figure 1.3: Hierarchical structure for RTC system. Adagteth
[SCCT04] and [MPO5].

fits with the particular issues of such systems. This styategnown as Model-based Predictive
Control (or simply Model Predictive Control - MPC), which neathan a control technique, is a
set of control methodologies that use a mathematical mddekonsidered system to obtain a
control signal minimizing a cost function related to sedecindexes of the system performance.
MPC is very flexible regarding its implementation and can $eduwver almost all systems since
it is set according to the model of the plant [CB04]. As willdiscussed in Sectidn 2.2.1, MPC
has some features to deal with complex systems as sewerrketviig delays compensation,
use of physical constraints, relatively simple for peopli¢haut deep knowledge of control,
multivariable systems handling, etc. Hence, accordings@{"04], such controllers are very
suitable to be used in the global control of urban drainagéesys within a hierarchical control
structure [[Pap84,_MPO05]. Figufell.3 shows a conceptualnseHer a hierarchical structure
considered on the control of sewer networks.

Notice in Figurd_LB that MPC, as the global control law, detaes the references for local
controllers located on different elements of the sewer agtwThese references are computed
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using measurements taken from sensors distributed alengetfwork and rain sensors. Man-
agement level is used to provide to MPC the operational tises; what is reflected in the
controller design as the performance indexes to be minghnize the case of urban drainage
systems, these indexes are usually related to floodingjtfmsil control energy, etc.

1.1.3 Fault Tolerant Control

In sewer networks framework, Real-time control (RTC) is stom-desighed management pro-
gram for a specific urban sewage system that is activatedglarivet-weather event. In some
cities such as Barcelona, the sewer network uses telemeiry gauges and water level sen-
sors in sewers, among other types of sensors)taeledontrolassociated to water diversion or
water detention infrastructure. These elements make ljessi implement an active RTC of
sewer water flows and levels to achieve flooding control, ceaturisks of polluting discharges
to receiver waters such as the sea or rivers.

RTC systems are designed for the system in nominal conditiom, with all its elements
working correctly. However, if for instance a sensor wittfie telemetry system fails, then RTC
should compensate the miss of information and avoid thapsd of the system. Generally,
these latter faults are caused by extreme meteorologiaditians, typical of the Mediterranean
weather. On the other hand, suppose a fault that restrietfidiv through a network control
gate. In a heavy rain scenario, this situation could causesttwage goes out to the city streets
causing flooding and/or pollution in the sea or another wecegnvironment. This situation
should be compensated by the RTC in order to avoid problenmdaasters, maintaining the
system performance.

Therefore, sewer networks not only needs a control strategigned to improve the system
performance but also needs a set of fault tolerance mechanisat ensure that the control con-
tinues working despite the influence of a fault over the systelPC controllers could guarantee
a certain level of implicit tolerance due to their inhereapabilities but the performance would
be better if a additional fault tolerant policies were cdesed into the closed-loop system.

1.2 Thesis Objectives

According to discussions presented beforehand, thisstesiises on the modeling and control
of sewage systems within the framework of the MPC. Thereftrte main objective of the
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thesis consists in designing MPC strategies to control seetgvorks taking into account some
of their inherent complex dynamics, the multi-objectiveéuna of their control objectives and
the performance of the closed-loop when rain episodes argidared as system disturbances.
Complementary, the incorporation of the mentioned cldseg-system within a fault tolerant
architecture and the consideration of faults on systemagmtsi is also studied. For this case,
only control gates are considered as actuators. The partisewage system used as case study
of the thesis is a representative part of the sewer netwoBaatelona. From the whole sewer
network, real rain episodes measurements as well as othledata regarding its behavior are
available.

To fulfill this global objective, a sequence of specific olijgs should be fulfilled as well.
They are the following:

1. To develop the formalization of the sewer network modg#ind control in the framework
of MPC, including the determination of particular aspeetsited to the control strategy
such as costs functions, physical and control problem caingt, tuning methods, etc.

2. To analyze the performance of MPC on sewer networks fotralter set-ups different
from the reported ones in the literature. It implies the exaion of aspects such as
mixing norms in cost functions, proving different tuning tmeds and constraints man-
agements, etc.

3. To use the hybrid systems theory in order to model a sewwesonle including its implicit
switching dynamics given by overflows in tanks, weirs andeyswn order to design
predictive controllers.

4. To explore alternative ways of solution for the problenhigh computation times when
MPC controllers are used with sewer network hybrid modeldrigamany states and
logical variables.

5. To analyze the influence of actuator faults in a close@-lggstem being governed by a
predictive controller based on either linear or hybrid medad to determine the limi-
tation of fault tolerant control schemes (FTC) and straggiMoreover, to take into to
account the hybrid nature of the FTC system by using an hygystems modeling, anal-
ysis and control methodology. This allows to design theghegels of a FTC system in
an integrated manner and verify its global behavior

6. To explore numerical techniques of constraints satisfaén order to determine off-line
the feasibility of fulfilling the control objectives in thergsence of actuator faults. This
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way of tolerance evaluation avoids solving an optimizaggoblem in order to know
whether the control law can deal with actuator fault configon.

1.3 Outline of the Thesis

This dissertation is organized as follows:

Chapter2: Literature Review

This chapter aims to bring the main ideas about the diffet@pits considered in this thesis.
First part focuses on giving concepts and definitions atdmaifparticular treated systems. The
chapter also presents a brief state of the art about the RT€2wer networks and the new
research directions in this field. Moreover, concepts arfiditiens regarding MPC and hybrid
systems formalisms are outlined. Finally, concepts anthatston Fault Tolerance Mechanisms
are presented and a literature review about such topic septed.

Related Publications

Sectior 2B is entirely based on

V. PuIG, J. QUEVEDO, T. ESCOBET, B. MORCEGQ AND C. OcaMPO. Control tolerante a
fallos (Parte I): Mecanismos de tolerancia y sistema suger. Tutorial. RIAI: Revista
Iberoamericana de Autoattica e Infornatica Industrial 1(2):5-12, 2004.

Chapter3: Principles for the Mathematical Model of Sewer Néworks

Once the structure and operation mode of sewer networks@oeluced, a modeling methodol-
ogy for control design and analysis is required. This chapteoduces the modeling principles
for sewer networks by following sirtual tanksapproach. In this way, a network can be con-
sidered as a set of interconnected tanks, which are repeesby a first order model relating
inflows and outflows with the tank volume. The calibrationhi@que for a whole sewer net-
work model, based on real data of rain inflows and sewer lgi®lexplained and discussed.
Section[3.B presents and describes in detail the case stubis dhesis on which the control
techniques and methodologies will be applied. The case stadesponds to a portion of the
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sewer network under the city of Barcelona. Particular nratitecal model is obtained and cali-
brated using real data from representative rain episodasied in Barcelona during the period
1998-2002.

Chapter d: Model Predictive Control Problem Formulation

Based on the system model determined for the case study ipt€fh this chapter considers
just the linear representation of the network, i.e., iggageme inherent switching dynamics
given by network components such as weirs and overflow elemrelrated to sewers and/or
tanks. The idea is to have a optimization problem with lingarstraints in order to formalize

a Linear Constrained MPC for sewer networks. In this frantéwthe chapter studies the ef-
fect of having different norms in the multiobjective coshétion related to the MPC problem

and proposes a control tuning approach based on lexicagrapbgramming. This latter ap-

proach allows obtaining the global optimal solution withoansidering the tedious procedure
of adjusting the weights in the multiobjective cost funatio

Publications

This chapter is entirely based on

C. OCAMPO-MARTINEZ, A. INGIMUNDARSON, V. PUIG, AND J. QUEVEDO. Obijective
prioritization using lexicographic minimizers for MPC afvger networks.IEEE Trans-
actions on Control Systems Technolpg§07. In press.

ChapterB: Predictive Control Problem Formulation based onHybrid Models

Limitations regarding the MPC design proposed in Chapleavemotivated the search of
different modeling techniques in order to have a model thatinclude the inherent switching
dynamics for some of constitutive elements within the sevedwork while the global optimal
solution of the MPC problem is ensured. Therefore, modatireghodology of hybrid systems
is taken into account to reach the desirable features diedubefore. Section 8.1 proposes
a detailed methodology to obtain an hybrid model considetire whole sewer network as a
compositional hybrid system. Hence, the Hybrid MPC for sawetworks is then discussed and
the associated MIP problem is presented. Results obtaynadibg the HMPC application over
the case study are given while the main conclusions are sfiecl
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Publications

Preliminary results of predictive control formulation bdson sewer network hybrid models are
presented in

C. OCAMPO-MARTINEZ, A. INGIMUNDARSON, V. PuIG, AND J. QUEVEDO. Hybrid
Model Predictive Control applied on sewer networks: ThecBlEma Case Study. F.
LAMNABHI -LAGARRIGUE, S. LAGHROUCHE, A. LORIA AND E. PANTELEY (editors):
Taming Heterogeneity and Complexity of Embedded ContrdIS(EIY CON Workshop
on Nonlinear and Hybrid Control) International Scientific & Technical Encyclopedia
(ISTE), 2006.

Complementary results and discussions collected in tlapted are reported in

C. OCAMPO-MARTINEZ, A. INGIMUNDARSON, A. BEMPORAD AND V. PUIG. On Hybrid
Model Predictive Control of Sewer Networks. RAMSCHEZ-PENA, V. PUIG AND J.
QUEVEDO (editors): Identification & Control: The gap between theory and pragtic
Springer-Verlag, 2007.

Chapter@: Suboptimal Hybrid Model Predictive Control

Results obtained from Chaptér 5 show the improvement of yees performance when the
HMPC is used on sewer networks. However, the main problenhisfdontrol technique is
the computation time required to solve the discrete opttion problem associated. From
simulations and tests, it could be noticed that the MIP mnobbehind the HMPC design is very
random in the sense of solution times since it depends omttial icondition of the system.
Therefore, one possible way of solution to these problemsists in relaxing the MIP in order
to reduce the computation time, what lies on possible siunapsolutions, i.e., improving the
solving time by sacrificing the performance. Secfion ®.21imes some general strategies to
relax the MIP problem associated to the HMPC design.

The chapter presents a MPC strategy for Mixed Logical Dycaih{MLD) systems where
the number of differences between the mode sequence ofdahegid a reference sequence is
limited over the prediction horizon. The aim is to reduce dneount of feasible nodes in the
MIP problem and thus reduce the computation time. In Se@idn stability of the proposed
scheme is proven and practical issues regarding how to fingkfhrence sequence are discussed
in Sectio &}. The strategy is then applied over the sewrank model in the case study but
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applying particular considerations related to its behavio

Publications

Mode sequence constraints definition and the stability fpodbdhe suboptimal approach are
reported in

A. INGIMUNDARSON, C. OCAMPO-MARTINEZ AND A. BEMPORAD. Suboptimal Model
Predictive Control of Hybrid Systems based on Mode-SwitghConstraints. Submitted
to Conference on Decision and Control (CDQQP07.

Chapter [d: Model Predictive Control and Fault Tolerance

Faults are very undesirable events for all control systefvsswas said before, in the case of a
sewer network, the fault effect can stop completely the glabontrol loop, what could imply
severe flooding and increase of pollution. MPC controllas,well as all techniques using
feedback, have an implicit capability to reject partialye influence of faults. Moreover, if the
predictive controller governs the closed-loop within alfaolerant architecture, faults can be
compensated in a better way. This chapter takes the defigiiod concepts about fault tolerant
mechanisms collected in Sectibnl2.3 and involve them withepredictive control of sewer
networks. The fault tolerance capabilities inherent toNHRC strategy are discussed in Section
[Z2 where the idea of having a parametrization of the systefomiction of the faults is explained
by means of a simple motivational example.

When the internal model of the predictive controller is aidd considering the plant as
an hybrid system, the inclusion of fault tolerance in MPQlk#o the Fault Tolerant HMPC
(FTHMPC). In this framework, Sectidn_7Z.8.1 discuses twatsfies: the natural robustness of
MPC facing faults in the plant (Passive FTHMPC) and the styatwhich takes into account
fault tolerance mechanisms (Active FTHMPC). Finally, deaproposes the ways of imple-
mentation for a fault tolerant architecture over sewer péta considering faults in the control
gates as the actuators of the system.

Publications

Discussions regarding fault tolerance on linear MPC aredbas
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C. OCAMPO-MARTINEZ, V. PuUIG, J. QUEVEDO, AND A. INGIMUNDARSON. Fault tolerant
model predictive control applied on the Barcelona sewexoidt. In Proceedings of IEEE
Conference on Decision and Control (CDC) and European @br@@onference (ECQC)
Seville (Spain), 2005.

while the extension to hybrid modeling framework for FTC iglpninary presented in

C. OCAMPO-MARTINEZ, A. INGIMUNDARSON, V. PUIG, AND J. QUEVEDO. Fault tolerant
hybrid MPC applied on sewer networks. Pnoceedings of IFAC SAFEPROCE 88ijing
(China), 2006.

Chapter8: Actuator Fault Tolerance Evaluation

As an extension of the study in fault tolerance, Chapter ®@ses the fault tolerant evaluation
of a certain actuator fault configuration (AFC) considera{inear predictive/optimal control
law with constraints. Faults in actuators cause changdgeindnstraints on the control signals
which in turn change the set of feasible solutions. This nexywed on the situation where the set
of admissible solutions for the control objective was empiyerefore, the admissibility of the
control law regarding actuator faults can be determinedvikmgp the set of feasible solutions.
One of the aims of this chapter is to provide methods to comfhus set and then to evaluate
the admissibility of the control law. In particular, the aidsible solutions set for the predictive
control problem including the effect of faults (either thgt reconfiguration or accommodation)
can be determined using different approaches as presen8=ttior 8.18. Finally, the proposed
method is tested on a reduced expression of the case stuidh iwknough to see the advantages
of the presented approach.

Publications

ChapteiB is almost entirely based on

C. OCAMPO-MARTINEZ, P. GUERRA, V. PuIG AND J. QUEVEDO. Fault Tolerance Evalua-
tion of Linear Constrained MPC using Zonotope-based Setpoations. Submitted to
Journal of Systems & Control Engineerirz007.

P. GUERRA, C. OCAMPO-MARTINEZ AND V. PuIG. Actuator Fault Tolerance Evaluation of
Linear Constrained Robust Model Predictive Control. A¢cedpnECC, 2007.
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C. OCAMPO-MARTINEZ, V. PUIG, AND J. QUEVEDO. Actuator fault tolerance evaluation
of Nonlinear Constrained MPC using constraints satigfactiln Proceedings of IFAC
SAFEPROCESSEeijing (China), 2006.

Chapter@: Concluding Remarks

This chapter summarizes the contributions made in thissfae®l discusses the ways for future
research.

Other Related Publications

Several of the publications below provide the basis for tla@uscripts included in this thesis.

C. OCAMPO-MARTINEZ, V. PUIG, J. QUEVEDO, AND A. INGIMUNDARSON. Fault tolerant
optimal control of sewer networks: Barcelona case stlalgrnational Journal of Mea-
surement and ContrpSpecial Issue on Fault tolerant systems, 39(5):151-15& 2006.

V. PuiG, J. QUEVEDO, T. ESCOBET, B. MORCEGQ AND C. OcampPO. Control tolerante a
fallos (Parte 1): Fundamentos y diagnostico de fallosofiat. RIAI: Revista Iberoamer-
icana de Autoratica e Informatica Industrial 1(1):15-31, 2004.

C. OcAMPO-MARTINEZ, S. TORNIL, AND V. PUIG. Robust fault detection using interval
constraints satisfaction and set computationsPioceedings of IFAC SAFEPROCESS
Beijing (China), 2006.

V. PuiG, J. QUEVEDO, AND C. OcampPO. Benchmark for Fault Tolerant Control based on
Barcelona sewer network. Proceedings of NeCST Worksh@éyaccio, Corsica, October
2005.

C. OcAMPO-MARTINEZ, P. GUERRA, AND V. PuIG. Actuator fault tolerance evaluation
of linear constrained MPC using Zonotope-based set cortipuga InVI Jornades en
Autonatica, Visb i Rolbtica. Universitat Politecnica de Catalunya, 2006.

C. OcaMPO-MARTINEZ. Benchmark definition for fault tolerant control based omdgtona
sewer network. Technical report, Universidad Politéarde Catalunya (UPC) - ESAII,
May 2004.



14 Chapter 1 : Introduction

C. OcamMPO-MARTINEZ. Barcelona sewer network problem: Model based on piecdwise
tions. Technical report, Technical University of Catab(lWPC) - ESAII, July 2005.
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CHAPTER 2

BACKGROUND

This chapter collects briefly the basic fundamentals forrtfan topics treated in this thesis.
Three sections gather concepts, definitions and schematsdyeer networks, model predictive
control (including hybrid models) and fault tolerance meakms. Moreover, bibliographical
references to relevant scientific contributions in jousnahpact congress and research reports
are given for each topic framework and their contents idlgrgresented and discussed.

2.1 Sewer Networks: Definitions and Real-time Control

2.1.1 Description and Main Concepts

First of all, this section introduces some important coteepgarding sewer networks and rel-
evant definitions in this framework. The basic concept ig$elf what a sewer network is and
its objective. In generalsewer$ are pipelines that transport wastewater from city building
and rain drains to treatment facilities. Sewers connestdtaff to horizontal mains. The sewer
mains often connect to larger mains and then to the wastetwatdment site. Vertical pipes,
calledmanholesconnect the mains to the surface. Sewers are generallijpygpawered, though
pumps may be used if necessary.

The main type of wastewater collected and transported byvarseetwork is in general
the sewage, which is defined as the liquid waste produced imahs which typically contains

1The wordsewercomes from the old Frenassouier(to drain), which comes as well from the Lagraquaria
ex- “out” + aquaria, feminine of aquarius “pertaining to et

17
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washing water, faeces, urine, laundry waste and otherdliqusemi-liquid wastes from house-
holds and industry. These sewer networks are knovsaagary sewer netwofk

Also, there exist the callestorm sewerswhich are large pipes that transport storm water
runoff from streets to natural bodies of water in order toidatreet flooding. Otherwise, the
kind of network which collects not only sewage from houses iadustry but also collects the
storm water runoff is calledinitary networkor Combined Sewer Systgf@SS). These sewer
networks were built in many older cities because having athsystem was cheaper but prob-
lems came for heavy rains. Hence, these combined systemsiesigned to handle certain size
storms and, when the sewer was overloaded with too much thewyater would exit the sewer
system and into a nearby body of water through a relief sesveravent back-up into the street
or houses and buildings. This dissertation considers the abunitary networks so all concepts
and descriptions presented in the sequel are related withretworks.

According to the literature, sewer networks can be consitl@s a collection of elements
which are recognized depending its particular function.gémeral way, a set of few typical
elements are going to be described below and Figule 2.1 givegain idea of their interrelation
for a scheme of a very small and simple sewer network. Someegirtesented figures are taken
particularly from the Barcelona sewer network, which isalibed in Chaptelrl3 as the case study
of this dissertation.

Hydrodynamic Links

These elements are used not only as connection betweenrkgtieces but also as storage
element when the inner capacity of them reaches importdnesa Regarding their hydrody-
namics, this fact also requires the consideration of infitgpeenomena in a framework where
the sewer network inflow is manipulated using throttle gatesthese cases, the call&ack-
water effectmay occur, what makes more complex the modeling and sirulatf the links
behavior. Moreover, due to the network magnitude, trarispeliays and other nonlinearities
can be taken into account in the dynamic description of tedseents. Within a sewer net-
work, there exist many kinds of links according to their sizgureZP shows a picture of a big
diameter sewer corresponding to a real sewer network.

2also calledoul sewer especially in the UK.
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Figure 2.1: Components for a basic scheme of a sewer network.

Tanks or Reservoirs

These elements are used as storage devices with a duabfunéiirst of all, they make their
outflow be laminar, what means that the inflow is greater theroutflow. This aspect allows
the easier manipulation of the flows in elements located mwagdosition within the network,
mainly in case of heavy rain episodes. In second place, eseents have a environmental
function in the sense of retaining highly contaminated ggwdt prevents the spill of this dirty
water on beaches, rivers and ports and allows its treatmetiieoplants. On the other hand,
the retained water diminishes its contamination degreealtiee sedimentation caused by the
retention process.

About their model, these elements can have overflow capalilhich means that when the
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Figure 2.2: Big diameter sewer. Taken frdam [CLAO05].

water volume reaches the maximum capacity a new flow appé&arsh flow is related to the
water volume not stored. However, some model proposalddmmthat a suitable manipulation
of a redirection gate located in the tank input can be thdeglyawhich replaces the overflow
capability of the reservoifs The maximum capacity of the tank is a control constrainttfier

input gate [OMPOIO5]. The usefulness of each one of thesesdapend in a straightforward

manner of the modeling and the control strategy appliedeaéwer system. In FiguEe_R.3 the
inner part of a retention tank is shown.

Gates

Within a sewer network, gates are used as control elementaube they can change the flow
downstream. Depending on the action made, gates can béiethss follows:

Redirection gates: These gates are used to change the direction of the waterTftagigroup
of gates can be located before a reservoir or anywhere a vegieection can be needed.

Retention gates: These gates are used to retain the water flow in a certain gidime network.
They are generally located at the reservoir output, whatalito retain the sewage within
the tank and benefits the wastewater sedimentation process.

%In these cases, the overflow capacity is not a nominal modperttion and becomes a security mechanism.
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Figure 2.3: Retention tank (inner face). Taken fram [CLAO5]

In sewer network control, the control signals can corredpmnthe manipulated outflows
in control gates. Taking into account the scheme in FiguBe When the global control level
computes these outflows, a local controller handles the amécéil actions of the physical gates
(actuators) using such computed outflows as set-points. prbtedure avoids the consideration
of inherent nonlinearities associated to the gate. Figulec@rresponds to a typical retention
gate within a sewer network.

Nodes

According to [MPO5], these elements correspond with poirftere water flows are either prop-
agated or merged. Propagation means that the node has amne arftl one outflow so the
objective of this point is the connection of sewers witheatiént geometries. On the other hand,
merging means that more than one inflow merge to one greatdowauTherefore, two types of
nodes can be considered:

¢ Nodes with one inflow and multiple outputs (splitting nodes)

e Nodes with multiple inputs and one outputs (merging nodes).
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Figure 2.4: Typical retention gate. Taken frdm [CLAO5].

In particular topologies, these elements can have a maxioutfiow capacity, what produces an
overflow appearance under a given conditions. Hence, the wodld have not only one output
related to the natural outflow but also a second output qooreting to the considered overflow.
Such elements are callegeirs which add to the system behavior a switching dynamic, dilffic
to consider, depending on the used model.

Instrumentation

Many variables have to be measured within a sewer networkderdo implement an RTC
system. The main devices used to fulfill this objective anegrag others:

Rain gauges Rain can be considered the main external input. Hence, @dessary to measure
the rain intensity in order to know the rain inflow. Rain indép is measured usingtip-
ping bucketrain-gauge, whose scheme is presented in Figule 2.5. Thgegachnology
uses two smalbucketamounted on a fulcrum (balanced like a see-saw). The tinydisck
are manufactured with tight tolerances to ensure that tb/dn exact amount of precip-
itation. The tipping bucket assembly is located underndalrain sewer, which funnels
the precipitation to the buckets. As rainfall fills the tinydiket, it becomes overbalanced
and tips down, emptying itself as the other bucket pivots piace for the next reading.
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Figure 2.5: Rain measurement principle using a tipping buckin gauge.

The action of each tipping event triggers a small switch Huitvates the electronic cir-
cuitry to transmit the count to the indoor console, recaydime event as an amount of
rainfall. Once the rain intensity is determined, the raiihoiv can be computed using the
procedure proposed and explained in Chdgter 3.

Limnimeters These devices measure the sewage level within the seweey. aré located on
strategy points of the network and their given informatismelated to the water volume
and flow by means of Manning formula, see Chapter 3. They aielynased in points
where the sewer slope allows the water flow by gravity.

Velocity sensors According to the geometry and topology of the consideredeseflow infor-
mation can be inaccurate due to the level measurements., Tiege sensors are used
to measure the sewage velocity in an specific place of thersseteork. Using this in-
formation, the sewage flow can be computed in a more accuratmen This fact for
instance avoids situations where the sewer slope is alnntisand despite the water flow
exists, the level of the water remains constant.

Radars An alternative way to measure rain intensity is usimgather radars The weather
radar is an instrument used to obtain a detailed descrigtidhe spatial and temporal
rainfall field. This information is needed to model in the toldgically sense a certain
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Figure 2.6: Typical pumping station for reservoir. Takemfr[CLAOS].

region with sufficient resolution. However, such devices @mplex instruments. They
measure a property of the rainfall drops. This property latee to the portion of the
power of the beam put out by the radar and that returns to & treebeam has hit its target.
This property, known as the rainfall reflectivity, is inditly related to the rainfall intensity
(through the raindrop sizes distribution). It is also iedity related to the intensity of the
rainfall that reaches the grourld [GRAOQ7].

Pumping Stations

Once a rain episode has finished, the tanks are drained tewzedreatment plant. For this
procedure two elements can be needed: a retention gate amoh@ng station. About first
element, some ideas have been presented beforehand. Buwstgiions are needed to take out
the water that can not get out by gravity. Hence, these puyngtetions are also manipulated,
allowing the flow control downstream. Figure12.6 shows adgppumping station for a sewer
network.



2.1 : Sewer Networks: Definitions and Real-time Control 25

Figure 2.7: View of the wastewater treatment plan of ColuanMissouri
(USA). Taken fromht t p: / / www. gocol unbi ano. com .

Treatment Elements

This element consists in plants where, through physicalnibal and biological processes, or-
ganic matter, bacteria, viruses and solids are removed fastewaters before they are dis-
charged in rivers, lakes and seas. It receives all the wlatéras got into the sewer network
and has not got out through the overflows. Nowadays the ilmtiusf such elements within
the sewer networks is of great significance in order to pvesttre ecosystem and maintain the
environmental balance inside the water cycle. In this sehseseparation of the storm sewers
from waste sewers would be a great strategy because the haigeiaflow during a rainstorm
can overwhelm the treatment plant, resulting in untreagsehge being discharged into the en-
vironment. In this sense, some cities have dealt with thieetsby adding large storage tanks
or ponds to hold the water until it can be treated. Another teageal with this aspect consists
in design a suitable control strategy which prevents aktyppollution and Combined Sewage
Overflow (CSO) in the sewer network and then the damage tortieoeament. Figuré_2]7
presents a picture of an important treatment plant locatétblumbia, Missouri (USA).
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2.1.2 RTC of Sewage Systems

This section explores the contributions reported in therdiiure about the real-time control of
sewer networks. However, this literature exploration ade@s into account modeling aspects
of sewage systems due to the close relation between modalihgontrol for thee particular
systems. Real-time sewer network control systems play aoftant role in meeting increas-
ingly restrictive environmental regulations to reducesaske of untreated waste or CSO to the
environment. Reduction of CSO often requires major investisin infrastructure within city
limits and thus any improvement in efficient use of existinfydstructure, for example by im-
proved control, is of interest. The advantage of sewer ngtwontrol has been demonstrated
by a number of researchers in the last decades, see [GROALABPE], [Mar99], |PCLT05],
[MPO5]. A common control strategy to deal with urban dramagstems is Model Predictive
Control (MPC), sed [GR94], [PPM1] [MPO5]. This fact is because the urban drainage control
problem is often multi-input, multi-output and the goal s@ts in using existing infrastructures
to their limits, characteristics that make MPC speciallgetle with its inherent capacity to deal
with constraints.

A very important aspect on sewer networks is their model8®&yeral modeling approaches
have been presented in the literature about sewer netwirks99], [Mar99], IDMDV0O1],
[MPOS]. Specifically and due to its complex nature, seveyalrblogical models have been
proposed [PMLCY96]/[ZHM01]. Sewer networks are system& witmplex dynamics since wa-
ter flows through sewer in open channels. As will be discus$sted, flow in open canals are
described by Saint-Vennant's partial differential eqoagi that can be used to perform simula-
tion studies but are highly complex to solve in real-timer @ purpose of control, modeling
techniques have been presented that deal with sewer netwae&[[DMDVOL], [OMIPQO6].
However, when an implementation of a real-time control (lREtategy is implemented, the
complexity of the models could be an important problem bseaiimplies higher computation
times and difficulties when a control sequence for a desiegfibpnance is computed [ZHMD1],
[MPO5]. This problem is also consequence of the high modekdsion, proper characteristic
of the large-scale systems. Often the purpose of the motkelierform simulation studies and
they range from highly complex partial differential eqoas to simpler conceptual models.

In an early reference on MPC_(IGR94]), a linear model of a savedwork was used for
prediction. Good performance of identified linear modelsiulation of flow in urban drainage
networks with rain measurements as input has also beenteepior [PLM99]. The use of
nonlinear models for predictive control of urban drainagstams has also been reported, see
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[RL95], [MPIs].

Improvements in prediction achieved by using nonlinear eldeed to be compared to
the uncertainty introduced due to the error in predicting in over the horizon. Short term
rain prediction or nowcasting is an active field of resease® [SA0D]. With a combination of
radar, rain gauge measurements and advanced data prgc¢essitiction of rain has improved
greatly lately and the potential for the use in predictivatoal of urban drainage systems has
been pointed out if [YTJC99].

Then, an operational model of an urban drainage system vibeutdset of equations which
provide a fast approximate evaluation of the hydrologicalables of the network and their re-
sponse to control actions on the gates.[In [RL95], nonlimeadel predictive control (NMPC)
was implemented over a large-scale system with 26 stated@maanipulated inputs. It was
shown that a complex nonlinear model is always better bferdifices with linear MPC may
be too small to justify the NMPC effort. [IMP97] justifies theseuof simpler models for
optimization-based control of sewer networks due to

¢ the model inaccuracies impact is reduced solving the cbptablem iteratively and up-
dating inflow predictions and initial conditions, and

o the details of local elements and catchments are considetedal control loops.

About control strategies, extensive research has beeed¢aut on RTC of urban drainage
systems. Comprehensive reviews that include a discus§gomnee existing implementations are
given by [SAN"9€] and its cited references, while practical issues areudised by[[SBB02],
among others. The common idea is the use of optimizatiomtgahs to improve the system
performance trying to avoid the street flooding, preventBB© discharges, minimize the pollu-
tion, get uniform the utilization of sewer system storageacity and, in most of cases, minimize
the functioning costs, among another objectives [EIm38E\02], [STIBOR],[[SCCO04]. In
this way, [GR94] proposed the implementation of model MP€rdtie Seattle urban drainage
system. In this work, authors organized the fundamentalsiddout the use of these techniques
in sewer networks: definition of appropriate cost functjarsation and maintenance of models
and use of the prediction for minimizing the uncertaintyeeffof the rain estimation, aspect
that, in these systems is crucial for the right operationased-loop. Their results confirm the
effectiveness of the control law over large-scale systatadive to the used automatic controls
in that moment, which were based on heuristics.

Years later, [[MP97] proposed the application of optimaltoanretaking the hierarchical
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control philosophy[[Pap85]. This philosophy suggests ¢h&f C structure that combines high
efficiency and low implementation cost would have threeigsye

e a adaptation layer, where the inflow prediction (rain) ardesestimation in real-time is
done,

e a optimization layer, which is responsible of the globaltcolrand the reference trajecto-
ries computation, and

e a decentralized control layer, which is responsible of &l trajectories realization.

A similar idea of hierarchical control for RTC can be found8CCT04]. In [MP01], the
authors combine the work presented[in IMP97] with the rewgdiorizon philosophy, that is,
optimal control in finite horizon and prediction in a sliditime window. [DMV04] implements
the global control level introduced in Figuke11.3 within tlramework of predictive control
for minimizing the overflow volumes from combined sewersinigirainfalls on the urban area
drained by the Marigot interceptor in Laval, Canada. Theltseshave shown that allowing
surcharged flows in the interceptor during rainfalls leaml$mportant decreases in overflow
volumes.

Although the application of optimization methods, and, engenerally, the development of
control procedures, usually aims to determining the ogt{imest possible) control action under
the given conditions, a suboptimal control decision is simmes often enough for RTC (as long
as it can be ensured that this decision does not lead to apenfice of the system worse than
the no-control scenario). However, under specific modeditimms and for MPC strategies, it
could be ensured that the best possible solution is obtained

2.2 MPC and Hybrid Systems

2.2.1 MPC Strategy Description

Model predictive control (MPC), alseferred as model based predictive contrelceding hori-
zon controlor moving horizon optimal contrpls one of the few advanced methodologies which
has significant impact on industrial control engineeringP®/is being applied in process in-
dustry because it can handle multivariable control prokléma natural form, it can take into
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account actuator limitations and it allows constraintssideration. Predictive Control methods
are developed around certain common ideas, which are bggMac0?], [GSdDO5]:

e The explicit use of a model in order to predict the procespuut a time horizon.

e The obtaining of a control sequence which minimizes a cdgefdive) function.

e The application of the first control signal from the compuseduence and the displace-

ment of the horizon towards the future.

MPC as a wide field of control methods is developed around af $&tsic elements in com-
mon. Its parameters can be modified giving rise to differégriéhms. These main elements
can be outlined as:

e Prediction model, which should capture all process dynaraitd allows to predict the
future behavior of the system.

e Objective (cost) function, which is, in general form, therakbnt that penalizes derivations
of the predicted controller outputs from a reference ttajgc It represents a performance
index of the system studied.

e Control signal computation.

This control strategy presents important advantages aer control methods. Some of
these advantages are outlined belbw [Bor00].

e Itis very easy to use for people without deep knowledge irtrohnits concepts are very
intuitive and the tuning is relatively simple.

e Can be used to control a wide type of processes, includinglsimtynamics towards
systems with big delays, unstable and nonminimum phaseragst

e ltis very useful for multivariable systems.
e It has inherently the delay compensation.
¢ It allows the use of constraints, which can be added durieglésign process.

However, it also has some disadvantages such as the highutatiopal cost in the control
law obtaining process. Butthe main problem of this stratiexpon the dependence of a accurate
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system model. The design algorithm is based on the previoowlkdge of the system behavior
so the performance is related to the quality of the plantasgmtation.

MPC Formulation

In most of the cases presented in the research literatuedyIBC formulation is expressed in
state space. However, in order to present a generic andesimyplesentation of the strategy, let

Ty = g(zp, ug) (2.1)

be the mapping of states. € X C R™ and control signals;, € U C R™ for a given system,
whereg : R™ x R™ — R" is the arbitrary system state function and 7. . Let

w (k) 2 (o ks - - g, 1) € U (2.2)

be the input sequence over a fixed time horizén Moreover, theadmissible input sequence
with respect to the state, € X is defined by

U, (zy) 2 {uy, € Ur|x, € X} (2.3)

where

Xpo (T, W) £ (21, Topps - - 2 ) € X (2.4)

corresponds to the state sequence generated applyingthesaguencé(2.2) to the systdm{2.1)
from initial statezy, £ 1., Wherexy, is the measurement or the estimation of the current state.
Hence, the receding horizon approach is based on the solotithe open-loop optimization
problem (OOP)IBM99b]:

min J (ug, xx, H 2.5a
{uke Z/[Hp} ( k k p) ( )
subject to
Hluk < b1 (25b)
Goxy, + Houy, < by (250)

where J(-) : X¢(H,) — R, is the cost function with domain in thget of feasible states
Xy(Hp) € X [CHWBQ6], H, denotes th@rediction horizoror output horizorandG,, H; and
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b; are matrices of suitable dimensions. In sequehce (2;4);;, denotes the prediction of the
state at timé: + done ink , starting fromz . = x).. WhenH,, = oo, the OOP is calledhfinite
horizon problemwhile with H,, # oo, the OOP is calledinite horizon problem Constrains
stated to guarantee system stability in closed-loop woelddrled in[(Z8b):=(Z.bc).

Assuming that the OOIE(2.5) is feasible foe X, i.e.,Uy, (x) # (), there exists an optimal
solution given by the sequence

Wi 2 (U W sl 1) € Uny (2.6)
and then the receding horizon philosophy sets [Mac02Z], {}B0

and disregards the computed inputs frém= 1to &k = H, — 1, repeating the whole process
at the following time step. Equatiof{2.7) is known in the MR€rature asthe MPC law
Summarizing, Algorithni 211 briefly describes the basic MB@ tomputing process.

Algorithm 2.1 Basic MPC law computation.
1. k=0

3 warO\k = Tk

4:  uj(zy) < solve OOP[ZI)
5. Apply only u; = uZJrO\k

6: k=k+1

7. end loop

2.2.2 Hybrid Systems

In the dynamical systems behavior there exist several phena produced by the interaction
of signals of different nature. In general, systems are ameg of both continuous and dis-
crete components, the former are typically associated phisical first principles, the latter
with logic devices, such as switches, digital circuitryftesare code. This mixture of logical
conditions and continuous dynamics gives rise hylrid system

For instance, in the case of sewer networks there existagsenomena (overflows in sew-
ers and tanks) and elements in the system (redirection gateseirs) that present a different
behavior depending on the flow/volume in the network. Thaslfenaturally to the use of hybrid
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models in order to describe such behaviors. The hybrid msoctetsidered here belong to the
class of discrete-time linear hybrid systems. The cordlitibdiscrete-time avoids certain math-
ematical problems (like Zeno behavior, see [HLMROZ], [ABGHd allows to derive models
for which analysis and optimal/predictive control probfeoan be posed.

Mixed Logical Dynamical Systems

The Mixed Logical Dynamica(MLD) modeling framework, introduced in [BM99a], is a way,
among others, that allows one to represent hybrid systetmshvean be described by interde-
pendent physical laws, logical rules and operating coms&raMLD models have recently been
shown to be equivalent to representations of hybrid syswmh ad.inear Complementarity
(LC) systemsMin-Max-Plus ScalingMMPS) systems an@&iecewise AffinéPWA) systems,
among others, under mild conditions, see [HDBO01]. MLD sysere described by linear dy-
namic equations subject to linear mixed-integer ineqgealiti.e., inequalities involving both
continuous and binary (or logical, or 0-1) variables. Thes#ude physical/discrete states,
continuous/integer inputs, and continuous/binary aamilivariables. The ability to include
constraints, constraint prioritization and heuristice powerful features of the MLD model-
ing framework. The general MLD form i5 [BM9Bal]:

Tht1 = Az + By ug + By 0, + B3 2, (2.8&)
yr = Cap+ Diug+ Do + D3z (2.8b)
Eydp+E3z, < FErugp+ Ejx,+ Es (2.8¢)

where the meaning of the variables is the following:

e 1 are the continuous and binary states:

T = [ e ] , . € XCR"™, x,e{0,1}" (2.9)
Ty

e y are the continuous and binary outputs:

Y= [yC] . Ye €Y CRPe, y,e{0,1}F* (2.10)
Y
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e y are the continuous and binary inputs:

U= [ te ] , uc € UCR™, wupe{0,1}™ (2.11)

Ug

e Auxiliary binary variabless € {0,1}"

e Auxiliary continuous variablesz € R".

Notice that by removindX3d) and by setting andz to zero, EZRal) and .SH) reduce to an
unconstrained linear discrete time system in state spale.variables) and z are introduced
when translating logic propositions into linear inequedit All constraints are summarized in

the inequality E2Rd).

The transformation of certain hybrid system descriptionte the MLD form requires the
application of a set of given rules. To avoid the tedious pdore of deriving the MLD form by
hand, a compiler was developed In[TB04] to generate matriceB;, C, D; and E; in (Z38)
through the specification languager 8DEL (HYbrid System DEscription Language).

2.2.3 MPC Problem on Hybrid Systems

Different methods for the analysis and design of hybrid eayst have been proposed in the
literature during the last few years |BM99al, [LT$99], [B3]0 The implementation of these
methods are related in a straightforward manner to the thgystem representation. One of the
most studied methods involves the class of optimal comtraliwhich may use the MLD form in
order to compute the corresponding control law accordinggsystem performance objectives.
The formulation of the optimization problem in Hybrid MPCNHPC) follows the approach in
standard MPC design, see [Mat02]. The desired performaniaxes are expressed as affine
functions of the control variables, initial states and knassturbances. However, due to the
presence of logical variables, the resulting optimizapooblem is amixed integer quadratior
linear program(MIQP or MILP, respectively). The control law obtained ingthvay is referred
to asmixed integer predictive contrgMIPC).

In general, the MIPC structure is defined by the OQPI (2.5) rde=tt as beforehand but
including the logical dynamics part. Hence, the OOP comiigehe hybrid systems framework
is presented as follows. Assume that the hybrid system balmuld track a reference signgl
andx,, u,, z- are desired references for the states, inputs and auxila@rgbles, respectively.
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For a fixed prediction horizo#,, € Z>1, the input sequencE(2.2) is applied to the sysien (2.8),
resulting the sequencds{P.4) and

Ap(@,u) £ (Sojs Oapges - - - 0 —1pi) € {0,177 (2.12)
zk(:ck,uk) = (Z0|ka 210k - - ,ZHp - 1|]€) € R Hp (2.13)

under the same conditions as in problémli(2.5).

Hence, the OOP for hybrid systems is now defined as:

(e Z/I[fl{zi,riAkaZk J (wp (i), Mgz, o) 2 ||Qey (a0 — 75) |

Hp—1 Hp—1
+ > 1Qa (whpipe — 20, + D 1Qu (wppar — ur) ||,
i=1 =0

Hp—1

£ 3 (1 G = =)l + 124 s — w011 (2.142)
1=0

p

Tppivilk = ATpgie + B1ppin + Badirije + B3z

Yk+ilk Cxppip + Ditgpipp + D2dp i + Dazigik

subject t (2.14b)

+

E2bptik Esz ik < Evugpqn + Eatpqn + Es

xf

Tr Hplk

fori =0,...,H,—1, wherez corresponds to the final desired value for the state varmlee
Hy, andp is related to the selected norm (1-norm, quadratic normfatiiy norm). Q.. ,, Q.,
Qu, Q5, Q- andQ, are the weight matrices of suitable dimensions, which fuli@ following
conditions:

sz,z,u = ff,x,u -~ 07 Q&,z,y = ngzw =0 (p = 2)

_ (2.15)
Quss Qo Qus Q5. Q2,Q,  nonsingular (p=1,p=o0)

Assuming that the MIPC problem related to the OQP_{2.14) asifde forz € X, there
exists an optimal solution given now by the sequence

* * * * * * * * *
(u0|k’u1|k"" y U, 1)k 0|k 0Ly " ’5Hp—1\k;’20|k’zl|k"" aZH,,_uk)

which, applying the receding horizon strategy, yields the@/law in [ZF). Notice that the
described procedure corresponds to the extension of MR@ufation in Sectiodl 2211 over
hybrid systems but the solution is obtained solving the CRYP4)).
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Some theoretical aspects about control of hybrid systemdeadiscussed and they have
been a research topic during the last few years. For instanutiee that/,, should be finite.
Infinite horizon formulations are not pragmatic neitheratedically nor in practical implemen-
tation. The approximation off,, as large as possible implies a great amount of logical viexsab
within the MIPC problem, what yields an almost impossiblenpaitation treatmen{ [BM99a].
The assumptiorfd, — oo is already worse in the case of large scale systems. On tiee oth
hand, the constraint; = =,y |, related to the final state within the MIPC proble {2.14),
can be relaxed agy |, € Xr C X, whereXr is defined as théarget state se[LHWBO6].
According to this assumption, the sequetigg (x(k)) in (23) is redefined with respect Xr
as

Un, (zx) 2 {up € U |zp € X 2y € X} (2.16)

All concepts, formulations and definitions presented soafar used in next chapters to
present the MPC formulation not only for linear but also fgbhd systems. Chaptel$ 4 aid 8
considers the definition of a OOP where the model is purebalirwhile Chaptersl £] 6 afidl 7
consider the OOP for an hybrid system.

2.3 Fault Tolerance Mechanisms

The aim of RTC on sewer networks is to improve its performancextreme meteorological
conditions. Under these conditions, itis very likely théalt occurs in any constitutive element
of the network, what leads to losing the control effectisnalegrading the performance and
even causing dangerous situations such as severe floodimglotion. Then, it is extremely
needed to have fault tolerance mechanisms that reduce ulie &fect, ensuring at least the
partial fulfilling of the control objectives.

Fault Tolerant Control(FTC) is a new idea recently introduced in the researchalitee
[Pat97] which allows to have a control loop that fulfills itbjectives (maybe with a possible
degradation) when faults in components of the system (imsntation, actuators and/or plant)
appear. A control loop could be considered fault tolerattiéfe exist:

e Adaptation strategies of the control law included in theselirloop.

e Mechanisms that introduce redundancy in sensors andioatacs.

Figure[Z.8 presents a possible classification of the faldtance mechanisms considered in
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Figure 2.8: Classification of Fault Tolerance Mechanisms
this section.

2.3.1 Fault Tolerance by Adaptation of the Control Strategy

From the point of view of the control strategies, the litaratconsiders two main groups: the
active and thepassivetechnigues. The passive techniques are control laws tkatinéo ac-
count the fault appearance as a system perturbation. Thilén wertain margins, the control
law has inherent fault tolerant capabilities, allowing fystem to cope with the fault presence.
In [CPC98], [LLLOQ], [QTYS0]], [[WY0Z] and [QIYS0B], amongnany others, complete de-
scriptions of passive FTC techniques can be found.

On the other hand, the active fault tolerant control tecesqconsist in adapting the con-
trol law using the information given by the FDI block. Withighinformation, some automatic
adjustments are done trying to reach the control objectives

Scheme of FigurE_2.9 proposes a particular architecture afciive FTC loop introduced
by [BIa99], which contains three design levels: trantrol loop (level 1), theFault Diagnosis
and Isolation(FDI) system (level 2) and theupervisor systerfievel 3), which closes the outer
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loop and adds the fault tolerance capabilities.

The feedback control loop shown in Figdlirel2.9 is composed @ynarol law, anactuator
or set of actuatorsthe plant and asensoror set/array of sensorsin parallel with sensor and
actuator blocks, there exist other hardware or softwarekislased to provideedundancyin
the signal measurement as in the application of the conttidra This redundancy could be
introduced in physical form (redundant sensors or actgator in analytical form (through
mathematical models). From the input and output signalsmdars, actuators and the plant, FDI
system detects and isolates the faults, quantifies theinitualg and identifies the specific faulty
elements, if possible. Next, FDI system sends this infoionato the Automatic Supervisor
(AS), which takes the corresponding decisions in order timtaia the control loop operative in
spite of the fault.

Notice that AS block is a discrete event system while the isiged system is defined in
continuous time. The information exchange between botkesys is done through the FDI
block. Due to the whole system has a mixed nature, its cavrepg analysis and design
could be done using thieybrid systems theorfsee [CLO95], [BM99a],[[AHS01],[IMBB03],
among many others), this being an open area that is beemtiyresplored and developed in
the research literature. In this way, this idea is furthesmettgped and discussed in Chaiier 7.

Once the AS block receives the information from the FDI mediilevaluates the admissi-
bility of the system performance taking into account thdtfaxesence. To do this, AS considers
whether the control objectives: (i) are fulfilled acceptmgertain degradation level (region of
degraded performance), or (ii) are not fulfilled but therstil the possibility of activating cor-
rective actions (region of unacceptable performance)e@iise, the process should be stopped
(region of danger). FigufeZ110 shows the above mentiorgidne of operation for a two-states
system. Chaptéi 8 of this thesis presents a methodologhéftzg on doing the the admissibility
task.

Accommodation and Reconfiguration Strategies

In order to understand the operation of the different sgiatewithin the active FTC philosophy,
the standard feedback control problem is defined by [BKL.S03]

(0,C(0), 1), (2.17)
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Figure 2.10: Regions of operation according to system padace.

whereO is the set ofcontrol objectivesC is the set ofsystem constraintd) is the vector of
system parameterand U is the control law. Hence, the faults impact is considered over the
problem expressed ifi(ZI17), whetgd) indicates how the systems constraints depend on the
parameters that, in turn, depend on the faults. The FDI jdoakides the detection and isolation
of the fault with or without estimating its magnitude.

Depending on the information provided by the FDI module d@lle fault magnitude, two
main strategies to adapt the control loop in order to intoediault tolerance are possible. The
first strategy consists in modifying the control law withaltanging the rest of the elements
within the control loop. This is known ag/stem accommodation to the fault effecd it could
be done in the case of all changes in system structure anohptes due to the fault could have
been accurately estimated. More formally, the followin§jrdgon is introduced.

Definition 2.1 (Fault Accommodation Fault accommodation consists in solving the control
problem(0, C;(8;), Uy), beingC(f;) an estimation of actual system constraints provided by
the FDI algorithm.

Second strategy to adapt the control loop is based on chatiggncontrol law and another
elements of the closed-loop as needed. This is knowsyaem reconfiguration due to the
fault presenceand it could be applied when there is not available infororatibout the fault
estimation. In this case, faulty components will be unpedydpy FDI block and the control
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objective will try to be reached using the non faulty compuse Then, a formal definition is
given as follows.

Definition 2.2 (System ReconfiguratipnSystem reconfiguration due to the fault presence con-
sists in finding a new set of constraing (6;) such that the control probled®, C¢(6;), Uy)
can be solved. Then, this solution is found and applied.

On-line/Off-line Control Law Adaptation

Once the adaptation approach of the control law is seletiede are two main ways of im-

plementation within the control loop. The basic differefmdween them is that in one case
(off-line adaptation), the control law parameterized witlspect to the faults is pre-computed
off-line while in the other case (on-line adaptation), tbattol law is recomputed on-line taking

into account the faults. These ways are:

Off-line Adaptation (Also known as adaptation using precalculated controllar)this case,
the control law could be written &Sy = U(f), wheref corresponds to the determined
fault. Thus, within the FTC architecture there exists a blosed to determine the oper-
ation mode of the system once the fault occurs, what allove®toputeU ; (see Figure
[Z.T1(a)). A possible characterization of the control lawstos framework according to
the plant nature (mathematical model) is given_in [TheO3pdews:

e Control Laws for LTI Models techniques based on LTI system models, such as
Model MatchinglKun92], Model Following[Jia94],LQRandEigenstructure assig-
ment[Jia94] [ZJ02], among others.

e Control Laws for a LTI Models familytechniques based on LTI models obtained
by linearization around a set of equilibrium points, corgra certain portion of the
whole state space. Some examples Mréti-models Gain-Schedulingand LPV,
among others.

e Control Laws for Nonlinear Modelstechnigues based on nonlinear mathematical
model of the plant. In this casepft-computingechniques to design the controller
are usually implemented. Examples of these laws are Fuzeyr@pNeural Con-
trol, Neuro-Fuzzy Control, among others [DIPO1].

On-line Adaptation (Also known as adaptation by using an on-line computed odlaty. In
this case, the control laW is obtained on-line from an estimation of the actual system r
strictionsC () once the fault occurs. Figufe Z-T7(b) shows the basic dparatheme



2.3 : Fault Tolerance Mechanisms 41

for this case. Also, for the estimation of the fault effecttbe system constraints, two
alternatives exist:

e Off-line estimation The fault effect over the system constraints has been deresi
off-line. This fact allows to express such constraints inction of the fault and
to change the control law according to the fault informatprovided by the FDI
module. In this way, the controller is always recomputednigknto account the
fault effect in the system constraints. Examples of corteohniques of this group
are theModel Predictive Contro{(MPC) [MR93], [MLO1] andStatic Feedback Lin-
earization[ZJO3].

e On-line estimationThe fault effect over the system constraints is computetinen
so the controller will change on-line as well. Examples ofitcol techniques of
this group areAdaptive Control[IS95], [DP02], Dynamic Feedback Linearization
[2J03] andDual Predictive Contro[\VX98].

2.3.2 Fault Tolerance by Reposition of Sensors and/or Actuars

Serious faults in sensors or actuators break the contrpl Ipoorder to maintain the system in
operation, some redundancy should be present in such a w&hg thew set of sensors (plant
inputs) or actuators (plant outputs) is used. To do thiscapmmodation block is implemented
to work together with the plant and the other non-faulty edata. The main objective consists
in having a closed-loop with almost the same performanclehbn faulty closed-loop trying
to maintain the desired control objectives.

The required redundancy for sensors/actuators faultaioter can be achieved either using
physical redundancy (also callédhrdware redundangyor using analytical redundancy (also
known assoftware redundancygr redundancy by virtual elemeént

Fault Tolerance in Sensors

In the case of sensors, the physical redundancy consistvinghan odd number of measure-
ment elements which outputs are multiplexed in a decisiookblSuch block gives the correct
measurement from the determination of the more common Isigihze of all multiplexed sig-

nals. On the other hand, tolerance mechanism by using &@ly¢dundancy consists in using
an observer in order to rebuild the system measurementsdtbear existing sensors. For this
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reason, this technique is also knowirtual or software sensorThe design of a sensors network
considering the criteria of fault tolerance, system olegitity, costs and robustness is nowa-
days an important subject of study in the literatiire [HSA(RHSO01]. In [SHAO4], estimations
of fault tolerance associated to the design of sensor nksasmproposed. In this work, aspects
like reliability of a set of sensors, its fault tolerance ahitities and minimum number of re-
dundant sensors are evaluated. Applications of these misohs can be found in aeronautics
[CLDC99], [HIMOI], in AC systems[|[BPD99], among many others.

Fault Tolerance in Actuators

As in the case of sensors, the physical redundancy in actuadasists in having additional units
that can be multiplexed in a decision block by unpluggingféhdty actuator and connecting an
alternative non faulty.

On the other hand, in the case of a over-actuated system,ldgochef physical redundancy
exists. This fact allows to adapt the control law (eitheptlyh accommodation or reconfigura-
tion strategies)in order to find a suitable control actimrsbn-faulty actuators. In this way, the
control objectives can be fulfilled with an acceptable ddgtian level [DMHN99]. Thus, the
incorporation of new hardware to the closed-loop is avoidetich makes cheaper the imple-
mentation. For instance, in the case of large scale watéeragswhere there are thousands of
actuators, this approach is suitable for achieving actdatdt tolerance (see Chaptéis 7 &hd 8).

From the theoretical point of view, analytical redundancgdito achieve actuator fault
tolerance has been recently proposed a dual strategy ofittoalvsensor known asirtual
actuator [LSO3] but the proposal is currently limited to be treatedl aliscussed only in the
field of the FTC analysis and design.

2.4 Summary

This chapter has presented the main aspects for each one obmistitutive topics related to
the thesis. First section has collected definitions, caiscapd discussions from literature about
sewer networks and their constitutive elements. More@vbrief state of the art regarding real-
time control of such systems has been also outlined. In #is peferences to actual research
state have been outlined and described.
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In the second section, MPC strategy, hybrid systems and tR€ Kbrmulation as RTC
control strategy on sewage systems have been presenteisansisgd.

Finally, the third section collects the main ideas aboutdkisting fault tolerance mecha-
nisms. In Chaptel]3, sewer network elements presented 881 are described using a
given mathematical modeling principles in order to obtamadel of the case study considered
in this thesis. MPC formulations and concepts for lineateys are applied in Chapi@r 4 while
for hybrid systems are applied in ChaptérEl5, 6[@nd 7. Moreals» in Chaptdr]7 and in Chap-
ter[8, descriptions and definitions about fault toleranad ERC introduced in Sectidn 2.3 are
considered and their application is discussed.



CHAPTER 3

PRINCIPLES OFMATHEMATICAL
MODELING ON SEWER NETWORKS

One of the most important stages on the RTC of sewer netwardjn general in the control
of dynamical systems, lies on the definition of the model fe tonsidered system. Some
control technigues such as MPC are very dependent of this issorder to obtain acceptable
performance and satisfactory results due to the accurattyeaspen-loop model. This chapter
is focused on the determination of a control oriented sewerark model taking into account
the trade-off between model accuracy and model compleg&diR94]. Moreover, this chapter
proposes and describes a case study based on a real sewerkneased on the Barcelona
urban drainage system. Using such case study, in subseciugptiers control strategies and
their associated advantages and problems are discussedinah hominal mode but also in
faulty mode.

3.1 Fundamentals of the Mathematical Model

The water flow in sewers is open-channel, i.e., the flow sharfgse surface with an empty
space above. The Saint-Venant equafiphssed on physical principles of mass conservation
and energy, allow to describe accurately the flow in open-fibannels as, for instance, the

!Adhémar Jean Claude Barré de Saint-Venant (1797 - 18886) avenechanician who developed the one-
dimensional unsteady open channel flow shallow water espstir Saint-Venant equations that are a fundamental
set of equations used in modern hydrological engineering.

45
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sewer within a network [May04]. These equation in generahfare expressed as:

6Qz t 6141: t
7 2 — .1
D + 5t 0 (3.1a)
Izt O q:%,t OLy 4 .
ot + % (AL{/ + gAx,t Oz - gA:v,t (IO - If) =0 (31b)

whereq, ; is the flow (m¥/s), A, ; is the cross-sectional area of the sewage flo)(mis the
time variable (s)y is the spatial variable measured in the direction and theesehthe water
flow (m), ¢ is the gravity (m/$), I, is the sewer slope (dimensionless),is the friction slope
(dimensionless) andl, ; is the water level inside the sewer (m). This pair of pardidfierential
equations constitutes a nonlinear hyperbolic systemfdnain arbitrary geometry lacks on ana-
Iytical solution. Notice that these equations get high itleteel in the description of the system
behavior. However, such detail level is not useful for irale control implementation due to
the complexity of obtaining the solution df(B.1) and thethigpmputational cost associated
[Cro0H].

Alternatively, several modeling techniques have beenentesl in the literature that deal
with real-time control of sewer networks, sée [MP98], [EBH9DMDVO1], [MPO5], among
many others. The modeling approach used in this chaptesedban the proposal presented in
[GR9Z]. There, the sewer system was divided into conneaibdreups of sewers and treated
as interconnectedrtual tanks(see Figur€3l1). At any given time, the stored volumes ssme
the amount of water inside the mains associated with the dadkare calculated on the basis
of area rainfall and flow exchanges between the intercordedgttual tanks. The volume is
calculated through the mass balance of the stored volureenftows and the outflow of the
tank and the input rain intensity.

Using the virtual tanks approach and the sewer network elesst@esented in Secti@nP.1,
the following elementary models are introduced:

Tanks (both virtual and real) The mass balance of the stored volume, the inflows and the out-
flow of the tank and the input rain intensity mentioned befmar be written as the differ-
ence equation

Vikg1 = Ui + AtpiSiPiy + At (gl — 2", (3.2)

where; is theground absorption coefficierf thei-th catchmentS is the surface area,
P is therain intensityin each sample, with a sampling tiniet. ql-i,g and qiz‘“ are the
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Figure 3.1: Sewer network modeling by meanwiofual tanks

sum of inflows and outflows, respectiveRgeal retention tankswvhich corresponds to the
sewer network reservoirs, are modeled in the same way bobutithe precipitation term.
The tanks are connected with flow paths or links which reprtssihe main sewage pipes
between the tanks. The manipulated variables of the systengted ag,,,, are related
to the outflows from the control gates. The tank outflows aseimed to be proportional
to the tank volume (linear tank model approach), that is,

out _

G = Bivik, (3-3)

where 3; (given in s!) is defined as theolume/flow conversiofVFC) coefficient as
suggested in([SIn88]. Notice that this relation can be madeenaccurate (but more
complex) if(3.B is considered to be non-linear (non-lineaktmodel approach).

The limit on the range of real tanks is expressed as:
0<wy <7 (3.4

wherew; denotes the maximum volume capacity given ifi s this constraint is phys-
ical, it is impossible to send more water to a real tank tharait store. Notice that
reservoirs without overflow capability have been consider@&he virtual tanks do not
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have a physical limit on their capacity. When they rise albedecided level an overflow
situation occurs. This represents the case when the letledisewers has reached a limit
so that an overflow situation can occur in the streets.

Gates In the case of a real tank,ratention gatds present to control the outflow. Virtual tank
outflows can not be closed but can be redirected usidigection gates The redirection
gates divert the flow from a nominal flow path which the flow dalk if the redirection
gate is closed. This nominal flow is denoted;asn the equation below, which expresses
mass conservation at the redirection gate:

Gy = Qi + Y @y (3.5)
J

where; is an index over all manipulated flovqéi coming from the gate ang" is the
flow coming to the gate. The flow path whiep; represents is assumed to have a cer-
tain capacity and when this capacity reaches its limit, arftow situation occurs. This
flow limit will be denoted@,. WhenQ); reaches its maximum capacity, two cases are
considered:

1. The water starts to flow on the streets, causing a floodingt&in.

2. The water exits the sewer network and is considered |ldbetenvironment.

In the first case, the overflow water either follows the norhileav path and ends up in
the same tank ag; or it is diverted to another virtual tank. Flow to the envinoent
physically represents the situation when the sewage ends aipiver, in the sea or in
another receiver environment. When using this modelingaggh where the inherent
nonlinearities of the sewer network are simplified by assgnthat only flow rates are
manipulated, physical restrictions need to be includedastcaints on system variables.
For example, variable@fﬁ that determinate outflow from a tank can never be larger than
the outflow from the tank. This is expressed with the inedyali

Z @y < 62" = Bivig. (3.6)
J

Usually the range of actuation is also limited so that theimaated variable has to fulfill
g{“ < @hip < T whereg, denotes the lower limit of manipulated flow ang denotes
its upper limit. Whergii equals zero, this constraint is convex but if the lower boisnd
larger than zero, constraiff{8.6) has to be included indinge limitation. This leads to
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the following non-convex inequality:

min(g/ g =Y al,,) < b, < @, (3.7)
t#£j

The sum in the expression is calculated for all outflows eeldb tank: exceptj. A
further complexity is that whether the control signal isfow to a real tank that has hard
constraints on its capacity, then the situation can ocairtthis lower limit is also limited
by this maximum capacity and the outflow from the real tank.

Weirs (Nodes) This elements includes in the model of a sewer network th&chimg behavior
since describes the situation when sewage flow has a rastridtie to sewer capacity
and “jumps” trying to find another path. According to disdassin SectiolZl, these
elements can be classified gditting nodesand merging nodesThe first can be treated
considering a constant partition of the flow in predefinedipos according to the topo-
logical design characteristics. Merging nodes exhibite/iiching behavior. In the case
of a set ofn inflows ¢;, with i = 1,2, ..., n, an outflowg,,; and a maximum outflow
capacityg,,,;, the expressions for this element under the aforementioarditions are:

n

Gn = Y 4 (3.8a)
=0

Qout = min{qquout} (38b)

Qover = maX{O,qm _Gout} (38C)

where g, corresponds to the node overflow. Notice that these expressiefine a
nonlinear model of the element with all their possible iroations.

Remark3.1 Overflows in sewers (links) follow almost the same desaipas the nodes since
the overflow phenomenon in these elements can be considering @ase of a merging node
having a maximum capacity in the nominal outflow path relatedhe flow capacity of the
sewer.

3.2 Calibration of the Model Parameters

In order to estimate the parameters of virtual tanks frorhdata, measurements coming from
sensors are available. Water level measurements in seveetakan using ultrasonic limnime-
ters. Notice that the sewer level is measured instead ofdiwe Tlhis is because the level sensors



50 Chapter 3 : Principles of Mathematical Modeling on Sewembdeks

do not have contact with the water flow, what prevents problsoth as wrong measurements
caused by sensor faults. From these level measurementikwhentering and exiting each vir-
tual tank can be estimated assuming steady-uniform flow simg(Manning formuléa [May04]

q = ’USIU7 (39)

where S,, is the wetted surface that depends on the cross-sectiowalr sgeaA and water
level L within the sewer. The dependenceAfind L on z andt are omitted for compactness.
Moreover,v is the water velocity computed according to the parametdagion

K,
v=—2Rp2 (3.10)
n

where K, is a constant whose value depends on the measurement wedtiube equation;

is the Manning coefficient of roughness which depends on fasistance offered by the sewer

material, Ry, is the hydrological radius defined as the relation of thexsaxtional area of flow

and the wetted perimeterasR;, = A/ P, andl is the sewer slope. For a given geometry of the

sewer cross-section, wetted perimeter and hydrologichlisacan be expressed in function of

the sewer leveL. For instance, given a rectangular cross-section of wigthe wetted surface
bL

SwisbL, pisb+ 2L and the hydrological radius is given ¥, = ;757

Using the rain intensitie®; and the stated input/output flows, by combinihgl3.2) &n8)(3.
the following input/ouput equation in function of the flowsewers and rain intensity in catch-
ments can be obtained and expressed as:

@Gt = a g™ + b1 Py + by aii, (3.11)

wherea = (1 — §;At), by = B;Aty;S; andby = §;At. Figure[3P represents this equation and
the interaction of all described parameters and measutsmen

Equation [(311) is linear in the parameters, what allowsstimeate them using classical
parameter estimation methods basedeast-squares algorithrfLju99]. Hence, the parameter
associated to the ground absorption coefficient is estiirede

pi = b3S,

(3.12)

2The Manning formula is an empirical formula for open charfiwk, or flow driven by gravity. It was devel-
oped by the French engineBobert Manningand proposed on 1891 in the Transactions of the Institutfddial
Engineers (Ireland).
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Figure 3.2: Scheme of an individual virtual tank and its paeters and
measurements.

and the VFC coefficient is estimated as:

— bQ
Bi= A (3.13)

for thei-th catchment.

Ground absorption and volume/flow conversion coefficiemisid be estimated on-line at
each sampling time usinp(3]11) and the recursive leastreguRLS) algorithni [Ljug9]. Once
estimated, these parameters are supplied to the MPC dentimlorder to take into account
their time variation and neglected nonlinearities.

3.3 Case Study Description

3.3.1 The Barcelona Sewer Network

The city of Barcelona has a CSS of approximately 1697 Km lemngthe municipal area plus
335 Km in the metropolitan area, but only 514.43 Km are carsid as the main sewer network.
Its storage capacity is of 3038622 mvhich implies a dimension three times greater than other
cities comparable to Barcelona. The network gathers wafeabout 160000 points between
the connections with buildings (more than 81500 houses actbries) and the grates of rain
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entrance, denominatestuppers which can be found in the sidewalks and roads. The entry
points for visits to the network, denominated wells, are@tghout the network and each 50 ms
in average, being altogether 30000.

The main problems of the Barcelona sewer network are caugdlrée factors: the city
topology and its environment, the population and the weathe

The City Topology and Environment

The topological profile of Barcelona has a strong slope irzthee near to the mountain (around
4%), which decreases in direction towards the Mediternarsea (less than 1%). This aspect
causes the fast water concentration in zones in the middtlkeo€ity and close to the beach
when heavy rainstorms occur in just a short time. Furtheemthie coast dynamic phenomena
plus the coincidence of short-time heavy rainstorms withtoarine weather make the drainage
difficult, taking into account that the occurrence of heaainstorms can suppose an increase on
the sea level in almost 50 cin I[CLAO5]. Similar phenomenorucsavith the water drainage to
the rivers Llobregat and Besos.

The Population

An important characteristic of Barcelona is its populatioRractically the totality of its 98
Km? approximately of urban territory is urbanized. Over thisface live around 1593000
inhabitant$, what means a very high density of population (almost 16CGifitants per Kr#).
The fast growth of the city during the XX century has left sopagts of the sewer network
obsolete so the sewage overflow from these areas tends th $samatural way, which implies
the occurrence of flooding in certain zones downstream.

The Weather

The Mediterranean weather of the city and its surroundiragsrepresent another problem of
vital importance. The yearly rainfall is approximately d@d@®mm (600 I/m/year), including
heavy storms, i.e., rains with an intensity greater than &@hrduring half a hour and decen-
nial frequency. These particular episodes can correspathdtie half yearly precipitation or,

3According to the official report from Spanish Institute oftics on January 1th, 2005.
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in other words, an episode can concentrate in 30 minutesotimhf part of the yearly rain.
These rainstorms are typical of the Mediterranean weath@r@presents a headache for the
management of the sewer network.

Moreover, it is proved that the urban environment affectsltital climatology, which im-
plies a correlation between the second and the third prolidetors. The thermal difference
between Barcelona and its surroundings can reach 3 or 4ae@elsius. This phenomenon
can benefit rainstorm process not only causing them but algmenting their intensity.

Sewer Network Managment

Clavegueram de Barcelona, S(&LABSA) is the company in charge of the sewer system man-
agement in Barcelona. There is a remote control system imtpe since 1994 which includes,
sensors, regulators, remote stations, communications &uhtrol Center in CLABSA. Nowa-
days, as regulators, the urban drainage system containsn2dimpg stations, 36 gates, 10 valves
and 8 detention tanks which are regulated in order to prefleotding and CSO. The remote
control system is equipped with 56 remote stations inclydi3 rain-gauges and 136 water-
level sensors which provide real-time information aboutifed and water levels into the sewer
system. All this information is centralized at the CLABSA@m| Center through a supervi-
sory control and data acquisition (SCADA) system (see EfIB). The regulated elements
(pumps, gates and detention tanks) are currently condrédieally, i.e., they are handled from
the remote control center according to the measurementngbss connected only to the local
station.

3.3.2 Barcelona Test Catchment

From the whole sewer network of Barcelona, which was desdriieforehand, this dissertation
considers a portion that represents the main phenomena ghéist common characteristics

appeared in the entire network. This representative poitoselected to be the case study
where a calibrated and validated model of the system fofigwihe methodology explained in

Sectior 23R is available as well as rain gauge data for arvaitef several years.

The considered Barcelona Test Catchment (BTC) has a swfé22,6 Kn? and includes
typical elements of the larger network. Due to its size,dhsra spacial difference in the rain
intensity between rain gauges. Figlird 3.4 shows the catuhower a real map of Barcelona.
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Figure 3.3: CLABSA Control Center.

The expressions Mn the figure show in different colors the different sub-taents con-
sidered within this thesis using the notatiéh Notice that the case study corresponds an im-
portant piece of the network and it is completely repredemtaf the whole sewage system.
On the other hand, the equivalent system is presented ineHjB using the virtual reservoir
methodology described in Sectibnl3.1.

The BTC has 1 retention gate associated with 1 real tank,ierihn gates and 1 retention
gate, 11 sub-catchments defining equal number virtual taek®eral level gauges (limnimeters)
and a pair of links connected to equal number of treatmemtglalso, there are 5 rain-gauges
in the BTC but some virtual tanks share the same rain sens@selsensors count the amount
of tipping events in 5 minutes (sampling time) and such \alisemultiplied by 1.2 mm/h in
order to obtain the rain intensitl? in m/s at each sampling time, after the appropriate units
conversion. The difference between the rain inflows foruartanks that share sensor lies in the
surface are&; and the ground absorbtion coefficientin (312) of thei-th sub-catcment, what
yields in different amount of the rain inflows. The real tawkresponds to thEscola Industrial
reservoir, which is located under a soccer field of the Inthlsschool of Barcelona (see Figure
[Z8). It has a rectangle geometry ®f x 54 m with a medium depth of 7 m and a maximum

water capacity of 35000 #{CLAU5).

The related system model has 12 state variables corresmgptatihe volumes in the 12 tanks
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Detention Tank

Gate

Limnimeter

Rain-gauge

Figure 3.4: Test Catchment located over the Barcelona maprt€sy of
CLABSA.

(1 real, 11 virtual), 4 control inputs corresponding to thanipulated links and 5 measured
disturbances corresponding to the measurements of radipfietion over the virtual tanks.
Two water treatments plants can be used to treat the sewer Wefore it is released to the
environment. It is supposed that all states (virtual tankives) are estimated by using the
limnimeters shown with capital lettet in Figure[35. The free flows to the environment as
pollution (giom, g7m, gsm @andgiim to the Mediterranean sea ang, to the other catchment)
and the flows to the treatment plan€s;( andQ:1g) are shown in the figure as well. Variahlg
fori € [1,12],i € Z, i # 3 is related to the rain inflow in function of one of the rain imsd@ies
Pi3, P14, Pis, P19 and Py according to the case. The 4 manipulated links, denoteg. dsave

a maximum flow capacity of 9.14, 25, 7 and 29.3/s) respectively, and these amounts can not
be relaxed, being physical constraints of the system.

Figured3.7(d) ar{d 3:7{b) present the comparison betwaélevel (from real data) and pre-
dicted level (using model described in Secfiod 3.1) cowadmg to the output sewers of virtual

tankT} andT5, respectively. It can be noticed the fit obtained with thisdeling approach.
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Figure 3.6: Retention tank located at Escola Industrial dec@ona.

Table 3.1: Parameter values related to the sub-catchméthis the BTC.

Tank S (m?) ®; Bi(sh 7; (M)
T 323576 1.03 7.410¢ 16901
T5 164869 10.4 5.810°% 43000
T3 5076 - 2.x10°* 35000
Ty 754131 0.48 1.810°3 26659
Ts 489892 1.93 1.210°* 27854
Ts 925437 0.51 5.410°% 26659
T 1570753 1.30 3510 79229
T3 2943140 0.16 5410* 87407
Ty 1823194 0.49 1.810% 91988
Tho 385274 5.40 44104 175220
Tio 1913067 1.00 5010 % 91442
Ty 11345595 1.00 50104 293248

Tabled 3]l and 312 summarize the description of the casg stuichbles as well as the value
of the parameters obtained by calibrating the system madlelrfing the procedures described
in Section:33.P. In TableE=3.1 (and also in Figlrel 3B)for i € [1,12],i € Z, i # 3 denotes
thei-th sub-catchment associated to a virtual tank @ndenotes the real tank. In Talllel3®2,

denotes the maximum flow capacity related to the correspgrsiwer.

Weirs R; can be seen as nodes where sewage takes different pathdiagdor the flow
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Figure 3.7: Results of model calibration using the apprazeén in
Sectior33P.

capacity of the sewer located immediately downstream. Tagegmce of these elements within
the network causes the addition of nonlinear expressiotigeisystem model due to their nature
and dynamics. This fact motivates the use of modeling metlogies which include such
switching dynamics and, if possible, allows the use of ling&ditive/optimal control, taking
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Table 3.2: Maximum flow values of the main sewers for the BTC.

Sewer 7 (m3/s) Sewer 7 (md/s)
q14 9.14 q128 63.40
24 3.40 qs7 14.96
q96 10.00 des 7.70

qc210 32.80 q12s 60.00
4945 13.36 qs11 30.00
q910 24.00 q7L 7.30
4946 24.60 q11B 9.00

advantage of the linear or quadratic programming algostimorder to obtain the control laws.

3.3.3 Rain Episodes

The rain episodes used for the simulation of the BTC and tlsggdeof control strategies are
based on real rain gauge data obtained within the city of@ana on the given dates (year-
month-day) as presented in Tablel3.3. These episodes wenteskto represent the meteo-
rological behavior of Barcelona, i.e., they contain reprgative meteorologic phenomena in
the city. The table also shows the maximueturn rate’ among all five rain gauges for each
episode. In the third column of the table, the return ratetierwhole of Barcelona is shown.
The number is lower because it includes in total 20 rain gaugdéotice that one of the rain
storms had a return rate of 4.3 years related to whole of Baraewhile for one of the rain
gauges the return rate was 16.3 years.

In Figure[3:8, the reading of the rain gauges for two of thgssogles is shown. The rain
storm presented in Figufe 3.8(a) caused severe floodingiaityrarea under study.

3.3.4 Modeling Approaches

The description of the dynamical behavior of the case stugpedds on the desired accuracy
level and the tradeoff between complexity and time comprtatAs was discussed in Chapter
2, each constitutive element of the network can be congideaging complementary dynam-
ics that describe the real behavior of the sewage duringate fihrough the sewer network.

“The return rate or return period is defined as the averagevattef time within which a hydrological event of
given magnitude is expected to be equaled or exceeded exact:. In general, this amount is given in years.
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Table 3.3: Description of rain episodes using with the BTC.

Rain Maximum Return Return Rate

Episode Rate (years) average (years)
99-09-14 16.3 4.3
02-07-31 8.3 1.0
02-10-09 2.8 0.6
99-09-03 1.8 0.6
99-10-17 1.2 0.7
00-09-28 1.1 0.4
98-10-05 1.4 0.2
98-09-25 0.6 0.3
98-10-18 0.4 0.1
00-09-19 0.3 0.2
01-09-22 0.3 0.1
02-08-01 0.2 0.2
00-09-27 0.2 0.2
01-04-20 0.2 0.2
98-09-23 0.1 0.1

In fact, a collection of expressions of the tyjpe13.2) ralaie the scheme in Figufe~3.5, com-
plemented with dynamics of the forfa(B.8), make that mathimalaexpressions related to the
sewer network model is collected in a nonlinear state spaeesentation. In order to design
a optimal/predictive controller for the case study, sucttay representations can difficult the
computation of a suitable control not only by the suboptimetlire of the solution (non-convex
model) but also by the computational effort and time reqlire

This type of modeling has been implemented in order to desigaptimal control law for
the BTC [CQS 04]. Software tools such asdRAL [ECPT02] can generate the set of equations
that represent the corresponding behavior and dynamitgeafdnstitutive elements considered
within a sewer network. Once this set of equations has be&ingll, ®RAL computes a
optimal control sequence which minimizes a given perforteaimdexes. Using this strategy,
suboptimal solutions of the control problem are found withre-established trade-off between
complexity and computation time.

Another approach consists in using functions that are goatis and monotonic in order
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Figure 3.8: Examples of rain episodes occurred in BarcelBaah curve
represents a rain gaudgs.

to approximate the expressions of the fofm1(3.8) and/oresgions that describe the weirs be-
havior and overflow capability of reservoirs. These prdpsrare very useful to obtain a quasi-
convex system and can ensure that a global optimal soluiittmei optimization process can be
obtained [[BVO4#4]. Despite this approach is been describedinvthe modeling description of
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Figure 3.9: Continuous and monotonic piecewise functionséwer
network modeling.

the BTC, it is valid as a modeling approach for any sewer nekwo

The continuous and monotonic functions, in the case of sae®vorks, can have the form:

e Saturation (Figurg3.9(a)), given by

z if 0<z<M
salz, M) =S M if z>M (3.14)
0 if z<0

e Dead Zone (Figurg_3:9(b)), given by

xc—M if z>M
zn(z, = .
dzn(z, M) (3.15)
0 if z<M

Hence, element expressions suchi@8H)-@=8d) can be now expressed as:

Qout = Sa(qina qout) (3 16&)
Qover = dzn(Qina Gout) (3 16b)

and in general all elements and their associated dynamicbeaxpressed using this method-
ology. The main objective of this method consists in corimgra non-convex problem to a
(quasi) convex problem an then trying to find a global optis@iition. Despite such approach



3.4 : Summary 63

is theoretically valid, closed-loop simulations have shdhat the computation times are high
and the real-time restriction leads to suboptimal perforcea that do not justify the use of the
proposed methodologi [OMD5)].

3.4 Summary

This chapter deals with modeling aspects related to seweamones. The system model is ob-
tained from the assumption that the network is composed tyatitanks, which correspond
to the storage capacity of a set of sewers in a given catchni@otn this moment and in the
sequel, the network is considered as a collection of tardsective links (main sewers) and
gates (among other elements), which constitute a repaagmnbf functional elements that can
model any sewer network. However, this set of elements atire sgstem has a mathematical
model which includes nonlinear expressions. This fact aglol® modeling considerations when
a constrained optimal/predictive control law is designkthreover, once the system model is
determined, a parameter calibration method using realisiakscribed.

Finally, this chapter presents a brief description of aipaldr sewage system: the Barcelona
sewer network. Its main problems are outlined and a casg &ymtoposed taking a representa-
tive portion from the entire network. The case study is naBeatelona Test Catchment (BTC).
The BTC model is calibrated using real data of rain episodesioed in the city of Barcelona
between 1998 and 2002. The rain episodes used to simulatsytem and design the control
strategies in next chapters are also presented. Some mgaedithodologies and approaches
are also discussed for this particular case study.

An exhaustive mathematical description of the BTC as wellttes description of a
MATLAB ® SimuLINK ® tool for simulation the case study behavior and preliminaptimal
control design can be found inJOMO04].
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CHAPTER4

MODEL PREDICTIVE CONTROL
PROBLEM FORMULATION

4.1 General Considerations

One of the most effective and accepted control strategyhfoséwage control problem is Model
Predictive Control (MPC). An early reference where thisrapph was suggested [sS [GR94].
There, an implementation of linear model predictive cdntnger the Seattle urban drainage
system was presented. Their results confirmed the effeetsgeof the global predictive control
law relative to the conventional local automatic contratsl &euristic rules that were used to
control and coordinate the overall system. Other articlasre predictive control ideas were
developed further ar€ IMPBIZ, MPO1L, DMV04, Wah04].

The predictive controller is usually thought to occupy thildie level of a hierarchical
control structure where on the top, the states are estinzatddhe rain is predicted over the
control horizon. This information is the input into the MP&@bplem. The outputs of the MPC
controller are reference values for decentralized locatrodlers that implement the calculated
set-points. Seé¢ [MP97, SCQA4] for references where this hierarchical structure iLfokd.

As there are many control objectives associated with theiseatwork control problem, the
optimization problem associated with the MPC controlles haultiple objectives as well. The
most common approach to solve multi-objective optimizatiooblems is to form a scalar cost
function, composed of a linearly weighted sum of cost fuordiassociated with each objective.
When objectives have a priority, that is when certain objestare considered more important
than others, then the aim is to reflect this importance withsblection of weights. However,

67
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finding appropriate weights is not a trivial problem, esplgifor large scale control problems
with multiple objectives as in the case of sewer networkse Budifferent numerical values
of cost functions during scenarios, weights that are apfatgpfor one situation might not be
appropriate for another. The weights therefore serve tmatize the cost functions as well as
organize their priority. Furthermore, in the case of sewstwork control, some objectives are
only relevant under specific circumstances. For exampleywthere is little precipitation, there
is no risk of flooding while release of untreated sewage raaistits importance as a control
objective. A selection of weights chosen with regard to flogdnight not be appropriate when
this phenomenon is not present.

Generally, the selection of weights is done by heuristial tnd error procedures involv-
ing a lot of numerical simulations, see [TM99]. This compties and increases the cost of the
implementation of predictive controllers for sewer netkgor-urthermore, maintaining the con-
trollers and adapting to changes in the system is compticaseweights need to be revised in
these cases.

As an alternative to weight based method, the lexicogragpproach is based on assigning
“a priori” different priorities to the different objectigeand then focus on optimizing the objec-
tives in their order of priority. Establishing prioritiegtveen objectives by using lexicographic
minimization is conceptually very simple, especially invee network control, and requires a
marginal implementation effort compared to the weight Haggproach. The main contribution
of this chapter is to present the application of lexicograjphinimization to eliminate the weight
selection process when designing model predictive cdeteofor sewer networks. Lexico-
graphic minimization has been mentioned in the context oC\Visee [TM99] VSJFOL, KM02]
but few real applications, specially regarding large segtems, have been presented.

Keep in mind that only linear models of the sewer network aresdered. The main reason
is to maintain the optimization problem convex. Convexityah important property to guaran-
tee applicability of the MPC methodology to large scale peots. The use of nonlinear models
for predictive control of urban drainage systems has alen beported, seé& [MPB8]. However,
improvements in prediction achieved by using nonlinear e®dhould be compared to the un-
certainty present due to the error in predicting the rairr ttve horizon. If the improvement due
to the use of nonlinear models is marginal compared to therteioty related to rain prediction,
nonlinear models are difficult to justify as often the rethpeedictive control optimization prob-
lem is non-convex with the related difficulties due to cogegice to local minima and numerical
efficiency when large scale problems are considered._In [®4]Mdentification of higher order
linear models for sewer systems was presented with goottgesu
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It should be pointed out that short term rain prediction oveoasting is an active field of
research, se¢ [SADO]. With a combination of radar, rain gamgasurements and advanced
data processing, prediction of rain has improved greatbiytaand the potential for the use in
predictive control of urban drainage systems has beengambimtt in [YTJC98]. But it is out of
the scope of the current chapter to explore the tradeoffgdmat the use of linear and nonlinear
models in the context of modern rain prediction methods.

4.2 Control Problem Formulation

As the model and constraints are linear, the MPC controbesented in this chapter is designed
using text book formalisms, see for example [Ma¢02, GSdDOS]ng the modeling formalism
presented in ChaptEl 3, the model of the sewer network canittemas:

Trr1 = Axp + Bug + Bp dp (4.2)

wherez;,, is the state vector collecting the tank volumegincluding virtual and real onesj,,
represents the vector of manipulated flayys., vectord,, corresponds to rain perturbations and
constant matricesl, B and B,, are the system matrices of suitable dimensions. Equdiid (4
is created by usind(3.2). (3.3L(B.5) and the topology efsbwer network. When the lower
limit on q,,,,, is zero, the model constraints can be written as:

whereE, H andb are matrices of suitable dimensions created by ufing (3@)Y&3) as well
as range limitations to the manipulated floyys, .

The model presented iR(B.2) is a first order model relatifigws and outflows with a tank
volume. In [PLM99] higher order linear models were identifi@s a function of inflows and
outflows. Good results were obtained, even when Output Broatels were used for simulation.
The control methodology presented can be applied virtuaighanged if a more general linear
filter, for example obtained from online calibration proasees, would replace the model [n{B.2).
In the software implementation, the states are expressaffims functions of the changes in the
control signal, i.e.Aur, = ur — u,—; for a prediction horizond,. The control signal is, on
the other hand, only allowed to change over the control bariZ,,.
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4.2.1 Control Objectives

The sewer system control problem has multiple objectivah warying priority, seel [MPU5].
There exist many types of objectives according to the systemign. In general, the most
common objectives are related to the manipulation of theagevin order to avoid undesired
sewage flows outside of the main sewers. Another type of abobjectives are related for
instance to the control energy, i.e., the energy cost ofdfelation gates movements. According
to the literature of sewer networks, the main objectivegtercase study of this thesis are listed
below in order of decreasing priority:

Objective 1:minimize flooding in streets (virtual tank overflow}].

Objective 2:minimize flooding in links between virtual tankg,).

Objective 3:maximize sewage treatmen].

Objective 4:minimize control action fy).

A secondary purpose of the third objective is to reduce tHerwe in the tanks to anticipate
future rainstorms. This objective also indirectly redupediution to the environment. This
is because if the treatment plants are used optimally witstbrage capacity of the network,
pollution lost to the environment should be at a minimum. &ter, this objective can be com-
plemented by conditioning minimum volume in real tanks atéhd of the prediction horizon.
It could be seen as a fifth objective. It should be noted thatractice the difference between
the first two objectives is small.

The variables related to the first two objectives are overflaviables, that depend on the
state. These variables can be treated as slack variable wvénflow constraints, see IGR94]
for a similar approach. In the case of virtual tank overfldvese variables are expressed as:

(Oikrjik = 0)/Si < €iji (4.3a)

0 < €, (4.3b)
i k+j

forall tanksi = 1...n and forj = 1... Hy. 0, denotes the prediction of the state at time
k € Z, 7 samples into the future. For the first two objectives, thearsoof slack variables are
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defined as:

\PU = [€Z+1\k7 76]2+Hp‘k‘] (44&)

7 [ (4.4b)

qs
as Cklkr - ’€k+Hp71\k]'

Vector¥,, hasN,, - H, elements wheré&V,_ is the amount of overflow links. Notice that slack
variablee};‘k is not defined as it depends 6p;, or the measured state at tirhevhich can not be
affected by control action. For the same reasby), does not include variables for tinke+ H,.
The third and fourth objectives are expressed with vectors:

_TP

\IITP = [q - QZ\F;W R vqTP - QZ_T_HP_Hk] (45&)

Vau = [Dugp, -5 Augyp, 1] (4.5b)

The variableq,I is a vector containing the flows to the treatment plants &xtét the net-

P
|k+i
work, g'" is its maximum, and finallyAw is a vector containing the changes of control action
between samples and is defined within this framework\as= q,,; — qu,;,_,- From vari-
ables [L7a)-(40) and EERa)-E@5H), the control objectives described above can be formulated

mathematically as the minimization of the following costétions:

Si=IWolloo,  fo=1¥4llocs  f3=1I¥rpli and fi=|Yaul:. (4.6)

Theoo-norm is used because it is desirable to minimize the maxirfhamding over the horizon.
For waste water treatment on the other hand, the total voloea¢ed is the important quantity
and not specific peaks.

4.2.2 Constraints Included in the Optimization Problem
The physical constraints of the system that were present@d) and, in the case of real tanks,

@3), are added as constraints in the optimization probleéan each variable, restrictions in
#3) are included as well.

4.2.3 Multi-objective Optimization

The optimization problem associated with the MPC contraianulti-objective. A recent sur-
vey of multi-objective optimization can be found [n_[Mi€9%h general, such a problem can be
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formulated in the following way:

min [fl(z)va(z)v 7f7’(z)] (47)

ZEZ

wherez € Z is a vector containing the optimization variables,C RP? is the admissible set
of optimization variables, and; are scalar valued functions ef A solution z* is said to be
Pareto optimalif and only if there does not exist anothere Z such thatf;(z) < f;(z*) for all
i=1,---,randf;(z) < f;(z*) for at least one index. In other words, a solution is Pareto
optimal if an objectivef; can be reduced at the expense of increasing at least onehiie ot
objectives. In general, there may be many Pareto optimatienk to an optimization problem.

A common approach to solving multi-objective optimizatimmblems is by scalarization,
see [Mie99]. This means converting the problem into a skofiective optimization problem
with a scalar-valued objective function. A common way toaiia scalar objective function is
to form a linearly weighted sum of the functioris

Zwifi(z) (4.8)
=1

The priority of the objectives are reflected by the weights Although this type of scalar-
ization is widely used, it has serious drawbacks associaittrit, see [Mie99]. Practical draw-
backs to this approach are detailedin [TM99].

If a priority exists between the objectives, a unique solutéxists on the Pareto surface
where this order is respected (see_ [KM02] and the referetinegein). Let the objective func-
tions be arranged according to their priority from the magpartantf; to the least important

Jr-

Definition 4.1 (Lexicographic Minimizer) A given z* € Z is a lexicographic minimizer of
@) if and only if there does not existac Z and ani* satisfying fi«(z) < fi«(z*) and

fi(z) = fi(z*),i = 1,...,7* — 1. The corresponding solutiofi(z*) is the lexicographic
minima.

An interpretation of the above definition is that a solutisrailexicographic minima if and
only if an objective f; can be reduced only at the expense of increasing at leastfaie o
higher-prioritized objective$f1, ..., f;—1) }. Hence, alexicographic solution is a special type of
Pareto-optimal solution that takes into account the oréitreoobjectives. This hierarchy defines
an order on the objective function establishing that a mogortant objective is infinitely more
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important that a less important objective.

A standard method for finding a lexicographic solution isdtve a sequential order of sin-
gle objective constrained optimization problems. Aftedlaring, the most important objective
function is minimized subject to the original set of conistta If this problem has a unique solu-
tion, it is the solution of the whole multi-objective optimaition problem. Otherwise, the second
most important objective function is minimized. Now, in &ohh to the original constraints,
a new constraint is added. This new constraint is there toagtee that the most important
objective function preserves its optimal value. If thislgeon has a unique solution, it is the
solution of the original problem. Otherwise, the processsgon as above. Algorithin 3.1 states
formally the sequential solution method to find the lexiayic minimum of [4J7).

Algorithm 4.1 Lexicographic multi-objective optimization using the seqtial solution method
.fx :

+ fT = min f1(2)

2: fori =2tordo

3. ff=min {fi(z)yfj(z) < frf =i 1}

4: end for

5: Determine the lexicographic minimizer set a$:c {z €Zlfi(z) < fr.i=1,+ ,r}

-

Other approaches to finding the lexicographic minima besidesequential solution ap-
proach have been presented.[InTTM99] aend [KBM] it was shown how the sequential solu-
tion approach could be replaced by solving a single Mixeddat Program (MIP). I IVSJED1]
it was shown how the weights for scalar objective functiol)4ould be found so that the
solution of the scalar problem would be a lexicographic miai The weights were found by
solving a multi-parametric LP (mpLP). The parameters weesdomponents of the measured
statey,;, of the system to be controlled. In the current case, whegelacale systems are
considered and where the disturbances (rain) are predivterdthe prediction horizon and in-
cluded in the optimization problem, the amount of paranseter which the mpLP would be
solved off-line would be not only related to the amount ofestebut also related to the amount
of disturbances multiplied by the length of the predictiarion. This would lead to a very
large multi-parametric problem and the advantages ovegubie sequential solution approach
would be lost.

The sampling time in sewer network control is generallydafig the order of several min-
utes). This gives plenty of time for modern LP solvers to ealwany large scale problems,
enabling the sequential solution implementation of legiaphic minimization to obtain the
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control signal. The lexicographic minima was found in ttiiedis by using the sequential solu-
tion method described in Algorithii 3.1 [M1€99].

For a thorough comparison of the lexicographic minimizatapproach with the weight
based approach for control objective prioritization, tleefprmance of the closed-loop system
was compared for 15 episodes of different rain intensitgseasentative of Barcelona weather.
The strategies were only compared in simulation as it is sajfibe to repeat experiments on the
real process for obvious reasons.

4.3 Closed-Loop Configuration

4.3.1 Model Definition

Notice that the approach discussed in the current chaptsiders a linear model of the system.
Despite tanks (real and virtual) are modeled using firstroidear models, weirgz; in Figure
B3 can not be modeled adequately with a linear expressiencé] the assumption done dur-
ing this chapter consists in considering these elementsda®ction gates with the propose of
showing the application of the methodology presented. guifelZ.1, the reconfigured system
is then shown and the modified elements are denotedaaspulated overflow elementkeep

in mind that all particular descriptions, concepts and patar values for the BTC defined in
ChaptefB remain the same for this modified case study.

4.3.2 Simulation of Scenarios

For simplicity, control objective 2 was omitted in the simtibn of the case study for this chap-
ter. This is advantageous to the weighted approach as etteot objectives only mean one
more optimization in the lexicographic case while in thegttbased approach, more objectives
make the selection of weights more difficult.

The lexicographic control law was calculated by using Aldpon [£ with cost functions
given by [4®6). Notice thaf; have different norms, namely the-norm and thel-norm. Both
of these norms result in a linear program to solve the MPClprmepwhich in turn means that
when passing the result of an optimization to a constrairthésubsequent optimization in
Algorithm[4], it can be done using linear constraints.
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The weight based approach used the same cost functisa®xpress the control objectives
but the control signals of the MPC controller were found assthiution when cost functiof{4.8)
was minimized. For an exhaustive comparison, a range afsragtween the first two weights,
wy andws were considered. In one extreme of this range/(vs = 200), objective 1 obtained
the same value as if the other terms of the cost functions marpresent. On the other extreme
of this range {1 /ws = 0.4), the first objective started to suffer and worse perforreacauld
be observed, even causing a reversal of priorities betwkjettozes. Notice that the numerical
values off; are quite different over the scenarios. The value of theratieéghts were carefully
selected so that the numerical values of the teamg would be considerably smaller in the
scenarios considered.

For comparison of strategies for one rain episode, the ba$bnmance from the range
of w; /ws ratios was compared to the performance of the lexicograptitrol strategy. The
values shown in Table~4.1 correspond to this selection. ,Ti®ne ratio was considered for
all scenarios but the optimal weight was selected afterithalation of each scenario.

The control strategies/tunings were compared by simydkia closed-loop system for each
rain episode. The model used for simulation (open-loop Madas the same as was used for
the model predictive controller.

The duration of the simulations was selected as 80 samplésdrours approximately as
the rain storm generally had peaks of duration around 10 ksnop 50 minutes. The tanks were
empty in the beginning of the scenarios. The rain storm pgekerally occurred around the
first 25 samples. Some of the considered rain episodes cauteirhore duration of significant
rain.

The prediction horizon and control horizon were selecte@l samples or 30 minutes which
corresponds to the time of concentratidor the Barcelona sewer network. This selection has
been done according the heuristic knowledge of theE3A engineers and field tests made
in the sewer network. Another reason for the selection dddh@ediction and control horizon
values is that prediction provided by the used sewer netwurlel becomes less reliable for
larger time horizons. In this sense, Figures 4]2(a)[and}@sent the comparison between

real sewage level (from real data) and predicted sewagk(lesiag model described in Section
B7) corresponding to the output sewers of virtual tdafikandT, respectively, when the model
is used to predict 6 steps ahead. It can be noticed that tHedined with the proposed modeling

1The time of concentration of a sewer network is determinethagime required for water to travel from the
most remote catchment to its outlet to the environment [MAyO0
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Figure 4.2: Results of model calibration using the appragean in
Sectior 3P for a prediction of 6 steps.

approach is not as accurate as in the case of Figures 3.7e Wigeprediction is made for 1 step
ahead. Moreover, it can also be noticed that the fact of derisig constant rain or known rain
during the prediction also affects the quality of the prédic
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Table 4.1: Results obtained for the considered controlobivgs.

RAIN -WEIGHTED.APPROACH LEXICQGRAPHICPBOGRAMMING
EPISODES Flooding Pollution Treated water Flooding Pollution Tehtvater
(cm) 16 (m?) 10° (m3) (cm) 160 (m3) 10° (m3)

99-09-14 11.5 200 292 115 197 295 (1.0%)
02-07-31 6 236 310 6 226 312 (0.6%)
02-10-09 3.6 384 504 3.2 380 508 (0.8%)
99-09-03 0 52 222 0 48 225 (1.3%)
99-10-17 0.3 71 274 1 70 275 (0.4%)
00-09-28 1.2 108 271 14 109 271 (0%)
98-10-05 0 3 85 0 0 89 (4.5%)
98-09-25 0 7 299 0 4 304 (1.6%)
98-10-18 0 5 125 0 0 130 (3.8%)
00-09-19 0 3 64 0 0 67 (4.5%)
01-09-22 0 30 181 0 28 183 (1.1%)
02-08-01 0 7 259 0 4 266 (2.6%)
00-09-27 0 8 101 0 0 109 (7.3%)
01-04-20 0 42 224 0 39 228 (1.7%)
98-09-23 0 2 70 0 0 72 (2.7%)

4.3.3 Criteria of Comparison

To compare the strategies over the simulation scenaribgevaelated to the control objectives
were calculated for each scenario. For the first objectivee niaximum flooding over the whole
scenario, that is the maximum value |p¥, ||, for the whole scenario was compared for each
control strategy. For the second objective, the total velurh water treated was added up
over the scenario. The water released to the environmentdded in the same way. These
values, obtained for each control strategy were companeedith rain episode. The results are
summarized in TablEZ4.1. Finally, to determine which cdnstoategy was better, the values
related to the control objectives were compared in a lexeglgic manner, i.e., in an order
related to the priorities. If the first values were equal,dbeond values were compared and so
on.

4.4 Results Discussion

The main obtained results, derived from numerical resultarsarized in Tabl€4l1, are now
discussed.
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1. Important performance improvements were obtained iors#ary objectives when lex-
icographic minimization was used. No performance improseis with regard to the
first objective were observed. Maximum flooding remainedstéwme for the two control
strategies with the exception of two cases (episodes 9B71drd 00-09-28). The average
percent increase in treated sewage was 2.3 %. For rain egisedere return rate was
lower than 0.3, the increase was 3.4 %. The percentage g&ieahown in parenthesis
in the last column of Table4.1.

The reasons for the increase in sewage treatment was thairtha tanks were used
more efficiently to keep the levels in tanks 7 and 11 higheris Titn turn enabled the
inflow into the waste water treatment plants to be higherhasoutflow of these tanks
could be redirected to the treatment plants.

The improvement in sewage treatment lead to an importaméedse in pollution released
to the environment. It can be seen in the table that for sixepisodes, sewage released
to the environment was reduced to zero when lexicographiénnization was used. Pol-
lution released (flow and total volume) to the environmerte@monstrated in Figuie4.3
for episode 00-09-27. The reason why no performance impnewe was observed for
the first objective was that the same performance could al\wayachieved by selecting
the weight ratiow; /w3 large enough.

2. In episode 99-10-17, the maximum flooding in the virtuak&over the whole scenario
was higher when lexicographic minimization was used coegbdo when the weight
based approach was used. The reason for this is explainegureL4. The rain episode
has two peaks, a smaller one peaking at time 5 while the largeat time 43. Looking at
the levels in the tanks it can be seen that the in the lexipbicacase, the level is higher
at time 40 when the second peak starts. This causes the fiptwdbecome considerably
larger around time 46. The other scenario where lexicogcapiinimization performs
worse (episode 00-09-28) has double peaks as well.

The double peak episodes are complicated because poormarfce in these cases is
really related to the quality of prediction of rain duringetBcenarios. The controller
based on lexicographic minimization is operating corseutitil the second peak arrives.
It accumulates sewage with the purpose of maximizing sewagément. On the other
hand, when the second peak arrives, this behavior is copmeuctive. Notice that if
the objective related to sewage treatment were droppedtfrerabjective functions, both
controllers could reduce flooding to zero for episode 9%IGnd for the other episode,
substantially.
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lexicographic prioritizing.

The basic problem is that the two first objectives encourggwmosite behaviors in the
controllers. The optimal behavior with regard to the firsgeahive is to have the virtual

tanks as empty as possible to have capacity to be able toveenew peaks of rain. The
second objective strives to store sewage in the system tomizxthe sewage treatment.
In the double peak episodes, the lexicographic controlless due to its superior ability

to achieve the second objective in the absence of flooding.

If prediction of rain could be improved to the point of beinglexto recognize multi-
peak episodes, a remedy to the problem described would lmpdysdrop the secondary
objectives until it is sure that flooding danger is not présen

. Initially, two cases were considered with regard to thedation of raind(k) over the

control horizon (30 minutes). In the first casg§k) was assumed to be equal to the
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last measurement over the whole horizon. In the other chserain was assumed to
be accurately predicted over the horizon. Real rain priediovithin an urban area of

the type considered would be somewhere between these tws, ¢setter than assuming
rain constant over the horizon but worse than accurate gifedi The MPC strategy

allows updating the control actions taking into accountréda state of the system and the
precipitation intensity at each sampling time. This stagmback reduces the effect of the
rain prediction error on the control performances. In fw, difference between the two

cases was found to be small.

4.5 Summary

This chapter presents the lexicographic approach as dasotechnique for the multi-objective
optimization that arises in the application of MPC on sewetimorks. The possible benefits
of using lexicographic minimization have been demonstrateing a modified version of the
BTC where the most important rain episodes that occurred awdnterval of 4 years were
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studied and the control performance compared with thetioadl weight based approach to
express priorities between control objectives. It was shthat performance is similar with

regard to the objective with the highest priority while permhance is improved with regard to
objectives of lower priority. For light rain episodes, sg@dreatment could be improved 3.5%.
The average improvement for all scenarios was 2.4%.

The numerical value of the performance improvements shioelldiewed in the context of
the high cost of infrastructures for urban waste water syste¢MPC based on lexicographic min-
imization is conceptually very simple and requires a maaigimplementation effort compared
to the weight based approach once the model is available.fufbee increase of complexity
in the sewer networks of big cities, with multiple resergoémd actuators (gates) will cause
an increment of criteria to take into account in the globdlrojation function and this imply
an important and difficult off-line effort to find a compromaiso tune all the parameters in the
weight-based approach. The lexicographic approach igfibver a very interesting tool for ef-
ficient solution of these kind of problems. The only disadage is the increase in the amount
of optimization problems required to obtain the lexicodnapminima. However, if a linear
model is used, modern convex optimization routines caryehandle the large scale systems
that occur in the predictive control of urban drainage syste

Notice that the assumption of a linear system model limigsabcuracy in the description
of the real behavior of the sewer network. This motivatesria & different model methodology
that covers all dynamics without loosing the advantageh®MPC for linear systems. Next
chapter deals with this problem and proposes a way to moastersietwork in order to design
a optimization-based controller.



CHAPTER S

PREDICTIVE CONTROL PROBLEM
FORMULATION BASED ON HYBRID
MODELS

Chaptel¥ introduced the application of the predictive mdrdn sewer networks showing im-

portant improvements in the closed-loop system performamd the advantages of this control
strategy over this kind of systems. However, the linearesysinodel considered did not reflect
accurately some particular dynamics and behaviors for sdiitecomponents (e.g., weirs, tank
overflows). Therefore, a model methodology that allows flecethe dynamics of those com-

ponents without leaving the linear framework and withosirig all the advantages of the MPC
on the linear system is then needed. This fact has motivatpdopose a model methodology
where the nonlinear dynamics of the forin{3.8) are taken aatmount for some of the consid-

ered sewer network elements. These dynamics have beendfigures mode commutations,
where a logic variable determines the continuous behavitreoparticular elements and then a
new global behavior of the whole sewer network. Hence, thigure of continuous dynamics

and logical events define the well known hybrid systems.

This chapter deals with the modeling of a generic sewer mitwsing the hybrid systems
framework. The system is in itself decomposed in functiGudisystems in order to understand
clearly the “hybridity” related to each component. Using tMLD form, the entire model
is expressed by means of a discrete linear state space erfatian that is used to design a
MPC law computed by solving a discrete optimization. Both thodeling methodology and
the control design are applied over the BTC, showing the radges of the proposal and the

83
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improvement of the closed-loop system performance regpehe open-loop performance.

5.1 Hybrid Modeling Methodology

The presence of intense precipitation causes some sewkrsraral tanks to surpass their lim-
its. When it happens, the volume above the maximum volumesftmnanother tank. In this
way, flow paths appear that are not always present and defehd system state and inputs.
According to this observed behavior in most of the sewer agtwarts, a model methodology
in order to consider and incorporate overflows and othercldgilynamics is needed. Using
hybrid MLD modeling methodology, the global sewer systemva#i as each constitutive ele-
ment can be modeled. Here the most common elements are emtsidOther elements such
as pumping stations can be easily modeled and added intoex setwork design using the
proposed hybrid modeling methodology. Notice that the tayimrodel for the constitutive sewer
network elements discussed in this chapter can be easilyfisthckeeping their hybrid nature
and becoming new elements.

The hybrid behavior in the considered model of sewer netusgkesent in the flow links
between tanks, in the tanks themselves (either virtualairtamks), in the redirection gates and
in the weirs. Network sensors (rain and level gauges) casbaepresented as hybrid systems
due to their internal dynamics but they have not been takiendocount in this dissertation.
According to this, the network model has been divided intacfional parts in order to make
easier the definition of the logical variables and theirtretawith corresponding flows. These
parts areVirtual Tanks(VT), Real Tanks with Input Gaf@&RTIG), Flow Links(FL) andRedirec-
tion Gates(RG). In this section, each element is described and itstemsawithin the MLD
framework are expressed. In order to obtain the MLD forme,ftllowing equivalences are

used
[f(z) < 0] — [6p = 1] is true iff fle) < M(1 =) (5.1)
f(@) = e+ (m—€)dy
and .
2 < Moy,
o= uf(x) istueifft F oMk (5.2)

z < f(x) —m(1l — &)
zp > f(x) — M(1 — 0g)
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s —
}7

Figure 5.1: Scheme of virtual tank.

whereM,m € R are the upper and lower bounds on the linear funcfion) for x € X. e > 0
is the computer numeric tolerance, see IBM99al, [TIBO4].

5.1.1 Virtual Tanks (VT)

This element is modeled as a hybrid system considering thevir described as follows.
When the maximum volume in virtual tanks is reached, themelabove this maximum amount
is redirected to another tank within the network. This plmanon can be expressed mathemat-

ically as:

D) iy >
k= U

= § (5.32)
0 otherwise

v if v, >0
douty, = (53b)
Bv,,  otherwise

wherevy, corresponds to the tank volume (system state)wmisdts maximum volume capacity.
Flow ¢4, is the overflow from the tank, see Figdrel5.1. For a feasibletiso of the control
problem, the virtual tank volume can not be limited with haomstraints.

Hence, in order to obtain the MLD model, the condition of dsv existence is considered
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defining the logical variable

which implies that flowsy;;, andg,..;, are defined through this logical variable as:

21k

22k

[0,

1] e [o, 2 7],

qdj;

!

(g — )
At

Qoutl
0ROV + (1 — 5k)ﬁvk

|

(5.4)

(5.5a)

(5.5b)

The corresponding difference equation for the tank in fiamodf the auxiliary variables is writ-

ten as:

Vg1 = Uk + At[qing, — 211 — 22k);

(5.6)

whereg;,,;. is the tank inflow,z;, is related to the tank overflow and, is related to the tank

output. Notice that;,; collects all inflows to the tank, which could be outflows froamis

located at a more elevated position within the network, flolvs, overflows from other tanks

and/or sewers and rain inflows.

Hence, the MLD expressiof {2.8) for this element, takingtdrk volume as the system

output, would be written as follows:

—M, +7v

(M, —7)/At
/At
—v/At

—(M, —7)/At

B(M, — )
—B(M, =)

Uk+1

Yk

Ok

vk + (A ging + [~ At —At | [

IN

21k
22k

1k
22k

Vi +

S|

=

o o o o < o
>
~

=@
§ooo§

(5.7)

wherel, is related to the maximum value of the state variable whid¢hécase of virtual tanks
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Figure 5.2: Scheme of a real tank with input gate.

would be unbounded, i.e)/f,, — oco.

5.1.2 Real Tanks with Input Gate (RTIG)

As was said before, the real tanks are elements designeiioweter in case of severe weather.
For this reason, both the tank inflow and outflow could be @dletl. On the other hand, the tank
inflow is constrained by the actual volume present in theteg®{, by its maximum capacity and
by the tank outflow. Since this category of tanks are consdi@ithout overflow capabilities,
the inflow is pre-manipulated using a redirection gate,gedbat causes the consideration of
this component within the modeling of this element. Fiduidhows a scheme of this element.

When the model for open-loop is considered (no manipuldtéd), the flow throughy,
due to its maximum capacity is defined by

q if qn>7
Qaly = ¢ ] ¢ (58)
Qinj, Otherwise

whereg;,,;, is the inflow to the element ang), represents the maximum flow through sewer
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However, if the inflowg,;, causes the real tank to overflow, such inflow have to be rediocad
flow equivalent to the volume that fills the tank. That is:

Urk if Qalk — Qoutk = Vrk
da2) = ) (59)
da1, Otherwise

whereuv,;, = <@Zt”“) + QOutk> and g,y denotes the tank outflow. The MLD form under the
initial assumptions is obtained as follows. Defining

(016 = 1] «— [@ing > Tl (5.10)
it is possible to obtain an auxiliary continuous variable

21k = (Yag

= 015G, + (1 = 611) Ging- (5.11)

For q,2;, the following logical variable is defined as:

[62k = 1] A— |:Zlk — GQout} > (5 ;:k):| (512)

and hence the auxiliary variable equivalent to the new se# inflow is expressed as:

22k — (Ya2k

= 09 [(v%tvk) + QOutk:| + (1 — 62x) 21k- (5.13)

Finally, according to the mass conservation in the includguut gate, g, is defined as
G = Qink — 221 and the corresponding difference equation for the tank metion of the
auxiliary variables is:

Vg1 = (1 — BAL) v, + Atzgy (5.14)

The MLD expression{2]18) taking the tank volume as the systetput is written as:

v = 1= BAu+ [0 At

1k
2ok (5.15)

Y = Uk



5.1 : Hybrid Modeling Methodology 89

and the InequalityilI8d) collecting 12 linear inequalities with:

T
B, = [1 100 1100000 0]
5 B 76(1 (qzn — Qa) 0 0 (qzn - qa) qa
21 - v — —
0 0 - (@, — 6D 0 0
E o _aa - (ain - aa) 0 0 0 0
22 - T — —
L 0 0 — At (qiniﬂv) 0 0
T
Ey, = FEoy EQQ}
i T (5.16)
po_ |00 -1 1 -1 1 11 1 -1 0 0
s 00 0 0 0 0 0 0 -1 1 -1 1
L T
E,Z = |00 &£-8 —(5-8 000000 &-p8 —(ﬁfﬂ)}
Es = “To Tn —n (a7 8) +Tn) @ —Ta) 6“]
E52 = —ﬁa aa (ain - 65) Ait _Ait Ait :|
- T
Es = Es1 Es }

According to the use of this element regarding either thaukition or the prediction model,
both the tank inflow and output could be manipulated. Herwee,possibilities are considered
and outlined below.

1. The RTIG element is used to build a global hybrid model foruation within a con-
trol loop. In this case, both flows,;, andgq,.:; have to fulfill the respective physical
constraints

¢ < qa <7, (5.17)

Qoutk S qout (518)

wherega andgm are the minimum flows through sewersandq,.:, respectively. The
values of these minimum flows are supposed to be zero in nbroamdiguration (no
faults). For this case, the MLD model of the element incluttess constraints[{5.17)-
(&.I8) and validates the possible inputs out of the range.

The expressions of the dynamics in MLD form according to #sisumption are obtained
as follows. The given input valug; have to be smaller than the inflow to the element.
Otherwise,q; does not have sense because the differefjce ¢;,;, corresponds to a
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nonexistent water entering to the element. This idea isesggd mathematically as:

@ It g > qing
g =19 “ (5.19)
Qinj, Otherwise

Now, the upper bound of the link flow adds another conditiangfo given by the upper
physical bound as:

if <73
Ga2), = Gall dalk = 4q (520)

d, Otherwise

Finally, the maximum tank capacity also constrains theevaliy} to:

(%4 if Ga2k — Qoutl Z Up
Qusk, = _ (5.21)
da2;, Otherwise

Moreover, the given valug’,, is also restricted by its physical constraint[in_($.18). The
corresponding expression that restricts this flow due tafper physical bound is:

Gur 1t ¢ <7
qoutlk _ out out. out (522)
G Otherwise

and then the expression that restricts this flow due to theahtenk volume is written as:

Qoutlk if Joutlk > ﬂvk
Qout2f = ] (523)
By, otherwise

Again, the flowgy,, is defined by mass conservation condition in the input gate as
gbg = Qing, — dadk- (5.24)

The MLD model for this case is then obtained from the expogsspresented in Table
B.1, which define the correspondingndz variables. For this casey;, = gin, — 25k-

The difference equation related to the tank is:
Vg1 = Vg + At (Z5k — Z4k) . (525)

Finally, the MLD expressior{218) taking the volume as thstsgn output can be written
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Table 5.1: Expressions forandz variables in RTIG element considering
manipulated links in closed-loop simulation.

Logical variables Auxiliary variablez
(015 = 1] «— [q} > Ging] 21 = 01 s + (1 — 014) ing,
(62, = 1] +— [21 < G, 2ok = Oap21y + (1 — d2)7,
[53k = 1] — [q;ut < Gout] 23k = 53kqgut + (1 - 53k)qout
(64 = 1] +— [231, > PBuy] 24, = Oapz3k + (1 — dag) Bug
(05 = 1] «— [22k — 24k > Vrg] Z5k = O55Vrk + (1 — O5) 22k
as:
]
22k
v = v+ 0 0 0 —At At ]
i F =3k (5.26)
24k
L #5k
Y = Vg

and the inequalityX8d) collecting 30 linear inequalities, which is automatigaiener-
ated by HrSDEL.

2. The RTIG element is used to build a global hybrid model f&dgction within a control
loop. In this case, constrain{s{5l17) ahd (5.18) are irezluid the control law design so
they are not taken into account when the MLD model of the elgrizedone. Thus, the
expressions of the element dynamics can be obtained aw$ollim order to restrict the
value of the given inpug;; in order to fulfill the mass conservation condition in theuhp
gate, the flow through link, is expressed as:

a it g < Ging

qalk‘ = ] (527)
gini Otherwise

However, the tank capacity also restricts the tank inflowoediog to the expression:

Galk if Gall — Qoutk S 521%
Gar = ' (5.28)

V=g :
~;~ Otherwise
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Table 5.2: Expressions féorandz variables in RTIG element considering
manipulated links in closed-loop prediction.

Logical variables Auxiliary variablez
(016 = 1] «— [q5 < Ging] 21k = 013y + (1 = 611)Ging,
[52k:1] — |21 — 23k < % z2k:52kQa1k+(1_52k;)Uth)k
031, = 1] — [@our < Pui] 23k = O3kgur + (1 — d35) Bk

About the tank outflow, the given inpyt,,, is restricted according to the outflow related
to the actual volume. That is:

Qour  1F @Gz < By
doutk, = out Out_ (529)
Bv,  otherwise

The expressions faf and z variables in order to obtain the corresponding MLD model
are collected in Tabled.2.

The MLD expression[{218) for this element in this case, tgkime tank volume as the
system output, is written as follows:

21k
Vk+1 = vk+[0 —At At] 29k (5.30)
Z3k

Ye = Ui
and the inequalityfXXd) collecting 18 linear inequalities, which is automatigajiener-

ated by H/SDEL.

Notice that a MLD model with fewer logical variables can bedifor instance in the design
of a model predictive controller, what reduces the compfeand the computation time of the
control problem solution.

5.1.3 Redirection Gates (RG)

These type of elements within a sewer network are used toediow at a certain point in
the network. Assuming that,;, is manipulated, outflow,,, in Figure[5.B has to fulfill the mass
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Figure 5.3: Scheme of redirection gate element.

conservation law in this point. Generally,, is assumed to be limited, in which cagg, is
unlimited. The reason for this assumption is that if botHlowts are limited, the situation could
occur thatg;,,;, would be larger than the sum of these limits, causing the tatavork to have
no feasible solution. The expressions that describe tmeegledynamics are:

Ging T Ging <7
Gop = 4 k= e (5.31a)

q, Ootherwise

Wr = Gink — Gak- (5.31b)

If the flow through sewey, is imposed (for instance computed by means of a control lasv),
new expression is now written as:
7, if qz>7,

Qa, = _ (5.32)
q, otherwise

whereg; corresponds to the imposed/computed value for the flgw while ¢, follows the

expressionf31h).

This element may have a kind of MLD model depending,ifs considered as a manipulated
link or not. In any case, this is an static element, i.e. aligmnot any state variable in the MLD
model. This element only adds mafeand z variables to the global MLD model of the sewer
network.
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1. ¢, as free link:Basically this model is used for open-loop simulation. Tibrid dynam-

ics are defined by the maximum flow through sewgrwhat causes the definition of the
auxiliary logic variable

[0k = 1] = [gink > o] (5.33)
and redefine the floy,, as:
Rk = dag
= 0k Qqap, + (1 = Ok) diny (5.34)

Thus, the flow through sewey is immediately defined by the mass conservation as:

Qvg, = Qink — 2k (5.35)

In this case, 6 linear inequalities are defined aIRd) as:

=3 0 1 4,
Qin — 4a 0 -1 Qin
R e e N R P e B D
1 1 1 4
=3 -1 0 -,
CGmtd | 1] o A

Notice that sewey, is considered as the main path for the flow.

. ¢, @S manipulated linkin this case, a closed-loop is considered so the element taul

used within either a simulation or a prediction model. Infilst case (simulation model),
the hybrid dynamics are defined taking into account the Exystmstrainga < qo < G-
This constraint is supposed to be added to the global modehhe control law is de-
signed. Thus, a couple éfandz variables are defined in order to validate that the given
value ofq, fulfills to the mentioned constraint. The definitions of #aésvariables de-
pending on the hybrid condition are explained as followsr the condition of water
sufficiency, the logical variablé, is determined as:

(016 = 1] «— [dar = Gini] (5.37)

and for the condition related to the upper limit of sewgrthe logical variableds is
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determined as:
[62k = 1] «— [gar < qa] - (5.38)

Then, the corresponding auxiliary continuous variables ar

21y = O1kGag + (1 — 01k)Ging (5.39a)
zop = Oap21p + (1 — O21)Qp- (5.39Db)

Again, the flow through sewey, is immediately defined by the mass conservation as:
Qo = Ging — 22k- (5.40)

Here, 12 linear inequalities are defined according to IniEyu@&=Xd) with:

r T
0000 -11-111 -1 0 0
Ey =
_O ooo o o o o -1 1 -11
—qa Gin 0 0 90 —Uin
By = ~
i 0 0 —-¢g, 0 O 0
E _ain ﬁa 0 0 0 0
2 =
L 0 0 ain - aa) aa —ﬁa _(ain - aa) (541)
- T
Ey, = Es E22]
r T
0000 11 -11 1 -1 0 0
By =
oo oo o0 o o o0 -1 1 -—-11
i T
B = [0 G ~T, T @ Ty 0 0 (@ —7,) Tu —To o

On the other hand, when a prediction model is consideggdheoretically fulfills the
design constrainga < ¢4 < 4q,, but the values Ofla andg, are information data of
the control algorithm, so they could be different from theggibal bounds (this could be
caused, for instance, by a fault effect). Hence, the dedimsti

[5k = 1] — [qak > qu] (5.42)
and
2k = O01xGar + (1 — O1%)Ging (5.43)

are given in order to fulfill the mass conservation conditidinen, the element adds to
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the global model the following set of 6 inequalities accogdio Inequality E-8d):

-7, 0 1 -1 0

Gin 0 -1 1 Gin

G gt | Hac| O [ Gink | 4 | T (5.44)
Gin 1 0 1 Qak; Gin

T 1 1 0 0
-7, | 1 10 0 |

In conclusion, the selection of whatever of these two modeatsrectly related to the use of
the RG element within the global model and the use of the glwioael in itself.

5.1.4 Flow Links (FL)

Flow links between tanks have limited capacity. As the floanfrvirtual tanks can not be
controlled, when this limit is exceeded, the resulting éear might be redirected to a tank to
which the original link was not connected. When RG are useédivect the virtual tank outflow,
the unmanipulated link associated to the RG could surpass#ximum sewer capacity. Hence,
the sewer overflow is sent to a tank located in a lower levehefgewer network or flows to
the environment as water losses. The behavior explainebeagpresented with the following
equations (see Figuke’.4):

Gb if Qin > 61)
By = _ (5.45a)
gini Otherwise

Qing — T T qin > 7
g = ¢ o (5.45b)
0 otherwise

whereg, is the maximum flow through, ¢;,;, is the element inflow ang,.;, corresponds to the
outflow.

For the MLD model of this element, only one logical varialdeneeded. It is defined from
the hybrid overflow condition as:

[0k = 1] — [gin = @] (5.46)
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Figure 5.4: Scheme for flow links.

and the auxiliary continuous variables that define the flgyvsandq., are respectively:

A1k = Gbk

= 0k Qy+ (1 = 0k) Ging (5.47a)
22k = dek

= Ok (Gink — B)- (5.47D)

Notice that, as in the case of the element presented belfiséstalso a static element, so it
only adds moré andz variables to a global MLD model of the sewer network as welhase
constraints in the corresponding InequalB&) as follows:

—qin T Qp 0 -1 qp
qp 0 1 0
qp -1 0 0
Qin - qb 1 0 Gm
—q;, t ¢ -1 0 -1 0
Gin T | 5 4 2 < Gings + (5.48)
—qp 1 0 1 0
qin - qb 0 -1 -1 Gm
qp 0 1 1 0
—qp 0o -1 0
|~ Tin + G | 0 1] | 0] 0
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whereg;,, corresponds to the maximum inflow to the element.

Both overflow in VT and overflow in FL do not necessarily go te tmmediately next ele-
ment in the network. Generally, FL overflows do not only go fbhut also to the environment.
In these cases, these flows represent losses to the envitb(ftoers to the sea or rivers without
previous treatment).

5.1.5 The Whole MLD Catchment Model

The total sewer network is constructed by connecting thevoré&tinflows (rain) and outflows
(sewer treatment plants or pollution) with the inflows antflows of the tanks as well as con-
necting the tanks themselves. Notice that it is possiblebtaio the global MLD model by
connecting all elements in order to build the equivalent ea@dheme as shown in Figurels.5
for the BTC. However, a software tool that allows to intetfihe corresponding inputs and out-
puts of each element in its MLD form and translates them irgtobal MLD is now pending of
implementation. The final tool would have the advantagestobbfor sewer networks known
as MRAL [ECPT02], but including the hybrid model framework into its kelnehat allows
to improve the computation of optimal control laws since toasidered lineal model of the
system despite of the global dimension of the network.

The manipulated variables of the system, denoted,asare the manipulated variables of
each component as described before. The whole sewer netwpréssed in MLD form can be

written as:
V1 = Avg + Biquy + Bady + Bzg + Bady (5.49a)
Uk = Cuvr+ Diqug + D2dg + D3zg + Dady, (5.49b)
B2 + B3z < Eiquy + Eqvg + E5 + Egdy (5.49¢)

wherev € V C R'}* corresponds to the vector of tank volumes (statgs)e U C RTC is
the vector of manipulated sewer flows (inputg)c IRTd is the vector of rain measurements
(disturbance), logic vectar € {0, 1}" collects the Boolean overflow conditions and vectar
R’ is associated with variables that appear depending onmsystigtes and inputs. Variables
0 andz are auxiliary variables associated with the MLD form. Edpratfe..29d) collects the
set of system constraints as well as translations from lpgipositions. Notice that this model
is a more general MLD than was presented[in [BM99a] due to tlitian of the measured
disturbances.
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dy — VTi RG, ﬂ@a VT, | RTIG
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|
v v
fsea fsea

Figure 5.5: BTC scheme using hybrid network elements.

Likewise, measured disturbances may be considered evempats ior system states. Ac-
cording to the casey, andd could be collected in a single vector of system inputs dejpgnd
on the control law algorithm used. Hence, the MLD form coutdréwritten as:

. )
Vg1 = Avk +Bq;;k + [ By DBs ] F ] (550&)
2k
B )
yr = Cup+ D+ [ Dy D ] [ b ] (5.50b)
2
5k ~ VEk
[ Ey Ej } < Equ,+ [ Ey Es } (5.50c)
2k 1
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where vector g,;, collects the control inputs and measured disturbances. ed¥er,
B = [Bl B4],[) = [Dl D4] andE = [El EG]

On the other hand, assuming that the rain prediction &iswbeys to a preestablished linear
dynamic described a, | = Ady, the MDL (&:49) form could be rewritten in this case as:

7 Quk
A B By B, B
Vk+1 _ 4 Vg i 1 2 3 5 (5.51a)
di41 0 Ay dy, 0 0 0 | B
k
QUk
Vg
dy, B
k
O Vg Qu
[EQ Eg] Z] < [E4 Eﬁ} : +[E1 E5} 1k (5.51¢)
k k

In general, this assumption is an open research topic. iffeypes of rain prediction can
be considered since this procedure can be development thex gieoretical way (statistical,
AR models, etc)[SAUO] or practical way (radars, meteorialgsatellites, etc) [YTJC99]. Ac-
cording to [CQ9P], different assumptions can be done for#tie prediction when an optimal
control law is used in the RTC of sewer networks. Results sti@at the assumption of con-
stant rain over a short prediction horizon gives results¢aa be compared with the assumption
of known rain over the considered horizon, confirming simitsults reported i IGR94] and
[OMPQIOY]. According to this, matri¥l; can be set as a identity matrix of suitable dimensions.

5.2 Predictive Control Strategy

This section presents the detailed description of the obstrategy applied on sewer networks
considering an hybrid system model. The different aspestaidsed here are presented for the
particular case study of this thesis but can be easily exia#gx to other sewage system topolo-
gies. The concepts and definitions of Secfion 2.2 are apjlitds section in a straightforward
manner but taking into account the particular notation usedewer networks. Hence, the
sequences for manipulated flow and volumes are defined as:

Vi = {U1|k7@2|k7---,UHp|k} (5.52)

Qur = {Quo|k,Qu1|k,---aQqu71|k}



5.2 : Predictive Control Strategy 101

and the expression for the admissible input sequence restée initial volumevyy, Lu,€EV
is now written as:
Qu(vk) £ {quy € Ur|v; € VIr}, (5.53)

5.2.1 Control Objectives

In the design process of the MPC controller based on a hyboidietrof the system, the control
objectives are the same as in the controller design doneapt€iid (Sectioh 4.2.1). According
to the hybrid model for sewer networks proposed in Sedfidh &ll overflows and flows to
treatment plants are defined by auxiliary variablesHowever, they can be also defined as
system outputs, these being either individual (over)flowsuwms of (over)flows according to
the case.

5.2.2 The Cost Function

Each control objective defines or can define one term in thifenstion. Hence, the expression
of that function depends on its constitutive variables {l&ary or output type). In general form,
the structure for the cost function .T4a)) has the form:

Hp—1 Hp—1
T(@ups Az on) & D 1Qx (i — =), + D [Qynrane —wo)ll,  (5.54)
=0 1=0

where@, and@, correspond to weight matrices of suitable dimensions linjithe conditions
in @I3) andz,., y, are reference trajectories related to auxiliary and outptfbles, respec-
tively. For the objectives 1 and 2, the references are zewa fleor the third objective, the
references are the maximum capacity of the associated seesgment plants. Priorities are
set by selecting matrice3. andQ,. The normp can be selected as= 1,2 or p = oco. Notice
that since all performance variables are positive, the sdmmp = 1 is actually a simple sum
of the performance variables.

According to the definition of the control objectives doneSiectior[ 5.l and in the case of
having the complementary fifth objective, notice that thst donction adopts the form:

Hp—1

J(Qups Dk 2k, k) = (| Qup vt (Ho 0| + Z 1Q (ks — Zr)Hp (5.55)
=0
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where@),, is the corresponding weight matrix of suitable dimensions.

5.2.3 Problem Constraints

The modeling approach is based on mass conservation. Duetghysical restrictions have
to be included as constraints in the optimization problerhe $um of inflows into nodes that
connect links have to be equal the outflow. The control véemhbre limited to a range given in
@). The constraints associated to the MIPC problem agemeral the constraints associated
with the hybrid behavior as well as the system physical cairgs for manipulated links and
real tanks and the initial condition corresponding to theasueements of the tanks volumes at
time instantk € Z., .

All the constraints can be expressed on the form giveilblgf). The physical constraints
are considered dsard constraintgnto the control problem. On the other hand, the overflows in
sewers and virtual tanks are consideredafsconstraint@nd a constraint manager could be de-
signed and implemented to solve the control problem witlstraimts prioritization/ [KBM"00].

5.2.4 MIPC Problem

According to the aspects described before, the predictweral problem for a sewer network
considering its hybrid model is defined as the OOP

min J AVES P ) 5.56a
Quir € Qu(vk), A2k (Quk, B 2k, Vi) ( )

= Avpyik + Bl Quirije + B2 Okpijk + B3 Ziyik + Badipip
Yk+ilk C gk + D1 quitipe + D2 Opqije + D3 2 ip + Dadigpp
Eybprie + E3zirie < B1 Quipipe + Ba v + E5 + Eo diqap

Uk+i+1|k

subject to (5.56b)

diyivi|k Aa diyik

fori =0,...,H, — 1. Assuming that the problem is feasible for V, i.e., Qy/(v) # 0, the
receding horizon philosophy is then used considering abMP€ law

Guwpc(Vk) £ QU8|k (5.57)

and the entire optimization process is repeated for fimel.
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5.3 Simulation and Results

5.3.1 Preliminaries

The purpose of this section is to show the performance of HNtPCealistic episodes of rain
storms. The assumptions made for the implementation witireeented and their validity dis-
cussed before the results are given.

The transformation of the hybrid system equations into thébMorm requires the appli-
cation of the set of given rules il ($.1) arld{5.2). The higlesel language and associated
compiler HrsSDEL is used here to avoid the tedious procedure of deriving thé@©Ntrm by
hand. Given the MLD model, the controllers were designedthadcenarios simulated using
the HYBRID TooLBOX for MATLAB ® (see [Bem06]). Moreover,.bc CPLEX 9.1 has been
used for solving MIP problems.

The considered system is shown in Figlird 5.6. The dashesl flegmesent the overflow
from tanks and sewers. These lines therefore represenyltiig lbehavior of the network. The
catchment hybrid model has 12 state variables correspgndithe volumes in the tanks (11
virtual and 1 real), 4 control signals related to the marfad flows in gates (3 redirection
gates and 1 retention gate) and 11 perturbation signalkedeia the inflow rain of each virtual
tank.

The nominal operating ranges of the control signals, thergein of the variables in Figure
and all needed parameters are given in Tablés 31 dndh 2B in AppendiXB collects the
auxiliary variables: defined for the BTC and relate them with the control objestidscussed
in Sectio4.Z11. In order to define the outputs in the globeD\of the network, the following
outputs are defined:

Y= Zst, V2= Zsty Ys=zn and yg= g
i i

5.3.2 MLD Model Descriptions and Controller Set-up

Two different MLD models can be needed to simulate the séesaone for the HMPC con-
troller, MLD¢, and one to simulate the plant, MD Notice that physical constraints are
included into the model ML and the solution to the optimization problem respects these
constraints in the nominal case when there is no mismatakeeet the model and the plant.
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Figure 5.6: BTC diagram for hybrid design.
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Otherwise, the solution to the optimization problem migbt respect the physical restrictions
of the network. The model MLDP is therefore augmented so that the control signals from
the controller are adjusted to respect the physical réising of the whole network. ML
contained more auxiliary variables for this reason.

Another alternative consists in using the set of equatidvengby the virtual tank modeling
of the network as the plant, which implies that the MR not needed. For the simulations
and results presented next, this second alternative is G$edM LD model implemented has
22 logical variables and 44 auxiliary variables, which ireplthat for each time instakte 7,
and considering the prediction horizéf), = 6, 222%5 = 5.4 x 103 LP problems (fop = 1, )
or QP problems (fop = 2) could be solved in the worst case.

In this case of control design where a hybrid model of theesysis taken into account,
tuning techniques based on weighted approach are impleghemtining proposes such as the
lexicographic approach presented in Chapler 4 for linea€CNd#hot suggested to be applied in
predictive control of hybrid systems because the complefithe optimization problem when
the system is considered of large scale. Notice that if tkiedgraphic approach is implemented,
for each time instank over the scenario, a number of discrete optimization problequals to
the number of control objectives have to be solved. Thisdantcause high computation costs
and important complexity in the solution algorithms. Cleaf@ deals with these problems and
proposes some possible solutions.

Hence, for this case where the tuning by weighted approadbrig, the weight matrices
used for the cost functiofi{5.b4) are given by

Q, = diag(wsw, In  wsw, In  wwwreln) if only y are used in/ (5.58a)

Wwwirln, if zandy are used in/
and

diaglwsy, I,, wsy, I,) if  zandy are used in/
Q. - o wstr, str, In) Y (5.58b)

0 otherwise

where the description of the weight parameteysre collected in Tabled.3 arfg corresponds
to a identity matrix of suitable dimensions. Moreover, tieetor of references, is always zero
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Table 5.3: Description of parameters related to weight icegrin HMPC.

Parameter Description

Wstr, Weight for the flow to the street due to tanks
Wstr, Weight for the flow to the street due to link
Wawwrp Weight for the flow to treatment plants

andy,. is set as:

0, 0, 0, 1,3, 1,q,&]" if onlyyareusedin/
Yy = [ a7 7118) Yy (5.59)

0, 1,3, 1,78]" if zandy are used inJ

whereO,, is a vector of zeros anti,, is a vector of ones, both with suitable dimensions for each
set of variables related to each control objective.

As was said before, the prediction horizéf is set as 6, what is equivalent to 30 minutes
(with the sampling timeAt = 300 s). The optimal solutions are computed for a bounded
time intervalk € [0, 100], which implies around 8 hours. The computational timesrrefea
MATLAB ® implementation running on aufreEL® PENTIUM® M 1.73 GHz machine.

5.3.3 Performance Improvement

The performance of the control scheme is compared with thalation of the sewer network
without control when the manipulated links have been usgrhssive elements, i.e., the amount
of flows qu, 1., qu.;, @ndq., ;. only depend on the inflow to the corresponding gate and they ar
not manipulated (see Sectibnl5.1) whilg, . is the natural outflow of the real tank given by
(33). The control tuning is done taking into account thetization of the control objectives.

In a preliminary study, different norms, cost function stures and cost function weights
w; have been used. In order to give a hierarchical priority &odbntrol objectives, the relation
of w; between objectives is an order of magnitude. Tablk 5.4 suinesathe obtained results
for a heavy rain episode occurred on September 14, 1999 (gee38(9)).

The use of infinity norm for the first and second objectivesliagthe minimization of the
greatest flow to the street caused by one of the 11 virtuaktank/or the 6 considered sewers.
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Table 5.4: Obtained results of closed-loop performancegusiin episode
occurred on September 14, 1999.

Variables Tuning Flooding Pollution  Treated W.

Norm in J wse,  x10° (M) x10° (M) x10° (m?)
00 only y 10 84.1 225.3 279.4
~ only y 0.1 84.2 225.3 279.4
00 yandz 100 100.9 225.9 278.7
o0 yandz 0.1 103.2 225.6 279.1
2 yandz 1 94.3 228.3 276.1
> only y 0.01 92.8 223.5 280.8

However, in the case of two or more virtual tanks or sewerg leserflow, only the worst case
will be minimized.

Taking into account that the system performance in opep-lfimp the considered rain
episode has a flooding volume arouh@B000, a pollution volume of225900 and a volume
treated water 0278300 (all in m3), the improvement reached is between%.and 22.% for
the first objective and the other objectives keep almostaerstime values for most of the cases,
fulfilling the desired prioritization principle implemesd making the control tuning by weighted
approach. However, it was observed that some simulatiahadatirun with some combination
of selected parameters because numerical problems or thmeters setting made that no im-
provement was reached in the system performance.

Table [Eb summarizes the results for ten of the more repi@sen rain episodes in
Barcelona between 1998 and 2002. The results were obtaimsitieringy = 2 and a cost func-
tion containing only output variables withs;, = 10~2. The system performance in general is

improved when the hybrid model based predictive contratsgy is applied (see percentages
for some values).

5.4 Summary

The possibility of having a linear model of a sewer networkirtg into account the logical
dynamics given by some constitutive elements is discussehis chapter. A new modeling
methodology for sewer networks using a MLD form is proposediwidely explained. This fact
makes possible to take advantage of the MPC capabilitiesdier do design a control strategy
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Table 5.5: Obtained results of closed-loop performancegusn
representative rain episodes.

Rain Open-Loop Closed-Loop
Episodes Flopding Po]lutiqn Tre{ated( W. F!ooding F?ollut[ion Treatgd W
x10% (m?)  x10% (m*)  x10% (m*) x103(m3) x10% (m?) x103 (m?)
99-09-14 108 225.8 278.4 92(B1%) 223.5 280.7
02-10-09 116.1 409.8 533.8 971B%) 398.8 544.9
99-09-03 1 42.3 234.3 @Q00%) 44.3 232.3
02-07-31 160.3 378 324.4 13918%) 374.6 327.8
99-10-17 0 65.1 288.4 0 58(11%) 295.3
00-09-28 1 104.5 285.3 1 98%) 291.9
98-09-25 0 4.8 399.3 0 4.8 398.8
01-09-22 0 255 192.3 0 25 192.4
02-08-01 0 1.2 285.8 0 1.2 285.8
01-04-20 0 354 239.5 0 32(3») 242.5

for the entire system.

The control design is then proposed and the discrete otiaiz problem is described
and discussed. Both the main improvements of the techniqdettee possible problems of
implementation are pointed out. The modeling methodolayyell as the controller design are
implemented in simulation over the BTC and the main obtaiesdlts are presented and also

discussed.

The main issue of this chapter lies on the real implememntatidhe proposed control design.
Some of the simulations presented in Talile$ 5.4[add 5.5 ngaccbmputation times, which
implies that the use on-line of the controller could not begilnle in some cases. This fact
makes that the idea of having a predictive controller whensiystem model is hybrid and has
an important size should be thought only for off-line pragmsin this sense, Chapfér 6 deals
with the time computation problem, proposing and discuggsimme ways of solution.



CHAPTER 6

SUBOPTIMAL HYBRID MODEL
PREDICTIVE CONTROL

6.1 Motivation

The results obtained in the simulation study of the previchapter show that important perfor-
mance improvements can be accomplished when HMPC is agpleglver networks. Further-
more, the hybrid modeling methodology is very rich and afidive straightforward treatment
of hybrid phenomena such as overflow and flooding. HMPC has bpplied successfully to
a variety of control problems the last years using severpiagthes, se¢ [BBM98]. 1Sch99],
[TLS00], [CRO1], [BBMOZ], among others.

However, the underlying optimization problem of HMPC is domatorial and\P-hard
[Pap94]. The worst-case computation time is exponentithénsense of the amount of combi-
natorial variables. In Figule8.1 it is shown how this problmanifests itself for the application
under investigation in this thesis.

In the top graph, rain intensity is shown related to the five gauges in the BTC for the
critical portion (second rain peak) of the rain episode owzlion October 17, 1999. This
episode was relatively intensive with a return rate of 0 &rgavithin the city of Barcelona.

In the second graph, the computation time to solve the MIRdgvs as a function of sample
for the same scenario. Recalling that the desired sampiimg for this system is 300 seconds,
it can be seen that the MIP solver is incapable of finding thermapn within the desired sam-
pling time. Furthermore, it is seen that computation timeeggreatly. Before sample 16 the

109
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Figure 6.1: MIP problem characteristics for the rain epésodcurred on
October 17, 1999.

computation time is very small.

If optimality is not achieved within a desired sampling tinieasibility is at least required.
Often feasibility is sufficient for proving of stability of RIC schemes, see [SMR99]. Theolc
CpPLEX solver used in the current application can be configured tospacial emphasis on
finding a feasible solution before an optimal one [AJ03b]s kilso possible to limit the time the
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solver has to solve the problem at hand. In the second graplgofe[6.1, the time required to
find a feasible solution is shown. It was found by iterativiglgreasing the maximum solution
time allowed for the solver until a feasible solution wasrfdu The feature of CPLEX to put
emphasis on finding feasible solution was activated. Adaiar be seen that the time required
to find a feasible solution varies considerably. Furtheendrshould be stated that often the
feasible solutions found had a poor quality as the solutionsid by running the system in
open-loop.

In the current application (BTC), the MIQP problem given®fB) is solved in each sample
having the following generical form:

min p" Hp+ f'p (6.1)

st Ap <b+ Cx (6.2)

where vectorr, collects the system initial conditions and predicted disnces (rain), which
is the only thing that changes from sample to sample.

The ability of the MIP solver to reduce computation time frtira worst-case depends on its
ability to exclude from consideration as many nodes as blesgihen branching and bounding.
This is done either by proving them to be infeasible or thairtkolution is suboptimal to other
solutions. The increase in computation time is thus linkecn increase in the amount of
feasible nodes. In the bottom graph of Figlrd 6.1, the nurobe&indes the CPLEX solver
explored during branching is shown. It is seen that there avhage increase in number of
explored nodes between samples. There is thus a dramatigelia the complexity of the
optimization problem for certain values of.

Physical insight into the process can explain the increaserinplexity at time 11. At that
time, due to the rain, many of the virtual tanks are very ctogeeir overflow limit. This in turn
means that more trajectories for distinct switching seqasf, are feasible. Similar behavior
was encountered in other rain episodes and when other cugidns were used.

As was said before, simulations done in Chapler 5 have shberntprovement of the
system performance when a HMPC controller is used. Howéoeisome rain episodes the
obtained computation times were too high respect to the kagnpme of the system. This
fact shows the extreme randomness of the computation timheérendependence of the initial
conditions of the corresponding MIP for each sample. Ind&@l, the computation time results
are collected. These results correspond to a particularlation of the closed-loop system for
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Table 6.1: Obtained results of computation time using 1@asmtative
rain episodes.

Rain Total CPU Maximum CPU
episodes time (s) time in a sample (s)
99-09-14 1445.9 1058.3
02-10-09 1328.8 188.4
99-09-03 135.6 60.9
02-07-31 1806.8 391.9
99-10-17 815.7 689.9
00-09-28 254.7 65.6
98-09-25 45.6 40.3
01-09-22 63.3 14.4
02-08-01 47.1 5.6
01-04-20 129.1 18.9

each rain episode but they can vary from one simulation t¢hano

The same problem regarding computation time occurs in neati MPC, see [Mac02].
When the optimization problem is no longer convex, a fundaaleguestion is how long will
the optimization take and will the quality of the solution fdficient to justify the application
of the MPC control approach.

Sewer networks can be considered large sale systems. Bledigznature have shown that
the computation time of such systems is very difficult to predhen the associated MIP prob-
lem is solved. As the HMPC is based on solving a MIP problemL@®br MIQP), it is well
known that general MIP problems belong to the clasd/@-hard [Pap94] and solution algo-
rithms of polynomial complexity do not exist [TEPS04].

Notice that the whole large scale system is not only the kiyimddel of the sewer network
but the entire MIP problem associated. Each logic variahtii¢es a particulamodein the
continuous part [GTM03]. Therefore, the complexity in kugcale systems is related to the
amount of logical variables related to the system modeltwiedds a great amount of possible
modes. In a MIP problem, the numberpgdssible modeE is given by

I = 2refle, (6.3)

Hence, in the sequel, a system is said to be of large scale seiise of large amount of logical
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variables and then a high value lof

MIP solvers such asLbG CpLEX [A.030] include modern Branch&Bound search algo-
rithms which construct successively a decision tree. Tée tomplexity is given by the total
number of decision/logical variables of the systgnand the time horizorH,, associated to the
optimization problem. In each node, a feasibility probiaglone and the cost function amount
is computed and compared against the lowest upper bound gnfar. If the obtained value is
greater than that upper bound, the corresponding brangmdéséd and it is not explored any-
more. The upper bound is taken from the best integer solditiond prior to the actual node
[EPO1]. Notice that the total number of tree nodes corredpda the value of'. As greater is
', greater is the computation time of the MIP problem solution

However, in the worst case whether a MIP solver finds the ispludf a large scale problem
taking into account all its possible modes, the computdiioe would tend to infinity[[A.03b].
Moreover, there exist some modes that could not be reactetbduoe system constraints and the
initial conditions of the states. This fact implies the ditimation of a subset df which collects
the feasible modesdefined in function of the hybrid model equations (MLD fornWR form,
etc.), the prediction horizon and the initial conditionstioé system states. Thus, the problem
computation time depends in a straightforward manner omtimber of feasible modes (see
bottom graph in Figure@.1).

6.2 General Aspects

6.2.1 Phase Transitions in MIP Problems

Performance of MIP solvers has improved greatly the lastsy[BFG"00]. The size limit of
problems considered to be practically solvable has inetbateadily. Part of the reason lies
in the many order of magnitudes improvement of desktop caimgupower over the years.
But there has also been tremendous improvement in solutgoritams for LP’s and QP’s,
which are a cornerstone of MIP solvers [Bix02]. Furthermanedern solvers have incorporated
many performance improving features that have existedaritérature such as cutting plane
capabilities. Generally the solvers apply a barrage ofrtiegles on each problem. A recent
improvement in solving the optimal control problem of HMPZusing symbolic techniques to
solve constraint satisfactions problems (CSP), was predeén [BGO6].

The MIP problem is equivalent to the archetypdlP-complete K-satisfiability problem
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Figure 6.2: Solution complexity pattern fot\dP-complete typical
problem for a different number of problem variables.

[MZK 799] (or theZeroone Integer programmingyoblem (ZIOP), see [BT00]). It has recently
been shown that K-satisfiability problems exhibit phaseditions in terms of computational
difficulty and solution character when these aspects arsidered as a function of parameters
such as the ratio of number of constraints to number of visabAccording to[[GW94], the
phase transition between satisfiability (feasibility) amdatisfiability (infeasibility) of the dis-
crete (optimization) problem appears@sdefined as the ratio of its constraints to its variables,

is varied?.

Figure[6.2 shows a typical “easy/hard/less-hard” pattecoimputation cost (difficulty) for
a given MIP problem in function oft. Notice that at low values af, there are relatively few
constraints and many variables, which means that the prolsleelatively “easy” to solve due to
it is under-constrained. On the other hand, at high values tfe problem is over-constrained
and is almost always unfeasible (“less-hard” region). Besthese two regions, it can be noted a
third region corresponding to the edge between the regimmsraentioned, where the problems
are hardest to solve (“hard” region) [ER04].

Depending on the problem structure, i.e., the number oftcaings and variables for a MIP

The experimental work with thig/P-complete problems has been done using the rankeAT model as
it has several features which makes it useful for benchmaB®#&T (propositional satisfiability) is the problem of
deciding if there is an assignment for a variables in a pritipog| formula that makes the formula trde TGW94].
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problem for a given sewer network, the valueno€an be located in any place on thexis of
Figured6.2. To change the complexity level of the MIP problaight not be enough to suppress
a small number of logical variables or, alternatively, tol @@me additional constraints. There-
fore, this approach needs to be applied by considering agt@duction on hybrid dynamics
either by suppressing many logical variables or by addingrgoortant number of constraints

in order to change considerably the valuecof This procedure lies on the reduction of com-
putation time due to the straightforward reductionlo&nd therefore the reduction of feasible
system modes. Experimental results have shown expliditlydear relation betweeN P-
complete problems runtime amdNLBH T04]. Phase transition behavior has been reported for
example in multi-vehicle task assignment problems, [se€)}D

6.2.2 Strategies to Deal with the Complexity in HMPC

Given the problem of the computation time, it is needed tol@gpsome ways to relax
and/or simplify the discrete optimization problem and finethodologies that make the HMPC
methodology practically applicable to large problems saglthe MIP one on sewer networks.
The majority of the hybrid control approaches presentechéliterature have been applied
to rather small examples. In the large scale systems frankewtere does not exist a stan-
dard strategy to relax the problem in order to find a tradeefiieen optimality and acceptable
amount of computation time.

Control strategies have been proposed where the HMPC jpndbleelaxed to make it com-
putationally tractable. Ir [BKB0S] adecentralized contrahpproach to HMPC was presented.
The class of systems considered were those made up of dyalmincoupled subsystems but
where global control objectives were formulated with a glatost function.

A number of authors have also presented methods where i iatto reduce complexity
off-line. In [BBBMOS] an explicit solution to the constraad finite-time optimal control prob-
lem was presented for discrete-time linear hybrid systdviede enumeratiodME) [GTMO3]
is an off-line technique to compute and enumerate explitite feasible modes of piecewise
affine PWA models. The technique allows the designer to wtaled the real complexity of the
system and moreover to take advantage of its topology. Tineg the feasible modes are rec-
ognized, the model can be efficiently translated to a spdujficid system framework such as
MLD, MMPS, LC, etc, see [HDBU1]. The difference of this te@jure and the similar problem
solved in [Bem0#4] is the computation of the cells in the hyteme formed by the input-state
space yielding in the PWA model. The approximationin |Belri®dased on multi-parametric
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programming and mixed integer programming and deals tiratthe MLD model form.

In order to apply a MPC in the closed-loop, ME allows to prummecessary modes of
the resulting system and to reduce the combinatorial expiasf the algorithms. This allows
to introduce cuts on the modes of the complete predictionainoder a given horizon. Even
though the technique has been reported to be very effi¢ieai(¥, its application over large
scale systems has a huge computational complexity due tetige space state explicit parti-
tion. This off-line procedure can lie in the determinatidrfew regions to prune and the result
could remain a hybrid model with many logical variables, ethimplies even a large scale MIP
problem.

In this chapter, a HMPC strategy is proposed which limitdine-the number of feasible
nodes in the MIP problem. This is done by adding constramthd MIP based on insight into
the system dynamics. The idea consists in helping the MNRsdly adding cuts in the search
space. In this way, the main source of complexity, namelyctirabinatorial explosion related
to the binary search tree, is reduced at the expense of atsmlbpolution. Despite this subop-
timal nature of the solution, stability is proved using metaeesults for HMPCIILHWBOE]. It has
been recognized in the MPC literature that even though thico applied is only suboptimal,
stability can often be provein [MRRSO00]. Infeasibility isoided by restricting the number of
combinations around a nominal feasible trajectory.

6.3 Model Predictive Control for Hybrid Systems including Mode
Sequence Constraints

This section explains the details of the proposed suboptmaroach which consists in limit-
ing the system commutation between its dynamical modelis [iFhitation is done considering
a given mode sequence reference. The section also prekentsriditions for feasibility an
closed-loop stability within the framework of the proposedboptimal approach. Some defini-
tions and results of this section follow closely Sectionsid Ill. in [LHWBOE].

Assume that there are no disturbances and that polyiédxad U, containing the origin
in their interior, represent state and input constraintpeetively. The mapping of staie and
control signak:; defined by the MLDI{ZI8) is denoted as [n{2.1):

1 = 9(Tk, ug) (6.4)
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whereg is a discontinuous function in the case of MLD forms. It istased that the origin is
an equilibrium state with, = 0, i.e.,g(0,0) = 0.

Consider the sequencds{2.2),12.0), (P.12) &ndl2.13hlmve been presented and ex-
plained in Sectioh Z2.1. In the sequel, sequef\géry, ux) in (ZI2) will be called thenode
sequencelet X (target state set) contain the origin in its interior. Let

A = (Sojks -+ 0m,—11%) € {0, 1yt (6.5)

be areference sequencef binary variablesy;, of the same dimension a&; and define the
related set®,, (Ax) C {0, 1}>Hr and Dy, (Ay) C {0, 1}7*> in the following manner:

Hp—1

Da(B) = {Ar € {0,177 37 18] — o} < M; | (6.62)
k=0
s HP*1

Dur(Ar) = { Ak € {0,115 37 37 15— o} < M | (6.6b)
i=1 k=0

where M, M; € Z, andi = 1...r;. The dependence ak; on z; anduy is omitted for
compactness. These sets contain the sequelgagith a limited number of differences from
a reference sequence,. Thinking of A, 6., A, andéy, as binary strings, the inequalities that
define these sets limit the Hamming distahbetween the strings involved. In what follows, the
discussion will be limited to the sé®,,(A},) for compactness reasons. The proof of stability
follows through in the exact way i/ is replaces with\/;.

The class of admissible input sequendes] (2.3) now definddrespect taX and setD,,
is:
qu(xk,Ak) £ {uk. S UHp]Xk(xk,uk) S XHp,pr|k € XT,Ak(xk,uk) S DM(Ak)} (67)

Remark6.L Notice that this set can be characterized exactly with a dhineeger linear in-

equality EZ8d).

The MPC problem described in Sectlon212.1 is now statedimides way as in [LHWBO6].
Some sequences and definitions given in such section aritezwrere for the completeness of
this formulation.

2In information theory, the Hamming distance between twimgsr of equal length is the number of positions for
which the corresponding symbols are different. Put anotizst it measures the number of substitutions required to
change one into the other, or the number of errors that tvamsfd one string into the other.
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Problem 6.1(MPC problem with Mode Sequence Constrainisgt the target seKr ¢ X and
H, € Z>, be given. Minimize the cost function

Hp—1
J(@r,we) = Fleg,n) + > D@ ) (6.8)
=0
overuy € Z/{Hp(xk,Ak), whereF' : R — Ry and L : R™ x R™ — R, are functions that
fulfill £(0) = 0and L(0,0) = 0.

An initial statezy € X is feasible if there exist a reference sequerse such that
Up,(zo, Ar) # 0. Hence, Problerii@.1 is feasible if there exist a feasible X such that
Un, (z,Ay) # 0. Let the sefX ;(H,) C X denote theset of feasible state3he function

Viwe(Tr) = min J (g, uy,) (6.9)

ug €Uz, (x,AL)

related to Problerhi 8.1 is called th¢PC value function It is assumed that there exists an
optimal control sequencET{2.6)

* * * *
U = <u0\kvu1\k—1v e qup—1|k>

for the above problem and any statg € X((H,). Using the receding horizon philosophy, the
MPC control law is defined as iB(2.7):

Unpc(Tk) =S u8|k (6.10)

whereuy,, is the first element of.

Remark6.2 The selection of the reference sequence between sampledk + 1 can be done
considering the sequence; = (6§|k, 5?\1« e ,5}‘%71%) obtained from the solution of Problem
at timek. Given av € U that fulfills z, 1. = g(quﬂk,ﬁ) € Xr, the reference mode

sequence in timé + 1 is set as:

Bpsr = (8o 031,y 04 (5, 1 9) (6.11)
where5+(x}{p|k, ) is found by using the system equations[in16.4).

However, to determine the reference sequeicel(6.11), ihpave to fulfill certain specific
conditions [MRRSO0Q]. In this sense and accordind to [LHWRB®6th feasibility and stability
can be ensured by using a terminal cost and constraint shbrhas in[[MRRS00] but with the
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conditions and assumptions adapted to hybrid systems efdhner the following assumption is
now presented to prove stability of the closed-loop sysigdh) @nd [E10). This assumption is
taken unchanged from [LHWBO6].

Assumption 6.1(see [LHWBO6]) Assume there exist strictly increasing, continues funstio
ar, o : Ry — Ry that fulfill a1 (0) = a2(0) = 0, a neighborhood of the origin ¢ X ¢(H,)
and a nonlinear, possibly discontinues function R™ — R™, such thatX; C Xy, with

0 € int(Xr), is a positively invariant set for systef@.4)in closed-loop withu, = h(zx). Xy
denotes the safe set with respect to state and input contstrir 2.(-). Furthermore,

L(z,u) < ai(||z]]), Voe Xy(H,),Vuel, (6.12a)
F(z) > as(||z|), YzeN  and (6.12b)
F(g(x,h(z)) — F(x) + L(z,h(x)) <0, VzeXg. (6.12c)

The following theorem is now presented for stability of MP@ntrollers with mode se-
quence constraints. Its proof follows closely the proofspraed in[[LHWBOB] but for com-
pleteness of this chapter it is repeated here consideringdhcepts and sequences defined for
the proposed approach. The proof rests on Lyapunov stalBults for systems with discon-
tinuous system dynamics developedlin[Lgz06] but it alsedaito account the mode sequence
constraints.

Theorem 6.1. For fixed H,, suppose that Assumptibnl6.1 holds. Then it holds that:

1. If ProblenT&1l is feasible at timefor statex;, € X, then Problenfi.8l1 is feasible at time
k + 1 for statexy 11 = g(xk, umec(zr)) andXq C Xy (H,).

2. It holds thatXy C X (H));

3. The origin of the MPC closed-loop system formed by applgontrol law(©.10)to plant
(€4)is asymptotically stable in the Lyapunov sense for init@iditions inX;(H,,).

Proof. See AppendikA. O

Therefore, according to the Assumptfonl6.1 and resultsngﬁxyeTheorenﬂi]léJr(xj{p‘ )
in Remar &P can be computed using the local controldaw h(x)) ensuring feasibility and
stability.
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Assuming the cost functioli{8.8) defined BYxy,) = || Pz, and L(xy, ui) = ||Qzk ||, +
| Ruglp, and the local control law set &gx;,) = Kz, the computation of the weigh matrix
P and the piecewise linear state-feedback daifulfilling Assumption[6&.1 and Remafk®.2 are
reported in[[Laz06] for normg = 1, co andp = 2. These computations are done off-line based
on different methods and algorithms discussed in the meatioeference and the references
therein.

6.4 Practical Issues

An important practical problem in the proposed method isto A, so thaldy, (x4, A})is non-
empty and the MIP with mode sequence constraints has a@ulufiihen states are measured
and disturbances are present, the assumptionztfjat= z;,_; will not hold and the shifted
sequence from the previous sample will not necessary bibfeagindingA,, using [6.11) is
then not an option.

The problem of finding\;, for distinct cases of state and input constraints will novaba-
lyzed. The main tool to find this sequence is solving a comggaatisfaction problem (CS®)
A natural candidate solution, which might be close to thénopin is the shifted sequence from
the last sample given by (see proof of Theofenh 6.1)

Wi £ (Uﬂk’ = ’U*prl\k’h(prfl\kJrl)) : (6.13)

This control sequence can be used to simulate the systememlopp. If all constraints are
respectedu}g is a feasible solution. If the measured state is close to tedigied state, it is
reasonable to believe that this sequence provides at léthsa\good initial guess, close the the
optimum.

6.4.1 No State Constraints

If X = R"™ (no state constraints) and systdm6.4) is stable, thery ugjmefined in [EIB) in
open-loop simulation from the new initial statg, results in a sequenck,, that can be used to
form Uy, (z1, Ay). If uj, is not available or the systeli{B.4) is unstable, the way fufirfig the

3Depending on the case, the CSP is equivalent to a simulafittempen-loop model. However, when input,
state and/or output constraint are present, only CSP hag s&SP concepts will be presented and discussed in
ChaptefB.
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sequencé\;, is not clear and it is needed to use the heuristic knowledgieeo$ystem.

6.4.2 State Constraints

State constraints are generally related to either physaatraints of the model such as conser-
vation equations and physical limitations of the proces$p @ontrol objectives.

If the open-loop simulation (CSP) fails and some constsaané violated, in the worst case,
the problem of finding\}, is to find a feasible trajectory for the problem without modgugence
constraints from the new initial state. This is in turn a M#é2dibility problem. The reduction
in time that can be achieved with the presented methodologyy depends on the complexity of
feasibility problem compared to the optimization problesmmething that is difficult to analyze
a priori. This is a restriction to the presented method butoifistraints related to safety or
high risk are present iX, and feasibility can not be assured within a pre specifieg@-fimme,
neither the presented method nor other HMPC strategieslépend on a MIP to find a feasible
solution would be applicable in practice.

6.4.3 Constraints Management

Constraints management is an important issue in constrgireglictive control, seé [MacD2]. A
common approach to deal with infeasibilities is to changestraints from “hard” to “soft”, that
is, add terms containing slack variables of the constraintse cost function. If the constraints
thus changed represent physical characteristics, thétingsaontrol signal might be of little
use as the model from which the control signal is obtainechtmgt fulfill basic physical laws.
If the constraints are related to safety consideratioresreékulting control signal might not be
applicable either.

Constraints management is equally important in the predestheme as a straight forward
way to obtain an initial feasible solution is to change anfulfiied constraints inX, whenu;,
is used in open-loop simulation, into soft constraints. Astioned previously, this approach is
only appropriate if the relaxed constraints do not reprepbysical or safety characteristics of
the system.

When forming the cost function containing the slack vaeabklates to the soft constraints,
frequently, some constraints have higher priority thamthThe common way to deal with dis-
tinct priorities is to assign weights to each slack varidb reflects their importance. Finding
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these weights is generally done with trial and error prooeglinvolving simulations of typical
disturbance and reference value scenarios. If the relatipertance of the relaxed constraints
is known, objective prioritization schemes implementethvgropositional logic, se¢ [TM99]
represent an interesting option as these schemes are iemtiednwith MIP solvers.

6.4.4 Finding a Feasible Solution with Physical Knowledgerad Heuristics

Physics or heuristical knowledge of the system can ofterskd to find a feasible solution that
fulfills the physical constraints of the system. For examplesteady state, all integer variables
have fixed values which could be used in the sequéxgce

State constraints representing physical limitations deande incorporated into the hybrid
model by using propositional logic. As an example consid&rk with an upper limit on its
level and with its inflow controlled with a valve. The uppenit on the tank could be modeled
by adding a constraint to the optimization problem so that @mntrolled signal to the valve
causing the level to surpass the physical limit, would beasible in the optimization problem.
Within the hybrid modeling framework, a logical statemeotilcl be incorporated guaranteeing
that the inflow to the tank would never cause the level to sgiae physical level, irrespective
of the control signal to the valve.

This hybrid modeling approach actually represents theipalybehavior better and would
enable the removal of a state constraint where infeasilitiuld occur during the open-loop
simulation. On the other hand, it would increase the amofibinary variables in the system.

6.4.5 Suboptimal Approach and Disturbances

Consider now the systeri{6.4) including disturbances agl leing rewritten as follows:

T = 9(Tk, uk, di) (6.14)

whered,, € ]R’J}d denotes the vector of bounded disturbances. In the presénoeertainty and
disturbances, a reference sequefgean not be obtained in the manner proposed in Selcfibn 6.3
as the measured state at tifec Z>» will not correspond to the predicted from the previous
sample ¢o; # 71 x—1)- That means that the sequengewould not be necessarily feasible
and at each time instant this problem will appear. In the twease, this problem reduces to
obtaining a feasible solution to a MIP. This is also the cabera measured disturbances or
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reference signals are taken into account over the preditiiwizon. These can be transformed
into an equivalent MIP feasibility problem given an extetdl@tial state.

6.5 Suboptimal HMPC Strategy on Sewer Networks

Once the proposed suboptimal strategy has been preserdetisanssed, it is applied in the
HMPC design of sewer networks. In fact, the strategy has bespired by this type of large
scale systems where computation time is an important probde online implementation pro-
poses. As was discussed before and since the rain is the nfmiarice to be considered in
the sewer network control design process, this sectionusél some of the ideas presented in
Section &} in order to explain how the suboptimal strategg applied. Finally, simulations
made in order to obtain the results reported in Chdpter 5 maide again using the suboptimal
controller. Then, the main obtained results are given aedctirresponding conclusions are
outlined.

6.5.1 Suboptimal Strategy Setup

First of all, two facts are taken into account regarding thsecstudy:

1. Sewer networks are in general stable systems accordithg tmodeling framework and
the hierarchical control philosophy [Pap85]. Computedtimrsignals just modify the
value of the performance indexes. For this reason, targts set is not considered.

2. The associated optimization has always a feasible salgince the state constraints are
soft. Only states related to real tanks within the virtuaktanodeling methodology are
hard constrained but these restrictions can be assumeckibydlated inflows (manipu-
lated link in the control gate upstream).

Let
dj, = (do, due, - - - dpr,—1%) € R (6.15)

is the sequence containing the measured disturbances.raBgromly d; ;. is measured while
the other values are predicted over the prediction horizea Sectiof 5.11.5).
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To obtain a reference mode sequendg,; from the optimal sequencé;, the op-
timal state valuevy, ., € v, the valuedy, ), € di and the last value of the se-
quenceqy; = (quglk’q“ik’ . ,qugp71|k> are taken for computing the last value Af, 1,
5+(v;{p‘k,19,de,1‘k). However, it could be possible thét= qu’;{p_uk makes the optimiza-
tion problem unfeasible since the valueqqupfl‘k can cause that the physical constraints of
the system inZ9d) are not fulfilled. Hence, considering the discussion dongectior 6.414
and having a MLD explained in Sectiom.augp_l‘k is validated by simulating the system
using the mode detailed model MD Then, validated control signdl, is obtained, which is
used to se6+(v}{p|k, Gu, g7, —1)%) Within the reference sequence fort 1.

Remark6.3. Computation ofj, from qu’;{rl'k using the system model MLPcan be seen as a
Constraints Satisfaction Problem (CSP)[JKBWO01]. Thisitegue is applied to refine a system
set according to the problem constraints.

Finally, consider the constraints which define g, (A) andDy,(Ay) in ©8) given by

Hy—1
> 165 - okl < M, (6.16a)
k=0

r, Hp—1

|0h — 0kl < M (6.16b)
=1 k=0

where the first limits the number of changesipfrom the sequencé& over the control horizon
and [6.16D) limits the total number of changes, countinbiatiry variables; and for the whole
prediction horizon.

Therefore, the control strategy applied is the following.tife &, do

1. Obtain the reference sequenkg by usingA; _, and the MLD-> model.

2. Add to the MIP problem related to the HMPC problem the apomding set of con-
straints in[G.16).

3. Solve the MIP problem and obtain a new sequengg

4. Apply the control law[{5.37) to the process.

Notice that adding restrictions of tyde{6l16) to the MIPkpeon will not cause infeasibility as
the trivial solutionsi, = &: always fulfills the problem constraints.
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6.5.2 Simulation of Scenarios

The suboptimal strategy were applied by simulating theeddsop system for rain episodes
listed in Tabl€_313. The structure of the closed-loop is e as the one performed for sim-
ulations in Chaptel5. The duration of the simulated scesasias determined by the duration
of the rain peak and the system reaction time to that rairedime sample with maximum CPU
time was generally after the rain peak. The approach effigiams measured not only regarding
CPU time but also in system suboptimality for different \edwf)/ andM; in each case.

Previous tests were done wherelEx parameters were modified to convenierice [AL03a].
In this case, the default value((® s) of the parameter that sets the maximum time for a call
to an optimizer CPX_PARAM TI LI M) was modified to a number smaller that in order to
fulfill time requirements. However, in some scenarios thgetwas not enough to find at least
a feasible solution. Therefore, another parameter whithtee balance between the feasibility
and optimality of the solver solution€<PX PARAM M PEMPHASI S) was also modified in
order to generate feasible solutions in less time for be asexiboptimal solution (the default
value balances the feasibility and optimality). This cteamgduced the CPU time for each
sample but the system performance was reduced as well sptibe @as ruled out.

6.5.3 Main Obtained Results

Simulations have been done adding both type of constrdmi®) and results were obtained
using the HBRID TooLBOX for MATLAB ® [Bem06] and LoG CPLEX 9.1 as MIP solver
[A.030]. CrpLEX parameters discussed before were set to their defaults/zalue

The suboptimality level of the strategy was measured usiagélation between the value
of the cost function for the system with the suboptimal colter J3(quy, Ak, Ak, 2k, vg),
and the value of the cost function for the closed-loop sysméthout suboptimal approaches
Ji(Qup, Ak, 2k, vi). This relation is expressed as:

J]j(quk) Aka Ak‘) Zy, ’Uk)

S, =
g ‘]]?(qllk’Ak‘)Zk)vk)

(6.17)

According to Tabld_8]1, the rain episode occurred on Septerivh, 1999 had the highest
computational load. Using the suboptimal approach prahodee computation time was re-
duced for small values aff or M; without important reduction of the system performance. In
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Figure 6.3: Suboptimality level in rain episode 99-09-14different
values of)M; in ©162).

fact, the suboptimality was just around 5% for the criticaingple in the considered portion of
the scenario. In this way, Figure 6.3 shows the behavidi,dbr each sample during the heavy
part of the rain episode.

About the CPU time reduction for this rain episode, Fiqu&®] shows the value af/;
versus the maximum CPU time over the scenario for the systiétmtiae mode sequence con-
straints. Moreover, Figuie 6.4{b) shows the evolution ef@PU time for each sample consid-
ering some values af/;. It can be noticed that decreasifg; makes easier the MIP problem
and then the solver takes less time to find the suboptimatisnluWhenM; (or M, according
to the case) is zero, the MIP problem is just a QP or LP probleeep also in mind that when
M > H,, the mode sequence constraints do not have any influenceheveptimality of the
compute solution since logical variables sequences canaiak value. For this rain episode, in
order to fulfill system time requirements/; should be strictly less than 2.

Another critical rain episode in the sense of CPU time waotteoccurred on October 17,
1999. For this case, constraints [N (6116b) were taken iotownt in the suboptimal approach.
Figure[&5 presents the maximum CPU time over the scenaitbsdifferent values of\/. It
can be noticed that, once¢ > H,,, CPU time varied around the value obtained when the mode
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Figure 6.5: Maximum CPU time in rain episode 99-10-17 fofedént
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simulation time.

sequence constraints are not considered. For small valuks the CPU time is reduced and
the optimality of the solutions in general was not critigadfffected. Only when\/ = 0 and
M = 1, the suboptimality level reached 30% for the critical saasphkithin the scenarios. For
this rain episode, in order to fulfill system time requirenser/ should be less than 7.

6.6 Summary

Motivated by the high CPU times obtained when the BTC was kitad in closed-loop us-
ing an HMPC controller (Chaptét 5), it is easy to concludé tha computation time spent by
computing the HMPC control law is sometimes very high. Thepuotational cost increases
drastically with the value of the initial conditions vecw@treach time instarit € Z.. Further-
more, results obtained have shown that the computation flamebtaining the HMPC law is
very difficult to predict when an associated MIP problem rmbéd solved. As the HMPC is
based on solving a MIP problem (MILP or MIQP), it is well knowrat general MIP problems
belong the clasd/’P-complete [Pap94] and solution algorithms of polynomiainptexity do
not exist [TEPS04].
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Given the problem of the computation time, it is needed toaepsome ways to relax
and/or simplify the discrete optimization problem and finethodologies that make the HMPC
methodology practically applicable to large problems saslhe MIP one on sewer networks.
The majority of the hybrid control approaches presentedhénliterature have been applied to
rather small examples. In the large scale systems framewleke does not exist a standard
strategy to relax the problem in order to find a trade-off ket optimality and acceptable
amount of computation time. Some existing strategies coeldonsidered to deal with the MIP
problem before trying to obtain its solution. Such techeggould simplify the initial hybrid
model of the system, split the MIP problem in small subprofdeadd more constraints to the
discrete optimization problem in order to reduce the amadirieasible modes, among other
approaches.

This chapter proposes a suboptimal model predictive cbstteme for discrete time hybrid
system where optimality is sacrificed for a reduction of catapon time. The approach is based
on limiting the system commutation between its dynamicatiesoand takes advantage of the
optimal solution computed in the previous sample withinreeding horizon strategy. Stability
of the proposed scheme has been proven when states are eteasaccurately estimated and
no disturbances are present. The proof is done using resplsted in [LHWBOG] but adding
the limitations of switching between dynamical modes.

Once the proposed approach is explained and discussed thiedesnsideration of no dis-
turbances, it is included within the HPMC on sewer netwofksme important practical issues
have been outlined and ways of solution are then discusshds been shown that by using the
suboptimal scheme, computation time is reduced consigtesta function of the parametér
and, in the case of the BTC, the suboptimality level is ndtcai.

Another proposed approach in order to relax/symplify the F®/problem on sewer net-
works and in general on MIP problems, consists in modelirgtybrid dynamics using piece-
wise functions such amaxor min (see discussion in Secti@n313.4). This approach avoids the
logical variables handling (discrete optimization) butlides nonlinear functions, what yields
in non-convex problems. However, the problem of finding asifda solution is not avoided
and the Non-linear Programming Algorithms applied readly arlocal optima which implies a
suboptimal solution [BSS06]. Generally heuristical methare used to find an initial feasible
solution. It is a common engineering practice to use NLPrilgms in the optimal control of
sewer networks [Mar99] IMP05], or water distribution netks [BU94], being accepted the
possible suboptimality introduced that is compensatet thi¢ capability of dealing with very
huge networks, seE [BUB4|, [OGPS], among others.
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CHAPTER 7

MODEL PREDICTIVE CONTROL AND
FAULT TOLERANCE

Once the MPC technique has been presented and discussedramttework of sewer networks,
the fact of considering a fault event at some actuator of éveage system is treated in this
chapter. Hence, the tolerance strategies within MPC thamgonsidered and different aspects
of the application of a Fault Tolerant Scheme using the MP@eagontrol law of the closed-
loop are outlined, discussed and some problems are solwed e methodology proposed.
Moreover, the hybrid modeling methodology developed kefoused to deal with the faults and
their modeling in order to have a global solution of the sematwork control problem despite
the fault presence. The expression of faults in the hybratesgs framework complements the
plant model and allows to take advantage of MPC capabilititisin a FTC architecture.

7.1 General Aspects

As discussed in ChaptEl 2, FTC is concerned with the contrialuity systems. In general, the
control algorithms have just been designed to achieve alootbjectives only in the case of non-
faulty situation. Hence, the presence of a fault would imgtgnging the control law or even
the whole control loop configuration. This way to achievdtfélerance relies on employing
a fault diagnosis scheme on-line and on reacting to thetsestidiagnosis. Another possible
way to achieve fault tolerance is to make use of the robustoefeedback control systems that
gives rise to an implicit fault tolerance. In this case, thatool algorithm has been designed to
achieve control objectives either in healthy or in faultyations.

133
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A fault is a discrete event that acts on the system, changime f the properties of the
system (either the structure or the parameters, or bothurim fault-tolerant control responds
to the occurrence of the fault by accommodation or by recanditipn. Due to these discrete
event nature of fault occurrence and the reconfiguratieoofamodation, a FTC system is hybrid
system by nature. Therefore, the analysis and design of k$@rss is not trivial. For design
purposes of these systems, traditionally the hybrid ndtasdoeen neglected in order to facilitate
a simple design, reliable implementation, and systemasitirtg. In particular, the whole FTC
scheme can be expressed using the three-level architéot&€C systems proposed by Blanke
(see Figur&?Z]9), where IBKLSD3]:

e Level 1 Control Loop. This level comprises a traditional control loop with semand
actuator interfaces, signal conditioning and filtering #m@controller.

e Level 2 (Fault Diagnosis and Accommodatipn The second level comprises a given
amount of detectors, usually one per each fault effect whithbe detected, and ef-
fectors that implement the desired reconfiguration or atberedial actions given by the
autonomous supervisor. The functions of this module areectien based on hardware
or analytic redundancy based on fault detection and iswlatiethods, detection of faults
in control algorithms and application software and effectmdules to execute fault ac-
commodation.

e Level 3 (Supervisiol The supervisor is a discrete-event dynamical system (B)&Dm-
prises state-event logic to describe the logical state efctintrolled object. Transition
between states is by events. The supervisor functionalitiuiles an interface to detec-
tors for fault detection and demands remedial actions toractodate a fault.

The reasons for separating a FTC systems in three layerhairdé provides a clear de-
velopment structure, independent specification and dpuedot of each layer, and last but not
least, testability of detector and supervisor functionswilver, there is no guarantee that all the
whole FTC system works when all subsystems are integrated.

One of the main objectives of this chapter consists in takitmto account the hybrid nature
of the FTC system by using an hybrid systems modeling, aisafyred control methodology.
This allows to design the three levels of a FTC system in aggiated manner and verify its
global behavior.

In fact, comparing the three-level structure with a congalpscheme of an hybrid system
according to Figur€~7l1, there is a quite precise corresgurel since the Control Loop Level
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Figure 7.1: Parallel between the basic scheme of an hybsigsyand the
three levels FTC architecture proposed lon [Bla01].

matches the continuous part of the hybrid system, the FDIFdt Accommodation Level
matches the interface between continuous and discretensyltnamics in both ways. Finally,
the Supervision Level matches the discrete dynamics pahtedfiybrid system. Moreover, the
events might be associated to faults within the FTC architeand accommodation actions are
related to changes in the operation mode of the continuods pa

7.2 Fault Tolerance Capabilities of MPC

7.2.1 Implicit Fault Tolerance Capabilities

As was said before, the robustness of feedback controlragsye/es rise to an implicit fault tol-

erance. Faults that occur under closed-loop control aemabmpensated by the control action.
The same applies when MPC is used at control level. It has toerermore demonstrated that
even when knowledge of the fault is not available, when thien@sion of external disturbances
affecting the loop is performed in a special way and the inpuels have hard constraints,
the MPC controller automatically takes advantage of aotuatdundancy when available, see
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[Mac9€]. However, when the states are assumed measurabiim@ble, this fault tolerance
property does not apply.

On the other hand, it is possible, when using the MPC formmglie increase fault tolerance,
if knowledge of faults is available by modifying parametefshe optimization problem which
is solved in each sample. Faults that affect the internalehodsystem constraints can in this
way be incorporated into a MPC controller in a natural wayitir@rmore, due to the flexibility
that control objectives can be expressed within the MPC &tism, when faults cause control
objectives to become unattainable, they can be dropped thernoptimization problem or de-
graded in priority, for example, by changing hard constesaio soft ones. The information of a
fault occurrence can be included in a MPC law in the followiveys:

e Changing the constraints in order to represent certairskifi€hult, being specially “easy”
to adapt the algorithms for faults in actuators.

¢ Modifying the internal plant model used by the MPC in ordereftect the fault influence
over the plant.

¢ Relaxing the initial control objectives in order to refldug tsystem limitations under fault
conditions.

However, these ways relies on several assumptlons [Mac99]:

e The nature of the fault can be located and its effects modeled
e The internal model of the plant can be updated, essentiabyiautomatic manner.

e The set of control objective® defined in the MPC design process can be left unaltered
once the fault has occurred.

These strong assumptions can be treated by using a reli@dlartaking advantage of
the emerging technologies not only for system managemerai$wi for the friendly interaction
between the designer/user and the complex systems.

The idea of using FTC considering MPC as the control law ofttiierant architecture
has been reported in the literature during the last few yeling first steps on this field were
discussed in[Mac97] and the theory was implemented oveirara#i system in[[MJOB]. The
main results reported allow to conclude, among other idbas MPC has a good degree of fault
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tolerance to some faults, especially actuator faults, uadertain conditions, even if the faults
are not detected. Subsequently, MPC and its advantagesd ébefault tolerance have inspired
other contributions to the FTC field, see [PMNS06], [AGBGJMVYSdCO6], among others.
In [PNPO%], the authors propose an scheme where the faatatote and MPC work together
in chemical applications since MPC controllers are typycabked to control key operations in
chemical plants, so this can have an impact on safety an gtieity of the entire system. Based
the model predictive control[_[ZhoD4] proposes a FTC designsidering faults on actuator
elements. There, the simple fault detection and fault cempht approach are presented and
discussed.

7.2.2 Explicit Fault Tolerance Capabilities

Linear constrained MPC is based on the solution of an opétitia problem using either linear
or quadratic programming, which determines the optimatrobmction. As the coefficients of
the linear term in the cost function and the right hand sidéhefproblem constraints depend
linearly on the current state, in particular the quadratimgpamming can be viewed as a mul-
tiparametric quadratic programming (mpQP).[In [BMDPORBE twuthors analyze the properties
of mpQP, showing that the optimal solution is a piecewisenaffunction of the vector of pa-
rameters. As a consequence, the MPC controller is a pieeeaffime control law which not
only ensures feasibility and stability, but also is optiméth respect to LQR performance. An
algorithm based on a geometric approach for solving mpQBi@mts in order to obtain explicit
receding horizon controllers was proposed.in [BMDPO02].

The explicit form of the MPC controller provides also adutii@l insight for better under-
standing the control policy. Moreover, this methodologpwab introducing faults as additional
parameters into the parametric programming algorithmsekihido the information given by a
FDI module. For instance, in the case of faults affectingiatctr bounds, since the maximum
control input from an actuator is often constrained in thémoization formulation, this con-
straint can be considered as a parameter. Thus, if an actdailed, the situation can be
handled by constraining the corresponding control inpubdanull (reconfiguration strategy)
or, using the fault information available, by constrainiig control related input to have the
new (faulty) operating ranges (accommodation). Exafagdleffows to understand how a MPC
controller handles a fault situation.
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Example7.L Consider a first-order continuous system described by émsfer function

0.8

Gs) =g 1

whose equivalent discrete-time state-space descriptiging a sampling timé\¢ = 0.1 s, is

given by
Tr+1 = 0.9512x; 4 0.0975uy
’ (7.1)
Y = 0.8
where|uy| < pandp = 1. For notation proposesy, € [, 1] = [—1,1]. Itis clear that in this

case,—u = u. An MPC controller is used in the closed-loop system satigfyhe associated
control constraints and considering the cost function

J(xp,up) = Pw%{p + Z (QJUZ2 + Ru?) (7.2)
i=0

whereH,, = 2 and the terminal weight matri®¥ is determined using the Ricatti equation with
@ = 1andR = 0.1. According to Theorem 6.2.1 ih [GSdDO05], since in this marthr case the
prediction horizon is 2, the explicit form of the optimal ¢l law u; = KCo(x), which depends
on the current system statg = z, is given by

—sat,(Gz+h) if xe€Z”
Ka(z) = { —sat,(Kz) if z€Z (7.3)
—sat,(Gx —h) if xzeZ"

where the saturation function g&t) is defined, for the saturation leve) as:

oo it up >
saty(ur) = up  if - Juy| < p (7.4)

—p i up < —p

K andP are obtained by the algebraic Ricatti equation

P=ATPA+Q-K'"(R+BTPB)K, K= (R+B"PB)'BTA,

'Results used to show analytically the MPC fault toleranqeabiities are limited to be applied considering
H, = 2. Results related to mp-programming are more general.
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which givesP = 3.2419 and K = 2.2989 for the current example. Also from Theorem 6.2.1in
[GSdD05], the gairty € R'*™ and the constarit € R are given by

K+ KBKA KB
G— ﬁ and h= g (7.5)
which givesG = 2.6557 andh = 0.2135. The state space partitions for control Idw17.3) are
defined by
7~ = {z:K(A-BK)x < —u}

Z {z:|K(A—-BK)z| < u} (7.6)
7zt = {x:K(A—-BK)x > u}

which determines the following sets for the particular case

Z- = {x:1.6713z < —u}
Z = {x:1.6713z < pu}
Zt = {x:1.6713z > u}

In can be noticed that control lalz{¥.3) depends indirecflyhe actuator limits given by
u, through expressions il (1.5) arld{7.6). Therefore, itéaichow the effect of a fault over
the actuator operating range can modify the expressionmifaldaw. This suggests thdf{r.3)
can be parameterized in function of the actuator faultsit§)m This parametrization is possi-
ble using results given in IBMDP02], where state-feedbaqhieit control law for the MPC
controller, piece-wise affine with respect to the states, lma derived using multiparametric
quadratic programming (mpQP). Using this approach in thieeati example, the expression of
K(+) is given in function of the parametefs=[ = u 7 ], which constitutes an extended
system composed by the system state and the control inpotiband its operating range. Thus,
expression

( .
[-229900]0 if [0 %]0<1[3]

(Region #1)

[—2656 0 —0.2135] 0 if [, 9,0 7, ]10<[8]

K2(0) = (Region #2) (7.7)

[~2656 —0.21350]0 if [ _ %70 ore11 o]0 <[]

(Region #3)
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Figure 7.2: Polyhedra partitions related to control |IBwl)7or Example
7.

corresponds to the explicit PWA control law, which has bektaioed and represented graphi-
cally (see Figur€712) using the mp-programming tools idetuin the FBRID TOOLBOX for

MATLAB ® [Bem0&]. Comparing expressiors{J7.3) apdl(7.7), it can lea $ieat both control
laws are equivalent.

7.3 Fault Tolerant Hybrid MPC

As discussed in SectidnT.1, a FTC system matches an hytsidmnsy If an MPC controller

is used at Control Loop Level within the three-level arattiiee discussed before, in order to
take advantage of all fault tolerant capabilities desctilpethis chapter, the use of Hybrid MPC
methodologies follows naturally in this framework. Thisten deals with the interaction of

blocks within a FTC scheme taking into account the hybrid etind of the plant for the MPC
control proposes.

Looking at the schemes shown in Figuked 7.3[andt 7.4, whidhbeilised in later sections
to explain the fault tolerant hybrid MPC strategies, it cannoticed that the plant is treated
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Figure 7.3: Scheme of the PFTHMPC architecture.

as an hybrid system, where the continuous and discreteiptatact using the event generator
interface. External effects such as disturbances andise mdfect selectively parts of the plant.
Despite the faults can occur in any constitutive elementiwithe system, they can be seen as
external events that affect the nominal behavior alteffiregsystem dynamics. Furthermore, the
closed-loop controller may apply either continuous or itz inputs over the plant according
to its nature and to the control design. The following sedipresent the description of the fault
tolerant hybrid MPC strategies according to the availatiermation related to the influence of
faults in an hybrid system model-based plant.

7.3.1 Fault Tolerant Hybrid MPC Strategies

The are two strategies in order to implement FTC using HylRC depending on the available
information about the existence of faults at the Control fd@vel. The definition of these
strategies follows the concepts and features describedatich[Z.B.

In case of lacking of knowledge about the presence of the, fdad hybrid controller should
deal with a plant that has changed its mode because the feadit. dn this case, fault tolerance
relies on the implicit tolerance capabilities of the feerlbaontrol loop. This strategy is called
in the sequel as Passive FTHMPC (PFTHMPC). Figure 7.3 shaeseeptual scheme of this
strategy.
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Figure 7.4: Scheme of the AFTHMPC architecture.

On the other hand, in the case of having knowledge about #eepce of the fault thanks
to the existence of an FDI module, the hybrid controller cdapa its operation mode in order
to handle the faulty plant operating mode. In this case faldtrance take advantage of the
the implicit fault tolerant capabilities of MPC as descdbleefore. This strategy is called in
the sequel as Active Fault Tolerant Hybrid Model Predicti@ntrol (AFTHMPC). Figuré 714
shows a conceptual scheme of this strategy. Notice that Fiduhe functionality is assumed to
work correctly. Ideally, it detects and isolates the faaltguator and returns the corresponding
information complemented with the fault magnitude. Thdtfanformation is assumed readily
available and is used to modify the corresponding condgr@irthe optimization problem.

7.3.2 Active Fault Tolerant Hybrid MPC

Once the “fault tolerant loop” is closed with the FDI modutelahe Supervisor, the whole FTC
system starts an exchange of signals of different natureobjeattive, following the operating
philosophy of a generic hybrid system.

From the plant, continuous and discrete signals are ret@ivtéhe FDI module which are
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complemented with signals of both natures from the comrolThis mixture of information
is processed by the algorithms of diagnosis obtaining thettatus information: nominal or
faulty; if faulty, where the fault is, its magnitude, etc. é&tatus information is then sent to the
Supervisor, which takes the corrective actions relatedhéofault occurrence. The supervisor
block within a FTC architecture is considered in itself destaachine, which implies again an
hybrid behavior within the fault tolerance loop. The infation given by FDI algorithms is then
processed by the supervisor, which determines severattaspiethe closed-loop system status
and modifies the control law in order to respond facing thét fawent. The joint design of the
supervisor and control strategy blocks (what is usuallyedarsing hybrid modeling techniques
gets high compatibility due to the same nature of their stines.

However, each fault type induces different dynamics in tlaatp In the set of the operating
plant modes, a new subset of “faulty modes” would be addeg. tddefine all these faulty
dynamics and/or plant operating modes taking into accdwnfault influence could be a hard
work and sometimes an impossible mission. In this senseaanlpybrid modeling would have
to include an complementary model which incorporates theitlynmodel representation of the
fault effects for a given set of fault scenarios.

In the same way, a compositional hybrid systém [Jbh00] wbakt to consider the hybrid
model for each constitutive element where the inherentimootis and discrete dynamics and
the fault influences are taken into account simultaneouBhe main disadvantage of this ap-
proach could lie on the high dimension of the logical dynamiehat produces a combinatorial
effect in the continuous dynamics. Consider a system repted with a MLD form. The inclu-
sion of the hybrid modeling of the considered faults cangase the dimension éfvariables,
what yields a more complex MIP in the design process of the BMPBsed-loop (see Chapter
B). Considering this phenomena, the suboptimal strateligesissed and proposed in Chapler 6
are now an alternative way to deal with these limitations.

7.4 Fault Tolerant Hybrid MPC on Sewer Networks

In this chapter, Fault Tolerant Hybrid MPC strategy (FTHMP@rategy on sewer networks
just considers actuator faults as the change of the bountiseodperating ranges related to
input signalsQW andg,,, in the discrete optimization problem solved online. Thi®imation

would be available once the FDI has detected, isolated amdated the actuator fault occurred
in the sewage system. According to the ideas discussed wuopsesections, the FTHMPC
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is now implemented and tested over the BTC. This sectiorepteghe typical fault scenarios
occurred on control gates of sewer networks and discussesitideling of these phenomena
in the hybrid systems framework. The use of the hybrid apgrdaa motivated by the results

obtained in a previous study where faults were consideredirwa linear MPC design. To

motivate the fault tolerant approach, results are predemtaking a comparison between the
FTHMPC strategies. As was said before, the functionalitthefassociated FDI module in the
AFTHMPC strategy is assumed to work correctly. It detectd molates the faulty actuator

and returns the corresponding information complementél thie fault magnitude. The fault

information is assumed readily available and is used to ke corresponding constraints in
the discrete optimization problem.

7.4.1 Considered Fault Scenarios

There may exists many types of fault scenarios related taahé&ol gates within a sewer net-
work. During this chapter, three fault scenarios are careid since they might represent the
typical phenomena occurred with these elements under confemtly conditions for these sys-
tems and taking into account that the control signal is thflaya rate from the control gates.
The flow range can be limited from below due to the inabilitckose a gate and it can be lim-
ited from above due to the inability to open a gate sufficie(dkr reduction in pump capacity
if pumping elements were considered). A stuck gate meangatige is limited to a point or
very narrow interval. Hence, the fault scenarios consibitriiting the range of the gates in three
ways:

1. Limit range from below (range is 50-100%), denoted‘gus.
2. Limit range from above (range is 0-50%), denoted'@s.

3. Limit from below and above, simulating stuck gate (50-3X¥d denoted agq, -

In scenarios 1 and ?ﬁu- = 0.57,,. Forthe BTC in Figuré_5l6 and particularly in scenario
fqu, the lower limit of gateCs, q,, Was set equal to the upper limit of actuatey, g,,,. The
reason for this arrangement is that the optimization prakkeinfeasible if tanki; is full and

=Uu

q ) > Qug-
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7.4.2 Linear Plant Models and Actuator Faults

When the internal model of the predictive controller is ddased as in Chaptél 4, i.e., a linear
model, the AFTMPC strategy deals with a optimization problehose convexity is given by
the type of fault considered. Assuming that any fault modetifies the upper limit for any
actuator range, the optimization problem can be solvedjuaist algorithms of linear program-
ming (LP) in the case of cost function with linear norms ordyadéic programming (QP) in the
case of quadratic norms. This issue makes that the appreacteal with big systems having
many state variables, what yields relative big optimizatiooblems that can be solve very fast
obtaining the global optimal solution. Notice that undexsh conditions, the problem can be
easily scalable in the sense of the sewer network size.

However, when the fault effect makes that at least one ofdhgeas for any system actu-
ator has a nonzero lower bound, the constraint related soatttuator is now non-convex and
therefore the optimization problem is non-convex as walithis case, it is not possible to take
advantage of the LP or QP algorithms to solve the optimingpimblem and its solution is not
global (suboptimal). This problem is reported|in [OMPQIl0Bhere a small system inspired on
the BTC was used. The proposed system contains represergéiments of the whole sewer
network of Barcelona and considers components enough stingethe FTC strategies based
on MPC. The results obtained shown the usefulness of thettdefant approach when certain
models of faults are considered, including models wh_o%geis nonzero. Nevertheless, with
fault models modifying_JUi, the obtained solution corresponded to a local minimum efcbst
function, which implies that the approach performance ¢ guboptimal.

7.4.3 Hybrid Modeling and Actuator Faults

The ideas proposed ih [OMPQI05] and discussion in Se€fidmibtivates to explore other al-
ternatives of modeling for the considered fault scenaaégg advantage of techniques having
a desirable level of accuracy in the expression of the caxmby@amics of the system. Hence,
this chapter uses the hybrid systems modeling presentetiapt&} to take into account ac-
tuator faults in sewer networks considering the three fac#tnarios as modes related to the
behavior of the element. Figure.5 shows a conceptual imhafithe system once the fault
has occurred. Notice that the system changes betweenetifferodes depending on the fault
scenario. In this case, it is considered that single fafdicts the system. Two or more faults at
same time causes here a explosion in the amount of systensmode
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Figure 7.5: Conceptual scheme of actuator mode changirgjdemng fault
scenarios. NM denotes the nominal (non-faulty) actuatodeno

Qu;

Figure 7.6: Control gate scheme used to explain the faultithybodeling.

For instance, consider the fault actuator mgde for the redirection gate presented in
Figure[&.B, which is repeated here for simplicity. In thisedt is shown how such mode can be
expressed using the proposed hybrid modeling appfoach

This fault limits explicitly the range of the manipulatedtfiow ¢,,,. Then, the following

ZSimilarly, the rest of fault modes described in Seclionlfean be modeled using this approach.
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expressions are obtained using the principle of mass ogatsam:

qu; < min(q,,, gin) (7.8a)

which derives in non-convex constraints on the optimizaficoblem. It can be noticed that this
behavior is similar to the switching behavior associated/¢irs and suggests the appearance
of new system modes. This fact further motivates the use efptioposed hybrid modeling
methodology.

Inequality [CXal) related to the upper bound can be expressed with two limeguilities
as:

Notice that in the case of fault scenarigg,, and fq, . the fault affects the system when
an > [q,,. Otherwise, the fault does not have any influence over thawiehof the net-
work.

The non-convex constraifL.gh)) can be easily treated in the hybrid framework by introduc-
ing auxiliary variables

[0; = 1] = [qu; < qin) (7.92)

Zgu, =4 (7.9b)
¢in Otherwise

and replacingd8D) by ¢.,, > zq,, - IN this way, a non-convex constraint can be expressed with a
finite number of linear constraints in the optimization pgesb (using the equivalencds{b.1) and
(&.2)), avoiding possible problems due to convergence tifagation routines to local minima.
Figure[ZY shows the set of valid values fy, where the actuator constraints are fulfilled.
Notice the change of the area when the bogﬂds modified due to the fault effect. Also notice
that whengui is nonzero, points over the line defineddy = ¢;, and [LZal) belong to that set

of valid values.

This fault modeling associated with the hybrid approactséwer network elements suggest
that each element can include typical fault models accgrttrits nature within the network.
Hence, the fault tolerance is included in the modeling psecghen the MPC plant model is
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o,

Qu; (M*s)

Figure 7.7: Values foy,, where actuator constraints are fulfilled.

obtained, assuming that the fault information is provide®DIl module. This feature allows to
have a more accurate representation of the real plant whimem fault effect is considered and
makes easier the reconfiguration/accommodation of thealdatv within the FTC architecture.
Another advantage of the fault hybrid modeling lies on thegtuility of having continuity in
the fault magnitude for a given particular fault model. Tfaist also increases the accuracy of
the element model facing fault occurrence.

7.4.4 Implementation and Results

The purpose of this section lies on comparing AFTHMPC andHRAPC for realistic episodes
of rain storms (Sectidn3.3.3) and actuator faults (Sesfi6a.1) for the BTC in Figuded.6. The
assumptions made for the comparison will be presented amdvdlidity discussed before the
results are given. In all cases, fault accommodation hasdase. For this particular case study,
the reconfiguration strategy would consist in considerhmg dontrol gate totally open when a
actuator fault occurs. Thus, the sewage flows downstreanmhdogravity action fulfilling the
mass conservation principle and respecting the main patbaever, notice that this behavior
occurs when fault scenarios with nonzero lower bound on pleeational ranges are considered.
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This observation is valid while the gate inflow is lower thha faulty lower bound.

Simulation of Scenarios

The control strategies were compared by simulating theedidsop system for all fault scenar-
ios presented in Secti@n 7.1 and for the rain episodesllist Tabld-313. The structure of the
closed-loop is the same as the one performed for simulatio@haptei’b. In the PFTHMPC
case, the actuator ranges were limited only in the plant inode

The duration of the simulations scenarios was selectedvi® 8dours approximatelyk (e
[0,100]) as the rain storm generally had peaks of duration aroundafipkes or 50 minutes.
The tanks were empty in the beginning of the scenarios. Tgeoenstrategies, total flooding,
pollution and treated water released was added over thesvgigehario.

The prediction horizot,, and control horizor?,, were selected as 6 samples or 30 minutes
for reasons given in previous chapters. The cost functinrctstre, norm and control tuning
used were the same as in the simulations done for nominal H&®@n in Chaptdr5 and the
software tools for simulation as well as the solver packagesvhe same as well.

Main Results

Generally, CSO flooding in streets was reduced when AFTMPG used compared to
PFTMPC. The biggest improvements were obtained when pratim was large enough so
that actuators needed to operate close to the upper limhedf tange, that is when the pre-
cipitation brought the sewer network close to its capadityen though results are shown for
specific rain episodes, the conclusions presented werd basgmulation of various scenarios.

AFTMPC did not yield great improvements when heavy rain@ges as the one occurred on
September 14, 1999 (see FigQire 3)8(a)) was considered gmtidation. The reduction in CSO
that could be achieved was about 0-5%. The reason for thimigtie BTC does not have the
capacity to handle rain storms with that intensity even éftult free case. Therefore, it did not
matter if actuation limits were known to the HMPC controlbemot. This behavior can be seen
in Table[Z.1 where the main performance indices for the BTé@wempared for the considered
fault scenarios using AFTHMPC and PFTHMPC. Notice that éngdst flooding reduction was
obtained for scenariogg,,, and fgm. There the flooding was reduced from roughly 135760 m
to around 121000 f which corresponds to an improvement about 11%. The othésrpsance
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Table 7.1: Results for FTHMPC with rain episode occurred ept&mber

14, 1999.
Fault Scenario PFTHMPC AFTHMPC
Actuator Tvoe Flooding  Pollution Treated W. Flooding Pollution Treated W.
yp x10% (m*) x10% (m*) x10% (m%) x10% (m*) x10% (m*) x10% (m*)

fgul 99.5 223.5 280.6 99.5 223.5 280.6

Guy fa., 93.6 223.9 280.3 93.4 223.8 280.3
fgul 99.9 223.9 280.3 99.9 223.9 281.6

fqu 92.9 222.7 281.5 92.9 222.7 281.5

Gus [, 135.7 230.2 274.1 121.0 228.8 275.5
fguz 125.5 226.6 277.6 118.3 227.5 276.7

fgu3 94.3 226.0 278.2 94.2 225.3 278.9

Gus [y, 97.7 221.1 283.2 95.1 223.1 281.0
fgu3 97.6 223.1 281.2 96.0 224.7 279.5

fgw 102.1 222.4 281.8 102.1 222.3 281.9

Qua fa., 92.8 223.5 280.7 92.8 223.5 280.7
fq 102.1 222.4 281.8 102.1 222.3 281.9

Luy

indices were also improved simultaneously. It can occurftbading was reduced but pollution
and/or treated water were not. This fact is caused by thectibgeprioritization reflected in the

tuning of the cost function. However, pollution and floodingices were improved as well as
the flooding was also improved.

When very common rain episodes with little precipitationrevstudied the same thing oc-
curred, that is, AFTMPC did not give a great improvement. fidason for this is that in those
scenarios the constraints are usually not reached andablis in actuators rarely affect perfor-
mance.

Results are shown in Table¥.2 for a rain storm occurred owoligctl7, 1999. This rain
episode has a 0.7-year return period with regard to totabatrend 10-year return period with
regard to maximum intensity. The particular feature of #pgsode lies on its behavior during
the time window considered. As was seen in Fidure 3| 8(3,réin presents a double peak of
intensity, what yields that the sewer network behavior isexammplex and the nominal HMPC
and the FTHMPC designs have a lot of work trying to control sigetem and avoiding the
fault influence. The network is almost not sensitive to faultgate”; andCy. The modified
upper bounds fog,,, andg,, were always greater than the inflow of the correspondingrobnt
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Table 7.2: Results for FTHMPC with rain episode occurred oto®er 17,

1999.

Fault Scenario PFTHMPC AFTHMPC

Actuator Tvoe Flooding  Pollution Treated W. Flooding Pollution Treated W.
yp x10% (m*) x10% (m%) x10% (m%) x10% (m*) x10% (m*) x10% (m?)

fﬂuz 0.0 61.9 291.4 0.0 61.9 291.4
Gus [y, 15.9 62.8 290.5 10.4 63.3 290.0
fguz 14.8 63.3 290.0 9.6 63.8 289.5
fgw 0.0 59.1 294.2 0.0 58.8 294.5
Qus T Ty, 3.5 57.7 295.6 0.2 58.7 294.7
1 0.8 58.8 294.6 0.0 58.9 294.4

gates. Due to restrictions in lower bounds caused by thésfanl these gates, the values for
manipulated flowsy,, andg,, took the same values of the respective inflows in most of the
cases. Those values were not big enough to cause overflowstteam.

In this case, the most representative flooding reductionroed in the fault scenari¢g,,,
with about 35% of improvement caused by the use of the AFTHMP&egy respect to the
PFTHMPC. This improvement is reached by means of a set okduwes caused by the com-
puted control signals. FiguteT.8 shows this set of actiftes the second rain peak for different
parts of the BTC for both active and passive approaches.eladkive case and due to the ma-
nipulated flowg,,, has lost capacity, the controller can not take advantageedhie real tank’;
in a short/medium terfa This fact induces that sewage coming fréinis conveniently derived
through sewey4 (see Figur€718, top graph), what produces that sewerstddsedo not have
as much overflow as in the case of applying the passive syrégeg Figur€718, medium graph).
The slow filling of T plus its convenient outflow manipulation (control signdated tog,,,, see
bottom graph in FigurE—4.8) make that a bit of buffer capgbbenefits the overflow avoidance
in T5. All these actions produce the mentioned improvement ofiffgpreduction for this fault
scenario in this rain episode.

Finally, an intermediate type of rain episode in the sengaiafintensity is for instance the
one occurred on September 3, 1999. This episode is well stgapby the network topology
design, i.e., implementing an adequate control law, theesewtwork would not have CSO.
Results obtained for this rain episode have shown that theonlke is almost not sensitive to

3Keep in mind that real tanks (reservoirs) are generally asalbuffer within the network. Using this capability,
they can store enough water to avoid flooding and/or CSO dnears.
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Figure 7.8: Set of actions in different parts of the BTC fotthactive and
passive FTHMPC approaches for fault scengijg,. Solid
curve (): PFTHMPC; dashed curve-(—): AFTHMPC;
dotted-dashed curve-(- —): no-fault HMPC (rain episode:
99-10-17).

all the considered fault scenarios in control gatgsandC, due to the same reasons discussed
for the previous rain episode. Talilel7.3 collects the reslitained for the other two actuators
where the AFTHMPC yielded improvements respect to the PFPEidtrategy. In the scenarios
fq,, and fgus, the FTC strategy achieved around 100% of flooding reductidre reason of
this improvement is because the AFTHMPC takes advantageafdwage accumulation in the
real tank imposed by the emptying restriction due to thet faale medium graph in Figuke¥.9)
and computes adequately the set of control signals in codexdirect the sewage avoiding big

guantities around the faulty elements within the sewer agtw

When the PFTHMPC strategy is used, the controller computesiol signaly,, (k) with-
out knowing the fault in the actuator, which implies that ttmmputed control signal and the
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Table 7.3: Results for FTHMPC with rain episode occurred ept&mber

3, 1999.
Fault Scenario PFTHMPC AFTHMPC
Actuator Tvoe Flooding  Pollution Treated W. Flooding Pollution Treated W.
yp x10% (m%) x10% (m?) x10% (m?) x10% (m%) x10% (m®) x10% (m?)

fﬂuz 0.0 44.3 232.3 0.0 44.3 232.3

Gus [y, 15.2 445 232.1 12.2 447 231.9
fgu2 14.7 44.3 232.3 11.8 44.4 232.2

fﬂug 0.0 45.2 231.4 0.0 45.2 231.4

Qus T Qs 4.1 44.1 2325 0.2 44.3 232.3
14 1.5 44.3 232.3 0.0 44.3 232.3

applied signal related to the control action will be difierénotice that the applied signal in
this case corresponds to the computed signal but saturatedding to the faulty upper limit).
Hence, due to the physical constraints impose a limit onghaktank inflow (manipulated link
qu,) In function of its actual volume, sewage that enter<’inis derived through sewep,
causing overflow in this element and then flooding increase.

On the other hand, the AFTHMPC strategy computes the cosigokl ¢,,, (k) in such a
way that the sewage froffi; is redirected through;4 and then less water goes towards the real
tank and its faulty output actuator. Thus, despite the simptging of 73, theC, water inflow is
conveniently distributed between seweys andgs4, avoiding the overflow in this latter sewer
and therefore preventing the flooding increase. Fifjule Wo®%s the obtained signals related to
the computed control signal,, (k) (top graph), the volume i3 (medium graph) and overflow
in g24 (bottom graph) using both active and passive FTC strategies

7.5 Summary

This chapter introduces concepts and methods to incompdaatt tolerance in a closed-loop
governed by an MPC control law. The both implicit and explfault tolerance capabilities of
this control technique has been outlined and particuldufea in this sense have been discussed.
Moreover, MPC designs considering hybrid system modelgaheded in the framework of the
FTC. In fact, it has been proposed a parallelism betweendheeptual structure of an hybrid
system and the three-levels FTC architecture. This progteszs that both conceptual schemes
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Figure 7.9: Stored volumes in real taifk for fault scenariofq,,,. Solid
curve (), PFTHMPC, dashed curve-(-), AFTHMPC,
dotted-dashed curve-(- —), no-fault HMPC (rain episode:
03-09-1999).

match in the sense of signal natures and exchange betwearnasathtus information.

Within the hybrid MPC theory, two FTC strategies have beappsed to deal with faults.
The difference between them lies on the available inforomain the controller related to the
fault effects over the plant. The strategies proposedvotte philosophy discussed in Chapter
[ for control loop strategies in a FTC architecture.

Moreover, this chapter has presented a comparison betwe@hMPC and PFTHMPC
applied to sewer networks under realistic rain and faulhades. The result showed that AF-
THMPC reduces CSO flooding in almost all cases. Furthermmiag AFTHMPC could pre-
vent flooding or reduce it considerably when rain episodessidered are supported by the
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sewer network maintaining inside of its design limits. Hoee the performance is poorly im-
proved for heavy rains due to sewer network topologicalthtions. In the other extreme cases,
i.e., having light rains, the considered fault scenariosalochave an important influence on the
sewer network behavior due to the small internal flows hahdle

The study presented motivates the use of FDI algorithmsaigndise actuator faults in sewer
networks. The diagnosis algorithm would provide the linoitsthe actuator range to be useful

for FTC.
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CHAPTER 8

ACTUATOR FAULT TOLERANCE
EVALUATION

8.1 Introduction

In this chapter, fault tolerant evaluation of a certain atdu fault configuration (AFC) con-
sidering a linear predictive/optimal control law with ctnagnts is studied. This problem has
been already treated in the literature for the case of LQRIpno without constraints [StaD3],
due to the existence of analytical solution. However, gaists (on states and control signals)
are always present in real industrial control problems anddcbe easily handled using Linear
Constrained Model Predictive Control (LCMPC) [Matc02]. Batgeneral, an analytical solu-
tion for obtaining these control laws does not exist, whickes difficult the application of this
approach.

The method proposed in this chapter is not of analytical butomputational nature. It
follows the idea proposed bl [LP04] in which the computatibrthe control law for a predic-
tive/optimal controller with constraints can be dividedtivo steps: first, the computation of
solutions set that satisfies the constraints (feasibletisak) and second the optimal solution
determination.

Faults in actuators would cause important changes in thefsieasible solutions since
constraints on the control signals have varied. This catlegghe set of admissible solutions
for the given control objectives could be empty. Therefthe,admissibility of the control law
facing actuator faults can be determined knowing the féasiblutions set. One of the aims of
this chapter is to provide methods to compute this set anddhaluate the admissibility of the

157



158 Chapter 8 : Actuator Fault Tolerance Evaluation

control law.

To find the feasible solutions set for the LCMPC problem, sstamnts satisfaction problem
could be formulated [LP04]. However, such problems are agatpnally demanding, what
induces to find a approximate solution bounded by interviistand in a iterative manner on
time. Proceeding in this way, an interval simulation prables implicitly solved appearing
typical difficulties associated with it (such as wrappinfgef, among others) [PSQO03]. In order
to avoid such problems, the region of possible states caulipproximated using more complex
domains than intervals, such as subpavings [KJWO02], eiliiss[ECO1, PSNO04], zonotopes
[KGh98,[ABCO%], among others.

Therefore, this chapter presents a preliminary study ateutnentioned admissibility eval-
uation of AFC considering linear plant models. This study ba extended to the cases where
nonlinear or linear hybrid models are considered. First@gmations by the way of nonlin-
ear systems are reported [n [OMPQO06] while in the hybridesyst framework are reported in
[Tor03].

8.2 Preliminary Definitions

Considering the MPC problem defined in Secfion2.2.1, andcally the sequencas, andxy,
in @Z3) and[[Z}K), respectively, the definitions below avew.

Definition 8.1 (Feasible solutions set)he feasible solutions set is given by
Q = {xp, up [Xpq1 = g(xp,ug)}
and corresponds to the input and state sets that satisfystens constraints.

Definition 8.2 (Feasible control objectives seffhe feasible control objectives set is given by
Jo = {J(xk.,uk.) R ’ (xk,uk.) S Q}

and corresponds to the set of all values/afbtained from feasible solutions set.

In the case of a faulf) changes t62; andJ changes tdg, .

Definition 8.3 (Admissible solutions set)Given the following subsets:
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e ()¢, defined as the feasible solutions set of a AFC and

e J 4, defined as the admissible control objectives set,
the admissible solutions set is given by
A = {xk,uk S Qf ’ J(Xk,uk) e Ja ﬂJQf}

and corresponds to the feasible solutions subset that pesdrontrol objectives ifiy . If A is
the empty set, then the considered AFC is not fault tolerant.

Definition 8.4 (Predicted states set{siven the set of states at tiniel, the set of predicted
states at timé& is defined as:

X} = {zp = g(@r—1,up—1) | 2p—1 € Xp_1,up—1 € U}

and corresponds to the set of states at tinogiginated by the system evolution starting from
the set of states at timle L

Definition 8.5 (Feasible states setThe set of feasible states at tirkés given by
= {:ck|:ck EXZHX}

and corresponds to the set of predicted states that satlsfieystem state constraints.

Definition 8.6 (Admissible inputs set)The set of admissible inputs at tirkel is given by
U2—1 = {uk_l S U| (wk = g(wk_l,uk_l)) c Xi,xk_l € Xi—l}

and corresponds to the set of inputs that produces the seasibfe states.

Remark8.1 Notice thatUs,_, in Definition[8.8 is an alternative form for expressing thenast
sible input sequence ii{2.3).

8.3 Admissibility Evaluation Approaches

8.3.1 Admissibility Evaluation using Constraints Satisfation

This section deals with the methodology proposed in ordaviduate the admissibility of a
given AFC by means of the constraint satisfaction appro&dtst of all, the definition of the
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constraint satisfaction problem is presented and somipiart details related to this approach
are presented and discussed. Then, this approach is eglmirthe framework of the AFC
admissibility evaluation.

Constraints Satisfaction Problem

A Constraints Satisfaction Proble(@SP) on sets can be formulated as a 3-téple: (T, A, C)
[UKBWO1], where:

e T ={vy, -+ ,v,} Iis afinite set of variables,

e A={Ay,---,A,}isthe set of their domains represented by closed sets and

e C={cy, - ,c,}Iis afinite set of constraints relating variablesYof

A point solution ofH is a n-tuple(dy, - - - , 0y,) € A such that all constrains are satisfied.

The set of all point solutions df is denoted bys (). This set is called thglobal solution set
The variablev; € T; is consistenin H if and only if

Vo, € Xy (01 €A1+ ,0p €Ay) |01, ,0p) € S(H)

withi = 1,...,n. The solution of a CSP is said to béobally consistentif and only if every
variable is consistent. A variable liscally consistentf and only if it is consistent with respect
to all directly connected constraints. Thus, the solutibaroCSP is said to be locally consistent
if all variables are locally consistent.

The principle of algorithms for solving CSP using local dstency techniques consists
essentially in iterating two main operatiordomain contractiorandpropagation until reaching
a stable state. Roughly speaking, if the domain of a variafilocally contracted with respect
to a constraint;, then this domain modification is propagated to all the gairsts in whichv;
occurs, leading to the contraction of other variable doshaind so on. Then, the final goal of
such strategy is to contract as much as possible the domfdims wariables without loosing any
solution by removing inconsistent values through pigjection of all constraints. To project
a constraint with respect to some of its variables consistsomputing the smallest set that
contains only consistent values applying a contractionmaipe

Being incomplete by nature, these methods have to be comhwiit enumeration tech-
niques, for example bisection, to separate the solutioreittis possible. Domain contraction
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relies on the notion ofontraction operatoreomputing over approximate domains over the real
numbers[[JKDWO1].

Admissibility Evaluation Approach

The admissibility evaluation requires the computatiorhefadmissible solutions set introduced
in Definition[83. It can be noticed that this correspondsiradly to a CSP on sets. Algorithm
allows the admissibility evaluation of a given AFC bywsoy the associated CSP defined
by the system equations, the operative limits on inputs tatdsovert, and the initial state.

Algorithm 8.1 Computation ofA for a horizonH, and some gived 5
X uy

T = {xO\ka L1 5 THp ks Uoks ULk " s UH,—1]k> J}

A= {X, Xy, -, XN, U, Us, - ,Un—1,Ja}

0 C <= {xp41 = 9(xk,ug), J(xp,ur)}

:Ha = (YT,A,C)

A = solve(Ha)

a s wN R

It is well known that the solution of these problems has a highmplexity [JKBWO1].
This causes that, in practice, the sets that define the larddmains in Algorithn_8]1 are
approximated by intervals. Thus, the new domains setfare expressed as:

A= {[ﬂﬁ]uk’[ﬂz\kn”‘ g s [ulope s [ul e >+ ’[U]Hp_1|k’DJA}~

Therefore, a first relaxation consists in approximating thgable domains by means of
intervals and finding the solution solving &merval Constraints Satisfaction ProbletCSP)
[Hyv92Z]. The determination of the intervals that approxiena a more fitted form the sets that
define the variable domains requires global consistencgt wemands a high computational
cost [Hyv92]. A second relaxation consists in solving th&RCby means of local consistency
techniques, deriving on conservative intervals and, ofsgwn imprecise solutions.

An alternative approach to solve the CSP proposed in Algori81 consists in admitting
the rupture of the existing relations between variableoagecutive time instants, which makes
possible a determination of the interval hull of the feasiablutions set step by step. However,
the problem of uncertainty propagation (wrapping effect)ld appear when the CSP is solved
in this way, since an interval simulation problem is beingilicitly solved as well. This problem
does not appear in thisotone systemfCPSEQ2?] (see alsmonotone systenf&S03]), which
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are the systems whose state functicis isotoné.

In this case, it is only necessary to propagate the intemhbifithe admissible solution set
from the actual iteration to the next. This allows to rewtlie Algorithm[8.1 as is presented
in Algorithm [82 for the interval hull of some given admidsitzontrol objective sells. As
notation, the expressidiA (square box) means the interval hull of the Aet

Algorithm 8.2 Computation of JA for some giverill 5
1: for k =1to H, do

T <« {xk, Th—1, UL, Jk, Jk;—l}

3 A<= {fal @y [ulpr, OTay, [T}

4 C <= {rp=g@p—1,ur—1), Jp(Tp_1,up-1)}

5. Hpa, = (T,A,C)

6

7.

OAj = solve(Hoa, )
end for

HI?
8 OA = |J OA,
k=0

Remark8.2 If the interval hull of the admissible solution sétreturned by AlgorithniZ8]2 is
empty, thenA is empty as well and the AFC produces a non admissible saolut@herwise,
nothing can be stated sin€&A = () does not imply that\ = ).

For non isotone systems, the iterative algorithm Algorif@® could not be applied. As

possible alternatives to extend the applicability of tHgodathm to non isotone systems could
be considered:

e Approximate the feasible solution domains through moregermdomain forms than in-
terval hull, i.e., zonotope5 [KUh98, Bra04], ellipses i9€], etc and using set propagation
and/or set constraints satisfaction [JKDWO1].

e Convert the system in an isotone system by means of feedtmtektschniques [Mac02].

e Formulate a CSP propagating the initial state and usingagladnsistency technigues.

e Formulate the problem in analytical way (linear systemg) asing the corresponding
tools to find the solutior [BMDP02].

A generic functiong = (g1, g2,...,gn) is isotone about: if g; are non-decreasing with respect to alt
7=1,...,n.
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Solving the ICSP

Several algorithms can be used to solve the ICSP enuncratddarithm[82, including Waltz’s
local filtering algorithm [[Wal75] and Hyvonen's toleranpempagation algorithnj [Hyv92]. The
first only ensures locally consistent solutions while theosel can guarantee global consistent
solutions.

In this chapter, the ICSP is solved using a tool based onviateonstraint propagation,
known aslnterval Peeler This tool has been designed and developed by research fethm o
Professor Luc Jaulin [BagD5]. The goal of this software &iasn determining the solution of
ICSP defined in Sectidn 8.3.1 in the case that the domaingpresented by closed real inter-
vals. The solution provides refined interval domains caestswith the set of ICSP constraints.
The admissibility evaluation of a AFC using Interval Pedddsased on the procedure described
in Figure[8.1.

8.3.2 Admissibility Evaluation using Set Computation

The admissibility evaluation using a set computation apginostarts obtaining the feasible so-
lutions set given a set of initial stateX, C X, the system equations and the system operating
constraints ovefd,. This procedure is described in the Algorithml8.3.

Algorithm 8.3 Computation of

1 X, < X

2: Q< X

3: for K =1to H, do

4. Up1<=U

5. ComputeX} from X;,_; andU;_;
6: ComputeX§ = X N X}

7. ComputeUs _, from X

8 O =X¢xUS_,

9 X« X¢

10: end for
HP
11: Q= |
k=0

At the same time thdi is computed, the feasible control objectives set (Defin8d) can
be obtained. Thus, in time= H,, Jo, is computed according to Algorithin.4.
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CSP for CSP for
»  nonfaulty faulty <
system ink system ink

k=k+1

k=k+1

Interval Peeler Interval Peeler

Yes Yes
Obtalnlng Obtalnlng
of feasible of feasible
solutions solutions
A 4
Y Obtaining
Admissible of feeslt)_le contro|
. objectives for
solutions
faulty system

Comparisor] <

Yes H No

END

Figure 8.1: Process followed to evaluate admissibilityafisons using
ICSP.

Given a fault actuator configuratioffig,, is obtained from the Algorithrii 8.4 from the corre-
sponding sets. Therefore, if some admissible control dbfeset] 4 is given, the admissibility

of that AFC could be determined computing the solution adiinie setA, which is given in
Definition[83.

If the setA is the empty set, the AFC is not admissible. Otherwise, thafiguration would
have a certain admissibility degree according to the systesigner.



8.3 : Admissibility Evaluation Approaches 165

Algorithm 8.4 Computation oflg using €
1 X, < X

Q<= Xy

: for k=1to H,do

Compute?;, (See Algorithni 813)

Computelg, using(l, = X x Uj_,

. end for

Hp
Jo=U Ja,
k=0

~

Except in very particular cases, it is not possible to evalexactly the three set¥?,
X¢ andU¢ required in Algorithm8B. Instead guaranteed outer apgprations of these sets,
as accurate as possible, have been proposed and used itethaute. On this way, some
contributions have been done |n [OMGVQ] ahd [OMGPWO06], vehitre problem proposed in
the current chapter is solved using zonotope-based setutatigms. Another approach to be
used in this way is based on the proposal reported in [OMITRAA][POMTIO6]. There, the
set computations are based on subpavings [JKDWO01]. Debgitearticular particular proposal
reported in the latter mentioned papers is used for stataasdn, the computational principle
can be applied in the straightforward manner on the adnilisgibvaluation.

8.3.3 Motivational Example

An example to motivate the usefulness and interest of thpgsed method is presented. The
presence of constraints in MPC makes very difficult to prdogith the fault-tolerance analysis

as proposed by [StaD3]. There, the analysis is possibleubedie expression of how fault

affects the objective function is available using LQR tlyedtowever, in constrained MPC this

expression is not available, although an explicit expoesfor the controller could be derived

[BMDPOZ]. This motivates the usefulness of the proposedcauh.

ExampleB.1 The double integrator system proposed by [BMDPO02] is carsidl here, whose
equivalent discrete-time state-space description usiadetler discretization rule is:

1 1 0
Tpp1 = [ Ty + ug, (8.1)
0 1
Uk = [1 0 ]$k, (8.2)

with the following constraints for states and control signa; € [—15,15], 25 € [—6, 6] and
€ [—1,1]. AMPC controller is used to control this system satisfyihg &ssociated state and
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State variablers

-15 -10 -5 0 5 10 15
State variabler

Figure 8.2: Explicit state space polyhedral partition and®/1aw for
Exampld8lL.

control constraints using the following objective functio

Hp—1
J = xﬁmeHP + Z (xZTQxZ + Ru?) (8.3)

i=0
where H, = 2, terminal weight matrixP is determined using the Ricatti equation with
@ = diag([1 0]) and R = 0.01. According to [BMDPOR], a state-feedback explicit con-
trol law for the MPC controller, piece-wise affine with respéo the states, can be derived:
ur = Kpwa(zy) 1. Using the HBRID TooLBOX for MATLAB ® [Bem08], the expression
of Kpwa for the proposed example can be determined and represenatelicplly (see Figure
B2). Using this law, the closed-loop state trajectory cacdmputed and represented. Notice
that depending on the region of the state space, a diffeegntfgr the state feedback is applied.

Using the CSP method proposed in this chapter, the feasitdefer states; andx, are

computed and represented in Fighre 813(a)[and 8.3(b), cthaglg. It can be noticed that the
closed-loop state trajectories applying the MPC contralfe inside the corresponding feasible
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sets as expected. Now, a fault in the actuator is introduthis. fault corresponds to a reduction
of the operating range of the actuator such that [—0.75,0.75]. Computing in this situation
the feasible set for statag andxs using again the method proposed, it can be noticed that the
closed-loop state trajectories applying the MPC contrafi¢he non-faulty situation are outside
the corresponding feasible sets for the faulty situatiomis Theans that the performance of the
MPC controller will be worse that in the case of the non-faalttuator since MPC trajectories
for the faulty situation are not reachable. This means fiC trajectories in the non-faulty
situation were inside the corresponding feasible setspémformance of the MPC controller
would not be affected by the fault, i.e., would be fault-talg. This example shows how easily
can be evaluated the tolerance of a control law with respexfault using the method proposed.
Moreover, the degradation in the performance can also Haated with this method, as it will
be shown in the following application example.

8.4 Actuator Fault Tolerance Evaluation on Sewer Networks

8.4.1 System Description

In order to apply the approach proposed on this chapter éoevaluation of a given AFC within

a sewer network, a small system inspired on the BTC is usedvassaid before, this 3-tank
catchment (3-TC) contains representative elements ofrtieeesewer network and considers
three of the four control gates appeared in the BTC. For thessons, the 3-TC is enough for
showing the effectiveness of the approach proposed. H&me&-TC, presented in FigureB.4,
is described by the discrete-time equatioi1nl(4.1), where:

1—Atf 0 0 1 0 0 0 as
A= 0 1 0 B=At| 0 1 -1 B, = At
Atﬁl 0 1- Atﬁg -1 -1 1 1 0 a3

In Figure[8%,d; is directly a rain inflow because the virtual taffk is not considered
due any gate has influence over its dynamic. Howeygr = o Pig, anddy, = ayPay
are the product of the measurements from the rain-gaugesuid the conversion coefficients
ag = @98y = 0.5951 anday = ¢4 Sy = 0.1530. Parameterg;, ; and.S; are taken from
Table[31 in Chaptdd 3.

The system constraints expressed in the notation adopteg\vicer networks are:
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(b) Feasible state trajectories fos.
Figure 8.3: Feasible set corresponding to the state vagadbhlnon-faulty

(-) and faulty scenarios<o—) for Exampl€8llL. The MPC
solution in a non-faulty situation is also presented {).
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Figure 8.4: Application case: Three Tanks Catchment.

e Bounding constraints: refers to physical restrictions.

vy € [0, +00] Qu, i, € [0, 11]
vsp, € [0,35000]  quyy, € [0,25] (8.4)

V4g € [0, +OO] Quzy, € [0’ 7]
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e Mass conservation constraints

d1g = Quyy, + qrag
Qz1; = Quaj T 424 (8.5)

qmgk Z ngk

For this application, it is supposed that veatpi(rain) is known at each time instahtc 7., ,
what means known perturbation. This causes that the olta@seilts have only an interest of
design for the tolerant control system.

Itis desired to evaluate the admissibility of different AR@ only in reconfiguration but also
in accommodation. Configuration admissibility is defineatira control objectives degradation
with respect to nominal (without fault) configuration for ien rain episode. The selected rain
corresponds to the one occurred on September 14, 1999, geee[3.8(d). This day, severe
flooding occurred as a consequence of the rain storm. Thatactiaults are no simultaneous
and they are present from the beginning of the scenario.r ingilels are described as change
of operating limits (accommodation) or operative annalaffreconfiguration).

Setting-up the Algorithm B2

The ICSPH = (T, A, C) associated to the system has, at each time instahé set of variables
with 9 components:

T = {U2k‘7 U3k, Vi, ’U2k‘+17 U3k+17 ’U4k‘+17 qulkv QU2k7 qu,?,]g} )
the domains set
A= {[UQ]k’ [03].’% [U4]k) [0’ —I—OO], [Oa 35000]5 [O’ -I—OO], [0’ 11]’ [O’ 25]’ [O’ 7]}

and the set of constraints given by the corresponding systedel[Z.1 and expressions [0{8.4)
and [B5).

8.4.2 Control Objective and Admissibility Criterion

The main control objectives are defined as the minimizatibthe pollution (water volume
that goes to the environment) and the minimization of the @&&treets (flooding caused by
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the insufficient capacity of sewets, andgo4). Notice that overflows in virtual tanks are not
considered in this case. From system variables, the camstthat defines the control objectives
are given by

e For pollution

HI?
J =Venv=At Y max(0, qu,;, — ) (8.6)
k=0
e For flooding
HP
J = Ve = At Z max(0, qiay — G14) + max(0, 245, — Tou) 8.7)
k=0

Notice that the expression for pollution is expressed irctiom of a isotone state variable
that has an exact interval hull. Therefore, since pollutioty depends of this variable, its
interval is also exact as well. In this cageJo, © OJ 4 holds with equality, what allows an
always correct admissibility evaluation.

On the other hand, when the objective related to floodingkisigeinto account, its expres-
sion depends of relations between isotone and no isotoiebles and therefore, according to
Remarl 8P, the assessment of the non admissible configiuiatpossible but nothing can be
said about admissibility of the configuration.

The admissibility criterion is based on a direct comparibetween the obtained minimum
final value of volume given by the related enveldgg,;(H,) and the same value for the de-
graded nominal system configurativgggm(Hp). Notice that it can be done due to the pollution
and flooding indexes correspond to the accumulated massesa giwen scenario). The expres-
sion for the aforementioned comparison is given by

Zobj(Hp) =9 ( o%?m(Hp))

where is the relation of degradation and subscpf denotes the control objective. n order
to illustrate the proposed method, in this application eplamit is assumed that = 8. In the
reality, this relation is provided by the network operatoc@ding to the directives given by the
city authorities based on the heuristic knowledge of theaggnsystem designers.
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Table 8.1: Admissibility of AFC for pollution: Reconfiguran.

Fault Location Min. Volume () Admissibility Status

No fault 1050 —
Fault ing,, 8800 No Admissible
Faulting,, 52200 No Admissible
Fault ing,, 1050 Admissible

8.4.3 Obtained Results

Reconfiguration Case

This case considers actuators completely closed or coetplepen due to the fault. This fact
would change the admissibility of the obtained AFC. Tablr@sumes the possible fault cases
and their admissibility when pollution is considered. Ofaylts described by actuators com-
pletely closed are simulated, thatgs < [0,0] andg; € [0,4o0]. In the contrary case, ICSP
can not be solved due to constraints in rangeg,ofre violated.

On the other hand, Tab[e~8.2 presents the results obtained Whoding is considered.
Notice that some configurations are uncertain due to definitif the cost function for this
objective (see Sectidn 8.4.2).

Table 8.2: Admissibility of AFC for flooding: Reconfiguratio

Fault Location Min. Volume () Admissibility Status

No fault 5100 —
Faulting,, 5100 Uncertain
Faulting,, 73200 No Admissible
Fault ing,, 5100 Uncertain

Figure[8% shows the minimum envelopes for pollution (Fed8r5(a)) and for flooding
(Figure[8:5(0)) when the admissibility criterion is coresield (threshold).
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Figure 8.5: Minimum envelopes for Reconfiguration.
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Accommodation Case

This case considers faults manifested as the reductionecdtuators operative rank (for ex-
ample from 0-100% to 0-50%). Thus, the amount of admitted Alfes as it is shown in
Tabled 8B anf’8 4, where if the admissibility criterion igintained as in the reconfiguration
case, more configurations could be admitted. Different meoodation ranges are presented.
These tables do not consider accommodatioryfordue to the system insensibility shown for
this actuator what is seen in the results collected in T@@and 8.P. Figure_8.6 presents the
minimum envelopes for pollution and flooding in the case abaemodation.

Table 8.3: Admissibility of fault configurations for pollah:
Accommodation.

Fault Location Operation range  Min. Volume{)n Admissibility Status

No fault — 1050 —
Fault ing,, 0-20% 5200 Admissible
Faulting,, 0-50% 2300 Admissible
Faulting,, 0-20% 34000 No Admissible
Faulting,, 0-50% 15700 No Admissible
8.5 Summary

This chapter proposes a method for admissibility evalaaticfault configurations based on the
solution of a Interval Constraints Satisfaction Proble@®SP). This procedure implies the prop-
agation of the feasible solution set at each time instanirgpimplicitly an interval simulation.
The results provide the limits of system performance cansid all the feasible solutions and
how they are degraded after fault occurrence. This allovesatuate the admissibility of a given
AFC using a degradation criterion established beforehand.

Another technigues could be used for solving the proposeldigm of actuator fault toler-
ance evaluation. These techniques are based on set coimputsing zonotopes, subpavings
and other approximations. However, these techniques drexptained here despite of their
applications have been reported, $ee [OMGVQ], [OMGPW@MIPO6] and[[POMTIOS].

The proposed method has been successfully applied on & finedictive control system
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Table 8.4: Admissibility of fault configurations for floodjn
Accommodation.

Fault Location Operation range Min. Volunge:®)  Admissibility Status

No fault — 5100 —
Faulting,, 0-20% 5100 Uncertain
Faulting,, 0-50% 5100 Uncertain
Fault ing,, 0-20% 50000 Uncertain
Faulting,, 0-50% 26100 No Admissible

inspired on the BTC. This 3-tank catchment (3-TC) contagresentative elements of the
entire sewer network and considers three of the four cogatts appeared in the BTC. For
these reasons, the 3-TC is enough for showing the effeetsgeaf the approach proposed. The
proposed technique on this chapter has been also proveiieong a nonlinear model of the
3-TC [OMPQU8]:

Vag1 = Vg + Al [quy g, + A2k — Quagur )
V3k+1 = U3k + At [ngk - ngk] (88)

Va1 = Vak + At [qugy, + d3g + Qrag + @245 — Qoiousss)

where the nonlinear relation between thah tank volume v; and the tank outflow
Qvi,: = Bi /Ui is considered. Obtained results reported in this refershosvn the ef-
fectiveness of the approach considering the nonlinear hpoddictive control framework.

On the other hand, in [GOMPDO7] is proposed the actuator faldtance evaluation when
Linear Constrained Robust Model Predictive Control (LRMR€used taking into account
model uncertainty. In this case, the problem considers #rarpeters as new variables to be
refined when the ICSP is stated. Hence, the set of consti@ifisthe LRMPC problem is now
defined as:

T = A0k + B(0r)uk

zp € X kel0,H, C Z4

up €U kel0,H,—1]C Zy
0, € © kel0,Hy, CZs

(8.9)
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where

x 2 {reR" |z <x<T} (8.10a)
U 2 {fue R"|u<u<u} (8.10Db)
© 2 {ecR?|9<6<0) (8.10¢)

and A(0) and B(0) are the system matrices of suitable dimensions includieg #ssociated
uncertain parameters. Also the effectiveness of the etialuapproach is proved despite of the
presence of parameter uncertainty.
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CHAPTER9

CONCLUDING REMARKS

In conclusion, the thesis objectives has been fulfilled.tharmore, during the thesis process
new objectives and tasks were appearing. They have enh#me@doposed approaches and/or
have complemented the obtained results. Therefore, thigtehsummarizes the main contri-
butions done and proposes future ways to continue the litteeahesis.

9.1 Contributions

The central idea behind this thesis was the design of MP@gies for sewer networks includ-
ing considerations about fault tolerance. The main comtidbs of this thesis are summarized

below.

e Lexicographic approach was used as an automatic tuninchéoMPC controller of a
sewer network. The application of this technique over suwhplex systems was moti-
vated by the difficulty of determining the suitable weights & cost function of a tradi-
tional MPC controller due to the continuous change of the naiensity (system distur-

bances).

e An hybrid modeling methodology was developed for modeliewer networks. The
proposed methodology allows to represent each consttafiement of the network as
an hybrid system. To obtain the model of the entire systerhimwvithis framework, all
preestablished hybrid submodels are joined suitablyr{tpkito account their connections
within the network), avoiding the tedious and complex psscef modeling directly the
whole sewer network as an unique hybrid system.

181
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Predictive control of sewer networks has been proposed hgidering their models as
hybrid systems. This fact allows to compute the global ogtisolution of the associ-
ated optimization problem despite the sewage system macledes nonlinear dynamics
related to overflows and flood, which implies switching onratieag modes.

A suboptimal HMPC design was derived for reducing the comiar time taking by
the solution of the MIP associated to the discrete optiriomaproblem. The obtained
approach guarantees feasibility in the the optimizatimtess and closed-loop stability.
Such suboptimal HMPC design was proved on the sewer netvasd study, obtaining
satisfactory results related not only with computationetibut also with the system sub-
optimality level.

The hybrid modeling methodology was used to represent tctdaults consisting in

the change of operational ranges of such elements. Alsaasttaking into to account
the hybrid nature of the FTC system by using an hybrid systawdeling, analysis and
control methodology. This Fact has allowed to design theethevels of a FTC system in
an integrated manner and verify its global behavior.

A method was described for evaluating the fault toleranca liiear MPC closed-loop

under the effect of faults in actuators. Such method usesti@nts satisfaction to know
whether a certain configuration of faulty actuators fulfibe problem constraints, or
whether the corresponding control objectives are fulfilledpite the presence of actu-
ator faults. This way of tolerance evaluation avoids s@\am optimization problem in

order to know whether the control law can deal with actuaoitfconfiguration.

9.2 Directions for Future Research

To continue the research proposed in this thesis, some &teasutlined below.

e It would be very useful to derive sewer network models withive parameters which

could be auto-calibrated according to the available infdiom from sensors, statistics
and accurate predictions for rain intensities and theaot$f over the sewage system.

e The inclusion of inherent switching dynamics in the sewémwoek model for the MPC de-

sign of Chaptell4 should be further investigated. There srisie inaccurate approaches
for dealing with these nonlinear dynamiaghich can be tested in order to take advantage

or instance, approximations of min or max function by sétinear inequalities[A.03b].
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of the scalability and self-tuning capabilities withousilog the convexity of the optimiza-
tion problem.

e The implementation of a suitable software tool, inspiredtioa philosophy of ©RAL
[ECPT02], should be done. Such tool would make the automatic liatiea of the differ-
ent hybrid elements when a given sewer network has beendaredi as a compositional
hybrid system. The software tool would calculate the glddeD model related to the
given network.

e The application of tuning methods for MPC controllers based exicographic program-
ming should be extended to HMPC controllers once suboptatnategies have been in-
cluded in the design of such controllers. According to Sef.2.8, it can be noticed that
if the mentioned tuning methods are considered withouhtpkito account a suboptimal
strategy, the computation time for solving the discretanojgation problem increases
excessively due to the implementation features of the tumiethod.

¢ Within the active approach of the FTHMPC, this thesis assuthat FDI module always
operates correctly. However it can not be ensured for alhiins. Even though a false
alarm of fault occurrence (situation when FDI faults) ontyplies a very conservative
controlle?, when FDI does not inform about a fault situation, the acfavglt tolerant
topology become passive. However, these facts should bstigated with more depth.

e Another important situation that should be investigatecelated with the existence of
delays in the FDI module and their effects in the performarfdbe closed-loop, mainly
by considering the presence of faults. Theoretically, MBEhhiques deal with such
problems, however this fact would have to be confirmed wheoragg the AFTHMCP
strategy.

¢ Rain prediction is an active research area which is cugremitier development and com-
bines different disciplines. This topic is undoubtedly omjant in the study of sewer
networks and all aspects associated with: modeling, RT@r@mmental management,
etc.

Finally, constant changes on the Barcelona sewer netwprkdgy in order to improve its
management have produced. Figlird 9.1 shows the actual Bd@idering the new system
topology, it is possible that some of the methodologiesr@gghes and strategies proposed on
this thesis reach better results than with the older BTCimers

2under these conditions, control gates are under-used ansitiation is as if the actuators had a self-limiter.
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Figure 9.1: New topology for the BTC.
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APPENDIX A

PROOF OFTHEOREM®G6.1

Consider the shifted sequence

wherez, 1,41 is the state at prediction tim#,, — 1, obtained at time: + 1 by applying
the input sequencey,, ..., uy ), to system[E}4) with initial conditiom:q;. £ g =

1. If Probleml&lll is feasible at time € Z for statex;, € X then there exists a mode se-
quence referencA;, such that{(zx, Ax) is nonempty. The optimal solution to Problem
is denotedh;. Then it follows thatr g, 11 € X7. Due to Remark®]2 and the pos-
itive invariance ofXr € Xy, it holds thatey ;41 € Xr anduy,; € U(zpi1, Appr).
This implies that Probleri 8.1 is feasible at tirhet 1 for x;,; and mode sequence

referenced, ;.

2. Letx(zg) = (Zypk, Lok - - - Th, k) denote the state sequence generated by the system
Try1 = g(xk, h(wy)) from initial statez;, £ g, € Xr. Lety, denote the corresponding
control signal. Sinc&;, € X?P, thena, € U according to Assumptidn@.1. A candidate
reference sequenc®, so thatfy,(zy, Ax) is nonempty is the one relatediiq andx;,.

3. Consider again the state sequeRgéry ). Sincexy(zy) € X?”, inequality [&12k) from
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188 Appendix A : Proof of Theorem 6.1

Remark&.P holds for all elements in the sequeikgeyielding

g
&

=

T
|
!

(Zojk) + L(Zojk, M(Zojk)) <O
(Z1k) + L(Z1)k, M(Z1))) <O

g
=

N

T
|
!

F(Zg,k) — F(@g,-1k) + L@ g, -1k M@, -1x)) <O0.
From these inequalities, by optimality and by Renfark 6.2llbfvs that

Viwe(r) < J (@, ) < F(zg) < oa(|zall),  Vap €N
whereN = N N X7p. Again, using optimality, one has:

Viee(@ri1) — Viee(@r) = J(Tpp1, uerl) — J(zg, uy)
< J(xk+17ullc+1) - J(.’L'k, UZ)
= —L(zk, umpc(7r)) + F(pr\k:—i—l) - F(x?{pw)

+ L, 1 P, 1))

Then, alszc*le,g € X7 and by condition[[&12c) in Assumpti@nb.1, it holds that

VMPC(g(:Ck‘auMPC(:Ck‘))) - VMPC(:Ck‘) < _L(xk:aumpc(xk;)) < _Oél(HCUkH) Vxy, € Xf(Hp)-

SinceX is compact and; C X, then according to item 1X ((H,,) is positively invari-
ant. Letx; be a state reached with the closed-loop sysfem (6.4)[@nd)(Bdm initial
statez. Chose any) > 0 such that the balB,, £ {z € R"|||z| < n} satisfiesB, C N.
It is possible to chose any < ¢ < nao € (0,¢) such thata(o) < «(e). For any
xg € B, C Xf(H,), due to positive invariance & ;(H,), it follows that

. < VMPC(-Tk:—i—l) < VMPC(:Ck‘-i-l) <...< VMPC(CUO) < OZQ(HSCOH) < CY2(0') < 051(6)-

Since we havé/yec(z) > aq(e) for all x € X¢(H)p)\B. it follows thatz;, € B, for all
keZ.,.



APPENDIX B

AUXILIARY DATA FOR CHAPTERDS

Table B.1: Relation betweenvariables and control objectives.

Objective zvector zvariable Description

29 overflow inT;
26 overflow inT,
210 overflow in Ty
212 overflow inTy
220 overflow inT5

1 Zstr, 299 overflow inTg
224 overflow inT>
296 overflow inTio
239 overflow inTg
236 overflow inThg
240 overflow inTy;
24 overflow ing4
28 overflow ingay

2 Zstr, 214 overflow inggg
218 overflow inggys
230 overflow ingiog
234 overflow in G210
229 flow to environmentd; »s)
235 flow to sea §1om)

3 Zsea 238 flow to sea {sm)
249 flow to sea {11m)
244 flow to sea é?l\/l)

4 — Z43 flow to Llobregat WWTP

— Za1 flow to Besos WWTP
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APPENDIX C

ACRONYMS

AFC
AFTHMPC
AFTMPC
AKF

AS

BTC
CLABSA
CSO
CSP
CSS
DEDS
FDI
FTC
FTHMPC
GPC
HMPC
HYSDEL
ICSP
LC
LCMPC
LP

LPV
LQR

Actuator Fault Configuration

Active Fault Tolerant Hybrid Model Predictive Couoit
Active Fault Tolerant Model Predictive Control
Adaptive Kalman Filter

Automatic Supervisor

Barcelona Test Catchment

Clavegueram de Barcelona, S.A.

Combined Sewage Overflow

Constraint Satisfactions Problem

Combined Sewage System

Discrete-Event Dynamical System

Fault Diagnosis and Isolation

Fault Tolerant Control

Fault Tolerant Hybrid Model Predictive Control
Global Predictive Control

Hybrid Model Predictive Control

HYbrid System DEscription Language
Interval Constraints Satisfaction Problem
Linear Complementarity

Linear Constraint Model Predictive Control
Linear Program(ming)

Linear Parameter Variant

Linear Quadratic Regulator
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192 Appendix C : Acronyms

LCRMPC Linear Constrained Robust Model Predictive Control

LTI Linear Time Invariant

MBPC Model-Based Predictive Control

MILP Mixed Integer Linear Program(ming)
MIMO Multi-Input Multi-Output

MIP Mixed Integer Program(ming)

MIQP Mixed Integer Quadratic Program(ming)
MLD Mixed Logical Dynamics

MMPS Min-Max-Plus Scaling

MPC Model Predictive Control

NMPC Nonlinear Model Predictive Control
mpLP Multi-Parametric Linear Program(ming)
mpQP Multi-parametric Quadratic Program(ming)
NLP Nonlinear Programming Algorithms
OOP Open-loop Optimization Problem

PFTHMPC  Passive Fault Tolerant Hybrid Model Predictive tGan
PFTMPC Passive Fault Tolerant Model Predictive Control

PWA Piecewise Affine

QP Quadratic Program(ming)
RLS Recursive Least-Squares
RTC Real-Time Control

SCADA Supervisory Control and Data Acquisition
VEC Volume/Flow Conversion



BIBLIOGRAPHY

[A.034]
[A.03b]

[ABCO5]

[AGBGO6]

[AHSO01]

[AS03]

[AS05]

[Bag05]

[BBBMO5]

[BBMOS]

ILOG S. A.ILOG CPLEX 9.0 Parameter©ctober 2003.
ILOG S. A. ILOG CPLEX 9.1 User’s Manua?003.

T. Alamo, J.M. Bravo, and E.F. Camacho. Guarantdatésstimation by zono-
topes.Automatica 41(6):1035-1043, 2005.

M. Abdel-Geliel, E. Badreddin, and A. Gambier. Ajggation of model predictive
control for fault tolerant system using dynamic safety rirargh Proceedings of
the IEEE American Control Conferendeecember 2006.

S. Attouche, S. Hayat, and M Staroswiecki. An efiitialgorithm for the design
of fault tolerant multi-sensor system. Rroceedings of the IEEE Conference on
Decision and Contrglvolume 2, pages 1891-1892, 2001.

D. Angeli and E.D. Sontag. Monotone control systetBE Trans. Automatic
Control, 48(10):1684—-1698, October 2003.

A. Ames and S. Sastry. Characterization of zeno hieham hybrid systems
using homological methods. Proceedings of the IEEE American Control Con-
ference pages 1160-1165, Portland, OR, USA, June 2005.

X. Baguenard. Personal homepage. http://wwwa.istiiv-angers.fekbaguenar/,
February 2005.

F. Borrelli, M. Baoti¢, A. Bemporad, and M. MorarDynamic programming for
constrained optimal control of discrete-time linear hgltsystems. Automatica
41:1709-1721, 2005.

M. S. Branicky, V. S. Borkar, and S. K. Mitter. A unifieframework for hybrid
control: Model and optimal control theorylEEE Transactions on Automatic
Control, 43(1):31-45, 1998.

193



194

BIBLIOGRAPHY

[BBMO2]

[Bem04]

[BemO06]

[BEG+00]

[BGO6]

[Bix02]

[BKB*05]

[BKLSO03]

[Bla99]

[Bla01]

[BM99a]

A. Bemporad, F. Borrelli, and M. MorariHybrid Systems: Computation and
Control, volume 228 ol_ecture Notes of Computer Scienchapter On the opti-

mal control law for linear discrete time hybrid systems,gmj05-119. Springer,
Berlin, 2002.

A. Bemporad. Efficient conversion of mixed logicghdmical systems into an
equivalent piecewise affine formEEE Trans. Automatic Contrpl49(5):832—
838, 2004.

A. BemporadHybrid Toolbox - User’s GuideApril 2006.

R. Bixby, M. Fenelon, Z. Gu, E. Rothberg, and R. WunderliMip: Theory and
practice — closing the gap. In M. J. D. Powell and S. Schokdgprs,System
Modelling and Optimization: Methods, Theory and Applioa pages 19-49.
Kluwer Academic Publishers, 2000.

A. Bemporad and N. Giorgetti. Logic-based solutioethods for optimal control
of hybrid systems. IEEE Transactions of Automatic Contrdb1(6):963-976,
June 2006.

R. Bixby. Solving real-world linear programs: a @dele and more of progress.
Operations Resear¢b0(1):3-15, 2002.

F. Borrelli, T. Keviczky, G. J. Balas, G. Stewart, K. Feeg, and D. Godbole. Hy-
brid decentralized control of large scale systems. In M.a&vficand L. Thiele, ed-
itors, Hybrid Systems: Computation and Contreblume 3414 ot ecture Notes
of Computer Scien¢g@ages 168-183. Springer Verlag, March 2005.

M. Blanke, M. Kinnaert, J. Lunze, and M. StaroswkicDiagnosis and Fault-
Tolerant Control Springer-Verlag Berlin Heidelberg, 2003.

M. Blanke. Fault-tolerant control systems. Niew Trends in Advanced Control
Springer-Verlag, 1999.

M. Blanke. Concepts and methods in fault-toleraomtool. Proceedings of the
IEEE American Control Conferencé:2606—2620, 2001.

A. Bemporad and M. Morari. Control of systems intting logic, dynamics,
and constraintsAutomatica 35(3):407—-427, 1999.



BIBLIOGRAPHY 195

[BM99b]

[BMDPO2]

[Bor00]

[BPDY9]

[Bra04]

[BSS06]

[BTOO]

[BU94]

[BVO4]

[BZ0O]

[CBO4]

[CLAOS]

A. Bemporad and M. Morari. Robust model predictiventrol: A survey. In
A. Garulli, A. Tesi, and A. Vicino, editorsRobustness in Identification and Con-
trol, number 245, pages 207-226. Springer-Verlag, 1999.

A. Bemporad, M. Morari, V. Dua, and E. Pistikoposilo The explicit linear
guadratic regulator for constrained systeratomatica 38(1):3-20, 2002.

C. Bordons. Control predictivo: metodologiacrtelogia y nuevas perspecti-
vas. Technical report, Departamento de Ingenieria derSad y Automatica,
Universidad de Sevilla, Aguadulce, Almeria, 2000.

S.M. Bennett, R.J. Patton, and S. Daley. Sensot-faldrant control of a rail
traction drive.Control Engineering Practicer:217-225, 1999.

J.M. Bravo.Control predictivo no lineal robusto basado drthicas intervalares
PhD thesis, Escuela Supeior de Ingenieros, Universida@wadées Espafia, Junio
2004.

M. Bazaraa, H. Sherali, and C. Shettyonlinear Programming: Theory and
Algorithms John Wiley and Sons Ltd., 3rd edition, June 2006.

V. Blondel and J.N. Tsitsiklis. A survey of computatial complexity results in
systems and controAutomatica 36:1249-1274, 2000.

M. Brdys and B. Ulanicki. Operational Control of Water Systems: Structures,
algorithms and applicationsPrentice Hall International, 1994.

S. Boyd and L. VandenbergheConvex Optimization Cambridge University
Press, 2004.

M.S. Branicky and G. Zhang. Solving hybrid controbptems: Level sets and
behavioral programming. IRroceedings of the IEEE American Control Confer-
ence June 2000.

E.F. Camacho and C. Bordondodel Predictive ControlSpringer-Verlag, Lon-
don, second edition, 2004.

Clavegueram de Barcelona S.A. CLABSA. Homepagdp:Hwvww.clabsa.es/,
2005.



196

BIBLIOGRAPHY

[CLO9S]

[CPCY8]

[CPSEO02]

[CQ99]

[CQSF04]

[Cro05]

[DMDVO1]

[DMHN99]

[DMVO04]

[DPO1]

C.G. Cassandras, S. Lafortune, and G.J. Olsderoduttion to the modelling,
control and optimisation of discrete event systems. In Alois, editor, Trends
in Control. Springer-Verlag, 1995.

J. Chen, R.J. Patton, and Z. Chen. An LMI approaclaudi-folerant control
of uncertain systems. IRroceedings of the IEEE Conference on Decision and
Control, volume 1, pages 175-180, 1998.

P. Cuguero, V. Puig, J. Saludes, and T. Escobet.lags ©f uncertain linear
interval models for which a set based robust simulation eaneluced to few
pointwise simulations. IfProceedings of the IEEE Conference on Decision and
Control, volume 2, pages 1862-1863, 2002.

G. Cembrano and J. Quevedaptimization in water networkd®kesearch Studies
Press, 1999.

G. Cembrano, J. Quevedo, M. Salamero, V. Puig, J. Figuaral J. Marti. Opti-
mal control of urban drainage systems: a case stGdwtrol Engineering Prac-
tice, 12(1):1-9, 2004.

A. Crossley. Accurate and efficient numerical solutions for the Sainta/fe
equations of open channel flow?hD thesis, Faculty of Engineering, School of
Civil Engineering, University of Nottingham, 2005.

S. Duchesne, A. Mailhot, E. Dequidt, and J. Villenve. Mathematical modeling
of sewers under surcharge for real time control of combirexdes overflows.
Urban Water 3:241-252, 2001.

V. Dardinier-Maron, F. Hamelin, and H. Noura. A fatolerant control design
against major actuator failures: application to a thredctsystem. InProceed-
ings of the IEEE Conference on Decision and Contvalume 4, pages 3569—
3574, 1999.

S. Duchesne, A. Mailhot, and J. Villeneuve. Globatgictive real-time control
of sewers allowing surcharged flowslournal of Environmental Engineering
130(5):526-534, 2004.

Y. Diao and K.M. Passino. Stable fault-tolerant adepfuzzy/neural control for
a turbine enginelEEE Trans. Control Syst. Tech®.494-509, 2001.



BIBLIOGRAPHY 197

[DP02]

[ECO1]

[EDO5]

[EPO4]

[Erm99]

[FCP+02]

[FPO1]

[GeyO05]

[GOMPO7]

[GR94]

[GRAO7]

Y. Diao and K.M. Passino. Intelligent fault-toletazontrol using adaptive and
learning methodsControl Engineering Practicel0:494-509, 2002.

L. EIGhaoui and G. Calafiore. Robust filtering for dete-time systems with
bounded noise and parametric uncertainfeEE Trans. Automatic Contrpl
46(7):1084-1089, 2001.

M.G. Earl and R. D’Andrea. Phase transitions in thdtiuehicle task assign-
ment problem. IrProceedings of IMECE2005 2005 ASME International Me-
chanical Engineering Congress and Expositi@005.

D.W. Etherington and A.J. Parkes. Improving coatitperformance by exploit-
ing phase transition behavior. Technical report, Compnat Intelligence Re-
search Laboratory, 1269 University of Oregon, June 2004RBA Autonomous
Negotiating Teams (ANTSs) Project.

Y. Ermolin. Mathematical modelling for optimize@mtrol of Moscow’s sewer
network. Applied Mathematical Modelling23:543-556, 1999.

J. Figueras, G. Cembrano, V. Puig, J. Quevedo, M. Sataraad J. Marti. Coral
off-line: an object-oriented tool for optimal control ofvger networks. InPro-
ceedings on IEEE International Symposium on computer aitedrol system
design volume 1, pages 224-229, 2002.

C. Floudas and P. Pardalos. Encyclopedia of optimiza Kluwer Academic
Publishers, 2001.

T. Geyer.Low Complexity Model Predictive Control in Power Electresiand
Power Systemd$2hD thesis, March 2005.

P. Guerra, C. Ocampo-Martinez, and V. Puig. Actiutault tolerance evaluation
of linear constrained robust model predictive controlPtoceedings of the IEEE
European Control Conferenc2007. Accepted for publication.

M. Gelormino and N. Ricker. Model-predictive contadf a combined sewer
system.International Journal of Contrgl59:793—-816, 1994.

Group of Applied Research on Hydrometeorology GRAH Homepage.
http://www.grahi.upc.es/, 2007.



198 BIBLIOGRAPHY

[GSdDO05] G. Goodwin, M. Seron, and J. de Dor@onstrained Control and Estimation:
An optimisation approachSpringer-Verlag, 2005.

[GTMO3] T. Geyer, F.D. Torrisi, and M. Morari. Efficient Modenumeration of Compo-
sitional Hybrid Models.Hybrid Systems: Computation and Contr2623:216—
232, April 2003.

[GW94] I.P. Gent and T. Walsh. The SAT phase transition. Irf€ahn, editorProceed-
ings of 11th European Conference on Atrtifitial Intelligendehn Wiley & Sons,
Ltd., 1994.

[HDBO1] W.P.M.H. Heemels, B. De Schutter, and A. Bemporadjuiizalence of hybrid
dynamical modelsAutomatica 37:1085-1091, 2001.

[HIMO1] Y. Huo, P. loannou, and M. Mirmirani. Fault-toleracontrol and reconfiguration
for high performance aircraft: Review. Technical Reporld101, University of
Southern California Deptartament of Electrical Enginegi8ystems, Los An-
geles, CA 90089 California State University, Los AngelepDef Mechanical
Engineering, 2001.

[HLMRO2] M. Heymann, F. Lin, G. Meyer, and S. Resmerita. Arsid of zeno behaviors
in hybrid systems. Technical report, Technion - Computéer®e Department,
March 2002.

[HSAO0Q] G. Hoblos, M. Staroswiecki, and A. Aitouche. Optindasign of fault tolerant
sensor networks. IRroceedings of IEEE International Conference on Control
Applications volume 1, pages 467—-472, 2000.

[HyvO2] E. Hyvbnen. Constraint reasoning based on inteavithmetic: The tolerance
approach Artificial Intelligence 58:71-112, 1992.

[1S95] K. Ikeda and S. Shin. Fault tolerant decentralizealsiste control systems using
backstepping. IfProceedings of the IEEE Conference on Decision and Cantrol
volume 3, pages 2340-2345, 1995.

[Jia94] J. Jiang. Design of reconfigurable control systesisgueigenstructure assign-
ment. International Journal of Contrgl59:395-410, 1994.

[JKBWO1] L. Jaulin, M. Kieffer, I. Braems, and E. Walter. Guaateed nonlinear esti-
mation using constraint propagation on selisternational Journal of Contrgl
74(18):1772-1782, 2001.



BIBLIOGRAPHY 199

[JKDWO1]

[Joh00]

[KBM *00]

[Kiihog]

[KIWO02]

[KMO02]

[Kun92]

[Laz06]

[LDC99]

[LHWBO6]

[Lju99]

L. Jaulin, M. Kieffer, O. Didrit, and E. WalterApplied Interval Analysis, with
Examples in Parameter and State Estimation, Robust Coamdl Robotics
Springer-Verlag, London, 2001.

K.H. Johansson. Hybrid systems: modeling, aralged control - open hybrid
automata and composition. Lecture notes of the class EEQS, 2%®cture 5,
University of California at Berkley, 2000.

E.C. Kerrigan, A. Bemporad, D. Mignone, M. Morari, ani1JMaciejowski.

Multi-objective prioritisation and reconfiguration foreltontrol of constrained
hybrid systems. IrProceedings of the American Control Confergnpages
1694-1698, Chicago, IL, 2000.

W. Kiuthn. Rigorously computed orbits of dynamisgistems without the wrap-
ping effect. Computing 61(1):47-67, 1998.

M. Kieffer, L. Jaulin, and E. Walter. Guaranteeduesive non-linear state bound-
ing using interval analysidnternational Journal of Adaptive Control and Signal
Processing16(3):193-218, 2002.

E. Kerrigan and J. Maciejowski. Designing model pitte controllers with pri-
oritised constraints and objectives.Rroceedings of IEEE International Sympo-
sium on Computer Aided Control System Desigrtume 1, pages 33-38, 2002.

C. Kung. Optimal model matching control for mimo timmous-time systems.
In Proceedings of Singapore International Conference orlligént Control and
Instrumentationvolume 1, pages 42-47, 1992,

M. Lazar.Model Predictive Control of Hybrid Systems: Stability arabRstness
PhD thesis, Technische Universiteit Eindhoven, 2006.

S. Lyshevski, K. Dunipace, and R. Colgren. Idensfion and reconfigurable
control of multivariable aircraft. IfProceedings of the IEEE American Control
Conferencevolume 4, pages 2732-2736, 1999.

M. Lazar, W.P.M.H. Heemels, S. Weiland, and A. Beorgd. Stability of hybrid
model predictive controllEEE Transactions of Automatic Contr@1(11):1813
— 1818, 2006.

L. Ljung. System ldentification—Theory for the User, Second Edititmentice
Hall, 1999.



200

BIBLIOGRAPHY

[LLLOO]

[LPO4]

[LRO1]

[LSO3]

[LTS99]

[LWYO02]

[Mac97]

[Mac98]

[Mac99]

[Mac02]

[Mar99]

[May04]

[MBBO3]

[Mie99]

Y. Liang, D. Liaw, and T. Lee. Reliable control of nbnear systems. 45:706—
710, 2000.

F. Lydoire and P. Poignet. Commande non linéaire arizon fuyant
via l'arithmétique d’intervalles. Congrence Internationale Francophone
d’Automatique (66), 2004.

B. Lincoln and A. Rantzer. Optimizing linear systemitching. InProceedings
of the 40th IEEE conference on Decision and Confpalges 2063-2068, 2001.

J. Lunze and T. Steffen. Control reconfiguration byameof a virtual actuator.
In Proceedings of IFAC SAFEPROCE$38ges 133-138, 2003.

J. Lygeros, C. Tomlin, and S. Sastry. Controllensrimachability specifications
for hybrid systemsAutomatica 35(3):349 — 370, 1999.

F. Liao, J. Wang, and G. Yang. Reliable robust fligigdking control: an Imi
approachlEEE Trans. Control Syst. Techri0:76-89, 2002.

J.M. Maciejowski. Reconfiguring control systemsdptimization. InProceed-
ings of the European Control Conferen@&russels, July 1997.

J.M. Maciejowski. The implicit daisy-chaining grerty of constrained predic-
tive control. Applied Mathematics and Computer Scier@®95-711, 1998.

J.M. Maciejowski. Fault-tolerant aspects of MP@.Procedings of IEE Work-
shop on Model Predictive Control: Techniques and Applaragi 1999.

J.M. Maciejowski. Predictive Control with Constraints Prentice Hall, Great
Britain, 2002.

M. Marinaki. A non-linear optimal control approath central sewer network
flow control. International Journal of Contrgl72(5):418—-429, March 1999.

L.W. Mays. Urban Stormwater Management ToolcGrawHill, 2004.

M. Morari, M. Baotic, and F. Borrelli. Hybrid systesnmodeling and control.
European Journal of ContrpB:177-189, 2003.

K.M. Miettinen. Non-linear Multiobjective Optimization Kluwer Academic
Publishers, 1999.



BIBLIOGRAPHY 201

[MJO3]

[MLO1]

[MMMO1]

[MP97]

[MPO8]

[MPO1]

[MPO5]

[MR93]

[MRRS00]

[MVSdCO06]

[MZK +99]

[Neu93]

J.M. Maciejowski and C.N. Jones. MPC fault-tolerfiight control case study:
Flight 1862. INIFAC Safeprocess Conferend&ashington DC, June 2003.

J.M. Maciejowski and J.M. Lemos. Predictive methddsftc. In K.J Astrom,
P. Albertos, M. Blanke, A. Isidori, W. Schaufelberger, andSanz, editorsCon-
trol of Complex Systempages 229-240. Springer-Verlag, 2001.

V.G. Mitchell, R.G. Mein, and T.A. McMahon. Modelig the urban water cycle.
Environmental Modelling & Softward 6:615 — 629, 2001.

M. Marinaki and M. Papageorgiou. Central flow contimolsewer networks.
Journal of Water Resources, Planning and Managermtg(5):274 — 283, 1997.

M. Marinaki and M. Papageorgiou. Nonlinear optimaiwfl control for sewer
networks. InProceedings of the IEEE American Control Conferenadume 2,
pages 1289-1293, 1998.

M. Marinaki and M. Papageorgiou. Rolling-horizontiopal control of sewer
networks. InProceedings of the IEEE International Conference on Comtm
plications volume 1, pages 594-599, 2001.

M. Marinaki and M. PapageorgiouOptimal Real-time Control of Sewer Net-
works Springer, 2005.

J.M. Maciejowski and W.F. Ramirez. Controlling s¥sts in the face of faults.
In Proceedings of the IEEE Colloquium on Fault Diagnosis anahi@s System
Reconfiguration1993.

D. Mayne, J.B. Rawlings, C.V. Rao, and P.O.M. SeokaConstrained model
predictive control: Stability and optimalityAutomatica 36:789-814, 2000.

L.F. Mendonga, S.M. Vieira, J.M.C. Sousa, and.E. Sa da Costa. Fault ac-
commodation using fuzzy predictive control. Pmoceedings of the IEEE Inter-
national Conference on Fuzzy SysteRG06.

R. Monasson, R. Zecchina, S. Kirkpatrick, B. Selman, Bnd@iroyansky. De-
termining computational complexity from characterisiahase transitions™Na-
ture, 400:133-137, July 1999.

A. Neumaier. The wrapping effect, ellipsoid aritbtin, stability and confidence
regions.Computing Supplementy®:175-190, 1993.



202

BIBLIOGRAPHY

[NLBH+04]

[OMO4]

[OMO5]

[OMGPWO06]

[OMGVQ]

[OMIPQO6]

[OMPQO8]

[OMPQIO5]

E. Nudelman, K. Leyton-Brown, H. H. Hoos, A. Devkar, andSioham. Un-
derstanding random SAT: Beyond the classes-to-variablis. in Proceedings
of the Tenth International Conference on Principles anddficee of Constraint
Programming volume 3258 ofl_ecture Notes in Computer Scienpages 438—
452, Toronto, Canada, 2004. Springer.

C. Ocampo-Martinez. Benchmark definition for fawdtarant control based on
Barcelona sewer network. Internal report, Universidadt@miica de Catalunya
(UPC) -ESAII, May 2004.

C. Ocampo-Martinez. Barcelona sewer network pnobl&odel based on piece-
wise functions. Technical report, Technical University @dtalonia (UPC) -
ESAII, July 2005.

C. Ocampo-Martinez, P. Guerra, V. Puig, and Mtc@dk. Actuator fault toler-
ance evaluation of linear constrained MPC Pimceedings of the 4th Workshop
on Advanced Control and DiagnosiNancy, France, November 2006. Université
Henri Poincaré de Nancy.

C. Ocampo-Martinez, P. Guerra, V.Puig, and J. aev Actuator fault tolerance
evaluation of linear constrained MPC using zonotope-bastdcomputations.
Submitted to Journal of Systems & Control Engineering, 2007

C. Ocampo-Martinez, A. Ingimundarson, V. Pagd J. Quevedo. Hybrid model
predictive control applied on sewer networks: The Barceloase study. In
F. Lamnabhi-Lagarrigue, S. Laghrouche, A. Loria, and Etélay, editorsTam-
ing Heterogeneity and Complexity of Embedded Control (EV&ON Work-
shop on Nonlinear and Hybrid Control)nternational Scientific & Technical
Encyclopedia (ISTE), 2006.

C. Ocampo-Martinez, V. Puig, and J. Quevedo. Afctufault tolerance evalua-
tion of constrained nonlinear MPC using constraints sattgfn. InProceedings
of IFAC SAFEPROCESS8eijing (China), 2006.

C. Ocampo-Martinez, V. Puig, J. Quevedo, and ginmundarson. Fault tolerant
model predictive control applied on the Barcelona sewewrvodt. In Proceed-
ings of IEEE Conference on Decision and Control (CDC) anddpaan Control
Conference (ECCRO005.



BIBLIOGRAPHY 203

[OMTPO6]

[Pap85]

[Pap94]

[Pat97]

[PCL+05]

[PLM99]

[PMLC96]

[PMNSO06]

[PNPO5]

[POMTIO6]

[PPC01]

C. Ocampo-Martinez, S. Tornil, and V. Puig. Rdfasilt detection using inter-
val constraints satisfaction and set computation$roceedings of IFAC SAFE-
PROCESSBeijing (China), 2006.

M. Papageorgiou. Optimal multireservoir netwarktcol by the discrete maxi-
mum principle.Water Resour. Re21(12):1824 — 1830, 1985.

C. PapadimitriouComputational ComplexityAddison-Wesley, 1994.

R.J. Patton. Fault-tolerant control: the 1997agiam. InProceedings of IFAC
SAFEPROCES®$ages 1033-1055, 1997.

M. Pleau, H. Colas, P. Lavallée, G. Pelletier, and R.iBolobal optimal real-
time control of the Quebec urban drainage syst&mvironmental Modelling &
Software 20:401-413, 2005.

F. Previdi, M. Lovera, and S. Mambretti. ldentifitat of the rainfall-runoff
relationship in urban drainage network3ontrol Engineering Practicer:1489—
1504, 1999.

M. Pleau, F. Methot, A. Lebrun, and A. Colas. Minkirig combined sewer
overflow in real-time control applicationsWater Quality Research Journal of
Canada 31(4):775 — 786, 1996.

S.C. Patwardhan, S. Manuja, S. Narasimhan, andShah. From data to di-
agnosis and control using generalized orthonormal bassdilPart II: Model
predictive and fault tolerant controllournal of Process Contrpll6:157 — 175,
2006.

J. Prakash, S. Narasimhan, and S. Patwardhan. rdtitegmodel based fault
diagnosis with model predictive controlndustrial and engineering chemistry
research 44:4344 — 4360, 2005.

V. Puig, C. Ocampo-Martinez, S. Tornil, and Agimundarson. Robust fault de-
tection using set-membership estimation and constraatisfaction. InProceed-
ings of the International Workshop on Principles of DiagsdSX, Valladolid
(Spain), June 2006.

M. Pleau, G. Pelletier, H. Colas, P. Lavallee, and R.iBorGlobal predictive
real-time control of Quebec Urban Community's Westerly semetwork.Water
Science Technology3(7):123-130, 2001.



204 BIBLIOGRAPHY

[PSNT04] B.T. Polyak, S.A. Sergey, A. Nazin, C. Durieu, and E. \&alEllipsoidal param-
eter or state estimation under model uncertaidtytomatica 40(7):1171-1179,
2004.

[PSQO03] V. Puig, J. Saludes, and J. Quevedo. Worst-casdagionuof discrete linear
time-invariant interval dynamic systemsReliable Computing9(4):251-290,
20083.

[QGPT05] J. Quevedo, G.Cembrano, V. Puig, R.and J. Figueras, ar@uRtavo. First
results of predictive control application on water supphd aistribution in
Santiago-Chile. Ii6th IFAC World Congres005.

[QIYSO01] Z. Qu, C.M. Ihlefeld, J. Yufang, and A. SaengdegjirRobust control of a class
of nonlinear uncertain systems. fault tolerance againssaefailures and sub-
sequent self recovery. IRroceedings of the IEEE Conference on Decision and
Control, volume 2, pages 1472-1478, 2001.

[QIYSO03] Z. Qu, C.M. Ihlefeld, J. Yufang, and A. SaengdegjiRobust fault-tolerant self-
recovering control of nonlinear uncertain systemsitomatica 39:1763-1771,
2003.

[RL95] N.L. Ricker and J.H. Lee. Nonlinear model predictentrol of the tennessee
eastman challenge proces€omputers & Chemical Engineering9(9):961 —
981, 1995.

[SAOQQ] K.T. Smith and G.L. Austin. Nowcasting precipitatie A proposal for a way
forward. Journal of Hydrology 239:34—-45, 2000.

[SANT96]  W. Schilling, B. Anderson, U. Nyberg, H. Aspegren, W. Bauand P. Har-
remoes. Real-time control of wasterwater systerdsurnal of Hydraulic Re-
sourses34(6):785—-797, 1996.

[SBBO02] M. Schutze, D. Butler, and B. Bedklodelling, Simulation and Control of Urban
Wastewater SystemSpringer, 2002.

[SCCM04] M. Schiitze, A. Campisanob, H. Colas, W.Schillingd, Bndlanrolleghem. Real
time control of urban wastewater systems: Where do we staoedy/? Journal
of Hydrology 299:335-348, 2004.



BIBLIOGRAPHY 205

[Schg]

[SHAO4]

[Sing8]

[SMR99]

[Sta03]

[STJBO2]

[TBO4]

[TEPS04]

[The03]

[TLSO00]

[TM99]

B. De Schutter. Optimal control of a class of linegiid systems with satura-
tion. In Proceedings of 38th IEEE Conference on Decision and Conpaes
3978-3983, 1999.

M. Staroswiecki, G. Hoblos, and A. Aitouche. Sensetwork design for fault
tolerant estimationlInternational Journal of Adaptive Control and Signal Pro-
cessing page in press, 2004.

V.P Singh. Hydrologic systems: Rainfall-runoff modelingolume 1. Prentice-
Hall, N.J., 1988.

P.O.M. Scokaert, D.Q. Mayne, and J.B. Rawlings. datimal model predictive
control (feasibility implies stability).IEEE Transactions on Automatic Control
44(3):648 — 654, 1999.

M. Staroswiecki. Actuator faults and the linear dpadic control problem. In
Proceedings of the IEEE Conference on Decision and Cgntadlme 1, pages
959-965, 2003.

M. Schitze, T. To, U. Jaumar, and D. Butler. Maoliective control of urban
wastewater systems. Proceedings of 15th IFAC World Congre26002.

F. Torrisi and A. Bemporad. Hysdel - A tool for genéngt computational hybrid
models for analysis and synthesis probleftSEE Trans. Contr. Syst. Technol.
12(2):235-249, 2004.

J. Till; S. Engell, S. Panek, and O. Stursberg. ipphybrid system optimiza-
tion: An empirical investigation of complexityControl Engineering Practice
12:1291-1303, 2004.

D. Theilliol. Contribution a I'étude et au déepbement des systéemes tolérants
aux defaults: diagnostic et accommodation a base de ewdi@Eaires et au-
dela. Habilitation a Diriger des Recharche2003.

C. Tomlin, J. Lygeros, and S. Sastry. A game theorafiproach to controller
design for hybrid systems. IRroceedings of the IEEB/olume 88, pages 949—
970, 2000.

M.L. Tyler and M. Morari. Propositional logic in cordl and monitoring prob-
lems. Automatica 35:565-582, 1999.



[Tor03]

[VSJFO1]

[VX98]

[Wah04]

[Wal75]

[Wey02]

[YTJICO9]

[ZHMO1]

[Zho04]

[2J02]

[2J03]

F.D. Torrisi. Modeling and Reach-Set Computation for Analysis and Optima
Control of Discrete Hybrid AutomataPhD thesis, Automatic Control Labora-
tory, Swiss Federal Institute of Technology Zurich, 2003.

J. Vada, O. Slupphaug, T.A. Johansen, and B.A..Rdgssar MPC with optimal
prioritized infeasibility handling: application, comptibnal issues and stability.
Automatica 37:1835-1843, 2001.

S.M. Veres and H. Xia. Dual predictive control for fatolerant control.Inter-
national Conference on Control UKAC@:1163-1168, 1998.

B.T. Wahlin. Performance of model predictive cohtsn asce test canal 11.
Irrig. Drainage Engn, 130:227-238, 2004.

D. Waltz. Understanding line drawings of scenes with shadoisGraw-Hill,
New York, 1975.

M. Weyand. Real-time control in combined sewer eys in Germany: Some
case studiesUrban Water 4:347 — 354, 2002.

J.M. Yuan, K.A. Tilford, H.Y. Jiang, and I.D. Cluak Real-time urban drainage
system modelling using weather radar rainfall datahys. Chem. Earth (B)
24:915-919, 1999.

G. Zhu, M. Henson, and L. Megan. Dynamic modellingdldimear model pre-
dictive control of gas pipeline networkslournal of Process Contrpll1:129 —
148, 2001.

Y. Zhou. Model predictive control-based fault t@let system design. IRro-
ceedings of the World Congress on Intelligent Control antbfation China,
June 2004.

Y. Zhang and J. Jiang. Active fault-tolerant conigdtem against partial actuator
failures. InIEEE Proceedings on Control Theory and Applicatiomslume 149,
pages 95-104, 2002.

Y. Zhang and J. Jiang. Bibliographycal review on rdgurable fault-tolerant
control systemsProceedings of IFAC SAFEPROCE®8ges 265-276, 2003.

206



	Abstract
	Resumen
	Resum
	Acknowledgement
	Notation
	List of Tables
	List of Figures
	Introduction
	Motivation
	Sewer Networks as a Complex System
	Model Predictive Control
	Fault Tolerant Control

	Thesis Objectives
	Outline of the Thesis

	I Background and Case Study Modeling
	Background
	Sewer Networks: Definitions and Real-time Control
	Description and Main Concepts
	RTC of Sewage Systems

	MPC and Hybrid Systems
	MPC Strategy Description
	Hybrid Systems
	MPC Problem on Hybrid Systems

	Fault Tolerance Mechanisms
	Fault Tolerance by Adaptation of the Control Strategy
	Fault Tolerance by Reposition of Sensors and/or Actuators

	Summary

	Principles of Mathematical Modeling on Sewer Networks
	Fundamentals of the Mathematical Model
	Calibration of the Model Parameters
	Case Study Description
	The Barcelona Sewer Network
	Barcelona Test Catchment
	Rain Episodes
	Modeling Approaches

	Summary


	II Model Predictive Control on Sewer Networks
	Model Predictive Control Problem Formulation
	General Considerations
	Control Problem Formulation
	Control Objectives
	Constraints Included in the Optimization Problem
	Multi-objective Optimization

	Closed-Loop Configuration
	Model Definition
	Simulation of Scenarios
	Criteria of Comparison

	Results Discussion
	Summary

	MPC Problem Formulation based on Hybrid Model
	Hybrid Modeling Methodology
	Virtual Tanks (VT)
	Real Tanks with Input Gate (RTIG)
	Redirection Gates (RG)
	Flow Links (FL)
	The Whole MLD Catchment Model

	Predictive Control Strategy
	Control Objectives
	The Cost Function
	Problem Constraints
	MIPC Problem

	Simulation and Results
	Preliminaries
	MLD Model Descriptions and Controller Set-up
	Performance Improvement

	Summary

	Suboptimal Hybrid Model Predictive Control
	Motivation
	General Aspects
	Phase Transitions in MIP Problems
	Strategies to Deal with the Complexity in HMPC

	HMPC including Mode Sequence Constraints
	Practical Issues
	No State Constraints
	State Constraints
	Constraints Management
	Finding a Feasible Solution with Physical Knowledge and Heuristics
	Suboptimal Approach and Disturbances

	Suboptimal HMPC Strategy on Sewer Networks
	Suboptimal Strategy Setup
	Simulation of Scenarios
	Main Obtained Results

	Summary


	III Fault Tolerance Capabilities of Model Predictive Control
	Model Predictive Control and Fault Tolerance
	General Aspects
	Fault Tolerance Capabilities of MPC
	Implicit Fault Tolerance Capabilities
	Explicit Fault Tolerance Capabilities

	Fault Tolerant Hybrid MPC
	Fault Tolerant Hybrid MPC Strategies
	Active Fault Tolerant Hybrid MPC

	Fault Tolerant Hybrid MPC on Sewer Networks
	Considered Fault Scenarios
	Linear Plant Models and Actuator Faults
	Hybrid Modeling and Actuator Faults
	Implementation and Results

	Summary

	Actuator Fault Tolerance Evaluation
	Introduction
	Preliminary Definitions
	Admissibility Evaluation Approaches
	Admissibility Evaluation using Constraints Satisfaction
	Admissibility Evaluation using Set Computation
	Motivational Example

	Actuator Fault Tolerance Evaluation on Sewer Networks
	System Description
	Control Objective and Admissibility Criterion
	Obtained Results

	Summary


	IV Concluding Remarks
	Concluding Remarks
	Contributions
	Directions for Future Research


	V Appendices
	Proof of Theorem 6.1
	Auxiliary Data for Chapter 5
	Acronyms

	Bibliography


