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Abstract

It is generally acknowledged that collocations in the sense of idiosyncratic
word cooccurrences are a challenge in the context of second language learn-
ing. Learners often produce “ungrammatical” combinations such as *give a
suggestion or *make a walk. Advanced computational tools able to aid L2
learners with collocations are thus highly desirable. However, state-of-the-
art “collocation checkers” are merely able to detect a possible miscollocation
and offer as correction suggestion a list of collocations of the given keyword
whose semantics is often ignored. In order to address these shortcomings we
propose techniques for collocation retrieval and semantic classification that
retrieve, for a given base and the intended meaning, the actual collocate
lexeme(s), and techniques for collocation error detection and classification.
Given the small size of our learner corpora, we also provide an algorithm
for the generation of an artificial collocation error corpus for Spanish.

Keywords: Collocation, collocation errors, collocation (error) detection,
collocation (error) classification, computer assisted language learning, arti-
ficial corpus generation
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viii RESUMEN

Resumen

Suele admitirse que las colocaciones en el sentido de coocurrencias idios-
incraticas de palabras son un reto en el aprendizaje de lenguas. Los estudi-
antes producen frecuentemente combinaciones “agramaticales” como *dar
una sugerencia o hacer un paseo. Herramientas computacionales avanzadas
de ayuda al aprendizje de colocaciones serian altamente deseables. Sin em-
bargo, los correctores actuales solo detectan posibles errores y ofrecen como
correcciones listas de colocaciones de la base cuya semantica suele ser igno-
rada. Para abordar estas limitaciones proponemos técnicas de extraccién y
classificaciéon semdntica de colocaciones, que devuelven el(los) colocativo(s)
para una base y significado dados y técnicas de deteccién y clasificacion
de errores colocacionales. Dado el pequefio tamaiio de nuestro corpus de
aprendices, también se proponen técnicas para generar un corpus artificial
de errores colocacionales para el espanol.

Palabras clave: Colocaciones, errores colocacionales, deteccion de coloca-
ciones (y errores), clasificacion de colocaciones (y errores), aprendizaje de
lenguas asistido por ordenador, generacion de corpus artificial
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CHAPTER ].

Introduction

The present PhD thesis focuses on the topic of collocations and Computer
Assisted Language Learning (CALL), and particularly, on the development
of techniques for automatic detection and classification of collocations and
collocation errors and automatic generation of collocational resources that
can help non-native speakers in their learning and using of collocations in
Spanish.

1.1 Collocations and Foreign Language Learning

It is commonly accepted nowadays that language learning cannot be fully
accomplished through the learning of words and grammar only. Vocabulary
and grammar are necessary but they are far from being sufficient. Take,
as an example, the expression give [a] walk. Although constructed with
correct English words and following the syntactic rules of the language, any
native speaker would find that there is something “wrong” with it because
in English walks are not given, but taken. This type of “wrongness” is
produced when the lexical restriction “rules” are broken. In other words,
lexical elements cannot always be freely combined to form bigger units. In
order to properly learn a language, it is also necessary to know the lexical
restrictions that apply to the lexical elements of the language in question.

“Collocations” are phenomena in which these restrictions are brought for-
ward. Collocations are combinations of two lexical items between which a
direct syntactic dependency holds, where one of the elements (the base) is
freely chosen by the speaker, but the occurrence of the other (the collocate)
is restricted by the base. In recent years, there has been an increasing in-
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terest in the study of collocations. Their importance in language is well
acknowledged today, and the degree to which they are mastered is gener-
ally considered as a mark of native-like fluency and language command.
As has been stressed by various scholars, “language learning is colloca-
tion learning” (Hausmann, 1984) and “language knowledge is collocational
knowledge” (Nation, 2001). Research has consistently shown that colloca-
tions are a serious problem for language learners, irrespective of their native
language (L.1) (Bahns and Eldaw, 1993; Nesselhauf, 2003; Laufer and Wald-
man, 2011). The reason behind this fact is that, unlike grammar, which is
regular and easier to master, collocations are idiosyncratic combinations of
words, and thus more demanding.

Since it is not enough to know the individual words, but also the lexical
restrictions that operate on them, collocational knowledge lags behind vo-
cabulary knowledge, rather than developing alongside it (Bahns and Eldaw,
1993). It is also for this reason that the challenge of collocation learning lies
in production, rather than in comprehension (Nesselhauf, 2003). In partic-
ular, the learner’s discourse in a foreign language (L2) is affected by three
main types of problems: (1) avoidance of collocations, (2) disproportionate
use of collocations, and (3) miscollocations, or collocation errors.

Regarding the avoidance of collocations, Farghal and Obiedat (1995) report
that learners consciously abstain from using collocations by repeatedly re-
sorting to strategies such as paraphrasing. Besides disrupting the discourse
flow, paraphrasing collocations is not always simple, and can easily lead to
the production of complex sentences which are prone to be erroneous.

As for the density of collocations in learner writing, research has lead to
differing conclusions. For instance, Howarth (1996) and Laufer and Wald-
man (2011) report that learners underproduce collocations with respect to
native speakers, while Siyanova and Schmitt (2008) and Orol-Gonzélez and
Alonso Ramos (2013) found that the proportion of collocations in texts
written by native and non-native speakers was similar. Other studies rec-
oncile both views showing that learners tend to overuse some collocations,
relying on familiarity and general-purpose collocates, and to underuse more
idiosyncratic ones. For instance, Granger (1998) found that general-purpose
amplifiers such as totally, completely or very were overused, while stereo-
typed co-occurrences such as acutely aware or painfully clear were under-
used. Frequent verbs like have, take or get have also been found to be
overused with regard to other idiosyncratic collocations used by natives
(Wang and Shaw, 2008; Nesselhauf, 2005). These findings have been con-
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firmed by Orol-Gonzélez and Alonso Ramos (2013). The results of their
study, in which the collocational richness of learners and native speakers is
compared, show that the collocations used by learners lack the variety and
sophistication of those by native speakers.

An even more serious issue is the high number of collocation errors or atyp-
ical word combinations produced by L2 learners, like the word pairs *take
[a] decision or *pay effort. Nesselhauf (2005) reports that a third of the
verb-noun collocations found in an English L2 corpus by German speakers
were erroneous and Alonso Ramos et al. (2010) found that 39% of the collo-
cations in a corpus of Spanish L2 were incorrect. Similar findings have been
reported by Laufer and Waldman (2011), who, interestingly, also discovered
that the amount of collocation errors increases along with the proficiency
level. This could be explained by the fact that advanced students, who are
usually more confident, do not depend so much on familiar collocations and
are more willing to be creative, generating a higher number of errors in the
process.

Regarding their causes, collocation errors can be prompted by both inter-
lingual and intralingual factors. Nesselhauf (2005) found that about half of
the errors were influenced by L1, and Laufer and Waldman (2011) report
that most of the errors were caused for the same reason. According to Ya-
mashita and Jiang (2010)’s study, learners make significantly more errors
than native speakers even on collocations in which the involved lexical items
are the same in L2 as in L1. This supports the idea that learners not always
rely on their L1 when producing collocations or, in other words, that trans-
fer does not always happen, even if the two languages are closely related.
Intralingual factors are as important as interlingual ones. They account
for errors such as over-generalization, that is the use of highly polysemous
collocates (e.g. the verbs make or get), or the avoidance of collocations that
seem a direct translation from L1.

As for their types, collocation errors can concern more than the incorrect
choice of the lexical items. For instance, Nesselhauf (2003) noticed that
learners make other types of errors, such as the incorrect use of the preposi-
tions or determiners involved in the collocations, the usage of which is also
usually restricted. To capture all types of collocation errors, Alonso Ramos
et al. (2010) suggest a fine-grained typology that considers three parallel
dimensions. The first dimension, the “location” dimension, captures which
element is affected by the error (or whether the error concerns the collo-
cation as a whole). The “descriptive” dimension models the nature of the
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error, distinguishing between register, lexical and grammatical collocation
errors. Register errors capture context-inappropriate use of per se correct
collocations. Lexical errors capture a mistake with respect to one of the col-
location elements (either wrong word or creation of a non-existing word) or
the collocation as a whole (creation of an artificial single word instead of a
collocation, creation of an artificial collocation, or use of a collocation with
a different sense than intended). Grammatical errors concern the gram-
mar of collocations (missing or superfluous determiner, wrong preposition,
wrong subcategorization, etc.). Finally, an “explanatory” dimension models
the cause of the errors, that is, whether they are caused by interlingual or
intralingual reasons.

Given that collocations represent such a great challenge to L2 learners, it
seems necessary to take some action in order to improve their collocational
knowledge. The following measures have been suggested:

e Explicit teaching (Bahns and Eldaw, 1993; Nesselhauf, 2003; Sadeghi,
2009). If, because of their transparency, collocations remain unnoticed
by learners, an obvious first step would be to make the learners aware
of their difficulty and the importance of paying attention to the re-
strictions that apply to lexical elements.

e Exposure and repetition (Schmitt, 2008; Webb et al., 2013). Given
that the likelihood of coming across a collocation, as compared to its
respective lexical elements, is much smaller, even though learners may
notice the restriction rules, they could easily forget them if the same
collocation is not seen within a certain period of time. For this reason,
it is important to regularly provide access to examples of usage.

e Autonomous learning. Ying and O’Neill (2009) and Boers and
Lindstromberg (2009) defend that, for a better acquisition of colloca-
tions, learners should be involved in their own learning process, being
forced to reflect on it and seek the strategies that suit them best.

A computational tool able to meet these needs would be, without any doubt,
desirable.

1.2 Computational aids to collocation learning

Computational tools that focus on collocations are more recent and scarce
than tools addressing other types of errors, such as spelling and grammar.
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This is due to the challenges in computational collocation processing, such
as collocation extraction or collocation error detection. However, recent re-
search in the field has already led to significant results in collocation iden-
tification. This, along with the growing interest in the topic, has resulted
in an increased number of tools that were developed during the last years
(Chang et al., 2008; Park et al., 2008; Wu et al., 2010; Wanner et al., 2013b).
Among the functionalities of these tools are the verification of the correct-
ness of isolated collocations, the search of collocates for a given base, the
retrieval of examples of correct usage of a given collocation, the detection of
collocation errors in texts, and the suggestion of lists of possible corrections
for incorrect collocations. Thus, they focus on lexical restrictions, provide
opportunity for exposure and repetition and favour autonomous learning.
Nevertheless, despite the evident advance that these tools represent for lan-
guage learners, there is still space for improvement, since they still present
several limitations:

e They do not consider the heterogeneity of collocation errors, focusing
exclusively on lexical errors and leaving the grammatical ones aside,
on the one hand, and not taking into account the different types of
lexical errors, on the other. Besides offering additional information to
the learner, the identification of the specific types of errors could lead
to more accurate type-targeted error correction techniques.

e They do not provide examples of incorrect usage. It is not enough
for the student to have access to native collocation-tagged corpora
in order to learn the correct usage of collocations. It is also crucial
to confront them with the variety of collocation errors they or other
learners make, typify these errors, and indicate the corrections.

e They offer, as correction suggestions (or as the result of the collo-
cate search), lists of words that tend to co-occur with the keyword,
usually ordered by frequency and POS-pattern, but whose semantics
is ignored. The usefulness of such lists is limited in the sense that
the learners are likely not to know the meaning of all of these co-
occurrences (i.e., collocations). It would be desirable to group the
resulting collocates according to their meanings.
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1.3 Our proposal

The present thesis attempts to meet the needs of learners of Spanish and
propose a solution to the limitations identified above with respect to the
existing collocation identification/correction tools in the following ways:

e Development of computational techniques for the automatic retrieval
and semantic classification of collocations, according to a typology
based on Lezical Functions (LFs) (Mel'¢uk, 1996).

e Development of computational techniques for the automatic identifica-
tion and classification of collocation errors according to a fine-grained
typology (Alonso Ramos et al., 2010), which considers lexical and
grammatical errors and their different subtypes.

e Design and implementation, in view of the lack of annotated learner
corpora, of an algorithm for the automatic creation of an artificial col-
location learner corpus, as done in the context of automatic grammar
error detection and correction research (Foster and Andersen, 2009;
Rozovskaya and Roth, 2010b; Felice and Yuan, 2014).

1.4 Outline of the thesis

The remainder of the thesis is organized as follows.

Chapter 2 gives an overview of the theoretical aspects of collocations, and
the semantic and collocation error typologies that are used in the experi-
ments.

In Chapter 3, we introduce the current state of the art in collocation detec-
tion and semantic classification, grammatical and collocation error detection
and correction, and artificial error generation.

Chapters 4 — 6 represent the experimental section of the thesis. First,
Chapter 4 presents the experiments on retrieval and semantic classification
of collocations. Then, Chapter 5 describes our work regarding collocation
error classification. In Chapter 6, we describe the design, implementation
and use of an artificial collocation error corpus for collocation error detec-
tion.

Finally, Chapter 7 summarizes the research carried out in the thesis, states
its limitations and suggests open lines of future work.
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Background on collocations

As stated in the Introduction, the present thesis focuses on collocations in
the context of second language learning. In particular, it focuses on the gen-
eration of collocational resources and on the automatic detection and clas-
sification of collocations and collocation errors. In this chapter, we present
the theoretical background related to these topics. Specifically, in Section
2.1, we give an overview of the different concepts of the term “collocation”
as understood by the statistical and lexicological schools, paying special at-
tention to the definition and characterization of collocations as considered
in the Ezplanatory and Combinatorial Lezicology (ECL) (Mel’¢uk, 1995),
which we adopt in our work. Section 2.2 presents current collocation ty-
pologies, and Section 2.3 describes the only collocation error typology that
we are aware of.

2.1 On the nature of collocations

The term “collocation” as introduced by Firth (1957) and cast into a def-
inition by Halliday (1961) encompasses the statistical distribution of lexi-
cal items in context: lexical items that form high probability associations
are considered collocations. However, in contemporary lexicography and
lexicology, an interpretation that stresses the idiosyncratic nature of col-
locations prevails. According to Hausmann (1984), Cowie (1994), Mel’¢uk
(1995) and others, a collocation is a binary idiosyncratic co-occurrence of
lexical items between which a direct syntactic dependency holds and where
the occurrence of one of the items (the base) is subject of the free choice
of the speaker, while the occurrence of the other item (the collocate) is
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restricted by the base. Some examples of collocations are: take [a] walk,
where walk is the base and take the collocate, or high speed, where speed is
the base and high the collocate.

In the remainder of this section we present an overview of the different
definitions of the concept of collocation coming from both schools: statistical
and lexicological. Given that many definitions have been proposed by a
number of scholars, and it is out of the scope of this thesis to review all of
them, we only focus on the most relevant and best-known ones.

2.1.1 The statistical approach: The Firthian tradition

According to Firth, part of the meaning of a word is given by its relation
to its context, or its tendency to co-occur with other words. The term
“collocation” is used to account for this relation or association between
words:

Meaning by collocation is an abstraction at the syntagmatic level and is not
directly concerned with the conceptual or idea approach to the meaning of
words. One of the meanings of night is its collocability with dark, and of
dark, of course, collocation with night. (Firth, 1957)

Associations between words can be more or less stereotyped and, in Firth’s
view, it is by taking into account the co-occurrence of a word how the
acceptability of a word combination can be determined. This is to say
that collocations are simply understood as frequent co-occurrences. As an
example, he offers collocations of the word time, with words saved, spent,
wasted, frittered away, presses, flies and even the negation particle no.

In an attempt to introduce formal criteria for the study of collocations,
and given that grammar can not properly describe the lexical relations in
language, Halliday proposes a new linguistic level “the lexis” (Halliday,
1966), in which collocations are still described in terms of frequencies and
probabilities, and defined as “the syntagmatic association of lexical items,
quantifiable, textually, as the probability that there will occur, at n removes

(a distance of n lexical items) from an item x, the items a, b, ¢ ...”

Sinclair (1966) introduces the terms of node (the word under study), span
(the number of lexical items on both sides of the node that are considered
relevant), and collocates (the items in the environment of the node, set by
the span). Similar to Halliday, Sinclair also defends the study of collocations
in statistical terms. In his own words, a collocation is the occurrence of two
items in a context within a specified environment. Significant collocation is
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regular collocation between two items, such that they co-occur more often
than their respective frequencies and the length of the text in which they
appear would predict (Sinclair et al., 1970). He proposes a method for de-
termining whether a combination is a collocation or not, which takes several
factors into account: the frequency of the combination, the frequencies of
each of its components and the distance between them, and which applies
significance tests to find significant collocations (Sinclair et al., 2004).

2.1.2 The lexicological approach

Collocations in the statistical sense are textual collocations, where only co-
occurrence criteria are used to distinguish them from other types of word
co-occurrences. In lexicology and lexical semantics, however, syntactic and
semantic criteria are preferred, and collocations are generally seen as combi-
nations of syntactically bound and lexically restricted elements that cannot
be freely combined.

Cruse (1986) uses the term “collocation” to designate only a subset of the
sequences of lexical items that habitually co-occur, i.e., those that are fully
transparent in the sense that each lexical constituent is also a semantic
constituent, like fine weather, torrential rain, light drizzle or high winds.
Idioms are excluded from his definition, but he mentions a special type of
collocations, bound collocations, such as foot the bill or curry favour, whose
constituents habitually co-occur and display some of the characteristic prop-
erties of idioms.

Cruse observes that collocations have a kind of semantic cohesion — the
constituent elements are, to varying degrees, selective. He distinguishes
three types of collocational restrictions to explain the inappropriateness of
a combination: systematic, semi-systematic and idiosyncratic. Systematic
restrictions can be explained by means of semantics. For instance, while it is
possible to say toast the bread, *grill the bread seems less appropriate. It is
likely that the reason behind this restriction is that grill is used for cooking
raw food, toast being preferred for cooked food. Semi-systematic restrictions
can be only partially explained by means of semantics. For instance, while,
in exchange for money, a customer typically acquires something material,
and a client some professional or technical service, people that use the
services of a bank can be still called its customers. Finally, idiosyncratic
restrictions are totally arbitrary, like immaculate kitchen and impeccable
taste, compared to, for example, *immaculate taste.
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Hausmann understands collocations as restricted combinations in which a
lexical item cannot be freely combined with any other lexical item in order
to express a meaning. He defines them as “restricted and oriented com-
binations”. Components of collocations are not mutually selective, rather,
the selection is oriented from one element to the other. He introduces the
term “base” to refer to the stable, autonomous element in a collocation, or
the element that selects, and the term “collocator” or “collocate” for the
element that is selected (Hausmann, 1985).

Benson (1989) generalizes the notion of collocation as “arbitrary and recur-
rent word combinations”. In the BBI Combinatory Dictionary of English: A
Guide to Word Combination (Benson et al., 2010), collocations are defined
as “recurrent, fixed, identifiable, nonidiomatic phrases and constructions”,
and the frequency criterion is used to consider a certain combination as
collocation or not, and include it in the dictionary, if it is. A distinction is
made between lexical and grammatical collocations, each being divided into
several classes. Lexical collocations are those in which only nouns, adjec-
tives, verbs and adverbs intervene, while grammatical collocations are made
up of a dominant word, such as a noun, adjective or adverb, combined with
a preposition or a grammatical structure like to 4 infinitive, that + clause,
etc.

Within the framework of the Explanatory and Combinatorial Lexicology
(ECL) (Mel’¢uk, 1995), the lexical component of the Meaning—Text The-
ory (Mel’éuk, 1973, 1997; Polguere, 1998; Kahane, 2003), Mel’é¢uk (1995)
introduced a theory of phrasemes, which has been developed since then
(Mel’éuk, 1998, 2003, 2013). Essentially, his idea of collocation is similar
to that of Hausmann, which is to say that collocations are syntactically
bound binary expressions in which one of the elements selects the other.
In his theory, however, a systematic definition of the concept of collocation
is proposed, along with its characterization with regards to both free ex-
pressions and other types of set expressions, or phrasemes, which are also
presented and classified according to their two defining features: restriction
and compositionality.

2.1.3 Conclusion

The definition of collocations in terms of frequency presents a practical ad-
vantage over the lexicological approach: even though the choice of some
of the features, such as the span of the collocation, or the exact meaning
of “frequently co-occurring” might be somewhat arbitrary, still, frequen-
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cies and probabilities can be objectively quantified. It is for this reason,
together with the fact that frequencies and probabilities can be easily com-
puted automatically, that the statistical view of collocations has been widely
adopted in many NLP applications. However, this view also presents several
problems both from the theoretical and applied perspectives.

One of the main limitations of the statistical approach is the fact that it
does not capture the reality of the appearance of a collocation in context:
the components of a collocation do not necessarily appear together, but can
appear sufficiently wide apart in the text, so that they fall out of the scope
of a short span.

Besides, frequent co-occurrence of lexical items does not necessarily mean
the existence of a collocation. For instance, the combination red car, whose
elements, frequent as they can be, are free of any type of lexical selection
restrictions, is not a collocation but a free (although frequent) word com-
bination. Even though the criterion of frequency is relevant to language
teaching, i.e., the most frequent collocations should be taught first, what
truly matters from a pedagogical perspective is the problem of restricted
lexical co-occurrence.

For this reason, in our work, we have adopted the lexicological concept of
collocation, in particular, as it is understood in the ECL (Mel’¢uk, 1995).
We present below this concept in some detail.

Collocations in Explanatory and Combinatorial Lexicology

Collocations are a subclass of what is known as phrasemes, or set phrases,
and are characterized in terms of their differences with regard to free expres-
sions and other types of phrasemes. Informally, phrasemes can be defined
as non-free expressions, or syntagms that cannot be constructed according
to the general rules of language. For a formal definition of what means
to be a free or non-free phrase, the concepts of restriction and regularity
(compositionality) are introduced (Mel’¢uk, 1995; Mel’¢uk, 1998), since it is
through those two properties that free phrases and phrasemes are character-
ized. For a phrase to be free, it needs to be both unrestrictedly constructed,
and compositional. If any of these properties is broken, the phrase is said
to be set, fized, non-free.

The property of restriction belongs to the paradigmatic axis and refers to
the selection of the lexical items. An expression AB is unrestricted if and
only if (1) it is selected because of its meaning, independently of the ex-
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tralinguistic situation, and (2) A is selected by its meaning independently
of B, and vice versa. For instance, in buy [a] bicycle, both buy and bicycle
are freely selected for their meaning, but the selection of take in take [a]
step is dependent on step, and thus restricted.

The property of compositionality belongs to the syntagmatic axis and refers
to regularity, or meaning and expression combination rules. Therefore, an
expression AB is compositional if and only if it is constructed from A and
B according to the general combination rules of the language, such as [a]
hot meal, whose meaning is the sum of the meanings of its components.
The idiom [a] hot potato, however, does not mean ‘a potato that has been
heated’, but rather it refers to an (often conflictive) issue which many people
are talking about.

A theory of phrasemes

When crossing the properties of restriction and compositionality, would
they be independent, four different types of expressions would be obtained.
Since they are not independent (unrestricted expressions are always com-
positional), three types of expressions are obtained: free expressions, and
two major types of phrasemes, i.e., compositional phrasemes and non-
compositional phrasemes (see Figure 2.1).

Compositionality

non-compositional compositional
Restriction types
lexical idioms (1) collocations (2)
semantic-lexical impossible clichés (3)

Figure 2.1: Types of syntagms (translated from Mel’¢uk (2011))

A further distinction can be made when considering restriction types. Ac-
cording to the nature of the restriction, phrasemes can be divided into lexical
and semantic-lexical phrasemes.
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In a lexical phraseme, the sense is freely constructed by the speaker, inde-
pendently of the extralinguistic situation, while the selection of the lexical
items is restricted. In a semantic-lexical phraseme, the sense is not freely
constructed by the speaker, but selected depending on the situation. Usu-
ally, the choice of the lexical items is also restricted.

The product of these two types of phrasemes with compositional and non-
compositional phrasemes gives as result four main types of phrasemes.
Since semantic-lexical non-compositional phrasemes cannot appear in a lan-
guage!, we are left with three main types of phrasemes: idioms, collocations
and cliches (see Figure 2.2).

non-free expressions =
Types of

, phrasemes
syntagms free impossible
expressions = combination pragmatemes,
. _ ) clichés &  idioms
roperties collocations (3)
(2)
unrestriction + i . i
compositionality + - * i

Figure 2.2: Types of phrasemes (translated from Mel’¢uk (2013))

Idioms, such as miss the boat ‘to miss a chance’ or piece of cake ‘a task or
activity that is simple or easy’, clichés, such as time will tell, or better late
than never and pragmatemes, such as no parking, fall out of the scope of this
thesis and will therefore not be presented here. The concept of collocation
is explained below.

Collocations

Collocations are compositional lexical phrasemes, such as genuine affection,
pay attention, or devise [a] strategy. The phraseological restriction applies
only to one of its components (the collocate), the other (base) is freely

'Mel’éuk (2013) provides the following reason as to the impossibility of semantic-
lexical non-compositional phrasemes: if a phraseme is non-compositional, it has, by defi-
nition, a sense associated to it as a whole; that sense is, therefore, not constructed by the
speaker for the particular situation, and for this reason it is not possible to talk about
the restricted character of its construction.
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chosen. For instance, in the example from above, devise [a] strategy, in
order to express the meaning ‘cause to come into existence, create’, the
speaker might choose verbs such as devise, develop or design, but not build
or construct or make. If, however, the base was plan, make could also be a
valid option.

In ECL, collocations are described uniquely in terms of restriction and com-
positionality. Other criteria, such as idiosyncrasy, semantic transparency
and fixation, which have been traditionally proposed as defining criteria for
the description of collocations, are seen as properties related to the concept,
rather than defining elements.

Collocations, as any other type of phrasemes, are idiosyncratic phenom-
ena. This means that restriction takes place at the lexical, rather than the
semantic level or, in other words, that restriction “rules” are arbitrary, a
matter of use. However, the degree of idiosyncrasy varies from collocation
to collocation (cf., e.g., high price and paramount importance).

Regarding transparency, firstly, it is necessary to distinguish it from compo-
sitionality. While semantic compositionality is an objective property that
can be measured by summing up the individual meanings of the different
components of an expression, transparency is a psychological character-
istic that depends on the knowledge or ability of the speaker to capture
the meaning of the expression. A collocation such as great pride is both
compositional and transparent. On the contrary, heavy smoker, although
compositional, since the collocate heavy, in the context of the collocation,
expresses the meaning ‘intense’, rather than its typical meaning in isola-
tion ‘of great weight’, can be considerably more opaque to the speaker. As
can be seen from the examples above, not all collocations possess the same
degree of transparency.

Finally, the degree of fixation is also logically independent of phraseology.
For instance, even though [to] pay attention [to N| is more fixed than [to]
turn one’s attention [to N]?, both are correct English collocations because
the base attention determines the selection of the collocates pay and turn
respectively.

2To calculate the degree of “fixation” of both expressions, we calculated Pointwise
Mutual Information (a measure in the statistical paradigm that measures the ”colloca-
tionality” of a word co-occurrence) on the British National Corpus. We obtained 0.72 in
the first case and 0 in the second, which means that pay attention is much more fixed
than [to] turn one’s attention [to N|. Pointwise Mutual Information and other association
measures are introduced in Chapter 3
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2.2 Collocation typologies

Following Hausmann (1989), Heid (1994, 1996) classifies collocations ac-
cording to the category of their components. N-V collocations are further
subclassified based on the grammatical function of the noun. The resulting
classes are the following:

e noun + adjective; cf., e.g., confirmed bachelor;

e noun + verb (Subj); cf., e.g., his anger falls;

e noun + verb (Obj); cf., e.g., to withdraw money;

e noun + noun; cf., e.g., a gust of anger;

e verb + adverb; cf., e.g., it is raining heavily;

e adjective + adverb; cf.; e.g., seriously injured.
Collocation dictionaries such as the Ozford Collocations Dictionary or the
Macmillan Collocations Dictionary classify collocations in terms of semantic
categories such that language learners can find more easily the collocate that
communicates the meaning they intend to express. However, as far as we

know, the semantic typologies used in both cases are not explicit to the
user.

The authors of the BBI, on the contrary, propose an explicit typology of
lexical collocations that takes into account both the POS-tags of their com-
ponents and their semantics. Seven classes are defined:

e Verb that means ‘creation’ or ‘activation’ and noun or pronoun; cf.,
e.g., start [a] fight;

e Verb that means ‘eradication’ and/or ‘nullification’ and noun; cf., e.g.,
annul [a] law;

e Adjective and noun; cf., e.g., strong opinion;

e Noun and verb that means ‘typical action of the person or thing de-
signed by the noun’; cf., e.g., wind blows;

e Noun and noun, one of them designing the unity, and the other, the
set; cf., e.g., [a] bouquet [of] flowers;
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e Adverb and adjective; cf., e.g., sorely wounded;

e verb and adverb; cf., e.g., eat hungrily.

A more comprehensive typology is proposed within ECL. This typology is
based on the Lezical Functions (LFs) system, which provides a formal, sys-
tematic and rigorous classification of collocations according to their morpho-
syntactic and semantic features. In what follows, we present a description
of LFs as understood in ECL.

2.2.1 Lexical Functions: a tool for the description of
collocations

According to Mel’éuk (1995), a Lezical Function (LF) f is “a function that
associates with a given lexical unit L, which is the argument, or keyword,
of f, a set L; of (more or less) synonymous levical items - the value® of
f7. In other words, an LF is a meaning that can be lexically expressed
in different ways depending on the particular keyword the LF applies to.
For instance, the LF Magn, which represents the meaning of ‘intensity’
(see Subsection 2.2.1.3 for the introduction of the names of the LFs) can
be expressed by means of the values big, sonorous or stentorian, for the
keyword wvoice, or through the values deafening, loud or thunderous for the
keyword applause. Another example of LF's is Real, whose meaning is ‘to do
with keyword what is expected to be done with it, to realize’. For instance,
a movie is watched, a book is read, a language is spoken, and so on. The LF
Oper, ‘to execute the action of keyword, to perform’ accounts for Support
Verb Collocations of the kind of [to] do sports, [to] make [a] call, [to] take
care, etc. Each LF corresponds to a unique sense that describes a relation
between the components of the collocation.

2.2.1.1 Simple and complex LF's

Simple LF's, like the ones exemplified above, correspond to “single” mean-
ings, including, e.g., ‘perform’, ‘cause’, ‘realize’, ‘terminate’, ‘intense’ and
‘positive’. In total, around 60 simple LFs are distinguished. These simple
LFs can be combined to Complex LFs. For instance, the combination of
the simple LFs Anti, which accounts for the basic sense of negation, and

3The keyword corresponds to the base of the collocation, and the value corresponds
to the collocate
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Magn, gives birth to the complex LF AntiMagn, with the complex mean-
ing of ‘not intense’; see Kahane and Polguere (2001) for the mathematical
apparatus of the combination of LFs.

2.2.1.2 Standard and non-standard LFs

A distinction is also made between standard and non-standard LFs. For an
LF to be standard, it must fulfil the two following conditions:

(1) The sense that the LF expresses must be general enough so that it
can be applied to a considerably high number of arguments.

(2) The number of possible values associated to the function must be
relatively big.

All other functions are considered non-standard. The difference, then, be-
tween standard and non-standard LFs is purely quantitative. Magn and
Real are standard LFs, while the LF that expresses the relation between
year and leap (example taken from Mel’¢uk (1996)) is exclusive for this
collocation and, therefore, non-standard. By means of non-standard LF's it
is possible to describe all the collocations of a language, although building
a typology that takes them into account would be unrealistic.

2.2.1.3 Representation of standard LF's

LF's are represented by a name that signals the semantics of the collocation.
For the sake of brevity, each type is labelled by a Latin acronym: ‘perform’
= “Oper(are)”, ‘realize’ = “Real(is)”, ‘intense’ = “Magn(us)”, etc.

When applicable, subscripts are added that refer to the deep syntactic ac-
tants of the keyword to which the LF in question is applied. For instance,
for the keyword invitation, whose actantial structure could be defined as ‘X
gives a present Y to Z’, the first actant is X, who gives the present; the
second actant, Y, is the present itself, and the third actant, Z is the person
to whom the present is given. Thus:

Oper; (present) = give [ART ~]4
Opers(present) = receive [ART ~]

4~ stands for the keyword
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For the sake of further illustration, let us consider another example, the
keyword punishment. In this case, ‘X (actant 1) administers the punishment
Y (actant 2) to Z (actant 3) for a reason W (actant 4)’. Thus:

Oper; (punishment) = impose [ART ~]
Oper;(punishment) = suffer [ART ~]

2.2.2 Conclusion

The semantic typologies adopted in current collocation dictionaries present
certain limitations, such as not covering all collocations or being unsystem-
atic. For instance, the BBI Dictionary presents an explicit and systematic
typology of lexical collocations, but only four semantic classes are defined
(for adjective-noun, adverb-adjective and verb-adverb collocations no se-
mantic classes are considered at all). In other cases, the categorization (or
classification) is not always homogeneous. For instance, in the Macmillan
Collocations Dictionary, the entries for ADMIRATION and AFFINITY contain
the categories ‘have’ and ‘show’, each with their own collocates, while for
other headwords, such as, e.g., ABILITY, collocates with the meaning ‘have’
and ‘show’ are grouped under the same category; in the entry for ALARM,
cause or express are not assigned to any category, while for other keywords
the categories ‘cause’ and ‘show’ are used (see e.g., PROBLEM for ‘cause’
or ADMIRATION for ‘show’); and so on. On the other hand, in the case of
some headwords, the categories are very fine-grained (cf., e.g., AMOUNT,
which includes glosses like ‘very large’, ‘too large’, ‘rather large’, ‘at the
limit’, etc.), while in the case of others, it is much more coarse-grained (cf.,
e.g., ANALOGY, for which collocates with different semantics are included
under the same gloss, as, e.g., appropriate, apt, close, exact, good, helpful,
interesting, obuvious, perfect, simple, useful that all belong to the category
‘good’). This lack of uniformity may confuse learners, who will expect that
collocates grouped together share similar semantic features.

As it is the case in collocation dictionaries, in computational lexicography,
categories of different granularity have also been used for automatic clas-
sification of collocations from given lists; cf., e.g., Wanner et al. (2016),
who use 16 categories for the classification of V=N collocations and 5 cat-
egories for the classification of Adj—N collocations; Moreno et al. (2013),
who work with 5 broader categories for V-N collocations, or Huang et al.
(2009), who also use very coarse-grained semantic categories of the type
‘goodness’, ‘heaviness’, ‘measures’, etc. But all of these categories have the
disadvantage of being ad hoc.
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LF Semantic gloss
Magn ‘intense’
AntiMagn ‘weak’

Bon ‘good’

Oper; ‘perform’
IncepOpery ‘begin to perform’
FinOpery ‘stop performing’
CausPredPlus ‘increase’
CausPredMinus ‘decrease’
CausFuncy ‘create, cause’
LiquFuncg ‘put an end’
Manif ‘show’

Table 2.1: LF / semantic gloss correspondence

For all the above reasons, we follow a different approach. As already Wan-
ner et al. (2006b), Gelbukh and Kolesnikova. (2012) and also Moreno et al.
(2013) in their second run of experiments and the Diccionario de Coloca-
ciones del Espanol (DiCE), we use the semantic typology of Lexical Func-
tions (LFs) to classify collocations.

In our experiments, we use a subset of the most frequently used simple and
complex LFs. For all of these LFs, we define semantic glosses similar to
those used in the Macmillan Collocations Dictionary, in order to make the
LFs more transparent to users (see Table 2.1). We present and illustrate
these LFs with some examples below. In order to find out which were the
most frequent LF's, we annotated the collocations of a Spanish corpus, the
AnCora-UPF (Mille et al., 2013), which contains 3,513 sentences (100,892
tokens).

Magn (‘intense’):

Magn(certeza ‘certainty’) = {absoluta ‘absolute’, total ‘total’}
Magn(emocion ‘emotion’) = {fuerte ‘strong’, profunda ‘deep’}
Magn(importancia ‘importance’) = {suma ‘utmost’, capital ‘capital’}
Magn(riesgo ‘risk’) = {alto ‘high’, elevado ‘elevated’}
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AntiMagn (‘weak’):

AntiMagn(temperatura ‘temperature’) = {baja ‘low’}
AntiMagn(herida ‘wound’) = {leve ‘mild’, superficial ‘superficial’}
AntiMagn(nivel ‘level’) = {bajo ‘low’, reducido ‘reduced’}
AntiMagn(riesgo ‘risk’) = { ligero ‘slight’, pequerio ‘small’}
Bon (‘good’)
Bon(actuacion ‘performance’) = {espléndida ‘splendid’}
Bon(comida ‘meal’) = {deliciosa ‘delicious’ }
Bon(ayuda ‘aid’) = {inestimable ‘inestimable’}
Bon(conducta ‘behaviour’) = {intachable ‘irreprochable’}
Oper; (‘perform’):
Opery (clase ‘lecture’) = {dar ‘give’}
Oper; (busqueda ‘search’) = {hacer ‘do’, realizar ‘realize’}
Opery (decision ‘decision’) = {tomar ‘take’}
Oper; (idea ‘idea’) = {teher ‘have’}
IncepOper; (‘begin to perform’)
IncepOper; (fuego ‘fire’) = {abrir ‘open’}
IncepOper (aventura ‘adventure’) = {embarcar ’embark’}
IncepOpery (competicion ‘competition’) = {entrar ‘enter’}
IncepOper; (error ‘fault’) = {incurrir ‘incurr’}

FinOper; (‘stop performing’)

FinOpery (poder ‘power’) = {perder ‘lose’}
FinOpery (carrera ‘career’) = {abandonar ‘abandon’}
FinOper; (trabajo ‘job’) = {perder ‘lose’}
FinOper; (competicion ‘competition’) = {retirarse ‘leave’}

CausPredPlus (‘increase’)

CausPredPlus(trdfico ‘traffic’) = {aumentar ‘increase’}
CausPredPlus(calidad ‘quality’) = {mejorar ‘improve’}
CausPredPlus(precio ‘price’) = {elevar ‘elevate’, subir ‘raise’}
CausPredPlus(coste ‘cost’) = {aumentar ‘increase’}

5The index indicates the syntactic structure of the collocation. Due to the lack of
space, we do not enter here in further details; see Mel’¢uk (1996) for a detailed description.
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CausPredMinus (‘decrease’)

CausPredMinus(nivel ‘level’) = {bajar ‘lower’}
CausPredMinus(contaminacion ‘pollution’) = {disminuir ‘decrease’}
CausPredMinus(temperatura ‘temperature’) = {reducir ‘reduce’}
CausPredMinus(coste ‘cost’) = {reducir ‘reduce’}

CausFunc (‘create, cause’)

CausFuncy (edificio ‘building’) = {erigir ‘erect’, construir ‘build’}
CausFuncy(problema ‘problem’) = {causar ‘cause’}
CausFuncy(marca ‘mark’) = {dejar ‘leave’}
CausFuncy(dificultad ‘difficulty’) = {generar ‘generate’}

LiquFuncy (‘put an end’)

LiquFuncy(agresion ‘aggression’) = {parar ‘stop’}
LiquFuncy(asamblea ‘assembly’) = {disolver ‘dissolve’}
LiquFuncy(problema ‘problem’) = {resolver ‘solve’}
LiquFuncy(miedo ‘fear’) = {wvencer ‘defeat’}

Manif (‘show’)

{expresar ‘express’}

Manif(sorpresa ‘surprise’)

Manif(tendencia ‘tendencia’ ‘tendency’) = {manifestar ‘manifest’}
Manif(ternura ‘sentimiento’ ‘feeling’) = {mostrar ‘show’}
Manif(emocion ‘emotion’) = {mostrar ‘show’}

2.3 Collocation error typology

As far as we know, the only existing collocation error typology is the one
proposed by Alonso Ramos et al. (2010). It was designed after carrying out
the analysis of a Spanish learner corpus, the Corpus Escrito del Espanol L2
(CEDEL2) (Lozano, 2009), and considers three parallel dimensions. The
first dimension, or Location dimension, describes where the error is pro-
duced, i.e., which element of the collocation is affected, namely the base or
the collocate, or whether the error affects the collocation as a whole. The
second, Descriptive, dimension accounts for the kind of error that has been
produced (register, lexical or grammatical). Finally, the third dimension,
the Fxplanatory dimension, captures the possible reasons why an error is
produced (intralingual or interlingual causes).

In what follows, we describe the typology in some detail and illustrate the
different types of errors with examples. All the examples have been taken
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from the CEDEL2 corpus®.

2.3.1 1% dimension: Location of the error

[base]
| Element of
/| Collocation
Location of / [collocate]
Error \
Whole ;
Collacation [collocation]

Figure 2.3: Location dimension (from Alonso Ramos et al. (2010))

As shown in Figure 2.3, a collocation error might occur in either the base or
the collocate, or it might affect the collocation as a whole. For instance, a
wrongly chosen base can be found in *hablar francia, lit. ‘to speak France’,
where the lexical item francia is chosen instead of francés ‘French’. In
*tomar una siesta, lit. ‘to take a nap’ the erroneous element is the col-
locate, since tomar ‘take’ is chosen instead of the appropriate verb echar
‘pour’. Finally, in *hombres sin casas, lit. ‘men without homes’, the whole
collocation is affected, since the intended meaning would be best expressed
as vagabundos ‘vagabond’ or sin techo ‘homeless’.

2.3.2 2" dimension: Description of the error

With respect to the second dimension, a first distinction is made that sepa-
rates errors into (1) lexical errors, such as, e.g., *vision aclarada, lit. ‘clear
vision’, where the choice of the collocate is incorrect, (2) grammatical er-
rors, like *tomar una avidn, lit. ‘to take a plane’, where the gender of the
base is incorrect, as shown by the use of a determiner with wrong gender,
and (3) register errors, such as *tener el deseo personal, lit. ‘to have a
personal wish’, which is a possible combination in Spanish, but not used
in the context in which it was found. Lexical and grammatical errors are
subdivided into five and eight categories, respectively, as described below
and as shown in Figure 2.4.

SFor simplicity, conjugated verbs are presented in their lemmatized form



2.3. COLLOCATION ERROR TYPOLOGY 23

2.3.2.1 Lexical errors

According to Alonso Ramos et al. (2010), lexical errors can be divided into
the following types:

e Substitution errors, which are produced when an existing lexical
unit is incorrectly selected as the base or collocate. This is the case of
*realizar una meta ‘to reach a goal’, lit. ‘to realize, to carry out a goal’,
where both the base and the collocate are valid lexical units in Spanish,
but the correct collocate conseguir ‘reach’ has been substituted by
realizar ‘realize’.

e Creation errors, which are produced when a non-existing form is
chosen as the base or collocate. An example of this type of error
would be *serie televisual, lit. ‘televisual series’, instead of serie tele-
vistva ‘T'V series’, where the learner has used the non-existing form
televisual.

e Synthesis errors, in which a non-existing word is used where a col-
location should be used instead. Such is the case of *bienvenir, lit.
‘to welcome’, rather than dar la bienvenida, lit. ‘to give the welcome’.

e Analysis errors, which concern the opposite case, where a new ex-
pression with the form of a collocation is created instead of using a
single word. An example of this error is *hacer nieve, lit. ‘to make
snow’, which in Spanish would be better expressed by the verb nevar
‘to snow’.

e Different sense errors, which are produced when correct colloca-
tions are used incorrectly, in the sense that they express a different
meaning than the intended one. An example of this case is the use
of *voz alta, lit. ‘loud voice’, instead of el gran voz, lit. ‘great voice’.
Both are correct collocations, but while the former refers to ‘loud
voice’, as opposed to ‘silent voice’, gran voz refers to ‘shouting’, to
‘an extraordinarily loud voice’.

Substitution and creation errors capture a mistake that can affect either the
base or the collocate. Synthesis, analysis and different sense errors affect
the collocation as a whole.
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Figure 2.4: Descriptive dimension (from Alonso Ramos et al. (2010))
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2.3.2.2 Grammatical errors

Grammatical errors are divided into eight different categories:

e Determination errors, which affect the base and are produced when
either the determiner is required but is not present, or when it is
not permitted but is used. In other words, a determination error is
produced when a determiner is incorrectly deleted or inserted. The
wrong choice of the determiner is not considered a collocation error,
but rather a grammatical one. An example of a collocation affected by
this type of error is *terminar escuela, lit. ‘to finish school’, where a
determiner is required in Spanish (terminar la escuela), but is missing
in the example.

e Number errors, such as *estar en vacacidn, lit. ‘to be on holiday’,
which are produced when either the plural or the singular form of a
lexical unit is required for a particular collocation, and the incorrect
form is used. In this case the plural form would be correct (estar en
vacaciones).

e Gender errors, which are produced when the incorrect gender of the
base is chosen. This is usually manifested as a concordance error due
to the incorrect choice of the determiner or adjectival collocate. For
instance, in *pasar los vacaciones, lit. ‘to spend the holidays’, the
masculine form of the determiner, los instead of las, indicates that
the base is considered to be masculine.

e Government errors, which are made when the preposition required
by one of the members of the collocation is missing, mistakenly chosen
or used when there should be no preposition. An example of this case
is *ver a la pelicula ‘to watch a movie’, lit. ‘to watch at a movie’. In
Spanish, the verb ver is followed by the preposition a when referring to
people, but the use of the preposition is not permitted when referring
to things.

e Governed errors, such as *estar en buen humor, lit. ‘to be in a
good mood’, which are produced when a wrong preposition is used as
governor of the collocate, or a preposition is used where there should
be none. In this case, the preposition de should have been used instead
of en (estar de buen humor).
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e Specification errors, which affect exclusively the base and are pro-
duced when a modifier is missing. This is the case of the miscolloca-
tion *hacer un aterrizaje, lit. ‘to make a landing’, where the modifier
forzoso ‘forced’ should be present.

e Pronoun errors, which describe the missuse of a reflexive pronoun
for a verbal collocate. In *volver loco ‘to go crazy’, lit. ‘to turn (some-
one) crazy’ the reflexive pronoun is missing. The correct collocation
would be volverse loco, lit. ‘to turn (oneself) crazy’.

e Order errors, which are produced when the base and the collocate
are written in the wrong order, as in *reputacion mala, lit. ‘reputation
bad’, instead of mala reputacion ‘bad reputation’. This type of error
affects the collocation as a whole.

2.3.3 3" dimension: Causes of the error

A first general distinction is made for the third dimension, the explanatory
dimension, distinguishing between interlingual and intralingual errors. The
former are produced due to the influence of the L1 of the student, while the
latter are caused by a lack of knowledge of the L2. Lexical, grammatical
and register errors can be explained by means of intralingual and interlin-
gual causes. The combination of the two axes (descriptive and explanatory)
gives birth to six main categories of errors: lexical interlingual and intralin-
gual errors, grammatical interlingual and intralingual errors and register
interlingual and intralingual errors.

Grammatical interlingual and intralingual errors are not further subclassi-
fied. An example of the former is *escuchar a la maisica, lit. ‘to listen to the
music’, instead of *escuchar misica, where the insertion of the preposition
can be explained by interference with the learner’s L1. An example of the
latter is *buen educacidn, lit. ‘good education’, where the gender of the
adjective has been incorrectly chosen so that there is no agreement between
the noun and the adjective. The correct form is buena educacion.

Register errors are not further subdivided either. Only intralingual register
errors have been found in the corpus, such as *tener el deseo personal ‘to
have the personal wish’, a correct combination in itself, but incorrect in the
learner’s context.

Both interlingual and intralingual lexical errors are divided into more de-
tailed types. Figure 2.5 shows all the different types of errors of the third
dimension.
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Figure 2.5: Explanatory dimension (from Alonso Ramos et al. (2010))
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2.3.3.1 Interlingual lexical errors

Interlingual lexical errors are divided into extension errors and importation
errors. Extension errors can be produced by three causes: (1) literal trans-
lation from the L1 form into L2, (2) because of the phonetic similarity with
the form in the L1, and (3) as an attempt to avoid the use of a form similar
to the L1 form. They are explained below:

e Extension errors proper, which occur when the meaning of ex-
isting words in L2 is extended due to L1 influence. For instance, in
*tomar un examen, lit. ‘to take an exam’, the collocate is literally
translated and a wrong collocation is thus created. In this case, the
right collocation is hacer un erxamen ‘to do an exam’.

e Phonetic similarity errors, which are produced when an incorrect
form is chosen due to the phonetic similarity between the incorrectly
chosen item and its equivalent in the L1, like in *lograr un gol ‘to
accomplish a goal’, lit. ‘to accomplish a goal (in a football context)’,
instead of lograr un objetivo.

e Ll-avoidance errors, which are produced when the student is trying
to avoid what he considers to be a too close similarity between the
items in the L1 and L2. This is the case of *acudir el teléfono lit.
‘to turn to the telephone’ instead of atender el teléfono ‘to attend the
telephone’.

Importation errors are made when a new word is created coming from
the learner’s L1, sometimes adapted to Spanish, such as it occurs in *ir de
hiking ‘to go hiking’, lit. ‘to go of hiking’ instead of ir de acampada.

2.3.3.2 Intralingual lexical errors

Finally, intralingual lexical errors can be divided into three subtypes:

e Erroneous derivation errors, which are produced when the student
creates a new word in the L2 inspired by common derivations of other
forms of the L2. For example, *tiene limitades, lit. ‘has limits’, instead
of limites, where the non-existing form *limitades has been incorrectly
derived from the verb limitar ‘to limit’ by adding to the root the
correct suffix ad (correctly followed by es to form the plural) following
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the pattern of similar words such as libertad ‘freeedom’, from libertar
‘to free’.

e Overgeneralization errors, which are made when a form that is too
general is preferred for a collocation over the more appropriate specific
lexical item. This is the case of *malos efectos, lit. ‘bad efects’, instead
of efectos perjudiciales o efectos mocivos ‘harmful, damaging effects’.

e Erroneous lexical form errors, which are produced when a wrong
form is used for no clear reason. This is the case of *establecer un
sufrimiento ‘to cause suffering’, lit. ‘to establish a suffering’, instead
of provocar un sufrimiento, lit. ‘to provoke a suffering’.

2.3.4 Conclusion

The typology presented in the previous section is, to the best of our knowl-
edge, the first attempt at offering a detailed classification of collocation
errors. It was created by analysing and systematically classifying the collo-
cation errors found in a learner corpus, and it reflects all types of phenomena
related to collocations, including the subcategorization frames of their com-
ponents, and other grammatical aspects of collocations (often ignored in
collocation tools) and the possible causes of the errors.

Since it was created from writings of L2 Spanish learners, it cannot be
directly applied to languages other than Spanish, because some of the errors,
such as Pronoun or Gender errors, for example, are language-dependent.
Nevertheless, the methodology followed for its creation can be extended to
other languages, thus setting an example for collocation error research in
other languages.

In our work, we experiment with the first and second dimensions (Locative
and Descriptive), and use the third dimension (FEzplanatory) as source of
information for the automatic generation of collocation errors.

Collocation error classification

With respect to the classification of collocation errors, we focus on the sec-
ond dimension, covering both lexical and grammatical errors. Even though
some of the grammatical error types (e.g., the Gender errors and Order
errors) can be considered a problem of a grammar checker rather than of a
collocation checker, we address them in the context of collocation verifica-
tion because they make a collocation to be incorrect.
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Our studies show that Substitution, Creation and Different sense errors are
the most common types of lexical errors. In contrast, learners tend to make
rather few Synthesis and Analysis errors. Therefore, given that Synthesis
errors are not comparable to any other error class, we decided not to consider
them at this stage of our work. Analysis errors show in their appearance
a high similarity to Substitution errors, such that both could be merged
without any major distortion of the typology. For this reason, we deal
with miscollocation classification with respect to three lexical error classes:
Ezxtended substitution, Creation, and Different sense.

Similarly, for grammatical errors we found that Governed and Specification
errors are very seldom. We also opted not to consider them at this stage of
the experiments.

Finally, only one case of Register error was found in the corpus, so we
equally discarded this type of error in our work.

Simultaneous collocation error identification and classification

In our experiments with collocation error identification and classification,
we merged the first and second dimensions in order to identify both the
component of the collocation affected by the error, and the lexical and gram-
matical error that is produced. In this case, Analysis and Different sense
errors were also left aside, mainly due to the lack of a clear methodology
for their automatic creation.



CHAPTER 3

State of the art

As seen in the Introduction, collocations are a highly important element
in language learning, as well as one of the most problematic ones. Despite
this, the development of collocation resources and computational tools that
focus on collocations is recent, when compared to other computational aids
such as spell, grammar or style checkers. This is due to the difficulty re-
lated to automatic collocation and collocation error detection. However,
recent research in this area has led to significant advances on these top-
ics. This, along with the growing interest in the topic, has resulted in an
increased number of tools being developed during the last years. In this
chapter, we present an overview of the most significant developments in (1)
collocation identification, (2) collocation classification!, and (3) collocation
error correction. Given that existing collocation tools do not deal with the
grammatical errors involved in collocations, we also present an overview of
the research on grammatical error detection and correction. The chapter is
organized as follows. Section 3.1 presents research in collocation extraction.
Then, in Section 3.2 we describe the different works on semantic classifica-
tion of collocations. Finally, Sections 3.3 and 3.4 deal with error detection
and correction, both lexical and grammatical. In Section 3.5 an overview of
the work on grammatical error detection and correction that uses artificial
corpora is given.

! Classification of collocations is necessary to provide the learners with semantically-
motivated collocation resources, and to group collocation corrections according to their
meaning.
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3.1 Collocation extraction

The task of collocation extraction (and thus identification) from corpora
typically involves comparing the distribution of words in combination and
in isolation, in a text corpus, as a way to measure their lexical association. In
Computational Linguistics, a variety of Association Measures (AMs), cf.,
Appendix A, have been proposed that stem from information theoretical
metrics and statistical significance tests. These AMs are based on con-
tingency tables that contain marginal and co-occurrence frequencies. The
objective is to assign a score to a given word combination that represents
its degree of “collocability”, or association strength. The higher the score,
the stronger the association and the probability that it is a collocation.

As noticed by Wanner (2004), even though there is no consensus regarding
the concept of “collocation”, the two main interpretations of the term (the
distributional and the idiosyncratic one) do not necessarily differ on the
judgement of a word combination to be a collocation or a free combination.
On the contrary, lexical items that form an idiosyncratic co-occurrence are
likely to co-occur in text corpora more often than by chance. Neverthe-
less, the differing view on the concept has an influence on the collocation
extraction models. While within the distributional view purely statistical
models are often used, the lexicological approach calls for the addition of
linguistic features. For instance, POS or syntactic information can be added
by submitting to the statistical models only words in collocation-valid POS
patterns or syntactic structures. In any case, the process of collocation
extraction is normally performed in two main steps, i.e., (1) extraction,
from annotated or raw corpora, of candidates that satisfy the linguistic
constraints, if any, and (2) ranking of the candidates by means of statisti-
cal models and judgement on the collocation status according to the score,
usually by applying a threshold.

Since the preliminary paper by Choueka (1988), where raw frequency counts
were used to discriminate collocations from free combinations, and the work
by Church and Hanks (1989), who introduced Mutual Information (MI) as
a statistic metric for measuring lexical association, much research has been
carried out in order to develop new models, evaluate and improve existing
ones and study the possible combinations of AMs. In what follows, we
present an overview of the relevant research in the field.
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3.1.1 The onset of collocation extraction

The first works on collocation extraction date from the 80’s. Choueka (1988)
proposes a method that consists in extracting all n-grams of length 2-6 in a
given corpus and then sorting them by frequency. The sequences are con-
sidered collocations if their frequency is above a certain threshold. This
approach suffers from three main limitations. First, frequent free combina-
tions are often taken as collocations. Second, only uninterrupted sequences
of words can be retrieved, and more flexible collocations such as make -
decision, in which the components can be separated by an arbitrary num-
ber of words, are not necessarily found. Finally, rare collocations are not
identified, even if their components occur in sequence.

Church and Hanks (1989) present the Association Ratio to extract pairs
of words that tend to co-occur within a fixed-sized window, thus solving
the problem of adjacency. The association ratio is a measure based on the
concept of Mutual Information (MI) that attempts to capture the binding
strength of two words, encoding linear precedence, or the order, in which the
words appear. Even though the limitation of word adjacency is overcome
with this technique, pairs of related words such as doctor and hospital, which
do not form collocations, are also retrieved.

Smadja (1993) proposes to add parsing information to a statistical method
(Dice Coefficient) to retrieve collocations from text. Candidate pairs are
retrieved in a purely statistical way by taking into account, besides their
frequencies, the distance between both elements. Syntactic information is
taken into account to filter the candidates in a later stage. Thus, related
words such as doctor and hospital, which are not in a syntactic relation, are
discarded.

Like Smadja (1993), Lin (1998) also exploits syntactic information. He first
extracts dependency triplets (a head, a dependency type and a modifier)
obtained from a shallow-parser. Then, Mutual Information (MI) is applied
to identify collocations.

Heid (1998) extracts German V-N combinations through query templates.
The templates take into account information about sentence boundaries,
sequencing and adjacency of word forms, lists of lemmas, and boolean ex-
pressions over word forms, lemmas and/or POS-tags. A statistical filter is
then applied to select significant collocations.

Pearce (2001) proposes an alternative technique, based on the analysis of the
possible substitutions of the candidate pairs by their synonyms extracted
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from WordNet. Only word combinations whose elements are linked by a
dependency relation are considered as candidates. The technique consists
in comparing the co-occurrence of the original word combination with the
co-occurrence of one of its components and the synonyms of the other. If
the latter is lower than the former, the original combination is considered
a potential collocation. The intuition behind this idea is that if a pair of
words does not permit substitutions then it is likely to be a collocation.

3.1.2 A step forward in collocation extraction

In the decade of the 2000’s, a certain amount of research was carried out
in order to evaluate and compare the behaviour of different AMs. In what
follows, we first present a summary of this work. A list of the AMs presented
in this Section is provided in Appendix A.

Krenn and Evert (2001) evaluate 5 AMs (MI, Dice-coefficient, chi-squared,
log-likelihood and t-score) on German support verb constructions and fig-
urative expressions. They extract Prep—N—Verb triplets and calculate the
different scores. Their evaluation shows that, overall, t-score achieves best
precision values, but that none of the AMs is significantly better suited for
the extraction of PP-verb collocations than mere co-occurrence frequency.
They also found a negative correlation between support verb constructions
and the MI measure. Evert and Krenn (2001) compare the behaviour of
MI, the log-likelihood ratio test, chi-squared and t-score on German Adj—N
and Prep—N—Verb triplets, showing that the ranking of the different AMs
differed depending on the type of collocations, and that none of the mea-
sures was able to extract a substantial number of low-frequency collocations
(between 58-80% of the collocations, depending on the corpus).

Evert (2005, 2007) presents a comprehensive study of the use of AMs for
the task of collocation extraction. He describes the most widely used AMs,
including MI, Dice-coefficient, odds-ratio, z-score, t-score, chi-squared or
the log-likelihood, for instance, along with methods to understand their
mathematical properties and the differences between them. The advantages
and mathematical problems of each measure are highlighted, and tools for
their empirical evaluation in collocation extraction tasks are provided.

Pecina (2005) evaluates the results of a set of 84 different AMs and describes
a new approach that consists of integrating the scores of multiple AMs
through Machine Learning techniques. In his experiments, he uses a Logis-
tic Linear Regression algorithm, in which the instances, governor-dependent
pairs, are represented by feature vectors consisting of the combination of
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the 84 AMs scores, and where the output is also a score for ranking the
candidates. In the evaluation of individual AMs, he found that the overall
best result was achieved by Pointwise Mutual Information (PMI). The com-
bination of multiple AMs leads to a significant performance improvement
over the PMI alone. In a follow-up work (Pecina, 2008, 2010), he experi-
ments with other types of machine learning algorithms, i.e., besides Linear
Logistic Regression he uses Linear Discriminant Analysis, Support Vector
Machines and Neural Networks, on different data sets and tasks. He found
that different individual AMs gave different results for the different data
and tasks, and confirmed that the combination methods lead to improve-
ments over the individual measures, given that they significantly improved
the rankings in all but one dataset.

The comparison of AMs has brought to light several limitations of the use
of statistical AMs in the context of collocation extraction. In what follows,
we summarize some of these limitations and the efforts that have been done
in order to overcome them.

In the first place, it has been observed that PMI tends to assign high scores
to low frequency collocations. In order to remove some of this low frequency
bias, as well as to provide a measure whose values have a fixed interpreta-
tion, Bouma (2009) introduces a normalized variant of PMI. In preliminary
experiments, the normalized version of PMI proves to be more effective for
the collocation extraction task, showing less bias towards low frequency col-
locations. A normalized version of MI is also presented, which shows less
bias towards high frequency collocations. However, the behaviour of the
normalized MI compared to MI is very different, seeming that the normal-
ized MI behaves more like the a PMI measure.

Secondly, Evert (2007) highlights several limitations of the common AMs in
general. Among them is the null hypothesis of independence, i.e., assuming
that words in language are combined at random. However, this is never the
case in natural languages. Rather, words are subject to lexical, syntactic
and semantic restrictions. To deal with this issue, Bouma (2010) proposes
two measures based on MI and PMI that do not rely on the independence as-
sumption, but on expected probabilities derived from automatically trained
Aggregate Markov Models (AMMs). However, in his collocation extraction
experiments, carried out on three gold standards, a different behaviour of
the new AMs is observed. Depending on the characteristics of the particular
corpus, and the number of hidden categories chosen for the AMMSs, the new
AMs perform better or worse than the baseline. This behaviour prevented
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the author to claim the success of the new AMs and made him call for more
experimentation and improvement.

Finally, collocations are lexically asymmetrical, however AMs do not con-
sider the lexical asymmetry between the elements of collocations. With re-
gards to this, several ideas have been suggested. Michelbacher et al. (2007)
propose two asymmetric AMs: conditional probability and a rank measure
derived from the chi-squared test. Their goal was not, however, to identify
collocations but to use the measures as a means to model “psychological
association”. More recently, Gries (2013) introduced an AM from the as-
sociative learning literature, AP, which normalizes conditional probabilities
and is able to retrieve asymmetric collocations. Carlini et al. (2014) propose
an asymmetric normalization of PMI (NPM1I¢) that uses the probability
of the collocate and takes into account dependency information. Their vari-
ation is based on the PMI normalization by Bouma (2009).

3.1.3 Conclusions

The general lesson that the comparison of AMs teaches us is that there is no
ideal AM. While some enjoy more popularity and are used as standards, e.g.,
log-likelihood or PMI, the different measures highlight different aspects of
collocativity and are better suited for retrieving some types of collocations
than others. As pointed out by Evert (2007), for successful collocation
extraction it is necessary to have access to a wide range of them, and a
good understanding of their properties and behaviour.

3.2 Semantic classification of collocations

While the field of collocation extraction has been the object of extensive
research during the last decades, the work on semantic classification of col-
locations is much more scarce. The few existing systems are based on su-
pervised machine learning algorithms that attempt to classify collocations
into semantic classes of varying levels of granularity. In the description that
we provide below, we divide these systems into two groups: (1) a first group
of systems that make use of external lexico-semantic resources to obtain the
semantic features used to classify the collocations, and (2) a second group
of more recent systems that infer the semantic features from context.
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3.2.1 Lexico-semantic resources as source of semantic
information

Among the systems that extract semantic features from external resources is
that of Wanner (2004), which also constitutes the pioneer work on semantic
collocation classification. Wanner (2004) presents an approach to classifica-
tion of Spanish VN collocations according to the very fine-grained typology
of LFs (Mel’¢uk, 1996). An instance-based machine learning method is
used, for which training and test sets are disambiguated LF-instances gath-
ered manually. Features are semantic, taken from the hypernym hierarchies
of bases and collocates provided by the Spanish part of the EuroWordNet
(SpWN). The approach presupposes a componential description of bases
and collocates, that is that they can be represented by means of semantic
components (in this case, extracted from SpWN). This makes it possible to
generalize across collocates with similar meanings. For each LF, the score of
a “prototypical” collocation (centroid) is calculated, based on the associa-
tion strength of each base-component and collocate-component pair. In the
classification stage, a score is calculated for each candidate, and compared
to the score of the centroid of all LFs. A candidate is assumed to belong to
an LF if its similarity with respect to the centroid of that particular LF is
higher than a certain threshold. Experiments are performed for collocations
belonging to the field of emotions, and for field-independent collocations,
focusing on 5 LFs in each experiment (Oper;, ContOper;, CausgFuncy,
IncepFunc; and FinFuncy for the domain-dependent experiment; Opery,
Opers, Real;, Realy and CausFuncg for the domain-independent experi-
ment). The main limitation of this work is that the evaluation is performed
on manually disambiguated collocations. Although an F-score of 0.7 for
domain-independent collocations is achieved, it is unclear how the system
would behave with non-disambiguated collocations.

Building upon Wanner (2004), Wanner et al. (2006a) and Wanner et al.
(2006b) address this issue by providing a method for automatic disam-
biguation of test instances. The disambiguation is performed by building
the cross-product of all possible senses of each base-collocate pair and us-
ing a voting strategy, where each sense bigram “votes” for an LF. The
word bigram is assigned the LF with most votes. They report an average
F-score of 0.6. Wanner et al. (2006a) and Wanner et al. (2006b) also ex-
periment with other classification techniques, namely Nearest Neighbours
(NN), Naive Bayes (NB) and Tree-Augmented Network (TAN). Their re-
sults show that the most suitable technique is the instance-based algorithm.
Although its performance is in certain cases somewhat lower than that of



38 STATE OF THE ART

NB and/or TAN, it is more stable.

Wanner et al. (2005) focus on V-N collocations, trying not only to classify
them but also to discriminate whether V-N combinations are collocations
in the first place. The training data is manually tagged and disambiguated,
but the test data is automatically disambiguated. The data comes from
a law corpus, but the V-N combinations are not necessarily specialized
instances. Their typology consists of 6 syntactically generalized LFs (Real,
AntiReal, CausFunc, Oper, IncepOper and Funcy), chosen because of their
high frequency. The work builds on Wanner (2004), and Wanner et al.
(2006b). They use NN and TAN classifiers trained with features taken from
SpWN. They report a precision (p) of 0.68, and a recall (r) of 0.62 for the
identification and classification experiment.

Similarly to Wanner et al. (2005), Gelbukh and Kolesnikova. (2012) also tar-
get identification of collocations. In their work, they focus on Spanish V-N
combinations. They experiment with 68 ML algorithms for classifying V-
N combinations as one of 8 LFs (Oper;, Opers, IncepOper;, ContOpery,
Funcy, CausFuncy, CausFunc; and Real;) or as the “free-combination”
class. Features are lexical: word senses and their hypernyms, manually
chosen from SpWN. Although an average F-score of 0.75 is achieved (con-
sidering only the algorithm that, for each FL, performs best), the main
drawback of this proposal is the need for manual selection of lexical fea-
tures.

Finally, Huang et al. (2009) classify Adj—N and V-N English collocations
according to very coarse-grained semantic categories of the type ‘goodness’,
‘heaviness’, ‘measures’, ‘materials’, etc. They use a thesaurus (Longman
Lexicon of Contemporary English) and a sense inventory (WordNet) and
employ a random walk to automatically disambiguate and classify the col-
locates. They report an average p = 0.76 and r = 0.69.

3.2.2 Contextual features as source of semantic information

The main disadvantages of the proposals described above is that they rely
on external resources, which makes them highly dependent on the lexico-
semantic resources available for a particular language. In order to overcome
this limitation, some works have been put forward that extract semantic
information from context, rather than using external resources. These are
presented below.



3.2. SEMANTIC CLASSIFICATION OF COLLOCATIONS 39

Moreno et al. (2013) focus their experiments on V-N and N—Adj Spanish
collocations from the field of emotions. Their data comes from the cor-
pus of examples provided by the Diccionario de Colocaciones del Espanol
(DiCE), where collocations are annotated with LFs. They use the Sup-
port Vector Machine technique (SVM) to classify collocations according to
both the LFs typology, focusing on 10 frequent LFs (Oper;, Opers, Realy,
Funcy, Facty, IncepOpery, IncepFuncy, IncepPredPlus, CausPredMinus and
CausPredPlus) and on 5 broader categories made of LF generalizations (‘in-
tensity’, ‘phase’, ‘manifest’, ‘cause’ and ‘experimenter’). Contextual (i.e.,
lexical, POS, morphologic and syntactic dependency) features are used to
train binary classifiers. They report higher results for the generalized typol-
ogy than for the individual LFs, showing that it is feasible to automatically
classify collocations according to a somewhat more generic typology, of the
kind found in collocation dictionaries. In a further experiment, they re-
move lexical features to see to what extent these are needed or, which is the
same, to check whether it is convenient to use domain-dependent classifiers.
Even though the accuracy was consistently lower without lexical features,
it was not to an extent that would suggest the need of the use of individual
classifiers for each semantic field.

In a follow-up work, Wanner et al. (2016) classify Spanish V-N and N—Adj
collocations from the field of emotions into broad semantic categories as
encountered in general public collocation dictionaries. 5 categories are se-
lected for N-Adj collocations (‘intense L?’, ‘weak L’, ‘positive L, ‘negative
L’ and ‘attributed to someone’) and 16 for N~V collocations (‘begin L’, ‘per-
form’/‘carry out’/‘experience L’, ‘manifest L', ‘cause the involvement in L’,
‘cause the existence of L’, ‘cause to be target of L’, ‘undergo L’, ‘suppress
manifestation of L’, ‘free oneself of L’, ‘cease or diminish L’, ‘increase L
or its manifestation’, ‘L begins to affect someone’, ‘L involves someone’, ‘L
continues’, ‘L ceases or diminishes’ and ‘L concerns something’). As Moreno
et al. (2013), Wanner et al. (2016) use contextual features (lexical, POS,
morphological and syntactic) to train an SVM classifier on data from the
DiCE corpus. Besides, they perform a further experiment, adding semantic
features to investigate their effect on the classification task, i.e., to see to
what extent the contextual features are enough to classify collocations or
whether the use of external resources is necessary. Their results show that,
even though performance is best when all features are used, semantic fea-
tures do not lead to a significant rise of accuracy. This demonstrates that
contextual features suffice for semantic typification of collocations. They

241 stands for “base”
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report an average F-score of 0.8 for V-N collocations, without semantic
features, and even better results for N—Adj.

3.2.3 Conclusions

With few exceptions (Wanner et al., 2005; Gelbukh and Kolesnikova., 2012),
the approaches to semantic classification of collocations take for granted
collocation extraction and focus solely on classification, leaving the identi-
fication of collocations aside.

As shown by Moreno et al. (2013); Wanner et al. (2016), the need of resorting
to external lexical resources, as done in the first proposals, is now overcome
by the use of contextual features.

Finally, recent work on semantic classification of collocations that takes
different typologies as base for their classification has proven the feasibility
of classifying collocations with respect to a more generic typology than that
of LF's, found, for instance, in collocation dictionaries.

3.3 Collocation error detection and correction

To the best of our knowledge, the first attempt at collocation correction has
been carried out by Shei and Pain (2000). The authors propose a method to
identify and correct collocation errors in L2 learners’ writings that heavily
relies on lists of correct and incorrect collocations. In a first stage, word
co-occurrences are extracted from the learner text based on POS patterns.
These co-occurrences are then checked against a list of automatically re-
trieved collocations from a reference corpus (RC) and a list of manually
revised unacceptable collocations from a learner corpus (LC). The judge-
ment on the status of a combination as a correct or incorrect collocation is
made via string or pattern-matching. For those co-occurrences that are not
found in any of the lists, alternative collocations are generated and shown
to the learner.

Despite the fact that Shei and Pain (2000)’s method proves to be able
to offer some help to L2 learners, it presents two important limitations.
Firstly, the creation of a database of collocation errors is time-consuming
and the resulting database is not easily maintainable, and secondly, the
usefulness of a database as such is limited by the manual collection of pre-
stored suggestions. For this reason, since Shei and Pain (2000)’s work,
multiple strategies that leave behind the use of manually pre-compiled lists
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have been proposed. Although the proposed methods vary from work to
work, typically, however, the miscollocation correction process follows 2
main steps:

e Detection of collocation errors. In a first stage, all word com-
binations that are likely to form collocations are extracted from the
learner’s text and judged as correct or incorrect.

e Suggestion and ranking of potential corrections. For the col-
locations that are considered incorrect, alternatives are generated,
ranked, and suggested to the learners as potential corrections.

In what follows, we present a summary of how the processes of detection
and correction of collocation errors have been addressed in the literature.
But before going into any details, let us make three clarifications:

1. Firstly, some of the research on collocation checking focuses solely
on collocation error detection, i.e., on judging whether a given word
combination is correct or incorrect. Also, some of the proposals focus
on detecting collocation errors, leaving the correction aside and thus
omitting the second stage.

2. Secondly, it is often the case that, for detecting and judging the status
of collocations, methods from collocation extraction on error-free data
(such as the use of POS-patterns, syntactic bigrams and AMs) are
borrowed. However, the scenery is somewhat more complex when
working with learner writings. While in error-free data it suffices
to determine whether a word combination is a collocation or a free
combination, in non-native data a third phenomenon comes into play
that must be differentiated from the other two: collocation errors.

3. Finally, in some occasions, the judgement on the status of collocations
and the suggestion of possible corrections are combined in one step.
This typically occurs when classifiers are used. Otherwise, a decision
is first made regarding the correctness of a collocation, and suggestions
are then generated and ranked according to different techniques.

The remainder of this Section is organized as follows. Section 3.3.1 presents
a summary of the existing work in collocation error detection. Section 3.3.2
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reviews research regarding the generation and ranking of correction candi-
dates. Finally, in Section 3.3.3, the approaches that combine collocation
error detection and correction in one step, i.e., those based on Machine
Learning classification techniques, are presented.

3.3.1 Detection of collocation errors

The detection of collocation errors is typically done in two steps. A first,
optional, step is candidate extraction, in which word combinations that
are likely to form collocations are extracted from the learners’ writings. A
second step is the detection of the errors proper, that is, the judgement of
a given combination as correct or incorrect.

The extraction of collocation candidates —word combinations that are likely
to form collocations— from learner corpora has been carried out, similarly
to the extraction of collocations from error-free corpora, in different ways.
The proposed techniques range from the mere use of frequency counts to
more complex techniques that incorporate linguistic information.

Among the first are Park et al. (2008), who use n-grams frequencies to
discriminate between collocations and non-collocations. A similar method,
although slightly more sophisticated, is followed by Tsao and Wible (2009),
who propose to use hybrid n-grams, instead of regular n-grams, for more
flexibility. A hybrid n-gram, as presented by the authors, is any combina-
tion of the word forms, lemmas and POS-tags of an n-sized sequence. For
instance, [PP made an important decision|, [he make an JJ decision], [PP
VV a important NN], etc., are all hybrid n-grams of the sequence he made
an important decision.

Extracting collocation candidates through n-grams leads, as seen in Section
3.1, to several problems: on the one hand, free combinations that co-occur
frequently are taken as collocations. On the other hand, only continuous
word co-occurrences can be found, while collocations such as take - step,
whose components may be separated by an arbitrary number of words, are
not necessarily retrieved. The incorporation of morpho-syntactic informa-
tion into the extraction techniques helps solve these problems, and this so-
lution has been adopted in multiple works. Syntactic information has been
used through chunking (see e.g., Yi et al. (2008) and Chang et al. (2008),
who also incorporate clause information via a clause model based on Hid-
den Markov Models) and dependency parsing (Wu et al., 2010; Gao, 2013).
However, given the decrease in accuracy of parsers when dealing with non-
native language, the most widely adopted approach is POS-pattern match-
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ing (Shei and Pain, 2000; Futagi et al., 2008; Ferraro et al., 2011; Wanner
et al., 2013b,a; Ferraro et al., 2014).

In order to determine whether a given word combination is a correct or
incorrect collocation, most of the methods that have been proposed rely on
frequency comparison. A widely adopted strategy consists in calculating,
over a RC, the frequencies or association scores of the target collocation,
and check them against a threshold or, which is the same, extracting auto-
matically, from a RC, a list of collocations (considering as such the combina-~
tions whose scores are above the given threshold) and searching the target
combination in the list. Chang et al. (2008) check VN combinations in a
collocation list automatically extracted from a RC, reporting a precision of
93.9%. Ferraro et al. (2014) check the frequency of a given combination
in a RC, being able to determine its status with an accuracy of 91%. Gao
(2013) check combinations in a list of collocations automatically extracted
from a RC, reporting an accuracy of around 75%. Tsao and Wible (2009)’s
system, based on hybrid n-grams, carried out a matching operation between
the word combination (along with its hybrid n-gram versions) and a hybrid
n-gram bank extracted from a RC. They do not report any accuracy.

Another strategy based on frequency comparison consists in comparing the
frequencies or association scores of the original candidate with the scores of
some variants of it. The scores are automatically generated, for instance,
by changing a collocate by its synonyms, or by changing word inflections.
Park et al. (2008) generate variants of the original collocation by using
the Levenshtein distance and calculate a collocation error score based on
the frequency of the input and its variants. Futagi et al. (2008) generate
alternatives by applying spell checking, varying articles and inflections and
changing the collocate by its synonyms. A collocation is judged as correct
or incorrect based on its own co-occurrence score and scores of its variants.
Futagi et al. (2008) recognize correct collocations with an f-score of 0.91 and
incorrect ones with an f-score of 0.34. Yi et al. (2008) use web frequency
counts to identify collocation errors. They launch different queries to a web
search engine to retrieve examples of correct usage and use their frequencies
to decide on the status of the collocations. A precision of 77.8% and a recall
of 11.3% are reported.

A final work that relies on frequency comparison to detect collocation errors
is that of Wanner et al. (2013b). Focusing on Support Verb Constructions
(SVCs), the authors use both pre-compiled lists of collocations and the
context of a target combination along with its frequency and the frequency



44 STATE OF THE ART

of known SVCs to decide whether a given SVC is correct or not: a VN
co-occurrence whose context of use shows significant similarity with the
average context of an SVC, but whose frequency is significantly below the
average frequency of known SVCs, is assumed to be an SVC miscollocation.

Although comparison-based techniques can perform relatively well, they still
suffer from a major drawback, mainly that they are not able to deal with
unseen data. This means that uncommon collocations and collocations that,
by mere chance, do not appear in the RC, are judged as incorrect. Kochmar
and Briscoe (2014) propose a novel approach to collocation error detection
that is able to deal with unseen data. The approach does not rely on di-
rect corpus-based comparison. The error detection task is cast as a binary
classification problem, where the features are derived from a semantic anal-
ysis of the collocations. The system uses word vector representations that
are combined to derive phrase representations, i.e., “collocation” represen-
tations (focusing on Adj—N representations). For each combination vector,
the original co-occurrence counts of each combination with regard to its con-
text are transformed into MI scores, and 13 semantic measures (based on
the vectors’ length, distance and overlap) are calculated. These 13 measures
are used as features to train a decision tree, along with the lexical feature
that captures the adjective. The authors perform experiments for combi-
nations whose status is independent of the context (achieving an accuracy
of 81.13%) and for combinations whose correctness depends on the context
(achieving an accuracy of 65.35%), showing in both cases a significant im-
provement over a baseline based on NPMI (cf. Appendix A) comparison. In
a follow up work, Herbelot and Kochmar (2016) integrate context informa-
tion into the classifier to improve the recognition of erroneous collocations
whose status depends on the context. Herbelot and Kochmar (2016) obtain
similar results as Kochmar and Briscoe (2014) with an SVM trained on the
output of 3 measures of topic coherence plus the adjective itself, but the
combination of these features with those by Kochmar and Briscoe (2014)
does not lead to significant improvements. Their results show that the sys-
tem is particularly accurate in classifying form-related errors, but in other
cases, such as the incorrect choice of a semantically related word or the use
of a general adjective instead of a more specific one, the accuracy of the sys-
tem is dependent on the adjective. For this reason, different classifiers were
proposed for different adjective classes. A preliminary experiment shows
that performance improves using adjective-specific information. However,
the lack of data prevents the authors from carrying out complete experi-
ments.
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Kochmar and Shutova (2016) bring forward a new proposal, also using word
vector representations, which consists in training an SVM classifier with a
combination of L1 and L2 semantic features to detect errors in VN combi-
nations. L2 features include PMI of the original combination, the lexical
features that capture the verb and the noun, and semantic vector space
features (such as those used by Kochmar and Briscoe (2014)). L1 features
include PMI of the combination in the L1, and the difference between the
PMIs in L1 and L2. Kochmar and Shutova (2016) perform several types of
experiments on different L1s and report improvement over a baseline clas-
sifier whose single feature is L2 co-occurrence frequency of the VIN pair.
The results show that a combination of L1 and L2 lexico-semantic features
improves the performance. The best accuracy they obtain is 71.19% for
Spanish L1 Subject-Verb combinations.

3.3.2 Suggestion and ranking of potential corrections

Once a combination has been identified as incorrect, suggestions for correc-
tion are generated and ranked to be offered to the learners. In the literature,
different ways of generating these suggestions have been explored. Usually,
the techniques use statistics or take into consideration different sources of
collocation errors, such as semantic similarity, L1 transfer, or form similar-
ity. The idea behind the use of error patterns for the generation of correction
suggestions is that knowing the sources of the error can lead to the develop-
ment of strategies able to generate corrections that are better suited than
those generated with the exclusive use of statistical information. In what
follows, we describe the different proposals that have been brought forward,
and present a summary of the research relevant to each of them.

Co-occurrence based candidate suggestion

In the context of spell checking, a common strategy for error detection is
to consider a target word incorrect when it is not present in a reference
dictionary. In that case, a list of possible corrections is generated and
ranked, often through edit distance metrics. As seen in Section 3.3.1, in the
context of collocation checking, the use of similar strategies for collocation
error detection and correction has also been proposed (Park et al., 2008;
Tsao and Wible, 2009). While in Section 3.3.1 we focused on the detection
of the errors, in this section the focus is shifted to error correction.

Park et al. (2008) propose, for an input combination, a set of alternatives,
and develop an acceptability metric that relies on a dictionary of n-grams,
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to decide on the status of the combination and to rank the generated sugges-
tions, if the combination is considered to be incorrect. The alternatives are
generated with the Levenshtein distance by applying inverse error transfor-
mation to the original phrase. The errors that are considered are insertion,
deletion, transposition and substitution errors. Insertion errors are pro-
duced by the addition of an extra word. On the contrary, deletion errors
occur when a word is missing. Transposition errors refer to a swap in the or-
der of words. Substitution errors occur when a word is incorrectly replaced
by another.

A similar approach is followed by Tsao and Wible (2009), who use hybrid
n-grams for error detection and correction. Once an error has been iden-
tified, hybrid n-grams® which nearly match the input (using edit distance
to measure proximity) are found. N-grams involving more than one edit
are ignored, the rest is kept as correction suggestions. The suggestions are
ranked by a “weighted edit distance” that takes into account the types of
differences between the input and the candidate. The least distant candi-
date from the input string is ranked as top suggestion. Neither Park et al.
(2008) nor Tsao and Wible (2009) report any performance.

Yi et al. (2008) detect collocation errors based on web frequency counts.
First, a set of queries is generated to find appropriate examples of a collo-
cation, and errors are detected depending on the frequencies. If an error is
detected, new queries are generated without the erroneous item. The result
is a set of alternatives, retrieved from the web, that share similar contexts
with the original input. The authors report a precision of 77.8% and a recall
of 11.3%.

Focusing only on SVCs, Wanner et al. (2013b) assume that a noun is more
likely to co-occur with its support verbs than with other verbs and retrieve
the most prominent verbal co-occurrences of a noun as correction sugges-
tions. The product of the z-score and the frequency of the co-occurrence of
the base and the collocate candidate is used to measure co-occurrence. The
authors report a mean reciprocal rank (MRR) of 0.88 for French SVCs.

Semantic similarity based candidate suggestion

As shown by Kochmar and Briscoe (2014), one of the most frequent causes
of erroneous lexical choice is the selection of a lexical unit that is semanti-
cally related to the correct one, yet incorrect in the context of the colloca-

3See Section 3.3.1 for the definition of n-grams
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tion. For instance, although *forceful and strong are semantically related
words, only strong is a valid collocate for the base opinion. Since seman-
tic similarity is one of the main sources of erroneous collocation usage, a
widely used strategy for collocation error correction is based on generating
the correction suggestions by substituting the elements of the collocation
by semantically related words, such as synonyms or hypernyms, and then
ranking the alternatives by means of frequency or AMs scores.

Shei and Pain (2000) generate alternatives with synonyms and other “re-

lated words” found in a dictionary of synonyms and definitions that includes
definition keywords, collocation paraphrases, words that appear in the con-
text of the collocations, etc. If any alternative is found in a list of correct
collocations, it is shown to the learner as a possible correction.

Focusing on the correction of Swedish miscollocates, Ostling and Knutsson
(2009) generate potential corrections by substituting the collocates with
their synonyms and then evaluating them with MI and the log-likelihood
measures. The algorithm is evaluated on collocation errors that are ar-
tificially generated by replacing the collocate with a synonym or another
related word, e.g., a word that shares the same L1 translation. The authors
report a p@1 of 57%. No evaluation is performed on “real” learner errors.

Similarly to Ostling and Knutsson (2009), Ferraro et al. (2011) and Ferraro
et al. (2014) obtain correction candidates by looking for synonyms of the
collocate and checking the frequency of the base with each of the synonyms
in a RC. Wanner et al. (2013a) extend the algorithm by also obtaining
candidates from L1 translations. The combinations above a certain thresh-
old, considered as correct, are ranked using three metrics: affinity metric,
lexical context measure and context feature metric. The affinity metric cal-
culates the association strength of the candidate and the base through the
log-likelihood measure (see Appendix A), and also takes into account the
graphic similarity to the “erroneous” collocate in terms of the Dice Coeffi-
cient (see Appendix A), and the synonymy of the candidate with the original
collocate. The two other measures are based on distributional semantics.
The lexical context measure calculates the affinity of the synonym with
the context of the original collocate. The context feature metric considers
features other than lexical (POS-tags, grammatical functions, punctuation,
etc.) and retrieves the candidate that is preferred by the contextual fea-
tures. The authors report an accuracy of 54.2% in their experiments with
Spanish L2 miscollocations, being able to find the right collocate in the
retrieved list of candidates in 73% of the cases.
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Finally, Kanashiro Pereira et al. (2013), who focus on the correction of VN
miscollocations in Japanese, build the set of correction candidates by using
three word similarity measures: thesaurus-based word similarity, distribu-
tional similarity, and a confusion set derived from the corrections given in a
learner corpus. The first two measures generate the suggestions by finding
words that are analogous to the original word. The third measure generates
the alternatives based on the corrections in an annotated learner corpus. In
order to rank the alternatives, the association strength is measured both in
the original collocation and in each generated combination. Candidates are
ranked with the weighted Dice Coeflicient, the highest alternatives being
suggested as corrections. The authors perform experiments for verb and
noun suggestions and report a p@1 = 0.64, a p@5 = 0.95, r = 0.97 and an
MRR = 0.75 for verbs. For nouns, p@1 = 0.73, p@5 = 0.98, r = 0.98 and
MRR = 0.83.

L1 transfer based candidate suggestion

L1 interference has proven to be another common source of collocation er-
rors (Nesselhauf, 2005; Laufer and Waldman, 2011; Alonso Ramos et al.,
2010). Due to this, several authors have also experimented with L1 trans-
lation equivalents for generating the correction suggestions. Among them
are Wanner et al. (2013a), referred to above, who, apart from synonyms,
use L1 translations obtained from a bilingual vocabulary to generate the
alternatives.

Chang et al. (2008) also use L1 translation equivalents, which they found in
bilingual dictionaries. The generated combinations are checked in a list of
collocations automatically extracted from a RC. The combinations that are
found in the list are kept as suggestions and ranked by the log-likelihood
ratio. The authors report a precision of 84.4% for an automatic evaluation,
and 94.1% for a manual evaluation at suggesting the right correction in a
list of 10 candidates, and achieve an MRR of 0.66.

Similarly, Dahlmeier and Ng (2011a) use translation information to gener-
ate collocation candidates, but unlike Chang et al. (2008), who use bilingual
dictionaries, Dahlmeier and Ng use L1-induced paraphrases automatically
extracted from parallel corpora, which allows for higher coverage, longer
phrases and translation probability estimates. Their approach is imple-
mented in the framework of phrase-based statistical machine translation.
The approach obtains a score for each possible translation of a given phrase
through a log-linear model that uses different features. This score is used
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for ranking and finding the best correction. Experiments with features
derived from spelling, homophones, WordNet synonyms and Ll-induced
paraphrases show that, in isolation, L1-features perform best, and that a
combination of all types of features results in better performance than any
of the features in isolation. An MRR = 0.17 is achieved with automatic
evaluation; for manual evaluation, an MRR of 57.26% is reported, with a
p@1 of 38.20%.

Multiple sources of information for candidate suggestion

Finally, some proposals have been put forward that combine information
from different sources in order to generate the correction suggestions. These
are presented below.

Liu et al. (2009) retrieve verbal miscollocate correction suggestions from
a RC using three metrics: (1) word association strength given by MI, (2)
semantic similarity of the collocate with regard to other potential collocates
based on their distance in WordNet, and (3) the membership of the incorrect
collocate with other potential collocates in an “overlapping cluster” (Cowie
and Howarth, 1996). A probabilistic model combines the suggestions offered
by each feature and ranks the candidates. A combination of (2) and (3) leads
to the best precision achieved for the suggestion of a correction (55.95%).
A combination of the three leads to the best precision when a list of five
possible corrections is returned (85.71%).

Kochmar and Briscoe (2015) take into account 4 different sources of er-
rors (form similarity, semantically related words, use of general adjectives
instead of more specific ones and vice versa, and L1 transfer). They do
so by generating alternatives with the Levenshtein distance, WordNet hy-
pernyms, hyponyms and synonyms, and the corrections of erroneous col-
locations given by an error-tagged learner corpus. The ranking algorithm
combines the confusion probability of the corrections with frequency and
NPMI. For correction, the authors report an MRR of 0.51, the correction
being ranked as first or second in 50% of the times; in a list of 10, the candi-
date is found in 71% of the cases. When combined with the detection system
by Kochmar and Briscoe (2014), an MRR of 0.25 is achieved (although the
authors argue that 24.28% of the cases cannot be corrected because the
corrections are longer than two words. When these are removed, an MRR
of 0.68 is obtained).
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3.3.3 Machine learning algorithms for collocation error
correction

Finally, the following systems combine collocation error detection and cor-
rection through the use of supervised machine learning classification algo-
rithms. All focus on verbal errors.

Liu et al. (2010) combine semantic features from the output of semantic
role labelling (SRL) with contextual features within the perceptron learn-
ing framework for retrieving verbal suggestions. Taking an input sentence,
the system first generates correction candidates by replacing each verb with
verbs in a pre-defined confusion set (manually created for the 50 most fre-
quent verbs by consulting lexical resources). Then, for each candidate,
SRL-derived features are extracted. These features are used, along with
the context (n-gram, syntactic chunk and chunk’s headword) of the verb, to
train the Generalized Perceptron algorithm and score the candidates. The
best candidate is selected as output. The algorithm is trained with native
data. A precision of 65.5% and a recall of 44%, with 6.5% of false alarms,
is reported.

Wu et al. (2010) train a Maximum Entropy algorithm to suggest verbal
collocates. In order to avoid the manual creation of confusion sets, Wu et
al. consider any verb as potential correction of any collocate. The algo-
rithm uses contextual features (the token of the base, and 1- and 2-grams
of the contexts) to assign a probability to each of the possible corrections,
suggesting as final correction the verb with the higher score. The system
is trained and tested with a corpus of published academic abstracts, rather
than with authentic L2 data. A MRR of 0.518 is achieved in an automatic
evaluation.

Sawai et al. (2013) generate the candidate sets from corrections of learner
writings taken from Lang-8%, a Social Networking Service where native users
correct the writings of non-natives, and use a classifier to score the candi-
dates. They train the system on native data, adapted to learner writings
with the Feature Augmentation technique (Daumé III, 2009), and use con-
textual features (lexical, POS-tags and word clustering features), evaluating
on learner corpora. They show that performance increases when the can-
didate sets are extracted from learner corpora rather than resources such
as WordNet or bilingual dictionaries, and obtain an MRR ranging between

*http://lang-8.com
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0.269 and 0.412 depending on the corpus, with a coverage between 57.6%
and 68.9%.

3.3.4 Conclusions

As can be observed from the summary of the work in collocation error
detection and correction, most approaches to detect errors are based on
AMs candidate comparison (cf., Chang et al. (2008); Ferraro et al. (2014);
Futagi et al. (2008), among others). As shown by Ferraro et al. (2011), a
drawback of frequency-based criteria is that infrequent collocations, such
as literary collocations, are classified as incorrect. Also, they are not able
to distinguish between “true” collocations and frequent free co-occurrences.
Another serious problem of this type of techniques is that they are not able
to deal with unseen data. Approaches based on word vector representations,
such as the one proposed by Kochmar and Briscoe (2014), overcome this
limitation and outperform the techniques based on AMs.

As for correction, research shows that results are still low for practical ap-
plications and there is still much room for improvement.

Firstly, since the tools are not able to correct the error, they must offer a
list of correction candidates among which the learner has to choose. Fer-
raro et al. (2011) is the first proposal that attempts to suggest the exact
correction of a collocation error, achieving an accuracy of 54.2%.

Lists of correction candidates are not sufficient, since collocates with other
meanings that the original can be also shown. It is necessary to know the
semantics of the collocations and propose corrections that fit the meaning
intended by the learner.

Existing approaches assume that a unique strategy suffices for the detection
and correction of all types of collocation errors. However, collocation errors
are very heterogeneous and error-specific techniques that target the speci-
ficities of each particular type of error would lead to more accurate error
detection and correction.

With the exception of Futagi et al. (2008), who takes into account several
grammatical errors related to collocations, all proposals focus on lexical
errors. As shown by Alonso Ramos et al. (2010), grammatical collocation
errors can be as frequent as lexical ones, and should not be neglected in
comprehensive collocation checking tools.
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Similarly, apart from few exceptions, such as the work by Kanashiro Pereira
et al. (2013), most proposals focus on the correction of the collocate, leaving
incorrect bases untouched. Alonso Ramos et al. (2010)’s study shows that
errors affecting the base are rather common. Thus, they should not be
neglected either.

3.4 Grammatical error detection and correction

The grammatical collocation errors as defined in our typology are differ-
ent from the grammatical errors addressed in the literature. For instance,
not all types of grammatical errors are collocation errors. ‘Subject-verb
agreement’ or ‘incorrect verb conjugation’ are considered to be grammat-
ical errors independent of the collocation and are thus not included into
the typology. Besides, in other error types, such as ‘Number’ errors, there
exist some restrictions regarding their inclusion as collocation errors. In
the particular case of ‘Number’ errors, for example, only when a collocation
requires that the base needs to be used either in plural or singular, there
is an error. This means that a lack of number agreement does not neces-
sarily lead to a collocation error. Despite the above, there is nevertheless
a large overlap between the objectives of the works on grammatical error
recognition/correction and ours.

Grammatical error correction has attracted much attention in the last years
(see Leacock et al. (2014) for a detailed review), especially after the orga-
nization of a number of “shared tasks” that provide a common ground for
system comparison and evaluation (Dale and Kilgarriff, 2011; Dale et al.,
2012; Ng et al., 2013, 2014). Both rule-based and corpus-based techniques
have been used, the choice of one or the other usually being subject to the
specific types of errors that are targeted by the system. For instance, certain
error types, such as subject-verb agreement, can be easily handled by sets
of rules and lists, but other types of errors, like determiner or preposition
misuse, are more diverse and require the consideration of the context, such
that stochastic models are commonly used.

Different systems address different types of errors and, while some focus on
a particular kind of error, others attempt to correct errors of any type. Still,
most of the work on grammatical error detection and correction concerns the
erroneous use of prepositions and determiners. In what follows, we provide
an overview of the research on grammatical error detection and correction
that is directly related to our work, i.e., that focuses on the types of errors
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that are considered in the typology by Alonso Ramos et al. (2010) and that
we target in our work.

3.4.1 Determiner and preposition errors

Determiner and preposition errors are among the most common types of
errors produced by language learners. For this reason, there is a signif-
icant amount of work that deals with determiner and preposition errors.
Supervised machine learning has been widely explored, but other methods
such as those based on n-grams or machine translation, have also been put
forward. Below we present a summary of the work on determiner and prepo-
sition errors, dividing the proposals into three main groups, according to
the approach that is followed in each case.

Machine learning classifiers

Maximum entropy (ME) models have been repeatedly applied. For instance,
Izumi et al. (2003) use ME classifiers to detect 45 classes of errors, including
article errors. The features are contextual, and include lexical, morpholog-
ical and POS information. The classifier detects the presence of an error
and assigns it to a specific error type. The training data consists of learner
sentences, although the authors also experiment with the addition of the
corrected sentences and artificially generated data to the training dataset.
For article errors, the addition of these results in an improvement of 30%
of precision, while recall remains the same.

Han et al. (2004) and Han et al. (2006) train a ME model on native data,
which consists of 6 million noun phrases from the MetaMetrics Lexile corpus,
to detect article errors in learner texts. Lexical and POS features are used
to compute the probability that the noun phrase has the definite, indefinite
or the zero article. The authors evaluate the performance of the model
on held-out data from the MetaMetrics Lexile corpus, and also on TOEFL
essays, reporting a drop in performance when evaluating on non-native data.

De Felice and Pulman (2008) apply ME to preposition and determiner error
correction. They target errors involved in the nine most frequent preposi-
tions in the data, and the definite, indefinite and zero articles. The classi-
fier is trained with examples of correct usage and linguistically motivated
features that include lexical, morphological, POS-tags, syntactic features
extracted by a parser, and semantic information, extracted by a named en-
tity recognizer and from WordNet. The classifiers are trained on the British
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National Corpus (BNC) data and evaluated both on a held-out fragment of
BNC and on a portion of the Cambridge Learner Corpus. Results show that
accuracy of correct instances is similar in L1 and L2 test sets. However, for
articles, the accuracy of incorrect instances is less than 10% in the L2 test
set. This drop in accuracy is in accordance with Han et al. (2004) and Han
et al. (2006)’s results. In a follow-up work, De Felice and Pulman (2009)
found that performance also dropped for the detection of incorrect usage of
prepositions.

Tetreault and Chodorow (2008) model the correct usage of prepositions with
ME classifiers but, unlike previous approaches, the classifiers are combined
with rule-based filters. Tetreault and Chodorow (2008) target insertion and
substitution errors for the 34 most common prepositions. The classifier is
trained on 7 million instances from the MetaMetrics Lexile corpus, with
contextual features that include lexical, POS-tags and syntactic informa-
tion from phrase-chunking. Tetreault et al. (2010) experiment with the
addition of parse features, and obtain a modest improvement in both preci-
sion and recall in the detection of incorrect preposition in L2 texts. In or-
der to improve recall, the model is enriched by non-native usage information
(Tetreault and Chodorow, 2009). In absence of a large L2 annotated corpus,
they use the Google and Yahoo search APIs to compare the distribution of a
particular construction in texts found on web pages in an English-speaking
country and non-English speaking countries. A marked difference between
the distributions is understood as a sign that the construction might be
problematic for learners. They build small models specifically tuned for
each construction and integrate them into the system of Chodorow et al.
(2007) and Tetreault and Chodorow (2008), obtaining an increase of recall
in four out of the five cases they experiment with.

Differently to previous approaches, that use native data to build the mod-
els, Han et al. (2010) train a ME classifier on learner data. The goal is to
detect and correct a subset of the 10 most frequent English prepositions.
The classifier is trained on approximately one million instances from the
Chungdahm English Learner Corpus, which is composed of essays by Ko-
rean learners of English. The corpus lacks exhaustive annotations, which
means that some of the instances can be incorrectly tagged as ‘correct’.
Features include lexical, POS and syntactic information extracted from the
context. Evaluation is performed on held-out data from the Chungdahm
Corpus. A set of experiments in which the algorithm is trained on different
fragments of the Lexile Corpus, ranging from 1M to 5M instances, shows
that the model trained on L2 data, even when the error annotations are not



3.4. GRAMMATICAL ERROR DETECTION AND CORRECTION 55

exhaustive and the size smaller, outperforms models trained on well-formed
texts, independently of their size.

Gamon et al. (2008) use a decision tree and a language model trained on
native data for the detection and correction of determiner and preposition
errors. The classifiers are trained on the English Encarta Encyclopedia and
Reuters news data. Contextual lexical and POS-tag features are used, along
with the relative position of the tokens surrounding the potential insertion
point, to train the algorithm. Two classifiers are employed for each type
of error, one to determine the presence or absence of the target element,
and the other for suggesting which preposition or determiner is most likely
to be correct. All suggestions are collected and passed through a language
model, trained on the Gigaword corpus, in order to filter out wrong sugges-
tions. When evaluating on L1 data, the use of the language model increases
precision dramatically. When evaluating on L2 data (Chinese Learners of
English Corpus), encouraging results are obtained, since errors can be cor-
rected with reasonable accuracy (55% for articles; 46% for prepositions).
In a follow-up work, Gamon (2010) combines the output of error-specific
classifiers and a language model in a meta-classification approach. In this
case, he chooses ME classifiers. The meta-classifier takes the output of the
classifiers and language model as input. Training instances are gathered
by collecting the suggested corrections by the classifiers and the language
model on error annotated data, while the class is given by the correct an-
notation. A decision tree is used as meta-classifier. Annotated learner data
stem from the Cambridge Learner Corpus. Results show that, when evalu-
ated separately, the language model notably outperforms the classifier, and
that the combination of scores from the classifier and the language model
outperforms the language model in isolation.

The idea of using artificial instances to train the classifiers is resumed by
Rozovskaya and Roth (2010b), who train an average perceptron model on
artificial data for wrong article detection and correction. The way in which
the artificial errors are created is described in Section 3.5. Errors are in-
serted into Wikipedia sentences. Their results show that, with respect to
L1 data, accuracy increases when training on artificial data.

N-grams and language models

Despite their simplicity and the severe limitation that they can only es-
timate probabilities of phrases that appear in the corpus, methods based
on counting n-grams have been repeatedly applied for grammatical error



56 STATE OF THE ART

detection and correction. In contrast, language models are able to esti-
mate the probability of phrases that have never been seen in the training
corpus. However, they have been rarely used. Among the little research
based on language models is the work by Gamon (2010), referred to above,
and the work by Lee and Seneff (2006). Lee and Seneff (2006) propose a
method for correcting article and preposition errors, among others. In a
first step, the input is paraphrased and a word lattice of candidate correc-
tions is generated. Then, a language model is used to select and rank the
best candidates. An evaluation on domain-specific artificial data shows that
88.7% of the corrections is accurate.

Below we present a summary of the work based on n-grams. All proposals
take the web as source of frequency information.

Yi et al. (2008) use web frequency counts to identify determiner errors.
They launch a series of queries, according to different granularity levels,
to a web search engine to retrieve examples of correct usage and use the
frequencies of these examples to correct the errors.

Bergsma et al. (2009) approach preposition and other errors based on Web
counts. They gather counts of a given target word’s context in the Web,
along with counts of its correction candidates. Contexts are defined as a
series of n-grams of various lengths that include the candidates in different
positions. Two approaches are proposed for the use of the Web counts.
Firstly, the counts are used as features in a supervised classifier, weight-
ing the context’s size and position. A Support Vector Machine is trained
with 1 million prepositions taken from the New York Times section of the
GigaWord Corpus. The second approach consists in summing up the (log)
counts for each candidate n-grams. Results show that, without requiring
any training data, the second system almost achieves the performance of
the classifier.

Elghafari et al. (2010) focus on preposition prediction. They take a 7-gram
from the original preposition context (with the preposition in the middle),
and modify it by replacing the original preposition by one of the target cor-
rections (the nine most frequent English prepositions). When a preposition
is closer to the beginning or end of the sentence, or when 0 frequency is
retrieved for all queries, n-grams are reduced down to 3-grams. Elghafari
et al. (2010) come to the same conclusion as Bergsma et al. (2009), i.e., that
a surface-based approach based on Web counts is competitive compared to
classification approaches that rely on complex features. With an accuracy
of 77%, the system can compete with machine learning classifiers.
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Hermet et al. (2008) develop a system for preposition correction. In a first
step, a rule-based processing is used to prune and generalize the context of
the target preposition in the original sentence. Then, alternative phrases
are generated by replacing the original prepositions with likely confusable
ones and their frequencies in a Web search engine are compared to decide
which preposition is the correct one. The algorithm is tested on French 1.2
sentences, and an accuracy of 69.9% is achieved. The performance degrades
when a corpus of n-grams, instead of the Web, is used to evaluate the
frequencies.

Other methods

Nagata et al. (2005) use a statistical model for article error detection. The
model is based on conditional probabilities of articles, and is trained with
contextual features. A set of changes has been later made to this original
system. Thus, the mass/count noun distinction is explored in Nagata et al.
(2006b), and the assumption that the mass/count status of a noun in a
discourse does not change is considered in (Nagata et al., 2006c). Nagata
et al. (2006a) add prepositional information to the model, which results in
a great improvement over the base system.

Hermet and Désilets (2009) build on their previous system (Hermet et al.,
2008) and combine it with Statistical Machine Translation (SMT). They use
Google Translate to correct preposition errors in the writings of learners of
French. A round-trip translation from L2 to L1 and back to L2 is done to
obtain the corrections. The input sentence written by the learner is trans-
lated into the learner’s language, and then back to L2. Machine translation
performs slightly worse than the Web based method (Hermet et al., 2008),
but the difference is statistically not significant. When combined, accuracy
increases up to 83.1%. SMT has also been used by Yuan and Felice (2013)
and Felice et al. (2014), who train the system with artificial errors, obtaining
an increase in recall.

Dahlmeier and Ng (2011b) present an approach based on Alternating Struc-
ture Optimization for article and preposition correction that combines in-
formation from native and non-native texts. The authors compare their
results against two baselines: training a classifier on only text data or only
learner data. Their system outperforms both.



58 STATE OF THE ART

Conclusions

Given that the corpora used for evaluation and the type of tasks differ from
approach to approach, it is not possible to make a direct comparison of the
results achieved by the proposed methods. Still, some conclusions can be
drawn from the review.

Classifiers have been a widely adopted approach to determiner and prepo-
sition error detection and correction. Models trained on L1 data perform
well when tested on L1 data, but their performance drops when tested on
learner language (Han et al., 2004, 2006; De Felice and Pulman, 2008, 2009).

Models trained on L2 data, even when the error annotations are not ex-
haustive, outperform models trained on well-formed text, independently of
their size (Han et al., 2010). The use of artificial error data has also proven
to be helpful (Yuan and Felice, 2013; Felice et al., 2014). The combination
of native and non-native data in complex systems such as the one proposed
by Dahlmeier and Ng (2011b) leads to better results than classifiers trained
on only learner data.

Regarding the techniques, Elghafari et al. (2010) and Bergsma et al. (2009)
show that surface-based models can compete with L1-training classification
approaches that rely on complex features. Language models outperform
classifiers trained on L1, but the combination of scores from classifiers and
language models in a meta-classification approach outperforms language
models in isolation (Gamon, 2010).

3.4.2 Gender, number and word order errors

Because of their regularity, gender, number and word order errors have often
been addressed through rule-based systems. Still, statistical approaches
have also been proposed. Below, we present a summary of the work related
to gender, number and word order errors.

Among the rule-based approaches are Fliedner (2002), Gill and Lehal (2008)
and Ibanez and Ohtani (2012). Fliedner (2002) developed a system based
on shallow parsing, for which constraint rules are manually created to check
noun phrase agreement in German texts. He reports a precision and recall of
67%. Gill and Lehal (2008) developed a rule-based approach for automatic
error detection for Punjabi. The system is based on rules and covers errors
such as modifier-noun agreement, subject/object-verb agreement and word
order. An overall precision of 76.8% and a recall of 87.1% are reported.
Ibanez and Ohtani (2012) describe a grammar for automatic detection of
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gender and number agreement errors in Spanish texts written by Japanese
learners. They report a precision of 64.52% and recall of 71.43% for gender
errors, and a precision of 58.62% and recall of 31.48% for number errors.

Sjobergh and Knutsson (2005) developed a transformation-based rule learner
for recognition of grammatical errors, specifically word order errors and er-
roneously split compounds in Swedish using synthetic data for training the
algorithm. Their system achieves a performance comparable to rule-based
state-of-the-art grammar correction systems.

Lee and Seneff (2006) propose a method to correct several types of errors,
including noun number errors. In a first step, the input is paraphrased and
a word lattice of candidate corrections is generated. Then, language models
are used to filter and rank the candidates. 88.7% of the corrections of the
sentences are at least as good as the original input.

The Microsoft Research ESL Assistant (Gamon et al., 2009) targets a variety
of grammatical errors. While preposition and article errors are addressed
by statistical techniques, rule-based techniques are developed for other er-
ror types such as noun number or word order. The rules are created by
inspecting learner data; they are based on a lexical or POS-tag sequence
lookup and grouped into different modules. Noun number rules are in the
noun-related module, while word order rules are in the adjective-related
module. As done by Lee and Seneff (2006), the candidates generated by the
rules are filtered by a language model, in this case trained on the Gigaword
corpus. An evaluation of the system shows that the performance of the
modules depends largely on the test corpus. For the noun-related module,
precision varies between 65% and 71%, but for the adjective-related module
it ranges from 14% in email data to 64% in a learner corpus.

Within the context of the CoNLL 2013 & 2014 Shared Tasks, a number
of teams submitted work on noun number error correction. For instance,
Wu et al. (2014) obtain noun number corrections by generating confusion
sets with the singular and plural forms of a noun and choosing the best
candidate using a language model. A recall of 46.76% is achieved. Among
the systems that performed best for noun number errors is the work by
Junczys-Dowmunt and Grundkiewicz (2014), who optimize a SMT system
by combining web-scale language models and large-scale corrected texts
with parameter tuning according to the task metric and correction-specific
features. A recall of 58.74% is achieved. Felice et al. (2014) also address
error correction within the framework of SMT. Their proposal consists in
the addition of artificial errors to train the system. A recall of 54.11% for



60 STATE OF THE ART

noun number errors is reported. Finally, Rozovskaya et al. (2014) combine
different classification models that target different error types and address
error interaction via Integer Linear Programming formulation (Rozovskaya
and Roth, 2013). They obtain a recall of 56.10%.

As in the case of preposition and determiner errors, in most of the ap-
proaches to gender, number and order error detection/correction, the cor-
pora used for evaluation and the tasks themselves are different. For this
reason, it is also not possible to directly compare the performance of the
proposals in this case. Still, two important conclusions can be drawn. The
first is that the modelling of learner data (even if it is by means of artificially
generated errors) is helpful (Felice et al., 2014) for error correction. The
second is that error interaction, which plays an important role in learner
language, and which is often disregarded in error detection and correction
systems, should be addressed for more effective error detection and correc-
tion (Rozovskaya and Roth, 2013).

3.5 Artificial corpora for error
detection/correction

Because of the scarceness of annotated L2 corpora, the generation of arti-
ficial errors has been considered as a potential substitute of “real” learner
data by a significant number of researchers.

Errors can be generated in a deterministic or probabilistic way. Determin-
istic approaches are those that do not make use of the error distributions
observed on learner corpora. Rather, errors are systematically introduced
in all relevant instances. Probabilistic approaches try to reproduce learner
data and consider learner error distributions to generate and insert the er-
TOTS.

Artificial corpora have been used for training and evaluating algorithms,
and have been developed for different tasks and error types. With the
exception of the proposals by (5stling and Knutsson (2009) and Herbelot
and Kochmar (2016), who introduce lexical errors, all work in artificial error
generation focus on the creation of grammatical errors.

In what follows, we present the work on artificial error generation. Section
3.5.1 summarizes the proposals for grammatical errors. Section 3.5.2 focuses
on lexical errors.
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3.5.1 Grammatical error generation

Below we describe the research on grammatical error generation. We have
grouped the proposals according to the way the errors are generated, i.e.,
deterministically or probabilistically.

Deterministic approaches

Izumi et al. (2003) generate an artificial corpus of article errors to detect
omission and replacement article errors. They replace correctly used articles
in native texts by incorrect ones (definite, indefinite, and the zero article),
randomly selected, in order to create a dataset for training a Maximum
Entropy model. Evaluation is carried out on real L2 data. Performance
improves for omission errors when compared to the use of the original native
text, but the detection rate for replacement errors remains the same. The
authors attribute this absence of improvement to the features used by the
model, since they might not be able to capture well enough the context of
the article as to decide whether a definite or indefinite article should be
used.

Sjobergh and Knutsson (2005) create an artificial corpus for the detection
of split compounds and another one for the detection of word order er-
rors in Swedish texts. Compounds are automatically splitted by a modified
spell checker. Word order errors are created by using two strategies: (1)
switch places of a randomly selected word and a neighbouring word, and
(2) switch places of a verb and the negative particle and a neighbouring
word. The training data consisted of the modified and original sentences. A
transformation-based rule learner is trained to detect erroneous words. The
evaluation is carried out on learner data. Compared to state-of-the-art rule-
based grammar checkers, their system achieves higher recall, but the preci-
sion decreases. State-of-the-art rule-based grammar checkers and Sjobergh
and Knutsson’s system are complementary; their combination gives best re-
sults. No comparison with regard to the use of their system trained on the
modified (synthetic) vs. the original (mostly error free) corpus, however, is
reported.

Brockett et al. (2006) generate artificial errors for correcting countability er-
rors associated with 14 mass nouns often used incorrectly by English learn-
ers. FErrors are generated through hand-constructed regular expressions
based on typical examples in learner corpora, and injected in all sentences
that contain any of the 14 target nouns. The introduced errors change
quantifiers (much to many; same to a), convert singular to plural, delete



62 STATE OF THE ART

counters (piece(s), item(s)... of) and insert determiners. These are com-
bined to account for multiple errors, often found in L2 writings. A balanced
training set that consists of a similar number of correct and incorrect sen-
tences is used to train a STM system. Results show that the artificial data
proves to be useful for modelling learner countability errors.

Lee and Seneff (2008) create an artificial corpus of verb form errors to im-
prove the correction of subject-verb agreement, auxiliary agreement and
complementation errors. The errors are generated by modifying verb forms
(bare infinitive, to -infinitive, third person singular, -ing participle, -ed par-
ticiple) into one of the other forms. The authors investigate how these
errors affect parse trees and use their findings to improve the correction of
the above mentioned errors.

Ehsan and Faili (2013) generate artificial errors to correct grammatical er-
rors and context-sensitive spelling mistakes in English and Persian using
a STM-based approach. Grammatical errors are inserted into correct sen-
tences using predefined error templates so that each sentence contained just
one error. If more than one error can be inserted into the same sentence,
separate versions are generated, each containing a different error. For the
generation of context-sensitive errors, a confusion set is first produced by
using the Levenshtein distance. Then, a sentence is generated for each of
the elements of the confusion set. The training data consists of the mod-
ified sentences along with their original counterparts. As Sjobergh and
Knutsson (2005), Ehsan and Faili compare their results with those of rule-
based grammar checking, finding that the combination of these with their
systems results in best performance.

Probabilistic approaches

Wagner et al. (2007) and Wagner et al. (2009) generate 4 types of grammat-
ical errors in correct sentences from the BNC (missing word errors, extra
word errors, real-word spelling errors and agreements errors) to evaluate
different approaches to grammatical error detection. For each sentence, an
attempt is made to produce four ungrammatical sentences, one for each
type of error. Their approach to error generation is based on an analysis of
the types and frequency distribution of errors in an error corpus. However,
it is not fully probabilistic since an attempt is made to generate errors in all
sentences. For missing word errors, a word is automatically removed follow-
ing the POS error distributions in the reference learner text: the analysis of
the error corpus shows that among all the deletions, 28% are determiners,
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23% verbs, 21% preps, etc. For extra word errors, they either duplicate ran-
domly any word or POS or insert an arbitrary token in the sentence. For
real-word spelling errors, they compile a list of commonly mistaken words
based on the error corpus and insert an error when one of the elements of
the pair is found on the sentence, substituting it with the other. Only an
error per sentence is generated. Finally, they introduce Subj—V and Det—-N
agreement errors by replacing a determiner, noun or verb in singular with
their plural counterparts, and vice versa. Both types of agreement errors
are considered equally likely. Wagner et al. (2009) also perform an evalua-
tion on real learning data, reporting a loss of accuracy, which confirms that
training and test data should be as similar as possible.

Foster and Andersen (2009) present a tool for automatic generation of errors
that takes as input a corpus that is assumed to be grammatical, and an
error analysis file, and produces as output a tagged corpus of erroneous
sentences. The generation of errors is based on the insert, delete, move and
substitute operations. For each operation, different subtypes of errors can
be generated according to the specifications of the user, who can also specify
the error frequencies, in which case the system would try to generate errors
until satisfying the given proportion or until all the sentences have been
tried. If no statistical information is supplied, the tool tries to insert one
error per type in each sentence. A replication of the experiments in Wagner
et al. (2009) with an artificial corpus created by the tool resulted in an
increase of accuracy. In another experiment, the authors first try to mimic
the errors found in the Cambridge Learner Corpus (CLC) and then train
a classifier to detect the errors. A decrease of accuracy of 6.2% compared
to training on real learner data is reported. This drop shows that the tool
fails to accurately mimic the real learner corpus, which can be explained
by the spelling errors, error combinations and other types of errors that are
present in the CLC but not included on the error analysis file.

Rozovskaya and Roth (2010b) propose four methods for artificial error gen-
eration. Classifiers are then used to detect and correct article errors in texts
written by non-native speakers. The proposed methods are the following:

General: the target words (articles) are replaced by another randomly
chosen article with a given probability, remaining unchanged otherwise.

Distribution before annotation: the distribution of errors in the auto-
matically generated corpus is changed according to the distribution found
in non-native texts before correction is done.

Distribution after annotation: the distribution of errors in the artificial
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corpus is changed according to the distribution found in non-native texts
after correction is performed.

L1-dependent error distribution: the errors are generated according to
particular confusions observed in the non-native texts, and their probabili-
ties: P(source|target).

For the experiments, errors are injected into Wikipedia sentences. The
performance of an Average Perceptron classifier trained with native data is
compared to the performance achieved when training with the four types
of artificial corpus. Training on the artificial data produces higher accuracy
than training on error-free data. This is true for each of the generation
strategies that are proposed, however the best results are achieved by the
methods that use knowledge about error patterns and error distribution
observed in non-native text.

Rozovskaya and Roth (2010a) arrive at the same conclusions for preposition
error correction. An Average Perceptron classifier trained on artificial data
that reflect the confusions and probabilities observed in non-native texts
outperforms other training paradigms based on training on error-free data.

Given that errors are rather sparse, recall tends to be low. In order to
overcome this issue, Rozovskaya et al. (2012) proposes an inflation method
that increases the number of errors while at the same time keeping the
confusion probabilities. The method improves recall while maintaining high
precision in experiments with determiner and preposition error correction.
It has been used in later research (Putra and Szabé (2013), Rozovskaya
et al. (2013), Rozovskaya et al. (2014)).

Dickinson (2010) describes an approach to morphological error generation
for Russian. Errors are created by a guided random combination of mor-
phemes into full forms. The randomness is constrained by taking into ac-
count POS information, frequency and the types of errors that are likely
to occur (not based on real error corpus distribution, but rather on their
initial ideas of linguistic plausability). The artificial dataset is evaluated on
POS-tagging accuracy, but not on error detection tasks.

Imamura et al. (2012) use artificial data based on Rozovskaya and Roth
(2010b)’s method in order to correct Japanese particle errors drawing upon
discriminative sequence conversion and domain adaptation. Their experi-
ments show that training on the artificial corpus and applying a domain
adaptation technique leads to the best results, higher than when training
on the real-error corpus alone or in combination with the artificial corpus.
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Yuan and Felice (2013) and Felice et al. (2014) use artificial errors within an
SMT framework, obtaining an increase in recall. Error patterns, or rules,
are automatically extracted from a learner corpus and the corrections of
its errors. Then, these rules are randomly applied to the correct sentences,
generating synthetic errors. Felice and Yuan (2014) generate a more sophis-
ticated artificial corpus, following Rozovskaya et al. (2012). Unlike previous
approaches they use linguistic information, such as morphology, POS, se-
mantic classes or word senses, to refine the probabilities of errors, based on
the distribution of errors found in error corpora. The technique was applied
to a larger number of error types, including open-class errors. The use of
the different linguistic information is evaluated for each type of error. In
general, error distributions and POS information produce the best results,
but the different types of linguistic information are better suited for differ-
ent error types. Results also show that their methods improve precision at
the expense of recall.

Cahill et al. (2013) compare the three paradigms of training on error-free
data, error data and artificial data for the task of preposition correction.
They choose the widely adopted system by Tetreault and Chodorow (2008)
(a multinomial logistic regression classifier). Native corpora are extracted
from the Wikipedia and news texts; error data from the Wikipedia Revisions
and lang-8.com website, and their corrections. Artificial corpora are gen-
erated with the error distributions of the two corrected real-error corpora.
Their evaluation shows that the performance of the classifiers when trained
on the Wikipedia Revisions is stable across different test sets, and when
trained on artificial data following the distributions from the Wikipedia
revisions, they perform equally well.

3.5.2 Lexical error generation

Ostling and Knutsson (2009) generate collocation errors by replacing the
collocate with a synonym or another related word that shares the same L1
translation. The artificial corpus is used for evaluation of a collocation error
correction system.

Similarly, Herbelot and Kochmar (2016) generate an artificial dataset for the
evaluation of their algorithm for A-N lexical error detection. The errors are
inserted by random substitution of adjectives, assuming that in most cases
the substitution would produce a lexical error. The authors experimentally
show that training and evaluation on this dataset produces a decrease in ac-
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curacy, claiming that quality artificial data is harder to generate for content
words than for grammatical errors.

3.5.3 Conclusions

In the view of the lack of sufficiently large error-annotated resources, the use
of artificial corpora has repeatedly been proposed as way to model L2 errors,
or as test data to carry out experimental evaluation of a given approach.

Regarding grammatical errors, despite the fact that the proposed methods
for error generation do not faithfully reproduce L2 language, in the sense
that only specific error types are injected into otherwise error-free texts,
research shows that synthetic datasets can be successfully used for training
algorithms, leading to better performance than training only on native data
(Rozovskaya and Roth, 2010b). Still, artificial corpora cannot yet be taken
as a replacement of L2 writing, as shown by the poorer performance of the
system by Wagner et al. (2009) and Foster and Andersen (2009) when the
evaluation is carried out on “real” L2 data, rather than on artificial data.

As for lexical errors, the drop in accuracy achieved by Herbelot and Kochmar
(2016) when training and evaluating their algorithm on artificial data shows
that random substitution is not a valid approach for the generation of lexical
errors (as opposed to grammatical errors (Rozovskaya and Roth, 2010b).

The scarce work on the development of artificial lexical error corpora along
with the poor results achieved to date calls for new strategies that better
mimic learners’ errors. For instance, Herbelot and Kochmar (2016) show
that random substitution is not a realistic way to reproduce L2 errors. In
fact, language learners do not produce errors randomly. A deep analysis of
the error causes, error patterns and error types should be considered for the
generation of quality artificial lexical error corpora.



CHAPTER 4

Semantics-driven recognition
of collocations

As stated in Chapter 1, one of the main goals of this thesis is to propose
a method for the automatic extraction and semantic classification of col-
locations. We pointed out that this task is necessary given the lack of
collocational resources and the high cost of their compilation. In order to
effectively support L2 learners, techniques are thus needed that are able not
only to retrieve collocations, but also provide, for a given base (or headword)
and a given semantic gloss of a collocate meaning, the actual collocate lex-
eme. In this chapter, we describe two techniques that have been developed
to that end and present the set of experiments that are performed to eval-
uate the techniques. Section 4.1 introduces word vector representations, or
word embeddings, on which our work is grounded, and justifies our choice
of the approaches. Sections 4.2 and 4.3 are devoted to the techniques and
experiments, each focusing on a different technique. Finally, Section 4.4
summarizes the conclusions.

4.1 Word embeddings based techniques

As seen in Chapter 3, the task of collocation extraction has been largely
explored in the last decades, cf. e.g., (Choueka, 1988; Church and Hanks,
1989; Smadja, 1993; Kilgarriff, 2006; Evert, 2007; Pecina, 2008; Bouma,
2010). The work on semantic classification of collocations (Wanner et al.,
2006b; Moreno et al., 2013; Wanner et al., 2016) is more scarce and, gen-
erally, takes for granted that collocation extraction is done a priori, using,

67
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as input to the classifiers, lists of collocations that have previously been
manually compiled. However, the integration of collocation extraction and
collocation classification into one pipeline is not convenient since, giving
as input to the classifier the output of a collocation extraction system, i.e.,
word combinations that may or may not be collocations, would lead without
doubt to a decrease in performance. Simultaneous extraction and classifi-
cation would be, thus, desirable.

On the other hand, research has consistently shown that word embeddings,
or word vector representations, are a very effective resource in tasks in-
volving semantics. Taking as inspiration the Neural Probabilistic Model
(Bengio et al., 2006), Mikolov et al. (2013b) proposes an approach for com-
puting continuous vector representations of words from large corpora by
predicting words given their context, while at the same time predicting
context, given an input word. The vectors computed following the ap-
proaches described in (Mikolov et al., 2013b,c) have been extensively used
for semantically intensive tasks, mainly because of the facility that word
embeddings have to capture relationships among words which are not ex-
plicitly encoded in the training data. Among these tasks are: Machine
Translation (Mikolov et al., 2013a), where a transition matrix is learned
from word pairs of two different languages and then applied to unseen cases
in order to provide word-level translation; Knowledge Base (KB) Embed-
ding (transformation of structured information in KBs such as Freebase or
DBpedia into continuous vectors in a shared space) (Bordes et al., 2011);
Knowledge Base Completion (introduction of novel relationships into exist-
ing KBs) (Lin et al., 2015); Word Similarity, Syntactic Relations, Synonym
Selection and Sentiment Analysis (Faruqui et al., 2015); Word Similarity
and Relatedness (Iacobacci et al., 2015); and taxonomy learning (Fu et al.,
2014; Espinosa-Anke et al., 2016). From these applications, we can deduce
that word embeddings provide an efficient semantic representation of words
and concepts, and, therefore, might also be suitable for the acquisition of
collocational resources.

In order to examine the above-mentioned hypothesis that word embeddings
can be used in collocation-related tasks, we propose two methods for collo-
cation acquisition which strongly rely on relational properties of word em-
beddings for discovering semantic relations. Specifically, we propose an un-
supervised example-based approach and a semi-supervised approach based
on the linear relations between semantically similar words in different vec-
tor spaces. The two methods target collocation extraction and classification
simultaneously.
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4.2 Example-based approach

In this section, we present an unsupervised approach to collocation extrac-
tion and classification. Section 4.2.1 introduces the algorithm, Section 4.2.2
describes the experimental setup, and Sections 4.2.3 and 4.2.4 focus on the
results and discussion.

4.2.1 Exploiting the analogy property

The first approach that we explore is based on the ability of word embed-
dings to capture syntactic and semantic regularities in language, as dis-
covered by Mikolov et al. (2013c). In their work, the authors found that
specific relationships, like the male/female relationship, are characterized
by a determined vector offset, i.e., in the embedding space, pairs of words
sharing a particular relationship are linked by a similar offset. Both syn-
tactic and semantic tasks were formulated as analogy questions, e.g., © ~
woman = king ~ man (implying z=queen). We apply this simple fact to
discover and classify collocates, considering, as target relationships, differ-
ent types of LFs or semantic categories. In our case, therefore, the approach
exploits the inherent property of embeddings for drawing analogies between
bases and collocates, such as, e.g., © ~ applause = heavy ~ rain (implying
z=thunderous), cf., Figure 4.1. We calculate, for each semantic category,
a prototypical vector offset and use this offset to retrieve other instances
belonging to the given category.

Using a state-of-the-art continuous word representation, the algorithm takes
as input seed a single representative example (a base and a collocate) of a
specific semantic category in order to retrieve from a corpus a set of collo-
cates that belong to the same category, for new bases. We propose a second
stage, in which a filtering based on the association metric NPM I (Carlini
et al., 2014), cf., Appendix A, is applied to remove suggested collocates that
do not co-occur with the base. In what follows, we outline first the setup
of our experiments and present then their outcome and a discussion of the
results. Even though we focus in our experiments on Spanish, the tech-
nique is scalable and applicable to other languages, since it only requires
raw data, for training the word embeddings, and an example of a collocation
belonging to each semantic category.

Our algorithm produces, for each LF ¢+ € LF', and a given base b,, a set BC
of (b,,<,) pairs, where g, is a collocate which has been retrieved from a corpus
in two stages. In the first stage, the similarity between the relation that g,
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heavy

_» thunderous

-
applause =

Figure 4.1: Examples of vector offsets for ‘intense’ collocations

holds with b, and the relation held by the components of a representative
collocation ¢¢ (with the base b? and the collocate gfb ) is computed. In
the second stage, a filtering is applied, based on the collocation-specific
statistical independence metric NPM 1o (Carlini et al., 2014).

Algorithm 1 outlines the two stages. The first stage (lines 4 — 9) consists,
first, in retrieving a candidate set by means of the function relSim, which
computes the similarity of the relation between b? and < to the relation
between b, and a hidden word x. relSim can be thus interpreted as sat-
isfying the well-known analogy “a is to b what ¢ is to z”, exploiting the
vector space representation® of a, b, and ¢ to discover = (Zhila et al., 2013).
Specifically, we compute v, — v, + v, in order to obtain the set of vectors
closest to v, by cosine distance. To obtain the best collocate candidate
set, we retrieve the ten most similar vectors to x, where x is the unknown
collocate we aim to find. This is done over a model trained with word2vec?
on a 2014 dump of the Spanish Wikipedia, preprocessed and lemmatized
with Freeling (Atserias et al., 2006).

"'We denote the vector of a word as v, e.g., V.
2http://word2vec.googlecode.com/
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Algorithm 1: Collocate Discovery Algorithm

Input:
LF /] Set of Lexical Functions;
B // Set of manually selected bases;
e // Word embeddings model,
Output:
A // Final resource;
A =0;
initialization;
6 for . € LF do
7 for b, € B do
8
9

W N =

L

BC = () // Base and collocates set;
C =relSim (b,, ¢, ¢);

10 for ¢ € C' do

11 conf = NPMI¢c (b,,s);

12 if conf > 6 then

13 | BC =BCU{(b,q)};

end

14 AU{BC};

end

end

end
return A

The second stage (lines 10—14) implements a filtering procedure by applying
NPM g, an association measure that is based on Pointwise Mutual Infor-
mation, but takes into account the asymmetry of the lexical dependencies
between a base and its collocate (see Chapter 3). We set the association
threshold € to 0, such that all (b,,¢,) collocation candidates below 6 are
discarded.

4.2.2 Experimental setup

For these experiments, we focus on eight of the most productive LFs or se-
mantic glosses in Spanish (see Table 4.1 for the list, along with an example;
see Table 2.1, in Chapter 2, for the correspondence between LF's and seman-
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Semantic gloss Representative example

‘intense’ gran idea ‘great idea’

‘weak’ leve cambio ‘slight change’

‘create’; ‘cause’ crear [un] entorno ‘create [an]| environment’
‘put an end’ romper [una] amistad ‘break [a] friendship’
‘increase’ aumentar [el] precio ‘increase [the] price
‘decrease’ disminuir [el] precio ‘decrease [the] price
‘good’ dia bueno ‘good day’

‘show’ expresar afecto ‘express affection’

Table 4.1: Seed examples for each semantic gloss

tic glosses). Five of them are verbal collocate glosses in V-N collocations
(‘create, cause’, ‘put an end’, ‘increase’, ‘decrease’ and ‘show’), and three
are property glosses in Adj—N collocations (‘intense’, ‘weak’ and ‘good’).

As described in the previous section, the algorithm requires a seed example
as input to the acquisition of collocates of a given gloss. Therefore, for each
gloss, we take a representative collocation, i.e., a collocation whose collocate
has a general abstract meaning similar to that of the target gloss, such as
crear [un| entorno ‘create [an| environment’ for ‘create, cause’, or disminuir
[el] precio ‘reduce [the] price’ for ‘decrease’. The seed examples chosen for
each gloss can be seen in Table 4.1.

Additionally, for each gloss, 20 bases are selected to test the algorithm.
These bases are manually chosen nouns for which at least one collocate
with the meaning of the targeted gloss is available. For each of these bases,
candidate collocates are extracted automatically following the algorithm
described above. The retrieved candidates for each test base are tagged
as either correct or incorrect, according to two criteria: (1) whether the
candidate correlates with the base forming a correct collocation and, if
criterium (1) is fullfilled, (2) whether the collocate correctly belongs to the
particular semantic gloss.

4.2.3 Outcome of the experiments

To the best of our knowledge, no other work on simultaneous retrieval and
classification of collocations has been carried out, therefore we cannot com-
pare our results to any reference work.
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Semantic gloss F#candidates #-collocations F#correct gloss

‘intense’ 74 70 59
‘weak’ 17 12 0
‘create’, ‘cause’ 64 49 44
‘put an end’ 56 42 15
‘increase’ 70 61 42
‘decrease’ 44 40 6
‘good’ 67 47 24
‘show’ 26 15 10

Table 4.2: Number of collocations found for each semantic gloss

To assess the performance of our approach, we calculate its precision,® tak-
ing into account: (1) the number of candidates that correctly correlate with
the base, and (2) the number of collocates whose semantics matches the
given semantic gloss. Tables 4.2 and 4.3 display the outcome of the exper-
iments. Table 4.2 shows the number of collocate candidates obtained for
each gloss after the application of the NPM I filter (second column); the
number of correct collocations formed by the given bases and the retrieved
collocate candidates (third column), and the number of correctly typed re-
trieved collocations with respect to each gloss (fourth column). Table 4.3
shows the achieved precision during the identification of correct collocations
and during the typification of the collocations calculated over all candidates
of a gloss from Table 4.2 (first value in the third column) and over the cor-
rectly identified collocations (second value in the third column).

Some of the collocates retrieved for each semantic gloss can be seen in Table
4.4.

4.2.4 Discussion

As can be observed in Table 4.3, the performance of the algorithm is not
uniform across the target set of semantic glosses. On the contrary, its
accuracy depends greatly on the particular gloss. In what follows, we present
some observations and conclusions derived from the analysis of the retrieved
instances.

3In our experiments, we omit recall because the lack of comprehensive semantically-
tagged collocation resources for Spanish makes it impossible to have reference gloss-
specific collocate lists suitable for its calculation.
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. Precision (p Precision (p
Semantic gloss (identif. colloc(at)ions) (glosses)( :
‘intense’ 0.95 0.80]0.84
‘weak’ 0.71 0.00/0.00
‘create’, ‘cause’ 0.77 0.69|0.90
‘put an end’ 0.75 0.27]0.36
‘increase’ 0.87 0.60(0.69
‘decrease’ 0.91 0.14]0.15
‘good’ 0.70 0.36/0.51
‘show’ 0.58 0.38|0.67

Table 4.3: Performance of the acquisition and classification of collocations
with respect to semantic glosses

With a p = 0.95, the system’s performance for ‘intense’ is close to human
judgement as far as the identification of collocations is concerned. The pre-
cision of the correct recognition of a collocation as belonging to ‘intense’
is somewhat lower (p = 0.80). Most of the erroneous typifications as ‘in-
tense’ are due to two reasons: (1) semantic similarity of the collocate to the
meaning ‘intense’ (as, e.g., creciente ‘growing’), and (2) the failure of word
embeddings to distinguish ‘intense’-collocates from their antonyms (as, e.g.,
minimo ‘minimal’).

In the case of ‘create, cause’, several free combinations are judged as col-
locations; cf., e.g., unificar [un] sistema ‘to unify [a] system’ or idear [un]
sistema ‘to design [a] system’. Still, almost 70% of the obtained candidates
are correctly typified as ‘create, cause’; cf., e.g., desatar [una] epidemia ‘to
spark [a] pandemic’, desencadenar [una| crisis, ‘to trigger [a] crisis’, redac-
tar [un] informe, ‘to draft [a] report’ or promulgar [un| edicto, ‘to issue [an]
edict’, etc.

The number of collocates that do not convey the targeted meaning is consid-
erably higher for ‘increase’ than for other glosses such as ‘intense’ or ‘create,
cause’. Unsurprisingly, most of the collocates retrieved for ‘increase’ convey
exactly the opposite meaning (‘decrease’), which can be easily explained by
the semantic relation that antonyms show when represented by word em-
beddings. Among the collocations with correct meaning, we obtain mejorar
[la] estabilidad ‘to improve stability’, incrementar [la] cobertura ‘to increase
coverage’, fortalecer [el] liderazgo ‘to strengthen leadership’, and estimular,
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Semantic gloss

Retrieved Examples

‘intense’

lluvia torrencial ‘torrential rain’
viento huracanado ‘hurricane-force winds’
ruido ensordecedor ‘deafening noise’

valor incalculable ‘inestimable value’

‘create’, ‘cause’

desatar [una] epidemia ‘to spark [a] pandemic’
desencadenar [una] crisis ‘to trigger [a] crisis’
redactar [un] informe ‘to draft [a] report’

promulgar [un] edicto ‘to issue an edict’

‘put an end’

demoler [un] edificio ‘to demolish [a] building’
apagar [un] fuego ‘to extinguish [a] fire’
resolver [un] problema ‘to solve [a] problem’

anular [un] acuerdo ‘to nullify [an] agreement’

‘increase’

mejorar [la] estabilidad ‘to improve stability’
incrementar [la] cobertura ‘to increase coverage’
fortalecer [el] liderazgo ‘to strengthen leadership’

estimular [la] economda ‘to stimulate [the] economy’

‘decrease’

minimizar [un] valor ‘to minimize [a] value’
reducir [una) tasa ‘to reduce [a] rate’
reducir [un] salario ‘to reduce [a] salary

minimizar [un] coste ‘to minimize costs’

‘good’

posicin excelente ‘excellent position’
carrera impecable ‘impeccable career’
resultado satisfactorio ‘satisfactory result’

forma perfecta ‘perfect shape’

‘show’

manifestar [una] preocupacién ‘to manifest [a] concern’
reflejar alegria ‘to reflect joy’

evidenciar [una] mejoria ‘to show improvement’

Table 4.4: Examples of correctly retrieved collocates for each semantic gloss
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reactivar [la] economia ‘to stimulate, revive [the] economy’.

As with ‘create, cause’, in the case of the types ‘good’ and ‘show’, a hand-
ful of free combinations are judged as collocations. Some examples of these
combinations are actitud sincera ‘sincere attitude’, intencion indudable ‘un-
questionable intention’, or aspecto inusual ‘unusual aspect’, for the gloss
‘good’; reafirmar [el] apoyo ‘to reassert support’, definir [una] caracteristica
‘to define [a] feature’ or justificar [un] temor ‘to justify [a] fear’, for the gloss
‘show’. Precision for ‘good’ and ‘show’ is somewhat low. T'wo main reasons
could be the cause of this decrease of performance: that the chosen seed
examples are not sufficiently common or general, and therefore not repre-
sentative enough for the glosses in question, or that these glosses present
a wider meaning, and are thus more difficult to attain. Further research is
needed to assess these issues.

Finally, as far as ‘weak’, ‘put an end’ and ‘decrease’ are concerned, whose
meanings are opposite to ‘intense’, ‘create, cause’ and ‘increase’, the num-
ber of candidates retrieved by the system that are correct collocates remains
high. However, the precision of the classification with respect to the target
semantic glosses drops significantly when compared to their positive coun-
terparts. This occurs because, as stated above, word embeddings fail to
distinguish between antonyms, considering words with opposite meanings
as actual synonyms. Most of the collocates found for ‘weak’, ‘put an end’
and ‘decrease’ are correct instances of ‘intense’, ‘create, cause’ and ‘inrease’.
For instance, we obtain luz cegadora ‘blinding light” and dano severo ‘severe
damage’ for ‘weak’; levantar [un] edificio ‘to erect a building’ and encender
[un] fuego ‘to light [a] fire’ were found for ‘put an end’; and for ‘decrease’
cases such as incrementar [un] salario ‘to increase wages’ and aumentar [el]
valor ‘to increase [a] value’ are obtained.

4.3 Weakly supervised approach

In this Section, we describe a weakly supervised approach to collocation
extraction and classification. Section 4.3.1 introduces the algorithm, Section
4.3.2 focuses on the experimental setup, and Sections 4.3.3 and 4.3.4 present
the results and discussion.
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4.3.1 Methodology for the acquisition of collocation
resources

The second method that we explore for automatic retrieval and typifycation
of collocations exploits the fact that semantically related words in two dif-
ferent vector representations are related by linear transformation (Mikolov
et al., 2013a). This property has been exploited for word-based translation
(Mikolov et al., 2013a), learning semantic hierarchies (hyponym-hypernym
relations) in Chinese (Fu et al., 2014), and modelling linguistic similarities
between standard (Wikipedia) and non-standard language (Twitter) (Tan
et al., 2015). We learn a transition matriz, that is a linear transformation
matrix, over a small number of collocation examples (base—collocate pairs),
which belong to a base space and a collocate space, where collocates share
the same semantic gloss, or category. Then, the matrix is applied to unseen
bases in order to discover new collocates for the given category.

As already mentioned above, our approach relies on Mikolov et al. (2013a)’s
linear transformation model, which associates word vector representations
between two analogous spaces. In Mikolov et al.’s original work, one space
captures words in language Lq and the other space words in language Lo,
such that the found relations are between translation equivalents. In our
case, we define a base space B and a collocate space C in order to relate bases
with their collocates that have the same meaning, in the same language (see
Figure 4.2 for an illustration, for the gloss ‘intense’). To obtain the word
vector representations in B and C, we use Mikolov et al. (2013c)’s word2vec.*

The linear transformation model is constructed as follows. Let T be a set of
collocations whose collocates share the semantic gloss 7, and let b;, and ¢,
be the collocate respectively base of the collocation ¢; € T. The base matrix
B = [bs,, by, ... by, | and the collocate matrix C; = [cy,, ¢, - - - ¢, | are given
by their corresponding vector representations. Together, they constitute a
set of training examples @, composed by vector pairs {by,, ¢t} .

®. is used to learn a linear transformation matrix U, € RB*C, Following
the notation in (Tan et al., 2015), this transformation can be depicted as:

We follow Mikolov et al.’s original approach and compute ¥, as follows:

“https://code.google.com /archive/p/word2vec/
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Hence, for any given novel base b;_, we obtain a novel list of ranked collo-
cates by applying W,b; . The resulting candidates are then filtered in two
steps. First, only candidates that form with the base a valid collocation
POS-pattern are kept. Then, the association measure NPMI- (Carlini
et al., 2014) is applied to the remaining candidates to guarantee the co-
occurrence between the base and the candidate.

We carry out experiments with ten different collocate glosses (including ‘do’
/ ‘perform’; ‘increase’, ‘decrease’, etc.) with Spanish and English material.
For most glosses, an approach that combines a stage of the application
of a gloss-specific transition matrix with a filtering stage based on POS-
patterns and statistical evidence outperforms approaches that exploit only
one of these stages as well as our previous technique presented in Section
4.2.
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4.3.2 Experimental setup

As mentioned above, we perform our experiments on the ten semantic col-
locate glosses listed in the first column of Table 4.5: eight verbal collocate
glosses in V-N collocations (‘perform’, ‘begin to perform’; ‘stop perform-
ing’, ‘increase’, ‘decrease’, ‘create, cause’, ‘put an end’ and ‘show’) and two
property glosses in Adj—N collocations (‘intense’ and ‘weak’), first with-
out filtering the obtained candidate list and then applying the POS and
NPMI filters®.

Training data

As is common in previous work on semantic collocation classification (Moreno
et al., 2013; Wanner et al., 2016), our training set consists of a list of man-
ually annotated correct collocations. For this purpose, we randomly select
English nouns from the Macmillan Collocations Dictionary and manually
classify their corresponding collocates with respect to the glosses.® Note
that there may be more than one collocate for each base. Since collocations
with different collocate meanings are not evenly distributed in language
(e.g., speakers use more often collocations conveying the idea of ‘intense’
and ‘perform’ than ‘stop performing’), the number of instances per gloss in
our training data also varies significantly (see Table 4.5).

For Spanish, the training examples for each of the glosses in our experiments
are taken from a corpus in which collocations are classified with respect to
LFs. The corpus is the first version of the AnCora-UPF corpus (Mille et al.,
2013), which contains 3,513 sentences. When gathering the experimental
data, duplicated instances of collocations are removed. When more than
one collocate for a given base is found, all collocates are kept. See Table 4.5
for the number of training instances for each gloss.

Test data

A total of 10 bases is evaluated for each gloss. The ground truth test set is
created in a similar fashion as the training set: for English, nouns from the
Macmillan Dictionary are randomly chosen, and their collocates manually

5For the calculation of NPMIc during the post-processing stage, a seven million
sentence newspaper corpus is used for Spanish, and the British National Corpus (BNC)
for English.

SWe consider only collocations that involve single word tokens for both the base and
the collocate. In other words, we do not take into account, e.g., phrasal verb collocates
such as stand up, give up or calm down. We also leave aside the problem of subcatego-
rization in collocations; cf., e.g., into in take [into] consideration.
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Semantic gloss Example # En # Es
‘intense’ absolute certainty 586 174
‘weak’ remote chance 70 23
‘perform’ give chase 393 319
‘begin to perform’  start [a] career 79 67
‘stop performing’  abandon [a] hope 12 3
‘increase’ improve concentration 73 22
‘decrease’ limit [a] choice 73 16
‘create’, ‘cause’ pose [a] challenge 195 181
‘put an end’ break [the] calm 79 31
‘show’ exhibit [a] characteristic 49 5

Table 4.5: Semantic glosses and size of training sets

classified in terms of the different glosses, until a set of 10 unseen base—
collocate pairs is obtained for each gloss. For Spanish, 10 bases for each
gloss from those annotated in the corpus are kept for evaluation.

Vector spaces

For Spanish, the only available corpus that is sufficiently large for training
the vectors is the Spanish Wikipedia. Therefore, both bases and collocates
are modelled by training their word vectors over Wikipedia, more precisely,
over a 2014 dump of the Spanish Wikipedia.

For English, bases and collocates are modelled with different corpora. Due
to the asymmetric nature of collocations, not all corpora may be equally
suitable for the derivation of word embedding representations for both bases
and collocates. Thus, we hypothesize that for modelling (nominal) bases,
which keep in collocations their literal meaning, a standard register corpus
with a small percentage of figurative meanings might be more adequate,
while for modelling collocates, a corpus which is potentially rich in colloca-
tions would likely be more appropriate. In order to verify this hypothesis,
we carry out two different experiments for English. In the first experiment,
we use for both bases and collocates vectors pre-trained on the Google News
corpus (Google Vecs), which is available at word2vec’s website. In the second
experiment, the bases are modelled by training their word vectors over a
2014 dump of the English Wikipedia, while for modelling collocates, again,
GoogleVecs is used. In other words, we assume that Wikipedia is a stan-
dard register corpus and thus better for modelling bases, while Google Vecs
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is more suitable for modelling collocates. The figures in Section 4.3.3 below
will give us a hint whether this assumption is correct.

4.3.3 Outcome of the experiments

The outcome of each experiment is assessed by verifying the correctness
of each retrieved candidate from the top-10 candidates obtained for each
test base. Given that a base can have different collocates to express a
meaning, and neither dictionaries nor corpus contain all possibilities,” the
evaluation is not performed automatically against the collocates found in
the corpus or dictionary; instead, each candidate is manually judged as
correct or incorrect.

For the outcome of each experiment, we compute both precision as the
ratio of collocates with the targeted gloss retrieved for each base, and Mean
Reciprocal Rank (MRR), which rewards the position of the first correct
result in a ranked list of outcomes:

1 Q] 1
MRR = — _
Q| ; rank;

where () is a sample of experiment runs and rank; refers to the rank position
of the first relevant outcome for the ith run. MRR is commonly used in
Information Retrieval and Question Answering, but has also shown to be
well suited for collocation discovery; see, e.g., (Wu et al., 2010).

We compare the performance of our setup with the accuracy achieved with
the technique described in Section 4.2, which serves us as baseline, in two
variants: without and with POS+N PM I filters. The first baseline (S1)
is based on the regularities in word embeddings, with the vec(king) —
vec(man) 4+ vec(woman) = vec(queen) example as paramount case. For
collocation retrieval, we follow the same schema; cf., e.g., the gloss ‘per-
form’ vec(take) — vec(walk) 4+ vec(suggestion) = vec(make) (where make is
the collocate to be discovered). The second baseline (S2) is an extension of
S1 in that its output is filtered with respect to the valid POS-patterns of
targeted collocations and NPM .8

"For this reason, we omit recall

8At the first glance, a state-of-the-art approach to correction of collocation errors
by suggesting alternative co-occurrences, such, as, e.g., (Dahlmeier and Ng, 2011a; Park
et al., 2008; Futagi et al., 2008), might appear as a suitable baseline. We discarded this
option given that none of them uses explicit fine-grained semantics.
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Precision (p)
Semantic gloss S1 S2 S3 S4

‘intense’ 0.25 0.12 0.17 0.44
‘weak’ 0.00 0.00 0.10 0.45
‘perform’ 0.09 0.00 0.20 0.16

‘begin to perform’ 0.15 0.00 0.03 0.15
‘stop performing’ 0.04 0.04 0.06 0.44

‘increase’ 0.20 0.08 0.25 0.50
‘decrease’ 0.04 0.09 0.08 0.19
‘create’, ‘cause’ 0.07 0.13 0.21 0.20
‘put an end’ 0.06 0.05 0.16 0.23
‘show’ 0.02 0.00 0.31 0.33

Table 4.6: Precision achieved by the system configurations (S3 — S4) and
baselines (S1 —S2) tested on Spanish data

For Spanish, the results of our experiments are shown in Tables 4.6 and
4.7 (S3 stands for our current transformation matrix-based setup without
filtering; and S4 for the matrix-based setup with POS+N PM I filtering).

For English, we evaluate four different configurations of our technique against
the two baselines. The four configurations that we test are: S3, which is
based on the transition matrix for which GoogleVecs is used as reference
vector space representation for both bases and collocates; S4, which ap-
plies POS-pattern and NPM I filters to the output of S3; S5, which is
equivalent to S3, but relies on a vector space representation derived from
Wikipedia for learning bases projections and on a vector space representa-
tion from Google Vecs for collocate projections; and, finally, S6, where the
S5 output is, again, filtered by POS collocation patterns and NPM Io. The
results of the experiments are displayed in Tables 4.8 and 4.9.

4.3.4 Discussion

In general, the full pipeline promotes good collocate candidates to the first
positions of the ranked result lists and is also best, in terms of accuracy,
compared to the system configurations that do not exploit POS+NPM -
filtering. For English, the configurations S3 — S6 of the system largely
outperform the baselines, with the exception of the gloss ‘increase’; for
which S2 equals S6 as far as p is concerned. However, in this case too MRR
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MRR

Semantic gloss S1 S2 S3 S4

‘intense’ 0.52 0.10 0.31 0.42
‘weak’ 0.00 0.00 0.75 0.60
‘perform’ 0.19 0.00 0.44 0.25
‘begin to perform’ 0.29 0.00 0.04 0.08
‘stop performing’ 0.10 0.07 0.35 0.53
‘increase’ 0.51 0.17 0.63 0.67
‘decrease’ 0.07 0.10 0.35 0.43
‘create’, ‘cause’ 0.38 0.13 0.57 0.38
‘put an end’ 0.26 0.02 0.32 0.43
‘show’ 0.20 0.00 0.85 0.55

Table 4.7: Mean Reciprocal Rank achieved by the system

(S3 — S4) and baselines (S1 — S2) tested on Spanish data
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configurations

Precision (p)

Semantic gloss S1 S2 S3 S4 S5 S6

‘intense’ 0.08 043 0.04 050 024 0.72
‘weak’ 0.09 0.11 0.23 0.45 0.27 0.39
‘perform’ 0.05 0.17 0.01 0.06 0.13 0.40
‘begin to perform’ 0.03 0.08 0.24 030 0.22 0.38
‘stop performing” 0.00 0.00 0.11 0.15 0.12 0.20
‘increase’ 0.16 0.53 0.31 0.43 0.35 0.53
‘decrease’ 0.07 0.05 0.28 0.25 0.27 0.28
‘create’, ‘cause’ 0.10 0.16 0.01 0.15 0.14 0.53
‘put an end’ 0.05 0.09 0.15 0.20 0.08 0.25
‘show’ 0.10 0.55 0.24 049 049 0.70

Table 4.8: Precision achieved by the system configurations (S3 — S6) and
baselines (S1 — S2) tested on English data

is considerably higher for S6, which achieves the highest MMR, scores for 6
and the highest precision scores for 7 out of 10 glosses (see the S6 columns
in Tables 4.8 and 4.9). For Spanish, configurations S3 — S4 also outperform
the baseline, except for the gloss ‘begin to perform’, in which S1 achieves a
p comparable to that of S4, and a higher MRR than both S3 and S4 (Tables

4.6 and 4.7).

As we can observe from the number of instances in Table 4.5, certain glosses
seem to exhibit less linguistic variation, requiring a less populated trans-
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MRR
Semantic gloss S1 S2 S3 S4 S5 S6
‘intense’ 0.18 035 0.35 0.15 0.66 0.82
‘weak’ 0.31 0.15 0.69 0.64 0.61 0.47
‘perform’ 0.22 032 0.01 035 0.70 0.79

‘begin to perform’ 0.17 0.05 0.61 0.64 0.70 0.71
‘stop performing’ 0.01 0.00 0.90 0.66 0.71 0.65

‘increase’ 0.47 0.72 0.78 0.86 0.86 0.90
‘decrease’ 0.18 0.04 0.57 0.38 0.37 0.30
‘create’, ‘cause’ 0.41 0.23 0.11 0.11 0.48 0.58
‘put an end’ 0.28 0.10 0.38 0.36 0.33 0.38
‘show’ 0.44 054 0.87 082 0.73 0.81

Table 4.9: Mean Reciprocal Rank achieved by the system configurations
(S3 — S6) and baselines (S1 — S2) tested on English data

Semantic gloss S6

‘intense’ 0.82
‘weak’ 0.45
‘perform’ 0.40

‘begin to perform’ 0.42
‘stop performing’  0.22

‘increase’ 0.55
‘decrease’ 0.37
‘create’, ‘cause’ 0.59
‘put an end’ 0.43
‘show’ 0.85

Table 4.10: Precision of the coarse-grained evaluation of the English S6
configuration

formation function from bases to collocates. Consider the case of ‘show’,
for English, which generates with only 49 training pairs the second best
transition matrix, with p=0.70. Similarly, for Spanish, for example, the
transformation function of ‘stop performing’, trained with only 3 instances,
achieves the second best results both for p and MRR.

Comparing S1, S3, S5 to S2, S4, and S6 , we may conclude that the inclu-
sion of a filtering module contributes substantially to the overall precision in
nearly all cases (‘decrease’ being the only exception for English). The com-
parison of the precision obtained for configurations S3 and S5 also reveals
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Semantic gloss Base Retrieved candidates
alto ‘high’, mdximo ‘maximum’
. , velocidad constante ‘constant’, gran ‘great’
intense ) .
‘speed’ considerable ‘considerable’
vertiginoso ‘vertiginous’
. , plazo breve ‘brief’, corto ‘short’
weak )
‘period’ largo ‘long’, prorrogable ‘extendable’
hacer ‘make’, embarcar ‘load’
. , viaje efectuar ‘carry out’, realizar ‘make’
perform . L
‘trip’ iiciar ‘initiate’; preparar ‘prepare’
)
topar ‘bump into’
alcanzar ‘attain’, medir ‘measure’
o0 ,  €xito suponer ‘suppose’, rebasar ‘overflow’
begin to perform o o .
‘success’ propiciar ‘propiciate’, presumir ‘boast’
presagiar ‘foretell’
escondite

‘stop performing’

‘hiding place’

abandonar ‘abandon’

incentivar ‘incentive’, fomentar ‘foster’

. , produccion . , ) ,
increase ) promover ‘promote’; alentar ‘encourage
‘production’ o
potenciar ‘improve’, fortalecer ‘strengthen’
oo reducir ‘reduce’, moderar ‘moderate’
. pérdida
decrease’ frenar ‘brake’, compensar ‘compensate’
‘loss’ ’
disminuir ‘decrease’, elevar ‘increase’
construir ‘build’, erigir ‘erect’
. . , templo o ] .
create’, ‘cause levantar ‘raise’, edificar ‘build
‘temple’
P . .
derribar ‘demolish’
. , duda resolver ‘solve’, solventar ‘resolve’
put an end
‘doubt’ plantear ‘set out’, zanjar ‘settle’
o expresar ‘express’, manifestar ‘manifest’
3 ) Oplnllon - 4 ) N < 3 )
show o reflejar ‘reflect’, resumir ‘summarize
opinion

plasmar ‘express’, exponer ‘expound’

Table 4.11: Examples of retrieved Spanish collocations
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Semantic gloss Base Retrieved candidates
‘intense’ caution extreme
slight, little, modest, minor, noticeable,
‘weak’ change o _ )
minimal, sharp, definite, small, big
‘perform’ calculation  produce, carry
‘begin to perform’ cold catch, get, run, keep
. abandon, destroy, ruin,
‘stop performing’  career ) )
terminate, threaten, interrupt
. , . enhance, increase, strengthen, maintain,
increase capability ‘ ‘
extend, develop, upgrade, build, provide
‘decrease’ congestion  reduce, relieve, cut, ease, combat
‘create’, ‘cause’ challenge pose
‘put an end’ ceasefire break
. demonstrate, reveal, illustrate, indicate,
‘show’ complezity

reflect, highlight, recognize, explain

Table 4.12: Examples of retrieved English collocations

that for 7 glosses the strategy to model collocates and bases on different
corpora paid off. This is different as far as MRR is concerned. Further
investigation is needed for the examination of this discrepancy.

It is also informative to contrast the performance on pairs of glosses with
opposite meanings, such as e.g., ‘begin to perform’ vs. ‘stop performing’;
‘increase’ vs. ‘decrease’; ‘intense’ vs. ‘weak’; and finally ‘create, cause’ vs.
‘put an end’. Better performance is achieved consistently on the positive
counterparts (e.g., ‘begin to perform’ over ‘stop performing’). A closer look
at the output reveals that in these cases positive glosses are persistently
classified as negative, but the opposite also occurs. Consider the following
examples as illustration:

(1) woz tenue ‘faint voice’ (belongs to ‘weak’ instead of ‘intense’)

(2) fuerte tension ‘strong tension’ (belongs to ‘intense’ instead of ‘weak’)
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(3) aumentar [una] tasa ‘to increase [a] rate’ (belongs to ‘increase’ instead
of ‘decrease’)

(4) derribar [un] templo ‘to demolish [a] temple’ (belongs to ‘put an end’
instead of ‘create’; ‘cause’)

(5) plantear [una] duda ‘to raise [a] question’ (belongs to ‘create’, ‘cause’,
instead of ‘put an end’)

This occurs with both the English and Spanish data. Further research is
needed to first understand why this is the case and then to come up with
an improvement of the technique in particular on the negative glosses.

The fact that for some of the glosses precision is rather low may be taken as
a hint that the proposed technique is not suitable for the task of semantics-
oriented recognition of collocations. However, it should be also stressed that
our evaluation is very strict: a retrieved collocate candidate is considered
as correct only if it forms a collocation with the base, and if it belongs to
the target semantic gloss. In particular the first condition might be too
rigorous, given that, in some cases, there is a margin of doubt whether a
combination is a free co-occurrence or a collocation; cf., e.g., huge challenge
or reflect [a] concern, which are rejected as collocations in our evaluation.
Since for L2 learners such co-occurrences may be also useful, we carry out
a second evaluation in which all the suggested collocate candidates that
belong to a target semantic gloss are considered as correct, even if they do
not form a collocation.? Cf. Table 4.10 for the outcome of this evaluation
for the S6 configuration. Only for ‘perform’ the precision remains the same
as before. This is because collocates assigned to this gloss are support verbs
(and thus void of own lexical semantic content).

Tables 4.11 and 4.12 show some of the collocates that are obtained.

4.4 Summary and conclusions

In Section 4.2, we presented an unsupervised technique for collocation dis-
covery and classification, based on the ability of word embeddings for draw-
ing analogies. With an average precision of 0.78, the system performs well

90bviously, collocate candidates are considered as incorrect if they form incorrect
collocations with the base. Examples of such incorrect collocations are stop [the] calm
and develop [a] calculation.
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as far as the retrieval of collocates is concerned. However, for the seman-
tic classification of collocates, the performance varies greatly. For instance,
a precision of up to 0.80 is obtained for the gloss ‘intense’, which means
that the system is able to perform satisfactorily for some of the semantic
glosses that are tested. Still, much room for improvement is left for other
glosses, such as ‘weak’ or ‘decrease’, and the impact of the chosen seed ex-
ample on the collocates retrieved by the system is yet to be investigated.
Nevertheless, the fact that starting from just one example we are able to
obtain highly idiosyncratic collocatations such as desencadenar [una] crisis
‘to trigger [a] crisis, demoler [un] edificio ‘to demolish [a] building’ or fort-
alecer [el] liderazgo ‘to strengthen leadership’, as well as less idiosyncratic
ones such as reducir [un| salario ‘to reduce [a] salary’ or incrementar [la]
cobertura ‘to increase coverage’ shows the potential of the approach.

In Section 4.3, we presented a weakly-supervised algorithm for collocation
retrieval and classification. The technique is based on the linear relations
that are held between semantically similar words in different vector spaces.
Experiments on both Spanish and English show that this approach behaves
better than the baseline (the technique described in Section 4.2), outper-
forming it in nearly all cases, even when the size of the training set is very
limited, i.e., below 10 instances. This suggests that a small investment in
annotation can lead to better resources.

The experiments presented in Section 4.3 also point to two important con-
clusions: (1) not all corpora are equally suitable for obtaining word embed-
ding representations for bases and collocates. A standard register corpus
with definitorial semantic language is more appropriate for modelling bases,
and a corpus richer in collocations is more appropriate for modelling collo-
cates. (2) a NPM I filtering module, which helps to disregard candidates
that do not co-occur with the base, contributes substantially to the overall
precision in almost all of the cases.

We focus on Spanish and English, and only on a small amount of collo-
cations. However, since the resources required by both approaches, i.e.,
the example-based and the weakly-supervised approaches, are easily ob-
tained, the proposed approaches are highly scalable and portable to other
languages. Given the lack of semantically tagged collocation resources for
most languages, our work has the potential to become influential, especially
in the context of second language learning.



CHAPTER 5

Collocation error classification

The second of our goals for the present thesis work is, as stated in Chapter
1, the development of computational techniques for the automatic iden-
tification and classification of collocation errors. We argue that specific
techniques are necessary for the identification of each type of error because,
on the one hand, more accurate type-targeted error correction techniques
can be developed and, on the other, information about the error types the
learners struggle more with can be given to the learners. In our work, we
approach the identification and classification of collocation errors as two
different tasks, namely (1) collocation error classification, which consists
in classifying incorrect collocations that have been manually identified as
such, and (2) simultaneous identification and classification of collocation er-
rors in learners’ writings. For the first task, we propose a hybrid approach
that takes as input erroneous collocations and classifies them according to
their error type(s). The second task is left for the next chapter. The re-
mainder of this chapter is organized as follows: Section 5.1 describes the
method for collocation error classification, along with the experiments and
the discussion, and Section 5.2 presents some conclusions.

5.1 Collocation error classification

In this Section, we present a hybrid approach to collocation error classifi-
cation based on Machine Learning classification techniques and rule-based
techniques. Section 5.1.1 justifies the use of a hybrid approach, and presents
the techniques. Section 5.1.2 describes the experimental setup, and Sections
5.1.3 and 5.1.4 present the results and the discussion.

89
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5.1.1 A hybrid approach to collocation error classification

In corpus-based linguistic phenomenon classification, it is common to choose
a supervised machine learning method that is used to assign any identified
phenomenon to one of the available classes. In the light of the diversity
of the linguistic nature of the collocation errors and the widely diverging
frequency of the different error types, this procedure seems not optimal
for miscollocation classification. A round of preliminary experiments con-
firmed this assessment. It is more promising to target the identification of
each collocation error type separately, using for each of them the identifica-
tion method that suits its characteristics best. For this reason, we propose
a hybrid approach, which uses Machine Learning classification algorithms
along with rules to classify the different types of errors.

In our work, we use the collocation error typology by Alonso Ramos et al.
(2010), described in detail in Chapter 2. Concretely, the types of errors
that we address are presented in Section 2.3.4, at the end of Chapter 2. As
a summary, we present below for the convenience of the reader the lexical
and grammatical errors types that we target in our work, along with a brief
description and an example for each type.

Lexical errors

¢ Extended substitution: Includes Substitution errors (erroneous choice
of the base or collocate, as in *realizar una meta, lit. ‘to realize, to carry
out a goal’; corr.: conseguir una meta, lit. ‘to reach a goal’) and Anal-
ysis errors (creation of an erroneous word combination with the form of
a collocation, as in *hacer nieve, lit. ‘to make snow’; corr: newvar, lit. ‘to
snow’).

e Creation: Erroneous choice of a non-existing base or collocate, as in
*hacer un llamo, lit. ‘make a llamo [non-existing word meaning call]’; corr.:
hacer una llamada, lit. ‘make a call’.

e Different sense: Erroneous choice of a correct collocation in a particular
context, as in *voz alta, lit. ‘loud voice’; corr.: gran voz, lit. ‘great voice’.
Both are correct collocations, but while the former refers to ‘loud voice’, as
opposed to ‘silent voice’, gran voz refers to ‘shouting’, to ‘an extraordinarily
loud voice’.

Grammatical errors

e Government: Erroneous omission, insertion or use of the government of
any of the members of the collocation, as in *ver a la pelicula, lit. ‘watch
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at a movie’; corr.: ver la pelicula, lit. ‘watch a movie’.

e Determiner: Erroneous omision of insertion of a determiner of the nomi-
nal base, as in *hablar el inglés, lit. ‘speak the English’; corr.: hablar inglés,
lit. ‘speak English’.

e Pronoun: Erroneous omission or insertion of a reflexive pronoun for
a verbal collocate, as in *wvolver_ loco, lit. ‘turn (someone) crazy’; corr.:
volverse loco, lit. ‘turn (oneself) crazy’.

e Gender: Erroneous gender, as in *aumentar las precios, lit. ‘raise
the[fem] prices’; corr.: aumentar los precios, ‘lit. ‘raise the[masc| prices’.

e Number: Erroneous number of the base or the base determiner, as in
*dar bienvenidas, lit. ‘give welcomes’; corr.: dar la bienvenida, lit. ‘give the
welcome’.

e Order: Erroneous word order, as in *educacidn buena, lit. ‘education
good’; corr.: buena educacion, lit. ‘good education’.

5.1.1.1 Lexical errors

In what follows, we describe the methods that we use to identify lexical
miscollocations. All of these methods perform a binary classification of all
identified incorrect collocations as ‘of type X’ / ‘not of type X’. The methods
for the identification of ‘Extended substitution’ and ‘Creation’ errors receive
as input the incorrect collocations (i.e., grammatical, lexical or register-
oriented miscollocations) recognized in the writing of a language learner
by a collocation error recognition program?!, together with their sentential
contexts. The method for the recognition of ‘Different sense’ errors receives
as input ‘Different sense’ errors along with the correct collocations identified
in the writing of the learner.

Extended Substitution Error Classification. For the classification of
incorrect collocations as ‘Extended substitution’ error / ‘Not an extended
substitution’ error, we use supervised machine learning. This is because
‘Extended substitution’ is, on the one side, the most common type of error
(such that sufficient training material is available), and, on the other side,

1Since in our experiments we focus on miscollocation classification, we use as “writings
of language learners” a learner corpus in which both correct and incorrect collocations
have been annotated manually and revised by different annotators. Only those instances
for which complete agreement is found is used for the experiments.
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very heterogeneous (such that it is difficult to be captured by a rule-based
procedure). After testing various ML-approaches, we have chosen the Sup-
port Vector Machine (SMO) implementation from the Weka toolkit (Hall
et al., 2009).2

Two different types of features have been used: lexical features and co-
occurrence (or PMI-based) features. The lexical features consist of the
lemma of the collocate and the bigram made up of the lemmas of the base
and collocate. The PM I-based features consist of: NPMIx of the base
and the collocate, N PM I~ of the hypernym of the base and the collocate,
NPMTI (see Appendix A) of the base and its context, and NPMI of the
collocate and its context, considering as context the two immediate words
to the left and to the right of each element. Hypernyms are taken from
the Spanish WordNet; NPM1Is and NPM I¢s are calculated on a 7 million
sentences reference corpus of Spanish. Table 5.1 summarizes the features
used in the experiments.

Features
lemmaCollocate
lemmaBase + lemmaCollocate
N PMI¢(base,collocate)
NP M I¢(base_hypernym,collocate_hypernym)
N PM1I(base,baseContext)
NP M I(collocate,collocateContext)

Lexical

Statistical

Table 5.1: Features for the classification of ‘Extended Substitution’ errors.

Creation Error Classification. For the detection of ‘Creation’ errors
among all miscollocations, we have designed a rule-based algorithm that
uses linguistic (lexical and morphological) information; see Algorithm 2.

If both elements of a collocation under examination are found in the RC
with a sufficient frequency (>50 for our experiments), they are considered
valid tokens of Spanish, and therefore ‘Not creation’ errors. If one of the
elements has a low frequency in the RC (<50), the algorithm continues to
examine the miscollocation. First, it checks whether a learner has used an
English word in a Spanish sentence, considering it as a ‘transfer Creation’
error. If this is not the case, it checks whether the gender suffix is wrong,

2Weka is University of Waikato’s public machine learning platform that offers a great
variety of different classification algorithms for data mining.
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Algorithm 2: ‘Creation’ Error Classification

Input:
b+ ¢ // Set of base+collocate pairs;

[y

2 by / cr // Set of lemmatized bases/collocates;
3 by /¢ // Set of stems of bases/collocates;

initialization;
4 for b+ cdo
5 if br,c, € RC

and freq(‘br,’) > 50
and freq(‘c,’) > 50 then

6 ‘ echo “Not a creation error”;
7 else if by V cp € English dictionary then
8 ‘ echo “Creation error (Transfer)”;
9 else if check_gender(by) = false then
10 ‘ echo “Creation error (Incorrect gender)”;
11 else if check_affix(b,) || check_affiz(c,) then
12 ‘ echo “Creation error (Incorrect derivation)”;
13 else if check_ortography(br) || check-ortography(cr) then
14 ‘ echo “Not a creation error (Ortographic)”;
15 else if freq(‘vr,’) > 0 or freq(‘c;,’) > 0 then
16 ‘ echo “Not a creation error”;
17 else
18 echo “Creation error (Unidentified)”

end

considering it as a ‘gender Creation’ error, as in, e.g., *hacer regala instead
of hacer regalo, lit. ‘make present’. This is done by alternating the gender
suffix and checking the resulting token in the RC.

If no gender-influenced error can be detected, the algorithm checks whether
the error is due to an incorrect morphological derivation of either the base or
the collocate — which would imply a ‘derivation Creation’ error, as in, e.g.,
*ataque terroristico instead of ataque terrorista ‘terrorist attack’. For this
purpose, the stems of the collocation elements are obtained and expanded
by the common nominal / verbal derivation affixes of Spanish to see whether
any derivation leads to the form used by the learner.
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Should this not be the case, the final check is to see whether any of the
elements is misspelled and therefore we face a ‘Not creation error’. This is
done by calculating the edit distance from the given forms to valid tokens

in the RC.

In the case of an unsuccessful orthography check, we assume a ‘Creation’
error if the frequency of one of the elements of the miscollocation is ‘0’, and
a ‘Not creation’ error for element frequencies between ‘0’ and ‘50’.

Different Sense Error Classification. Given that ‘Different sense’ er-
rors capture the use of correct collocations in an inappropriate context, the
main strategy for their detection is to compare the context of a learner
collocation with its prototypical context. The prototypical context is rep-
resented by a centroid vector calculated using the lexical contexts of the
correct uses of the collocation found in the RC.

The vector representing the original context is compared to the centroid
vector in terms of cosine similarity; cf. Eq. (5.1).

A-B
sim(A, B) TAlTB (5.1)
A specific similarity threshold must be determined in order to discriminate
correct and incorrect uses. Although further research is needed to design
a more generic threshold determination procedure, in the experiments we
carried out so far, 0.02543 was empirically determined as the best fitting
threshold.

5.1.1.2 Grammatical errors

For the classification of grammatical errors, we have developed a set of
functions. Each function focuses on the identification of one specific type
of grammatical error in given miscollocations. Each function has thus been
designed taking into account both the specific characteristics of the type
of error it deals with and the possibility of a collocation being affected by
several errors at the same time, either grammatical, lexical, register or any
combination of them. All six functions receive as input miscollocations
found in writings by learners of Spanish, and most of them use a RC of
Spanish. In what follows, we briefly describe each one of them.

Determination errors. This function queries the RC to look up common
occurrences of both the base and the collocate of the miscollocation, includ-
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ing those with the presence of a determiner and those in which no determiner
is found. If the number of occurrences with the determiner is significantly
higher than the number of occurrences without the determiner, the collo-
cation is considered to require a determiner. In this case, if the context of
the miscollocation does not contain a determiner, a ‘Determination’ error is
flagged. Along the same lines, if it is determined that the collocation does
not take a determiner, but the learner uses one, again, a ‘Determination’
error is flagged.

Number errors. ‘Number’ errors can affect both the base and the collocate
and are not necessarily manifested in terms of a lack of agreement, as, e.g.,
in *tener una vacacidn ‘to have a holiday’, *dimos bienvenidas ‘to welcome’,
*gané pesos ‘to put on weight’, etc. In order to check whether a collocation
contains a ‘Number’ error, the corresponding function retrieves from the RC
combinations of the lemmas of the base, the collocate and the prepositions
that depend on the dependent element. In other words, given a preposition,
all possible combinations of the forms of the base and the collocate with that
particular preposition are retrieved. Then, alternative number forms of the
base and collocate are generated (i.e., if an element in the miscollocation is
in plural, its singular form is generated, and vice versa) and occurrences of
their combinations are retrieved from the RC.

If the original form is not one of the possible combinations retrieved from
the RC, but any of the alternatives is, the miscollocation is assumed to
contain a ‘Number’ error.

Gender errors. Only miscollocations that have a noun as their base can
contain this kind of error. However, the form of the base is rarely erroneous
(cf., e.g., *pasar los vacaciones). Rather, there is often a lack of agreement
between the base and its determiner, or between the base and the collo-
cate (in N—Adj collocations), resulting from the wrong choice of the gender
of the determiner respectively collocate. For this reason, the correspond-
ing function checks the gender of the determiner and adjectival modifiers
of the base of the given miscollocation. Both the frequency of the miscol-
location n-gram (i.e., string consisting of the collocate and the base with
its determiner) and linguistic information are considered. For each miscol-
location, the function retrieves from the RC the frequency of the original
n-gram. Then, it generates new alternatives by changing the gender of the
determiner (in V-N, N-N or prepositional collocations) or the adjective (in
N-Adj collocations) and looks for the frequency of the new combinations.
If this happens to be higher than the frequency of the miscollocation, a
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‘Gender’ error is assumed. Otherwise, the agreement between the base and
the determiner respectively collocate is checked. If lack of agreement is
identified, a ‘Gender’ error is assigned.

Government errors. To identify this kind of error, we take into account
the context in which the miscollocation appears. For this purpose, first,
syntactic patterns that contain the miscollocation’s base and collocate and
any preposition governed by either of the two are retrieved from the RC.
Then, it is looked up whether the original syntactic miscollocation pattern
that involves a governed preposition appears in the retrieved list. If this is
not the case, the miscollocation is assumed to contain a ‘Government’ error.

Pronoun errors. In order to identify ‘Pronoun’ errors, a similar approach
to the one used for recognizing ‘Determination’ errors is followed. In this
case, frequencies of the combinations with and without reflexive pronouns
are retrieved and compared to the miscollocation.

Order errors. To identify an ‘Order’ error, the frequency of the given
miscollocation in the RC is calculated. Then, the frequencies of all the
possible permutations of the elements of the collocation are compared to
the frequency of the miscollocation. If any of them is significantly higher,
the collocation is considered to contain an ‘Order’ error.

5.1.2 Experimental setup

For our experiments, we use a fragment of the Spanish Learner Corpus
CEDEL2 (Lozano, 2009), which is composed of writings of learners of Span-
ish whose first language is American English. The writings have an average
length of 500 words and cover different genres. Opinion essays, descriptive
texts, accounts of some past experience, and letters are the most common
of them. The levels of the students range from ‘low-intermediate’ to ‘ad-
vanced’. In the fragment of CEDEL2 (in total, 517 writings) that we use
(our working corpus), both the correct and incorrect collocation occurrences
are tagged.? As stated above, collocations were annotated and revised, and
only those for which a general agreement regarding their status was found,
are used for the experiments.

3The tagging procedure has been carried out manually by several linguists. The first
phase of it was already carried out by Alonso Ramos et al. (2010). We carried on the
tagging work by Alonso Ramos et al. (2010) to have for our experiments a corpus of a
sufficient size.
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Table 5.2 shows the frequency of the correct collocations and of the five types
of lexical miscollocations in our working corpus. The numbers confirm our
decision to discard synthesis miscollocations (there are only 9 of them —
compared to, e.g., 565 substitution miscollocations) and to merge analysis

miscollocations (19 in our corpus) with substitution miscollocations.*

Class # Instances

Correct collocations 3245

Substitution errors 565

Creation errors 69

Different sense errors 48

Analysis errors 19

Synthesis errors 9

Table 5.2: Number of instances of the lexical error types and correct collo-
cations in CEDEL2.

Analogously, Table 5.3 shows the frequency of the different types of gram-
matical errors. With only 2 instances of governed errors and one instance of
specification error, our decision to disregard these two types of errors seems
appropriate.

Class # Instances
Government errors 225
Determination errors 146
Gender errors 77
Number errors 44
Pronoun errors 28
Order errors 28
Governed errors 2
Specification errors 1

Table 5.3: Number of instances of the grammatical error types in CEDEL2.

To be able to take the syntactic structure of collocations into account, we
processed CEDEL2 with Bohnet (2010)’s syntactic dependency parser®.

4Synthesis miscollocations are too different from the other types of errors to be merged
with any other type.

SProcessing tools’ performance on non-native texts is lower than on texts written by
natives. We evaluated the performance of the parser on our learner corpus and obtained
the following results: LAS:88.50%, UAS:87.67%, LA:84.54%.
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As RC, we use a seven million sentence corpus, from Peninsular Spanish
newspaper material. The RC was also processed with Bohnet (2010)’s syn-
tactic dependency parser.

5.1.3 Outcome of the experiments

Table 5.4 shows the performance of the individual lexical error classification
methods. In the ‘4’ column of each error type, the accuracy is displayed
with which our algorithms correctly detect that a miscollocation belongs to
the error type in question; in the ‘—’ column, the accuracy is displayed with
which our algorithms correctly detect that a miscollocation does not belong
to the corresponding error type.

‘Ext. subst’ ‘Creation’ ‘Diff. sense’

+ - + - + -
Baseline 0.395 0.902 0.391 0.986 0.5 0.453
Our model 0.832 0.719 0.681 0.942 0.583 0.587

Table 5.4: Accuracy of the lexical error detection systems.

To assess the performance of our classification, we use three baselines, one
for each type of error. To the best of our knowledge, no other state-of-the-art
figures are available with which we can compare its quality further. For the
‘Extended substitution’ miscollocation classification, we use as baseline a
simplified version of the model, trained only with one of our lexical features,
namely bigrams made up of the lemmas of the base and the collocate of
the collocation. For ‘Creation’ miscollocation classification, the baseline
is an algorithm that judges a miscollocation to be of the type ‘Creation’
if either one of the elements (the lemma of the base or of the collocate)
or both elements of the miscollocation are not found in the RC. Finally,
for the ‘Different sense’ miscollocation classification, we take as baseline an
algorithm that, given a bag of the lexical items that constitute the contexts
of the correct uses of a collocation in the RC, judges a collocation to be
a miscollocation of the ‘Different sense’ type if less than half of the lexical
items of the context of this collocation in the writing of the learner is not
found in the reference bag.

Table 5.5 shows the classification accuracy of the individual grammatical
error identification functions for both the positive cases (collocations con-
taining the type of error that is to be identified) and the negative cases
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(incorrect collocations affected by any kind of error, except the one that is
dealt with).

Type of error (+) (—)
Determination  0.719 0.793

Number 0.659 0.851
Gender 0.818 0.989
Government 0.68 0.708
Pronoun 0.357 0.99
Order 0.75 0.848

Table 5.5: Accuracy of the grammatical error detection functions

5.1.4 Discussion

Before we discuss the outcome of the experiments, let us briefly make some
generic remarks on the phenomenon of a collocation in the experiments.

5.1.4.1 The phenomenon of a collocation

The decision whether a collocation is correct or incorrect is not always
straightforward, even for native expert annotators. Firstly, a certain num-
ber of collocations is affected by spelling and inflection errors. Consider,
e.g., tomamos cervesas ‘we drank beer’, instead of cervezas; sacque una
mala nota ‘I got a bad mark’, where saqué is the right form, or el dolor
disminie ‘the pain decreases’, instead of disminuye. In such cases, we as-
sume that these are orthographical or morphological mistakes, rather than
collocational ones. Therefore, we consider them to be correct. On the other
hand, collocations may also differ in their degree of acceptability. Consider,
e.g., asistir a la escuela, tomar una fotografia o mirar la television. Col-
locations that were doubtful to one or several annotators were looked up
in a RC. If their frequency was higher than a certain threshold, they were
annotated as correct. Otherwise, they were considered incorrect. From the
above examples, asistir a la escuela is the only collocation considered as
correct after the consultation of the RC.

5.1.4.2 The outcome of the experiments

After these considerations, we now discuss the outcome of the experiments,
for each of the error types that we target.



100 COLLOCATION ERROR CLASSIFICATION

Extended substitution errors. Especially in the case of ‘Extended sub-
stitution’ and ‘Creation’ miscollocations, the classification accuracy in our
experiments has been rather high. Still, the analysis of the incorrectly clas-
sified miscollocations is certainly beneficiary for further improvements. For
instance, some of the ‘Extended substitution’ miscollocations have not been
recognized; cf. (5.1-5.3). Also, some miscollocations that are not of the type
‘Extended substitution’ are classified to be of this type. Consider, e.g., (5.4)
and (5.5), both ‘Creation’ errors incorrectly classified as ‘Extended substi-
tution’. Lexical features play an important role in these instances, since
all these cases are possibly influenced by the fact that their collocates are
rather frequent in correct non-substitution collocations.

(5.1) *rato elevado, instead of tasa elevada ‘high rate’

(5.2) *tener moralidad, instead of tener moral ‘to have moral’
(5.3) *comer café, instead of tomar café ‘to eat coffee’

(5.4) *la data revela, instead of los datos revelan ‘the data reveal’
(5.5) *arena orada, instead of arena dorada ‘golden sand’

Creation errors. Cases of ‘Creation’ miscollocations that are not recog-
nized as such include (5.6-5.8). (5.6) and (5.7). The failure to recognize
them is likely to be due to the noise in the RC created by the lemmatizer,
since the frequencies of secto and ético are 145 and 179, respectively.

In other cases, such as in (5.8), our algorithm is not able to find an origin
of the possible error, judging it thus to be ‘Not creation’.

(5.6) *formar [un] secto, instead of formar [una] secta ‘to create [a] sect’
(5.7) *tener [un] ético, instead of tener ética ‘to have [an] ethic’
(5.8) *hablar creol, instead of hablar criollo ‘to speak Creol’

Some miscollocations that are not of the ‘Creation’ type have been classified
as being ‘Creation’; cf., e.g., (5.9-5.12). All four are, in fact, ‘Substitution’
errors, which have been classified as ‘Creation’. One possible reason for
this failure might be the journalistic genre of our RC. Thus, picnic ‘picnic’
and conteo ‘count’ are perfectly acceptable words in Spanish. However,
they are not frequent in journalistic writings of our RC. Picnic appears 47
times and conteo 29 times. Their low frequency leads them to be considered



5.1. COLLOCATION ERROR CLASSIFICATION 101

‘Creation’ errors: picnic is an English word, such that the system classified
its collocation as ‘Creation by transfer’ error. Conteo is assumed to be a
‘Creation’ error because its affix is interpreted incorrectly. Indisputable is
also a correct word in Spanish, but it does not appear in our RC at all, such
that its collocation is classified as ‘Creation by transfer’ error.

Other misclassifications with respect to ‘Creation’ are due to errors during
lemmatization. This is, for instance, the case of (5.12), where caminata
‘hike’ has been lemmatized as the infinitive form caminatar, a non-existing
word in Spanish.

(5.9) *tener [un] picnic, instead of hacer [un] picnic ‘to have [a] picnic’

(5.10) *derecho indisputable, instead of derecho indiscutible ‘indisputable right’
(5.11)  *hacer [un] conteo, instead of hacer [un] conteo ‘to take stock, to count’
(5.12)  *hacer caminata, instead of ir de caminata ‘to go [for a] hike’

Different sense errors. The performance figures show that the correct
identification of ‘Different sense’ miscollocations is still a challenge. With an
accuracy somewhat below 60% for both the recognition of ‘Different sense’
miscollocations and recognition of ‘Correctly used’ collocations, there is
room for improvement. Our cosine-measure quite often classifies ‘Different
sense’ errors as correctly used collocations, such as (5.13 and 5.14), or leads
to the classification of correct collocations as ‘Different sense’ miscolloca-
tions (cf., e.g., 5.15-5.18). This shows the limitations of an exclusive use
of lexical contexts for the judgement whether a collocation is appropriately
used: on the one hand, lexical contexts can, in fact, be rather variant (such
that the learner may use a collocation correctly in a novel context), and,
on the other hand, lexical contexts do not capture the situational contexts,
which determine even to a major extent the appropriateness of the use of a
given expression. Unfortunately, the capture of situational contexts remains
a big challenge.

(5.13)  gastar [el] tiempo, instead of pasar [el] tiempo ‘to spend time’

(5.14) tener opciones, instead of ofrecer posibilidades ‘to offer possibilities’

(5.15)  ir [en] coche ‘to go [by] car’
(5.16)  tener [una] relacidn ‘to have [a] relationship’

(5.17)  temer impacto ‘to have impact’
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(5.18)  tener capacidad ‘to have capacity’

Determination errors. As illustrated in the examples (5.19-5.21), some
‘Determination’ errors are not identified as such because these collocations
can be found both with and without determiner, depending on the context.
For instance, a determiner can be required by a specifier, as in (5.19). Also,
we find a singular form of the collocation with a determiner, as in (5.20)
and (5.21), where tener un hijo ‘to have a child’ and hacer una actividad
‘to do a task’ are correct.

(5.19) *tiene una reputacion, instead of tiene reputacion ‘he has a reputation’
(5.20)  *tiene los hijos, instead of tiene hijos ‘he has children’

(5.21)  *hace las actividades, instead of hace actividades ‘he does tasks’

With regard to the negative case, i.e., the classification of miscollocations
that contain other kinds of errors than ‘Determination’ error, the same rea-
sons can be identified as the source of error. In the following examples,
the forms including a determiner, i.e., the singular forms, are more fre-
quent than the forms that do not have it, such that they are classified as
‘Determination’ errors.

(5.22) *tengo planes, instead of tengo planes (de) ‘I have plans’
(5.23) *dijo secretos, instead of contar, revelar secretos ‘he told secrets’

(5.24)  *hacer decisiones, instead of tomar decisiones ‘to take decisions’

Number errors. Most failures to identify a ‘Number’ error are due to the
fact that, because of multiple errors appearing in the collocation, no usable
patterns are retrieved from the RC. A number of failures occur when a
collocation is per se valid in Spanish, but incorrect in the particular context
in which it is used by the learner; cf. (5.25)—(5.27).

(5.25)  *fuimos a un museo, compared to fuimos a museos ‘we went to
museums’
(5.26)  *hacer barbacoa, compared to hacer barbacoas ‘to barbecue’

(5.27) *tienen Tazdén, compared to tienen razones ‘they have reasons’
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The same occurs in miscollocations that contain other types of errors, but
are classified as ‘Number’ error; cf.: (5.28) and (5.29). An additional source
of failure in the negative case is the appearance of lexical errors in the
miscollocation, as, e.g., in (5.30), where a wrong selection of an element of
the collocation leads to a correct collocation with a different meaning.

(5.28) *tener los derechos, compared to tener el derecho ‘to have the rights’
(5.29) *tiene opciones, compared to tiene opcidn ‘he has options’

(5.30) *hacer divisiones, compared to causar divisiones ‘to cause separation’,
lit. ‘to make mathematical divisions’

Gender errors. The analysis of the incorrectly classified instances of
both ‘Gender’ and ‘other’ miscollocations shows that the misclassification is
mainly due to errors resulting from the automatic processing of the writings
of the students. For instance, in the case of (5.31-5.33), the first step of our
function returns no information, since all three collocations are affected by
several errors and therefore, no valid patterns are retrieved from the RC. To
account for this case, agreement is checked. In (5.31), both the determiner
and the base have been assigned masculine gender, so no agreement error is
found and the collocation is classified as ‘Other’. Similarly, canoa ‘canoe’ is
incorrectly tagged and no agreement error is found either. Finally, in (5.33)
a parsing error is responsible for the incorrect assignation of the class, since
the determiner appears as depending on the verb.

(5.31) *rechazar los metas, instead of alcanzar, lograr las metas ‘to reach goals’
(5.32) *hacer el canoa, instead of ir en canoa ‘canoeing’
(5.33) *la idioma habla, instead of habla un idioma ‘he speaks a language’

As already (5.31-5.33), the following ‘other error type’ miscollocations are
affected by several kinds of errors at the same time, which means that
agreement has to be checked. Thus, (5.34) and (5.35) are incorrectly POS-
tagged as N—-Adj collocations, such that an agreement between the noun
and the adjective is looked for. Since none is found, the collocations are
judged to have ‘Gender’ errors.

(5.34) *sentado por sillas, instead of sentado en sillas ‘sat on chairs’

(5.35) *completo mis clases, instead of termino mis clases ‘I complete my
classes’
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(5.36)  *tuve la chance, instead of tuve la suerte ‘I was lucky’

Government errors. An analysis of the results for this kind of error reveals
that, as already with ‘Determination’ errors, there is often a correct version of the
collocation, in this case with a different government, and it is the context which
requires the selection of one or the other alternative. Thus, in (5.37), tiene el poder
‘he has the power’ (whithout preposition) should not be used when followed by a
verb, but is a possible expression on its own. The same occurs in (5.38) and (5.39).

(5.37) *tiene el poder + V, instead of tiene el poder (de) + V ‘he has the
power (to) +V

(5.38) *aprovechaba la oportunidad + V, instead of aprovechaba la oportunidad
(de) + V ‘I took the most of an opportunity’ + V

(5.39)  *tener idea + V, instead of tener idea (de) + V ‘to have idea (of)’ + V

Other types of collocation errors classified as ‘Government’ errors are usually caused
by lexical errors involved in the collocation, as in the following examples. In (5.40),
a correct collocation can be found with the given base and collocate (resolucion
de este problema ‘solution to a problem’). The same can be observed in (5.41)
(cambiar de religidn ‘to convert to a religion’) and (5.42) (manejar un coche ‘to
drive a car’). In all of these cases, there is a correct collocation composed by the
original base and collocate and a different preposition, which leads the function to
classify them as ‘Government’ errors.

(5.40) *resolucion a este problema, instead of solucidn a este problema
‘solution to a problem’

(5.41) *cambiar a la religidn, instead of convertirse a la religion ‘to convert to
a religion’

(5.42) *manejamos en coche, instead of ir en coche, conducir un coche ‘we
drove a car’

Pronoun errors. The lower accuracy rate for the identification of ‘Pronoun’ errors
is due to several reasons. Firstly, due to lexical errors in the same miscollocation,
almost a third of the queries to the RC does not retrieve any frequencies. Secondly,
lexical errors produce combinations in Spanish that are not necessarily collocations.
Thus, sacar una operacion a flote/adelante ‘to get an operation going’ (cf. 5.43)
is correct, but it is not a binary collocation. Thirdly, multiple grammatical errors
also give place to possible occurrences, as in (5.44). Finally, there are collocations
that accept both the pronominal form and the bare verb form (cf. 5.45), where it
is the context that marks one or the other use.

(5.43) *sacar una operacion, instead of hacerse una operacidn ‘to have surgery’
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(5.44) *aprovecharme de la oportunidad, instead of aprovechar la oportunidad
‘to take the most of an opportunity’

(5.45) *volver loco, instead of wvolverse loco ‘to go mad’

On the contrary, very few collocations of the class ‘other error type’ have been incor-
rectly classified as ‘Pronoun’ errors. These are cases in which both the pronominal
form and the bare verb form are possible, as in (5.46-5.47), or where a lexical error
gives rise to an acceptable combination (5.48).

(5.46) *ir de vacaciones, compared to irse de vacaciones ‘to go on holidays’
(5.47) *cambios producido, instead of producirse cambios ‘produced changes’
(5.48) *darnos la idea, instead of hacernos una idea ‘to get an idea’

Order errors. Misclassified ‘Order’ errors are often produced when neither the
original combination nor the generated alternatives are found in the RC. As seen
before, this is due to multiple errors, such as in (5.50) and (5.51). Another source
of error, however, can be seen in (5.49): the use of superlatives, which make the
combinations less likely to appear in the RC.

(5.49) *amigas buenisimas, instead of buenisimas amigas ‘close friends’
(5.50) *nativa parlante, instead of hablante nativa ‘native speaker’
(5.51) *sumamente creo, instead of creo firmemente ‘I strongly believe’

As far as other types of errors that are classified as ‘Order’ error are concerned,
the most frequent reason of this misclassification is that collocations affected by
other types of errors (typically ‘Extended substitution’ errors) can form, when
reordered, grammatically and semantically valid sequences with high frequency in
the RC. Thus, el dia en ‘the day in’, buscar trabajo por ‘to look for a job in’
and problemas hacen ‘problems make’ in the following examples are acceptable
combinations within a sentence.

(5.52)  *en el dia, instead of durante el dia ‘in the day’
(5.53) *buscar por trabajo, instead of buscar trabajo ‘to look for jobs’

(5.54) *hacen problemas, instead of causan problemas ‘to cause trouble’
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5.2 Summary and conclusions

In this chapter, we presented a hybrid approach to collocation error classification.
Preliminary experiments with machine learning techniques showed that, due to
the heterogeneity of the nature of the errors and the diverging frequencies of each
error type, these techniques are not optimal for the classification of all types of
collocation errors. The hybrid approach that we propose takes these two aspects
into account and uses both machine learning classification algorithms and rules.
As done in general grammatical error checking, rules are reserved for the errors
that are likely to be easily handled by sets of rules, such as ‘Gender’ or ‘Number’
errors. In our case, the limited number of instances for several of the more diverse
error types, such as ‘Determination’ or ‘Government’, required the use of rules as
well. Machine learning techniques were reserved for complex error types for which
a sufficiently high number of instances was available. Only ‘Extended substitution’
errors could be dealt with by machine learning classifiers.

Our techniques for ‘Extended substitution’ and ‘Creation’ errors are able to detect
an error with high accuracy, although in both cases the number of false positives
is slightly higher than with the baseline. Our technique for the ‘Different sense’
type of error shows that an exclusive use of lexical contexts is not enough for the
judgement of the correct or incorrect use of a collocation. Lexical contexts are
rather variant, such that learners can use a collocation correctly in a novel context,
and lexical contexts do not capture situational contexts, which are key to determine
the appropriateness of a given expression.

In all rule-based functions, the error identification has been negatively influenced
by two facts: (1) the presence of multiple errors in collocations, which causes that
queries to the RC do not retrieve any information, and (2) the automatic prepro-
cessing of the CEDEL2 corpus (note that we are dealing with writings by language
learners; the sentences are thus often ungrammatical, such that the error rate of
the preprocessing tools (lemmatizer, POS-tagger, morphology-tagger and parser)
is considerably higher than in native texts). Research on general grammatical error
detection has shown that it is possible to detect grammatical errors such as ‘Deter-
miner’ or ‘Government’ errors with higher accuracy by using statistical approaches.
In the context of miscollocations, and due to the small size of our working corpus,
this is yet to be confirmed.



CHAPTER 6

An artificial corpus for
collocation error detection

As seen in Chapter 1, current collocation checkers focus mainly on collocation
validation or identification of miscollocations (usually using mutual information- or
distribution-based metrics) in the writings of learners and display of lists of possible
corrections, ordered in terms of the strength of their “collocationality” or similarity
to the original miscollocation; see, e.g., Chang et al. (2008); Liu et al. (2009); Wu
et al. (2010); Ferraro et al. (2014). However, this is by far not sufficient. Ideally,
learners should be given the same kind of feedback as given by language instructors
when they mark students’ essays: error type-specific symbols or acronyms during
marking (e.g., ‘SV’ for “subject verb agreement”, ‘WO’ for “wrong word order”,
‘WW’ for “wrong word”, etc.); see, e.g., Nott (2008). In other words, language
instructors classify the students’ mistakes.

In order to be able to offer such advanced collocation checkers, sufficiently large
collocation resources, and, in particular, learner corpora annotated with collocation
error information, which could be used for training machine learning techniques,
are needed. Unfortunately, in second language learning, corpora are usually too
small. To remedy this bottleneck, artificial corpora have often been compiled in
the context of automatic grammar error detection and correction; cf. Section
3.5 of Chapter 3. In our work, we explore the same idea for collocation error
detection and correction, in a preliminary setup. As we will see, the creation of an
artificial collocation error corpus is a much more complex task than the creation of
a grammatical error corpus. The performance of the error recognizer drops when
trained on the artificial corpus and evaluated on the learner corpus, which can
be explained by the differences between both corpora. Further work (including
experiments with different machine learning techniques) will be needed to come
up with high quality artificial collocation error corpora. Still, we think that our
exploration is useful in that it shows where the complexity of the generation of an
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# Type Description Example

1 SubB Erroneous selection  *tener confidencia, lit. ‘have confidence [secret]’; corr.:
of the base tener confianza, lit. ‘have confidence [trust]’

2  SubC Erroneous selection *hacer una decisidn, lit. ‘make a decision’; corr.: tomar
of the collocate una decision, lit. ‘take a decision’

3 CrB Erroneous use of a  *hacer un llamo, lit. ‘make a llamo [non-existing word
non-existing base meaning call]’; corr.: hacer una llamada, lit. ‘make a

call’

4 CrC Erroneous use of *serie televisual, lit. ‘[non-existing word meaning TV]
a non-existing  series’; corr.: serie televisiva, lit. ‘TV series
collocate

Table 6.1: Lexical collocation error typology underlying our work

artificial collocation corpus lies and what the directions of the future work should
be.

We present an algorithm for the conversion of the Spanish GigaWord corpus into a
collocation error corpus of American English learners of Spanish, and an approach
to collocation error detection and classification based on long short-term memory
networks (LSTMs), which uses this corpus. The corpus is created by simulating
both the different types of collocation errors produced by language learners, and
the distribution of these errors in a learner corpus. In particular, the algorithm
attempts to reproduce the most common types of collocation errors produced by
English L1 learners of Spanish, generating and inserting V-N, V-Adv, N-Adj col-
location errors into Spanish error-free data, according to the typology introduced
in Section 6.1. Section 6.2 presents a statistical analysis of the errors observed in
the CEDEL2 corpus, necessary for the probabilistic injection of the errors. Sec-
tion 6.3 describes the algorithm for the generation of the artificial learner corpus,
and Section 6.4 provides an overview of the generated corpus. In Section 6.5, the
methodology for collocation error detection and the experiments for the evaluation
of the approach and the artificial corpus are introduced. Finally, 6.6 summarizes
the chapter and presents the conclusions.

6.1 Adapted collocation error typology

In previous work on error detection and correction, the authors commonly divide
errors according to the type of operation that is carried out to make a particular
error, that is a substitution operation, a deletion operation or an insertion oper-
ation. To take into account these operations in the context of learner collocation
resources can be useful for the development of more accurate strategies for error
correction, and for provision of a better feedback to the learners. Given that the
typology by Alonso Ramos et al. (2010) introduced in Chapter 2 does not consider
these operations, we opted to include them and subdivide collocation errors, when
possible, into these three extra categories. We arrive, thus, at a fine-grained typol-
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# Type Description Example

1 DetD Erroneous omission of a  *ir a _ escuela, lit. ‘go to school’; corr.: ir a la es-
determiner of the nomi- cuela, lit. ‘to to the school’
nal base

2  Detl Erroneous presence of a  *hablar el inglés, lit. ‘speak the English’; corr.: hablar
determiner of the nomi-  inglés, lit. ‘speak English’
nal base

3 GoBD Erroneous omission of a  *tener la oportunidad - hacer algo, lit. ‘have the op-
preposition governed by  portunity do something’; corr.: tener la oportunidad
the base de hacer algo, lit. ‘have the opportunity of do some-

thing’

4 GoBS  Erroneous choice of the *tener obligacidn a, lit. * have the obligation to ...’;
preposition governed by  corr. tener obligacidn de ..., lit. ‘have the obligation
the base of’

5 GoCD Erroneous omission of  *asistir - una universidad, lit. ‘assist a university’;
the preposition governed corr: asistir a una universidad, lit. ‘assist to a uni-
by the collocate versity’

6 GoCI Erroneous presence of *perder a clientes, lit. ‘lose to clients’; corr.: perder
the preposition governed clientes, lit. ‘lose clients’
by the collocate

7 GoCS  Erroneous choice of the *ir por tren, lit. ‘go by train’; corr.: ir en tren, lit.
preposition governed by ‘go in train’
the collocate

8 PrD Erroneous use of a non- *el hielo _ descongela, lit. ‘the ice melts’; corr.: el
reflexive form of the ver- hielo se descongela, lit. ‘the ice melts itself’
bal collocate (omission
of the reflexive pronoun)

9 Prl Erroneous use of the re- *odio que uno se siente, lit. ‘hatred that one feels
flexive form of the verbal  themselves’; corr.: odio que uno siente, lit. ‘hatred
collocate that one feels’

10 NumB Erroneous number of the dar bienvenidas, lit. ‘give welcomes’; corr.: dar la
base bienvenida, lit. ‘give the welcome’

11 NumD Erroneous number of buena notas, lit. ‘good[sing] marks’; corr.: buenas
base determiner notas, lit. ‘good[pl] marks’

12 Gen Erroneous gender aumentar las precios, lit. ‘raise the[fem] prices’; corr.:

aumentar los precios, lit. ‘raise the[masc] prices’

13 Ord Erroneous word order educacion buena, lit. ‘education good’; corr.: buena

educacidn, lit. ‘good education’
Table 6.2: Grammatical collocation error typology underlying our work

ogy that takes into account, for each type of error: (1) the location of the error,
i.e., base, collocate or collocation as a whole (2) the type of error that is produced,
i.e., creation, government, order errors, etc., and (3) the type of operation that has
been performed by the learner to make the particular error, i.e., substitution, dele-
tion or insertion.! As a consequence, we obtain types of errors such as Government
Base Substitution, where the preposition of the base is incorrectly chosen, Pronoun
Insertion, where a reflexive pronoun is incorrectly inserted into the collocation, or
Collocate Creation, where the collocate is an invented word.

An analysis of the CEDEL2 corpus, annotated with collocation errors, revealed
that some of the error types in the typology by Alonso Ramos et al. (2010) tend

'In our work, we also consider the Ezplanatory dimension, used as source of informa-
tion for the automatic generation of the errors
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Error type Frequency %

SuC 470 32.41
Gen 116 8.00
GoCD 98 6.76
SuB 96 6.62
DetD 87 6.00
Detl 78 5.38
CrB 72 4.96
GoBS 48 3.31
GoCI 48 3.31
GoCS 45 3.10
Ord 38 2.62
NumB 33 2.27
GoBD 32 2.21
Prl 27 1.86
CrC 25 1.72
PrD 23 1.59
NumD 10 0.69

Table 6.3: Frequency of collocation errors in CEDEL2

to occur very seldomly. For this reason, we opted to disregard them, arriving at
17 classes of lexical and grammatical collocation errors (see Tables 6.1 and 6.2).2

6.2 CEDEL2 Corpus analysis

In order to obtain relevant information about the error distribution in the learner
corpus, we start from CEDEL2, carrying out a statistical analysis of the errors
present in this corpus. The error distribution is shown in Table 6.3.% The second
column refers to the number of times that each type of error occurs in the corpus,
and the third column shows the percentage of the corresponding error type with
respect to the total number of collocation errors found in the corpus.

We observed that a collocation can be often affected by several errors at the same
time, for instance, containing an error in the base and another in the collocate,
such as in *jugar tenis, ‘to play tennis’, corr. jugar al temis, lit. ‘to play to the
tennis’, where there is an omission of the base determiner el ‘the’, and an omission

?Note that the error types targeted in this work are a division of the more general
types considered in the previous chapter
3Currently, we only consider error types whose raw frequencies are equal or above 5
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Error type Frequency %

GoCI + SuC 11 0.76
PrD + SuC 10 0.69
GoCD + SuC 9 0.62
Detl + NumB 6 0.41
Detl + GoBS 5 0.34
PrI + SuC 5 0.34
Ord + SuC 5 0.34

Table 6.4: Multiple error types

of the collocate preposition a ‘to’.* In the current state of our work, these cases
are treated as separate occurrences of the errors, and the decision whether to insert
two errors in a collocation is taken randomly by the system.

Furthermore, we found that a base or a collocate can be affected by several errors.’

This occurs with lower frequency but is a phenomenon that needs to be reflected
in the artificial corpus. Table 6.4 shows all combinations whose raw frequencies
are equal or above 5, and presents their frequencies and percentages with respect
to the total number of collocation errors in CEDEL?2.

In order to generate errors that simulate “real” errors produced by learners, it
is not sufficient to copy the error distribution observed in a learner corpus; an
analysis of the most confused words is also needed for the cases in which errors
are produced through word replacements. In our case, we perform this analysis
only for government errors, since, on the one hand, in lexical errors the number of
possible options is infinite and thus the usefulness for our work very limited and, on
the other hand, the only type of grammatical error where the incorrect choice of a
word is considered an error are government errors®. The statistics on the confusion
sets of prepositions are presented in Tables 6.5, 6.6, 6.7, 6.8 and 6.9.

6.3 Artificial corpus generation

This section presents the algorithm for the generation of the artificial corpus. In
particular, Section 6.3.1 describes the general design of the algorithm. Section

“In Spanish, when the preposition a ‘to’ is followed by the determiner el ‘the’, the
contracted form al is used

SWe include here cases where an error that affects the collocation as a whole, i.e.,
Ord, and an error affecting either the base or the collocate is produced in the same
collocation

5Recall that the incorrect choice of determiner and pronoun are not seen as collocation
errors
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Correct Incorrect # %
a ‘at’ 16 33.33
con ‘with’ 14  29.17

None de ‘of’ 13 27.08
en ‘in’ 2 4.17

por ‘by’, ‘for’ 2 4.17
para ‘to’, ‘for’ 1 2.08

Table 6.5: Confusion set GoClI

Correct Incorrect # %

a ‘at’ 83 84.69
en ‘in’ 8 8.16
de ‘of’ None 3 3.06
con ‘with’ 2 2.04
por ‘by’, ‘for’ 1 1.02
sobre ‘over’ 1 1.02

Table 6.6: Confusion set GoCD

Correct Incorrect # %

de ‘of’ 27 84.37
en ‘in’ None 3 9.37
para ‘to’, ‘for’ 1 3.12
sobre ‘over’ 1 3.12

Table 6.7: Confusion set GoBD

Correct Incorrect # %
por ‘by’, ‘for’ 16 69.56
en n’ a ‘at’ 4 17.39
de ‘of’ 2 8.69

con ‘with’ 1 435
o en ‘in’ 4 5714
de “of a ‘at’ 3  42.86
para ‘to’, ‘for’ en ‘in’ 1 100
en ‘in’ T T7.78
a ‘at’ de ‘of’ 1 11.11
por ‘by’, ‘for’ 1 11.11
por by’ “for’ en ‘in’ 2 66.66
’ a ‘at’ 1 3333

contra ‘against’  con ‘with’ 1 100

Table 6.8: Confusion set GoCS
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Correct Incorrect 7 %
de ‘of’ 2 50
en ‘in’ sobre ‘over’ 1 25
*in ‘in’ 1 25
para ‘to’, ‘for’ 9  42.86
a ‘at’ 8 38.09
de ‘of’ en ‘in’ 2 9.52
que ‘that’ 1 4.76
como ‘as’ 1 4.76
por ‘by’, ‘for’ 2 50
para ‘to’, ‘for’ a ‘at’ 1 25
de ‘of’ 1 25
4 ‘at’ de ‘of’ 6 85.71
en ‘in’ 1 14.28
para ‘to’, for’ 6  54.54
por ‘by’; ‘for’  a ‘at’ 3 27.27
de ‘of’ 2 18.18
sobre ‘over’ de ‘of’ 2 100

Table 6.9: Confusion set GoBS

6.3.2 describes a series of Error Generators, which are used for the generation of
the errors. Finally, Section 6.3.3 presents the corpora and auxiliary resources that
are used.

6.3.1 General design

The algorithm passes through three main stages: (1) collocation extraction, (2)
collocation classification, and (3) error generation and injection. Firstly, all the N—
V, N-Adj and V-Adj dependencies that occur in the corpus where the errors are to
be inserted are retrieved and classified, according to their POS pattern, into three
groups, that is N-V, N-Adj and V-Adj candidates. A statistical check is performed
to reject non-collocations: we choose the asymmetrical normalized Pointwise Mu-
tual Information (PMI) by Carlini et al. (2014) and consider as collocations only
those dependencies whose PMI is higher than 0. Collocations are stored with their
prepositions, determiners and pronouns, along with relevant information that will
be used at later stages, such as their position in the sentence, lemmas, POS-tags,
morphological information, and their sentencial context.

Secondly, collocations are classified according to the types of errors that they can
contain. For instance, N-Adj collocations cannot be affected by pronoun errors,
V-Adv collocations cannot contain gender errors, collocations that do not contain
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a determiner cannot be affected by a determiner insertion error, etc. Table 6.10
shows the error types that can affect a collocation of a given pattern, given a certain
condition. At the end of the process, a list of candidates is created for each type
of error.

Finally, errors are generated and inserted according to the error distribution pre-
sented in the CEDEL2 corpus. In each iteration, an error type is probabilistically
chosen by the system; then a candidate is taken, and an error generator produces
an error, which is inserted into the sentence; otherwise, the candidate is ignored.
In order to preserve the error distribution observed in the CEDEL2 corpus, the
creation of the corpus ends when the number of candidates for any of the errors is
equal to zero. The Error Generators that are used are presented below.

6.3.2 Error generators

A total of 6 Generators is used to produce the 17 types of collocation errors that
we target. 5 are developed for grammatical errors, and one generates all types of
lexical errors. Table 6.11 presents the types of errors that are created by each of
the generators.

1. Order Error Generator (OEG)

The OEG takes as input N-Adj and V-Adv collocations and swaps the order of
the base and the collocate, generating order errors (Ord). In order to avoid the
creation of uncontrolled grammatical errors, only collocations whose components
appear in contiguous order are considered.

2. Gender Error Generator (GEG)

The GEG’s role is to insert gender errors (Gen) into V-N and N-Adj collocations.
In both types of collocations, gender errors are produced in the determiner of the
base.” In N-Adj collocations, the adjectival collocate is considered as a determiner
itself, such that gender errors can be produced either in the base determiner or in
the collocate. In the cases where a gender error can be inserted in both places, the
GEG randomly chooses where to insert the error, i.e., in the determiner or in the
adjective.

"Recall that, as stated in Chapter 2, according to Alonso Ramos et al. (2010), gender
errors are often manifested by a lack of agreement between the nominal base of the
collocation and its determiner. In fact, the application of gender inflection rules to nouns
in Spanish usually results in the creation of new words (decisidn ‘decision’ — *decisiona
‘~’; respuesta ‘answer’ — *respuesto ‘~’; miedo ‘fear’ — *mieda ‘') or in existing words
carrying other meaning than the intended one (dnimo ‘encouragement’) — dnima ‘soul’),
often involving a change in its PoS (ética ‘ethics’ — ético ‘ethical’[adj]). These cases are

treated as ‘Creation’ or ‘Substitution’, rather than ‘Gender’ errors.
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Collocation pattern

Error type

Condition

NumB
SubB
SubC
CrB
CrC

None

Gen
NumD
DetD

3 determiner

Detl

= determiner

PrD

3 pronoun

Prl

— pronoun

GoCS
GoCD

3 collocate preposition

GoClI

— collocate preposition

GoBS
GoBD

3 base preposition

N-Adj

Gen
NumB
NumD
SubB
SubC
CrB
CrC
Ord

None

GoBS
GoBD

3 base preposition

V-Adv

SubB
SubC
CrB
CrC
Ord

None

Table 6.10: Possible error types for each collocation pattern
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Error generator Error types
Order Error Generator Ord
Gender Error Generator Gen
NumB
NumD
GoBS
GoCS
GoBD
GoCD
DetD
PrD
GoCI
Insertion Error Generator Detl
Prl
SuB
SuC
CrB
CrC

Number Error Generator

Substitution Error Generator

Lexical Error Generator

Table 6.11: Error types created by each error generator

The GEG is made up of two main functions, one that changes the gender of the
determiner, and one that changes the gender of the adjectival collocate. For deter-
miners, the system first checks whether the input determiner is included in a list
of irregular determiners, where both masculine and feminine forms are given. If
so, the original determiner is replaced by its alternative form. Otherwise, common
gender inflection rules are applied according to the determiner’s last letters. For
adjectives, a suffix map is used, where masculine suffixes are mapped to feminine
ones, and vice versa. The system simply checks whether the adjective’s last letters
are included in the map, and replaces the original ending with the new one.

As a final step, the existence of the created form is guaranteed by checking its
frequency in the RC.

3. Number Error Generator (NEG)

The NEG inserts number errors into V-N and N—Adj collocations. As in the case
of ‘Gender’ errors, ‘Number’ errors can be produced in the determiner or in the
adjectival collocate. Differently to ‘Gender’ errors, however, ‘Number’ errors can
also affect the nominal base of the collocation. The NEG inserts then two types of
errors: NumD for errors produced in the determiner and adjectival collocate, and
NumB for errors produced in the base. In cases where the error can be inserted
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in more than one place, the NEG randomly chooses where to insert the error.

The NEG works as the GEG, i.e., two main functions are designed, one that deals
with determiners and one that deals with adjectives and nouns. A list of irregular
determiners together with number inflection rules is used for the former, while a
suffix map is used for the latter.

4. Substitution Error Generator (SEG)

The SEG inserts replacement and deletion errors into N-V and N—-Adj collocations.
In the case of replacement errors, we consider only government replacement errors
(GoBS and GoCS).® The SEG takes as input collocations in which the target
component (the base or the collocate) has a government preposition, and replaces
it with another preposition, according to the statistics observed in the learner
corpus, presented in Tables 6.9 and 6.8.

Changing a preposition often results in an error, but in some occasions it can lead
to a correct collocation that involves a change of meaning. For instance, en tener
[una] deuda ‘to have [a] debt’, the preposition de ‘of’ is used to introduce the
amount of the debt, for instance, una deuda de $10,000 ‘a debt of $10,000’. The
preposition con ‘with’ is preferred to introduce the person or entity to whom the
debtor is subject. In this case, replacing the preposition de with con would not
result in a collocation error. In order to avoid the introduction of a false error, we
defined an PMI-based association metric (see Equation (6.1)) that calculates the
association strength between the collocate, the target preposition and the context
of the collocation (a window of 2). Only when the contextual PMI of the original
collocation is higher than the contextual PMI of the new collocation, the error is
inserted.

PMIcrx(A,C) = % > PMI(A,Cy) (6.1)
i=1

where A is the combination of collocate—preposition and C is the context of the
collocation.

Deletion errors can be produced in either prepositions, determiners or pronouns,
giving place to GoBD, GoCD, DetD and PrD errors. The mechanism of the SEG
for deletion errors is the same as for replacement errors, the only difference being
that while in replacement errors the replacement is a valid element, in deletion

8Recall that, according to the typology by Alonso Ramos et al. (2010), the incorrect
choice of a determiner or pronoun is not considered a collocation error; only the wrong
choice of preposition is. As a consequence, the only type of replacement errors that the
SEG generates are GoBS and GoCS, depending on the element of the collocation where
the error is inserted
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errors the replacement is void. Contextual PMI is also computed in deletion errors
to check that the generated error is a true error.

5. Insertion Error Generator (IEG)

The IEG behaves as the SEG, with the difference that, in this case, none of the
elements is changed nor removed, but rather a new element is inserted instead.
The IEG generates government, determiner and pronoun insertion errors (GoCIL,?
DetlI and PrI) in N-V and N-Ad]j collocations. As with the SEG, the IEG also
uses contextual PMI scores to avoid the insertion of false errors.

The manner in which the element that is to be inserted is chosen depends on
whether the target element is a preposition, a determiner or a pronoun. Preposi-
tions are probabilistically chosen, according to the error statistics observed in the
learner corpus, and inserted after the collocate. For determiners, the IEG inserts
an indefinite article before the noun. Since neither the definite/indefinite confu-
sion, nor the confusion of any determiner is considered as a collocation error in
Alonso Ramos et al. (2010)’s typology, any determiner could be inserted in any
case. For simplicity, we opted to always insert indefinite articles, choosing among
the different forms depending on the noun number and gender. Finally, pronouns
are inserted in two ways, following the rules of the Spanish grammar. For conju-
gated verbs, the correct pronoun that corresponds to the verb person and number
is inserted before the verb. For infinitive forms, the reflexive pronoun se is added
to the infinitive.

6. Lexical Error Generator (LEG)

The LEG inserts lexical substitution and creation errors in N-V, N-Adj and V-
Adv collocations, in both the base and the collocate. The error types covered by
the LEG are, therefore, SuB, SuC, CrB and CrC. The LEG finds or creates a
replacement base or collocate and changes the original base or collocate by the
replacement, an existing word in substitution errors, and a non-existing word in
creation errors.'®. For substitution errors, the PMI of the new base/collocate and
the unchanged element of the collocation is furthermore calculated, and only those
combinations whose PMI is higher than 0 are kept as candidates.

Replacement words can be generated in different ways: (1) transfer, where the tar-
get base or collocate is translated into L1 (English, in our case), (2) affix change,
where a suffix (including gender inflection) change is applied to the target element,
(3) transfer + affix change, (4) synonymy (only for substitution errors), where
the target element is replaced by one of its synonyms, and (5) literal translation,
(only for collocate substitution errors), where the base is translated into L1, and
the verb that most often co-occurs with the base in the L1 is retrieved, translated

°In the CEDEL2 corpus the frequency of GoBI errors was rather small, so we opted
for disregarding this type of error
10As in ‘Gender’ errors, the existence of the replacement words is checked in the RC)
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into Spanish and used to replace the original verb. The choice of the method for
generating the replacement is random. When unable to generate an error by means
of the chosen option, the system selects another option until a valid replacement
is found or until the options are exhausted.

After the new base/collocate is generated, its form is inflected according to the
morphological features of the original base/collocate.

6.3.3 Resources

The following corpora and auxiliary resources are used for the generation of the
artificial corpus:

Base corpus: We use the Spanish GigaWord corpus https://catalog.ldc.
upenn.edu/1dc2011t12 as base corpus for the injection of the errors.

Learner corpus: The CEDEL2 corpus is used in order to obtain relevant in-
formation regarding the collocation errors that Spanish L2 learners make in their
writings. Our working corpus is formed by 517 essays of levels ranging from pre-
intermediate to advanced.

As can be expected, the CEDEL2 corpus contains, beside collocation errors, other
type of errors that do not affect collocations. In order to have an idea of their
types and frequencies, we carried out an analysis of 50 sentences from the corpus,
randomly chosen. Table 6.12 presents the types of errors that were observed, along
with the number of instances belonging to each type.

Orthographical errors. In total, 43 spelling errors are found in the CEDEL2
sample. Most of them are produced because an accent has been omitted, but the
omission, insertion or replacement of other characters is also common. A lesser
frequent source of error is the combination of two words into one. The opposite
case, the splitting of a word into two, has also been found.

Grammatical errors. As a result of the lack of proficiency of language learners,
the CEDEL2 sample is full with grammatical errors of different types. Verbal,
government and determiner errors are the most frequent, but gender and number
errors also occur often.

Lexical errors. A total of 8 lexical errors have been found in the CEDEL2 sample
outside the context of collocations. Surprisingly, only one of them is a creation
error; the remaining are correct Spanish words incorrectly selected.

Punctuation errors. Punctuation errors are common in the CEDEL2 sample, of-
ten implying the omission of commas, although misplaced and extraneous commas


https://catalog.ldc.upenn.edu/ldc2011t12
https://catalog.ldc.upenn.edu/ldc2011t12

120 AN ARTIFICIAL CORPUS FOR COLLOCATION ERROR DETECTION

Error type Error subtype | # CEDEL2
Accents 31
Orthographical Letter-based 10
Other 2
Government 9
Determiner 11
. Gender 3
Grammatical Number 1
Verb agreement 4
Wrong tense 9
Lexical Substitution 7
Creation 1
Punctuation Wrong use 22
Discourse markers | Wrong use 3

Table 6.12: Non-collocation errors in the CEDEL2 sample

have also been observed.

Discourse marker errors. Finally, some errors related to the use of discourse
markers have been observed in the CEDEL2 sample, namely wrong use and inser-
tion.

Reference corpora: We use reference corpora (RC) to check word frequencies
and co-occurrences. In particular, the algorithm makes use of two RCs, a Spanish
RC and an English RC. The Spanish RC consists of 7 million sentences from
newspaper material. For English, we use the British National Corpus (BNC),
which contains 100 million words from texts of a variety of genres. In order to
obtain syntactic dependency information, both corpora were processed with Bohnet
(2010)’s dependency parser.

Spanish WordNet: The algorithm also makes use of the Spanish WordNet, from
the Multilingual Central Repository 3.0 (Agirre et al., 2012), as a source of syn-
onymy information. The NLTK library is used to access its contents.

Google Translate: Google Translate is used as bi-directional translation engine,
both to translate from Spanish to English, and from English to Spanish. Access to
it is provided by the TextBlob Python library.

Morphological inflection tool: Finally, the algorithm uses the morphological
inflection system by Faruqui et al. (2016) This tool allows for the generation of mor-
phologically inflected forms of a word according to given morphological attributes.
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In our case, we use it for the generation of lexical errors, to inflect the words that
are automatically created by the algorithm as replacement for bases and collocates.

6.4 Enriching the Spanish GigaWord with
artificial errors

For our current experiments, we take a fragment of the Spanish GigaWord corpus!!
and generate collocation errors according to the algorithm described in the previous
section. The result is the collocation error corpus that will be used as training data
in the following experiments. But before diving into the experimental part, let us
compare the generated resource to the original CEDEL2 corpus. In order to check
to what extent our artificial corpus simulates our learner corpus, we carry out an
analysis of both of them. In particular, we take a sample of 50 sentences from each
corpus and pay attention to three main aspects: (1) collocation errors, (2) non-
collocation errors, and (3) sentence complexity. This is, on the one hand, because
the analysis of the generated errors and their comparison to the “real” learners’
errors is crucial for a qualitative evaluation of the resource. On the other hand,
a comparison of the non-collocation errors and the sentence complexity between
the “real” and the synthetic corpus might shed some extra light regarding the
similarity of the two corpora. The analysis is presented below.

6.4.1 Collocation errors

A look at the generated errors points to some important conclusions, mainly that,
even when some of the generated errors resemble indeed learners’ errors, in some
cases the algorithm fails to generate errors correctly. We provide an appendix
(Appendix B) with examples of the artificial errors, organized by error type, in
their sentential contexts. Here we summarize the conclusions derived from the
observation of these failures.

Firstly, not all the combinations in which errors are inserted are real collocations.
Some are free combinations, cf., e.g., representantes _ las islas ‘islands’ representa-
tives’; orig. representantes de las islas and llenaba el plaza ‘filled the square’; orig.
llenaba la plaza.

Secondly, the injection of an “error” does not always produce a collocation error
but, rather, results in a correct collocation involving a change of meaning. For
instance, in la depresion nerviosa que le causd la muerte a su mujer ‘the nervous
depression that caused the death to his wife’; orig. la depresion nerviosa que
le causd la muerte de su mujer ‘the nervous depression that caused the death
of her wife’. In other cases, the injection of the “error” results in a change of
determination, such as in consumir una droga ‘to use a drug’ lit. ‘to consume a
drug’; orig. consumir _ droga ‘to use drugs’ lit. ‘to consume drug’.

"Processed with Bohnet (2010)’s syntactic dependency parser.
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Finally, the injection of an error may result in the generation of unexpected er-
rors. For example, the substitution of instrumento ‘instrument’ by its synonym
herramienta ‘tool’ in es un herramienta que manejaremos ‘it is a tool that we will
use’; orig. es un instrumento que manejaremos ‘it is an instrument that we will
use’, produces a determiner error, since there is no agreement between the changed
base herramienta and the determiner.

These shortcomings obviously lower the expectations with respect to the quality of
the generated corpus for the task of collocation error recognition and correction.

6.4.2 Non-collocation errors

This section summarizes our findings regarding the production of errors outside
the context of collocations. In particular, we consider orthographical, grammatical,
lexical, punctuation and discourse marking errors. Our base corpus (the GigaWord)
is assumed to be well written, and thus to be free of any error, apart from those
collocation errors that were automatically generated. However, a closer look at
it reveals that it contains some spelling and grammatical mistakes. In particular,
spelling errors are present, although their proportion and variety is much smaller
than in the CEDEL2 corpus: only an unaccented word and 4 typos have been
found. The only type of grammatical error observed in the GigaWord sample
are agreement errors. Lexical, punctuation and discourse marker errors have not
been observed. The small proportion and variety of non-collocation errors in the
artificial corpus is likely to have a negative effect on the performance of the error
recognizer over the CEDEL2 corpus.

6.4.3 Sentence complexity

In order to measure the sentence complexity, we select several features that can
approximate the level of sentence complexity. These features and the values ob-
tained for the two samples are presented in Table 6.13. In order to obtain the
POS and syntactic features, the samples have been processed with Bohnet (2010)’s
dependency parser.

As can be observed in Table 6.13, the values for some of the features, such as the
coordination of passivization ratios are rather similar in both corpora. However,
each corpus also shows its own morpho-syntactic characteristics. For instance, the
apposition ratio is 8 times higher in the GigaWord corpus than in the L2 corpus.
Nouns and adjectives are also significantly more common in the GigaWord corpus,
as is the use of punctuation marks. On the contrary, learners tend to use more
adverbs and subordinate clauses. As expected, sentence length is substantially
shorter in L2 writings.

All these differences are likely to imply that the algorithm trained on artificial data
may not perform as well on L2 data as it may on the artificial data.
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Feature CEDEL2 GigaWord
Total words 1,301 2,021
Average sentence length 26.02 40.42
Sentence noun ratio 5.14 10.10
Sentence adjective ratio 1.54 5.18
Sentence verb ratio 3.62 3.50
Sentence adverb ratio 1.56 0.90
Sentence punctuation ratio 2.24 3.38
Sentence coordination ratio 1.10 1.10
Sentence subordination ratio 0.94 0.50
Sentence relativization ratio 0.72 0.66
Sentence passivization ratio 0.18 0.18
Sentence apposition ratio 0.08 0.66

Table 6.13: Syntactic complexity features in the GigaWord and CEDEL2
samples

6.5 Evaluation of the generated corpus for
collocation error detection

In this section, we present an evaluation of the generated corpus as a resource
for training (and testing) the algorithm for detection of collocation errors. Firstly,
Section 6.5.1 describes the approach chosen for the detection and classification task.
Then, Section 6.5.2 describes the setup of the experiments, and 6.5.3 presents their
outcome. The results are discussed in Section 6.5.4.

6.5.1 The collocation error marking model

Our model for grammatical collocation error marking is motivated by the way
in which L2 teachers mark their students’ essays: reading the text sequentially
and introducing an error mark where an error has been produced. The model is
inspired by recent works on neural network architectures for structure prediction,
such as Dyer et al. (2015)’s transition-based parsing model and Dyer et al. (2016)’s
generative language model and phrase-structure parser. In particular, it follows
Ballesteros and Wanner (2016)’s method for punctuation generation, which is based
on the transition-based parsing model by Dyer et al. (2015) and on character-based
continuous-space word embeddings using bidirectional LSTMs (Ling et al., 2015b;
Ballesteros et al., 2015). For a given piece of input raw text, their system is able
to introduce punctuation marks where appropriate by reading words sequentially
and taking decisions whether to pass or to introduce a specific punctuation symbol.
The method works in a similar way in the case of collocation error identification:
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words are read sequentially and, after the reading of each word, a decision is made
whether to pass or to introduce an error-specific tag (cf., Figure 6.1).

|Heg|]v |ma@ | m |wrong| |ques@

e) e CJ L (4]

Figure 6.1: Algorithm sequential reading

6.5.1.1 Error Identification and Marking Algorithm

The input of the algorithm is a sentence, and its output is the input sentence that
may or may not contain some marks indicating grammatical collocation errors.
The input and output are represented in terms of sequential data structures: the
input and the output buffers. The input buffer contains the words that are to be
processed, while the output buffer contains the words that have already been pro-
cessed. In order to represent the words, we learn (jointly with the neural network)
a vector representation for each word. All out-of-vocabulary words are represented
with the same fixed vector representation. In order to train the fixed vector repre-
sentation, we apply during training stochastic replacement (with p=0.5) of words
that occur only once in the training set. The obtained word representations are
then concatenated with a vector representation from a neural language model pro-
vided as auxiliary input to the system (pretrained word embeddings). The resulting
vector is passed through a component-wise rectified linear unit (ReLU). To pretrain
the fixed vector representations, we use the skip n-gram model introduced by Ling
et al. (2015a).

The algorithm starts with an input buffer full of words and an empty output buffer.
Looking at an input word, it has the choice to make one of the two following
decisions: (a) pass to the next word (which means that it decides that no error
should be introduced), or (b) introduce an error-type specific mark according to the
typology in Section 6.1. Whenever an error type mark is introduced, the algorithm
treats it as another “word” and adds it to the output sequence. An example for
the processing of the sentence Henry made a wrong choices is given in Figure 6.2.

At each stage t of the application of the algorithm, the current processing state,
which is defined by the contents of the output and input sequences, is encoded
in terms of a vector s;, which is learned (see Section 6.5.1.2 below for the chosen
representation). The vector s; is used to compute the probability of the action at
time ¢ as follows:
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‘ [ Henry made a wrong questions |

I3

| |
‘ pass ‘ ‘ [ Henry ] ‘ ‘ [ made a wrong questions | ‘
‘ pass ‘ ‘ [ Henry made ] ‘ ‘ [ a wrong questions ] ‘
‘ add-mark(<SuC=>) ‘ [ Henry made <SuC> ] ‘ ‘ [ a wrong questions ] ‘
‘ pass ‘ ‘ [ Henry made <SuC> a ] ‘ ‘ [ wrong questions ] ‘
‘ pass ‘ ‘ [ Henry made <SuC> a wrong | ‘ ‘ [ questions ] ‘
‘ o ‘ gr:;irznr:a]!de <SuC>a wrong ‘ ‘ 0 ‘
| ademark(<suc>) |[Herey made <SuC-a wong | u |

Figure 6.2: Example of the processing steps of the algorithm

exp (g1 st +¢z,)
> eaexp(glsi+aq.)

p(ze | se) = (6.2)

where g, is a column vector representing the (output) embedding of the action z,
and ¢, is a bias term for action z. The set A represents the actions (either PASS
to the next word or ADD-MARK(e)) (that adds a mark with the error E).!2

During training, at the end of each sentence, the parameters are updated with the
goal to maximize the likelihood of the reference set of decisions provided (for that
sentence) by the annotated corpus. During decoding, the model greedily chooses
the best action to take, given the contents of the input and the output.

6.5.1.2 Representing the Processing State

We work with a recurrent neural network model (long short-term memory networks,
LSTMs), which encodes the entire input sequence and the entire output sentence,
to represent the input and output buffers (i.e., the state s;).

2Note that ADD-MARK(e) includes all possible errors errors described in Section 6.1,
and thus the number of classes the classifier predicts in each time step is #errors + 1.
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LSTM Model LSTMs are a variant of RNNs designed to cope with the van-
ishing gradient problem inherent in RNNs Hochreiter and Schmidhuber (1997);
Graves (2013). RNNs read a vector x; at each time step and compute a new
(hidden) state h; by applying a linear map to the concatenation of the previous
time step’s state h;_; and the input, passing then the outcome through a logistic
sigmoid non-linearity (cf., Figure 6.3).

| input ‘ |hidden siate‘ ‘ output ‘

D D D (2D (0

Figure 6.3: Recurrent Neural Networks schema

The input buffer is encoded by an LSTM, into which we add the entire sequence
at the beginning, and remove words from it at each time step. The output buffer
is a sequence, encoded by an LSTM, into which we add the final output sequence,
including the error type marks. As in Dyer et al. (2015), we furthermore use a
third sequence with the history of decisions taken, which is encoded by another
LSTM. The three resulting vectors (learned with the LSTMs) are passed through
a component-wise ReLLU and a softmax transformation -a function that transforms
the net activations of the output layer into a vector of probabilities- to obtain the
probability distribution over the possible decisions to take, given the current state
St.

6.5.2 Experimental setup

For our experiments, we take the fragment of the Spanish Gigaword enriched with
collocation errors, presented in Section 6.4, and use it for training the LSTMs. From
total of 25,894 sentences, 22,415 were used for training and 2,163 for development
data. The remaining 1,316 were set apart for testing. Table 6.14 shows the number
of collocation errors of each type in the training, development and test corpora.
Table 6.15 shows the number of multiple errors.
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Error type Training Development Test

SuC 5275 524 300
Gen 1163 126 63
GoCD 1133 104 56
SuB 1002 98 56
DetD 979 83 41
Detl 792 73 40
CrB 785 66 39
GoCI 595 47 37
GoBS 530 49 23
GoCS 493 58 22
Ord 398 41 32
NumB 387 41 23
GoBD 355 25 30
Prl 294 40 20
CrC 274 24 17
PrD 262 17 11
NumD 116 12 5

Table 6.14: Number of collocation errors in training, development and test
corpora

Error type Training Development Test

Detl + NumB 58 5 2
PrD + SuC 48 2 1
GoCI + SuC 29 3 0
GoCD + SuC 13 5 1
Ord + SuC 1 0 0
Detl + GoBS 1 0 0

Table 6.15: Number of multiple collocation errors in artificial training, de-
velopment and test corpora
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Error type Precision (p) Recall (r)

CrB 1 0.97
CrC 0.92 0.70
SuB 0.92 0.45
SuC 0.94 0.83
DetD 0.85 0.41
Detl 1 0.87
Gen 0.82 0.59
GoBD 1 0.53
GoBS 0.92 0.52
GoCD 0.90 0.66
GoCI 0.97 0.86
GoCS 1 0.45
NumB 1 0.96
NumD 1 0.60
Ord 1 0.62
PrD 1 0.73
Prl 1 0.6
Detl + NumB 1 1

Detl + GoBS - -

GoCD + SuC - -

GoCI + SuC - —

Ord + SuC — -

PrD + SuC - -

Table 6.16: Performance of the system when trained and evaluated on arti-
ficial data

Since our ultimate goal is the detection of errors in learners’ writings, we carry out
a second evaluation, specifically on the CEDEL2 corpus. The number of instances
of each type in the CEDEL2 corpus is presented in Table 6.3, in Section 6.2.

6.5.3 Outcome of the experiments

Table 6.16 shows the performance of the model when evaluating on a fragment of
the artificial data. Precision and recall are presented for each of the error types.

Table 6.17 shows the performance of the model when the evaluation is carried out
on L2 data, i.e., on original CEDEL?2 data.



6.5. EVALUATION OF THE GENERATED CORPUS FOR COLLOCATION
ERROR DETECTION 129

Error type Precision (p) Recall (r)

CrB 0.48 0.63
CrC 0.54 0.38
SuB 0.56 0.27
SuC 0.65 0.58
DetD 0.31 0.20
Detl 0.56 0.52
Gen 0.51 0.42
GoBD 0.70 0.26
GoBS 0.29 0.18
GoCD 0.65 0.50
GoCI 0.56 0.47
GoCS 0.76 0.24
NumB 0.77 0.58
NumD 0.54 0.31
Ord 0.64 0.34
PrD 0.62 0.44
Prl 0.71 0.30
Detl + NumB 0.50 0.60
Detl 4+ GoBS - -

GoCD + SuC - -

GoCI + SuC — —

Ord + SuC - -

PrD + SuC - -

Table 6.17: Performance of the system when trained on artificial data and
evaluated on the CEDEL2 corpus

6.5.4 Discussion

As can be observed in Table 6.16, the performance of the system when applied
to artificial data is rather high on single errors. With the exception of two cases,
precision is above 0.9. Compared to precision, recall seems to be lower for most
of the error types, and there is no evident pattern that the system finds easier to
identify. For instance, ‘Creation’ errors in the base present a recall of 0.97, but the
recall for ‘Creation’ errors in the collocate descends to 0.70. On the contrary, the
recall for ‘Substitution’ errors is almost double for collocate errors than for errors
in the base. A look at the number of training instances reveals that, in this case,
the number of examples and the achieved recall are directly correlated. However,
this is not always the case in grammatical errors; for instance, for ‘Pronoun’ errors,
deletions are more easily identified than insertions. Still, deletions are not always
better recognized than insertions, as can be observed in the case of ‘Determiner’
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errors, where DetI, with lower number of training instances, achieves a recall two
times higher than its counterpart DetD.

With regards to multiple errors, only Detl + NumB are identified. Surprisingly,
a precision and recall of 1 is achieved.

Despite the encouraging results presented above for the detection of collocation
errors in synthetic data, a drop of the performance of the system is observed when
evaluating the model on “real” learner data. This is as has been expected (and
mentioned before). Both precision and recall decrease notably. Still, a precision
of 0.7 or higher is achieved for four error types, and the number of error types
that the system is able to detect remains the same. The lack of proficiency of lan-
guage learners, along with the particular characteristics of each corpus (described
in Section 6.4) and the differences in topics and style might be responsible for this
drop. Errors outside the collocation may have an influence on the performance of
a collocation error detection system trained on artificial data, and domain, style
and differences on vocabulary and syntactic structures might represent a certain
amount of noise for the system.

In order to minimize these differences, we tried to adapt the model to learner
language, opting for enriching the training and development data with examples
of learner data. In particular, we split the CEDEL2 corpus into three sections,
adding 40% to the training data, and 20% to the development data, and using the
remaining 40% as test set, and perform new experiments. Tables 6.18 and 6.19
show the number of training, development and test instances (the number within
the parenthesis refers to the number of CEDEL2 instances added to the original
artificial datasets), and Table 6.20 shows the results.

As can be observed in Table 6.20, only five classes of errors are identified. Both
precision and recall are lower than when trained with artificial instances only, which
might suggest at first sight that the addition of L2 data confuses the system. How-
ever, it must be noted that the size of the CEDEL?2 test set has been reduced to 40%
of the corpus, so that a direct comparison of results should not be done. Table 6.21
shows the results achieved by the model trained on artificial data and evaluated
on the 40% test set of the CEDEL2 corpus. The performance of the system falls
drastically with the reduction of test instances, and an improvement in precision
can be observed with the addition of CEDEL2 sentences to the training corpus.
For instance, an increase from 0.03 to 0.24 is achieved for SuC errors, and GoCD
and GoCS are recognized with a precision of 0.25 and 0.5. Recall, on the contrary,
decreases for all the identified error types. Still, the results are somehow encour-
aging when considering that, because of the small size of the CEDEL2 corpus, the
number of learner errors added to the training and development sets is, for most
error types, insignificant and, that, when a sufficient number of instances is added
(SuC errors), precision rises notably. On the other hand, it cannot be claimed
from these results that the addition of learner data leads to better performance,
but unfortunately, at this moment, we lack the data for further experimentation.
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Error type Training Development Test

SuC 5491 (216) 606 (82) 172
Gen 1217 (54) 147 (11) 41
GoCD 1166 (33) 120 (16) 49
SuB 1045 (43) 113 (15) 38
DetD 1006 (27) 91 (4) 52
DetI 829 (37) 84 (11) 30
CrB 811 (26) 74 (8) 38
GoCI 619 (24) 54 (7) 17
GoBS 553 (23) 58 (9) 16
GoCS 518 (25) 61 (3) 17
Ord 409 (11) 47 (6) 21
NumB 405 (18) 44 (3) 12
GoBD 374 (19) 33 (8) 5

Prl 308 (14) 49 (9) 4

CrC 280 (6) 30 (6) 13
PD 275 (13) 20 (3) 7

NumD 118 (2) 16 (4) 4

Table 6.18: Number of collocation errors in artificial + CEDEL2 corpus

Error type Training Development Test

Detl + NumB 61 (3) 5 (0) 3
PrD + SuC 52 (4) 5 (2) 3
GoCI + SuC ( ) 4 (1) 6
GoCD + SuC 5 (2) 5 (0) 7
Ord + SuC (4) 0 (0) 1
Detl + GoBS 3 (2) 0 (0) 3

Table 6.19: Number of multiple collocation errors in artificial + CEDEL2
corpus

Error type Precision (p) Recall (r)

CrB 0.10 0.05
SuC 0.24 0.03
Gen 0.06 0.02
GoCD 0.25 0.02
GoCS 0.50 0.06

Table 6.20: Performance of the system when trained on artificial data en-
riched with CEDEL2 data and evaluated on the remaining CEDEL2 corpus
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Error type Precision (p) Recall (r)

CrB 0.06 0.18
SuC 0.03 0.04
Detl 0.05 0.1
Gen 0.02 0.07
NumD 0.08 0.25

Table 6.21: Performance of the system when trained on artificial data and
evaluated on 40% of the CEDEL2 corpus

6.6 Summary and conclusions

In this Chapter, we have introduced and evaluated an algorithm for the automatic
generation and tagging of collocation errors in native writings. The algorithm
follows approaches for the generation of grammatical errors, such as those presented
by Foster and Andersen (2009); Rozovskaya and Roth (2010Db).

In Section 6.1, we present a modification of the typology of collocation errors by
Alonso Ramos et al. (2010), which we use in our experiments. The modifications
consist in the subdivision of errors into deletion, insertion or substitution errors,
where appropriate. Section 6.2 presents the results from the statistical analysis of
the CEDEL2 corpus, which we use as model for the design of the error generation
and injection algorithm, and Section 6.3 describes the structure of the algorithm
and its modules. As far as we know, our algorithm is the first attempt at generating
artificial collocation errors, including lexical and grammatical errors.

A qualitative evaluation of the generated corpus is given in Section 6.4. A com-
parison of the CEDEL2 corpus with our synthetic corpus is carried out, paying at-
tention at three aspects in both corpora: (1) collocation errors, (2) non-collocation
errors and (3) sentence complexity. Regarding collocation errors, three types of
failures have been observed:

(a) that not all the combinations into which errors were indeed real collocations,
but free combinations, as in llenaba el plaza ‘filled the square’; orig. llenaba
la plaza,

(b) that the injection of an “error” does not always results in a collocation error
but in a correct collocation involving a change of meaning, like in la depresion
nerviosa que le causd la muerte a su mujer ‘the nervous depression that
caused the death of her wife’; orig. la depresion nerviosa que le causd la
muerte de su mujer ‘the nervous depression that caused the death to her
wife’, or in a determination error, as in consumir una droga ‘to use a drug’
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lit. ‘to consume a drug’; orig. consumir _ droga ‘to use drugs’ lit. ‘to
consume drug’,

(c) that the generation of an error results in unexpected errors, for instance, the
replacement of instrumento ‘instrument’ by its synonym herramienta ‘tool’
in es un herramienta que manejaremos ‘it is a tool that we will use’; orig.
es un instrumento que manejaremos ‘it is an instrument that we will use’,
generates a determination error, since there is no agreement between the
changed base herramienta and the determiner.

As expected, non-collocation errors, such as orthographical, grammatical, lexical,
punctuation and discourse marking errors occur in the CEDEL?2 corpus with higher
frequency than in the generated resource. Regarding sentence complexity, several
features, such as the average sentence length, and the apposition, noun and adjec-
tive ratios suggest that the synthetic corpus presents a higher complexity than the
CEDEL2 corpus.

Finally, Section 6.5 provides an evaluation of the artificial corpus as a resource to
train an algorithm for the detection and classification of collocation errors in L2
writings. Given the lack of sufficiently large annotated learner corpora, and con-
sidering the success of artificial corpora for training grammatical error detection
systems (Foster and Andersen, 2009; Rozovskaya and Roth, 2010b; Felice and Yuan,
2014), this strategy seemed optimal. Nevertheless, it has been shown that colloca-
tion error corpus creation is much more complex than the creation of a grammatical
error corpus. An evaluation of our LSTMs-based technique over artificial and L2
data shows a drop in the performance of the system in the ‘real’ language scenario,
which indicates that the CEDEL2 and the artificial corpora display substantial dif-
ferences. As observed in the qualitative evaluation (Section 6.4), these differences
include the presence of non-collocation errors in L2 texts, some of which are similar
in form to some of those considered in our typology (determination, government,
gender, number, etc.), which may confuse the models, and differences in sentence
complexity and style. Non-collocation errors and sentence complexity and style
must be addressed for better error generation strategies, for instance, through the
use of other types of base corpora that contain simpler grammatical constructions,
such as children essays. The existence of ‘erroneous errors’ in the artificial corpus
suggests that collocation errors cannot be so easily generated as grammatical er-
rors, such that more sophisticated collocation error creation techniques should be
explored. In a final experiment, we add L2 instances to the artificial data for train-
ing, but the small size of learner data hinders us from drawing relevant conclusions
whether the addition of L.2 data results in performance improvement.






CHAPTER 7

Conclusions and Future Work

This chapter presents a summary and the final conclusions of the thesis. Section
7.1 summarizes the contributions of our work, and Section 7.2 provides a list of the
resulting publications. Section 7.3 presents the limitations of the thesis. Finally,
Section 7.4 lists the tasks that can be tackled next.

7.1 Contributions of the thesis

The first contribution of our work concerns the extraction and semantic classi-
fication of collocations. Collocation dictionaries that group the collocates of a
base according to their meanings are scarce resources, manually created, and often
of limited coverage. In Chapter 4, we propose two techniques, one unsupervised,
the other semi-supervised, for collocation discovery and classification. Experiments
suggest that a small investment in annotation can lead to better resources, and that
with only a few examples of collocations belonging to a target category, it is pos-
sible to retrieve pertinent collocates for a given base. Since the resources required
by both approaches can be easily obtained, they are highly scalable and portable
to any language. Given the lack of semantically tagged collocation resources for
most languages, our work has the potential to become influential, especially in the
context of second language learning.

The second contribution of the thesis consists in the development of techniques for
the identification and classification of collocation errors in the writings of language
learners. The advantages that the error-type categorization of collocations could
bring are multiple, and include, for instance, the possibility to provide the learners
more detailed feedback about their use of collocations. From the point of view of
NLP, a classification of miscollocations opens the door to further work on collo-
cations, such as the development of error-specific automatic correction techniques.
Despite the advantages, the heterogeneous nature of collocation errors is often ne-
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glected in current collocation checkers. To the best of our knowledge, ours is the
first work devoted to this task.

In Chapter 5, we present a hybrid approach to collocation error classification ac-
cording to a fine-grained typology of collocation errors. Rule-based and machine
learning techniques are used depending on the specific error type and its character-
istics. With diverging performance, our techniques are able to distinguish between
most of the error types.

In Chapter 6, we propose a technique for the detection and classification of mis-
collocations based on LSTMs. Our experiments with an artificial corpus suggest
that the technique is valid for the task.

The final contribution concerns the design and implementation of an algorithm
for the generation of a Spanish artificial collocation error corpus. Due to the lack
of learner corpora annotated with collocation errors, the use of synthetic data is
necessary to model statistically collocation errors. The algorithm, described in Sec-
tion 6, covers lexical and grammatical errors of different types and injects errors
probabilistically, according to the error distribution observed in the CEDEL?2 cor-
pus. Experiments on collocation error recognition show that the task of collocation
error corpus creation is much more complex than, e.g., grammatical error corpus
creation, but our work outlines the direction of the future work in this area.

7.2 Publications

The work presented in this thesis has already been disseminated in the following
publications:

- Sara Rodriguez-Fernandez, Roberto Carlini, and Leo Wanner. Classification
of Lexical Collocation Errors in the Writings of Learners of Spanish. In
Proceedings of the International Conference on Recent Advances in Natural
Language Processing (RANLP), pages 529-536, Hissar, Bulgaria, 2015a

- Sara Rodriguez-Fernandez, Roberto Carlini, and Leo Wanner. Classification
of Grammatical Collocation Errors in the Writings of Learners of Spanish.
Procesamiento del Lenguaje Natural, 55:49-56, 2015b

- Sara Rodriguez-Ferndndez, Luis Espinosa-Anke, Roberto Carlini, and Leo
Wanner. Semantics-Driven Recognition of Collocations Using Word Em-
beddings. In Proceedings of the 54th Annual Meeting of the Association for
Computational Linguistics (ACL), pages 499-505, Berlin, Germany, 2016a

- Sara Rodriguez-Ferndndez, Luis Espinosa-Anke, Roberto Carlini, and Leo
Wanner. Example-based Acquisition of Fine-grained Collocation Resources.
In Proceedings of the 10th International Conference on Language Resources
and Evaluation (LREC), pages 2317-2322, Portoroz, Slovenia, 2016b
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Collocational Information via Supervised Distributional Learning. In Pro-
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(COLING), pages 3422-3432, Osaka, Japan, 2016

- Sara Rodriguez-Ferndndez, Roberto Carlini, and Leo Wanner. Generation
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7.3 Limitations of the Thesis

Due to the limited period of time set for the PhD dissertation, this thesis presents
a number of limitations.

So far, we focused in our work on semantic classification on a set of 10 semantic
glosses of V-N and N-A types. Other categories should be included to generate
more complete collocation resources. Also, the performance of both techniques for
semantic classification is consistently, and considerably, lower for ‘negative’ glosses
than for ‘positive’ ones.

As far as the classification of collocation errors is concerned, the major limitation
of our work is the lack of a sufficiently large annotated learner corpus. This has
made it necessary to resort to simple rule-based techniques for the identification
of complex errors, such as determiner, pronoun or government errors. Research
on general grammatical error detection/correction has proven that ‘Determiner’
or ‘Government’ errors can be detected with higher accuracy by using statistical
approaches rather than rule-based approaches.

Another important limitation of our work in collocation error classification is the
relation between errors. The presence of multiple errors in collocations affects the
classification of lexical and grammatical errors, but we have not fully considered
this fact yet. Only in our experiments with the LSTMs-based technique multiple
errors are targeted.

Regarding the creation of artificial errors, an analysis of the generated corpus
reveals that between the created artificial corpus and the CEDEL2 corpus there
are differences in at least three aspects: sentence complexity, errors outside the
context of the collocations, and errors that affect the collocations. These differences
have a negative effect on the performance of our techniques when trained with the
artificial corpus and evaluated on the CEDEL2 corpus.
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7.4 Future work

In what follows, we suggest some possible improvements to overcome the limitations
mentioned above, along with some proposals of future tasks that our work has
opened up.

e Expand the set of semantic categories considered up to now in the task of
collocation retrieval and semantic classification.

e Investigate the impact of the chosen seed example on the collocates retrieved
by the example-based system for collocation retrieval and classification.

e Explore how to increase the performance of the collocation retrieval and
classification techniques for ‘negative’ glosses.

e Disambiguate the lexical units for the generation of semantically tagged col-
location resources. We have already started to work on the retrieval and clas-
sification of disambiguated collocations and their incorporation into Word-
Net.

e Enlarge the size of the learner corpus and continue with the annotation
process until a sufficiently large corpus is attained.

e Study the relation between different types of errors in collocations and de-
velop techniques that take this relation into account.

e Explore different machine learning techniques for collocation error detec-
tion, including domain adaptation techniques that minimize the differences
between the artificial and real learner corpora.

e Develop type-targeted strategies for collocation error correction.
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APPENDIX A

Association

Measures

Name

Formula

Conditional probability
Mutual information
Pointwise mutual information
Dice coefficient

X2 test

log-likelihood ratio
odds-ratio

t-score

Z-Score

Pluwpluwy) = L)

p(z.y)
Zw,y p(z,y)ln (p(z)p(y)

p(z,y)
(p(z)p(y)

flz.y)
f(x)+f(y)
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Zm‘ £(i.9)
B N (CN)
f(z,9)f(Z,y)
V@) - T5e)
f(m,y)—f({%y)
Vi @y)(1 -5

In

Table A.1: Frequently used Association Measures
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Name Formula

Rank measure
(Michelbacher et al., 2007) R(wq,w1) = R(wa|wy)

Dy P(m,y)ln%
NMTI (Bouma, 2009) .. p(@y)ln(;(;fy;))
AMM — divergence
(MI-based)(Bouma, 2010) S pla, y)log st
NPMTI (Bouma, 2009) %

AMM — ratio
(PMI-based) (Bouma, 2010)  log——2Z:4)

p(x)pamm(y|z)

NPMIg
(Carlini et al., 2014) NPMIg(collocate, base) = P%j;g;éi’;i?j;iz)sf)
AP (Gries, 2013) AP(wy,ws) = p(wa|wy = present)p(ws|w; =

absent)

Table A.2: “Improved” Association Measures



APPENDIX B

Artificial error examples

Base substitution

e las salas (orig. ventas) netas consolidadas de la empresa fueron de 26.910
millones de bolivares , lo que representa un incremento en bolivares con-
stantes de 3,8 % respecto al afio anterior .

e para manana se espera el arribo a esta capital de miles de indigenas , quienes
realizaran una marcha antes de retornar a sus comunidades para avisar ac-
tivimente [COLLOCATE SUBSTITUTION] en la protesta , informé un vocero
del frente por la defensa de la reina (orig. soberania) nacional y en contra
de las privatizaciones .

e la mujer detenida se encuentra en poder de la policia , que investiga el
ocasién (orig. caso) para ubicar a sus presuntos contactos en méxico ,
senald la pgr .

e bebeto llegd ayer lunes a rio de janeiro sin ocultar su estado depresivo por la
pérdida del titulo del certamen espanol , por los reclamos de los hinchas del
deportivo la coruna , disgustados porque no ejecuto el penal desperdiciado
por el serbio djukic , que podria haber dado un diploma (orig. titulo) inédito
para su club .

e entrevistado por el politico programa [ORDER] “ panorama ” , de panamer-
icana tv de lima , fujimori dijo que pese a esas acciones de violencia la
situacion esta controlada y que existe un buen seguimiento de sendero tanto
en las ciudades como en el corazdén (orig. medio) rural .

Collocate substitution

e las circunstancias misteriosas en las cuales logré ser exento suscitaron una
resistente (orig. fuerte) polémica durante la campania electoral de 1992 .
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Base

ARTIFICIAL ERROR EXAMPLES

el barco , bastante antiguo , habia chocado contra unos arrecifes en marzo
pasado pero sin hacer (orig. causar) victimas .

read acusé directamente a francia , estados unidos , venezuela y canada , de
avivar (orig. impulsar) una politica tendiente a justificar un eventual de-
sembarco de tropas extranjeras en territorio dominicano para posteriormente
invadir haiti .

el gobierno danés mantiene que es éste tltimo , y no la otan , quien debe
tener (orig. tomar) la decisidn de ordenar un apoyo aéreo ” .

en kiev se confirmo el envio de 1.000 a 1.300 miembros de las fuerzas del orden
de ucrania , interpretando esta medida como una decisién de mandar (orig.
imponer) un régimen de administracién directa del presidente kravchuk en
la repuiblica auténoma de tendencias separatistas .

creation

“la condicion de asilado politico que tiene garcia le otorga un fuero que no
es posible vulnerar por una judgmenta (orig. sentencia) judicial .

en medio de la somnolencia de toda una sala de criticos , donde de vez en
cuando resonaba la butaca que se closa (orig. cierra) bruscamente ante la
partida precipitada de su ocupante , bellisimos paisajes de montana , didlogos
limitados al estricto minimo y un grupo de guardabosques encargados de
custodiar un polovorin .

respecto a la norad , una structura (orig. estructura) creada por ambos
paises durante la guerra fria para vigilar los movimientos aeroespaciales en
américa del norte , se posa (orig. plantea) la cuestidn [COLLOCATE CRE-
ATION] de su prérroga , en 1996 .

en avisos en todos los diarios , la cemento se quejé de que el municipio adujo
reclamos tributarios no contemplados en la ley para clausurar la cantera que
la preveia de la mattera (orig. materia) prima industrial .

el selector (orig. seleccionador) nacional ruso , pavel sadyrin , comunicé
este lunes en moscu la lista de los 22 jugadores para el mundial de futbol
1994 que se disputara del 17 de junio al 17 de julio en estados unidos .

Collocate creation

cardenas , ante cerca de 500 indigenas reunidos en un rudimentario albergue
, en el que las moscas y la insalubridad acompanan a un numeroso grupo
de expulsados , achacé el problema a “ la fuerza y acciones de los caciques
que toman como pretexto razones religiousas (orig. religiosas) ” , pero en
realidad ejercen posiciones de explotacién y despojo de tierras .



ARTIFICIAL ERROR EXAMPLES 159

e con la reduccién de la toxicidad podréan apply (orig. aplicarse) dosis may-
ores de medicina en busca de mayor eficacia clinica , sostienen .

e la tenista argentina gabriela sabatini soporté hoy jueves otra derrota en una
longa (orig. larga) serie de frustraciones , al ser eliminada en tercera ronda
del torneo de berlin — vélido por el circuito y con 750.000 délares en premios
— por la estadounidense ann grossman que la vencié 6-3 y 6-4 .

e estimé que al momento el higher (orig. mayor) enemigo de los sistemas
democraticos sin lugar a dudas es la corrupciéon , que afecta la credibilidad
de los pueblos , los que no han podido tener un arménico desarrollo social y
econdémico por causa de este mal .

e figueres , que sucedi6 en el poder al ex presidente rafael calderén , enfatizd
que los costarricenses “ aspiramos a que el conflicto cubano se resuelva por si
solo , ya que creemos en la autodeterminacién de los pueblos ” e insistié en
emplear vias peacefulas (orig. pacificas) para lograr retorno [DETERMINER
DELETION] de cuba al sistema democratico .

Determiner base deletion

e yan peizhei y xu zhihe , dos campesinos de shandong de 35 y 50 anos ,
también pertenecian a _ congregacion protestante cuando fueron condem-
nos [COLLOCATE CREATION] a tres afios de reeducacién por el trabajo en
diciembre de 1992 .

e _ acuerdos fueron firmados por arafa y por el vice-presidente de la comisién
europea , manuel marin .

e “ hemos venido para ayudar a _ pueblo 7 , afirma el policia hassan al zahar
, 25 anos , que partié siendo nifio del campamento vecino de chatti hacia
sudan , mientras busca con la mirada familiares y amigos .

e uno de los ninos sufre _ fracturas y heridas en el rostro .
e _ personas murieron y los 6.000 habitantes del barrio afectado tuvieron que
ser evacuados .

Determiner base insertion

e los soldados israelies abren un fuego y matan a un joven palestino .

e “tengo la sensacidon que es una manera de dar una marcha atras porque no
se siente seguro de si mismo ” | sentencio .

e los combates no han alejado del un peligro a quienes creian estar refugiados
en seguridad y varios de los ruandeses que estdn en las mil colinas afirman
haber recibido informaciones segun las cuales seran “ masacrados ” antes del
fin de semana .
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e ¢l cineasta sélo podra tener un derecho de visitar , vigilado , a satchel , de
6 afnos , el tnico hijo biolégico de la pareja .

e la gente compra por precaucion , pero eso no quiere decir que habrd unos
problemas 7, declar6 un gerente de un supermercado ubicado en el centro
de la capital .

Government base deletion

e los dos encuentros atrajeron gran cantidad _ espectadores , mucho mas de lo
que reunieron en buenos aires .

e tras recomendar una mayor vigilancia y defensa _ los ¢ valores en los que
nosotros creemos ” , morin se refirié a la crisis de representatividad de los
partidos politicos que se encuentran “ en estado de esclerosis ” , advirtié .

e los automéviles se mostraron deprimidos por temor de que una suba de la
tasas a corto plazo tengan un efecto negativo _ las ventas .

e la fia , acosada por la serie de tragedias que sacuden al mundo _la fl en los
dltimos 15 dias , decidié comenzar a trabajar para reducir el rendimiento
de los autos y aumentar la seguridad de sus pilotos , aunque para ello haya
puesto en la picota a muchos de los avances tecnolégicos logrados en los
dltimos anos .

e ¢l entrenador carlos alberto parreira resalto la importancia _ los exdmenes
que los jugadores del equipo auriverde serdn sometidos en el icaf , ya que
revelaran la condicién de cada uno y determinaran el ritmo de entrenamiento
del seleccionado .

Government base substitution

e negd que hubiera querido intervenir en el debate , reiterando que tnicamente
buscé enfatizar el derecho de la igualdad consagrado en la nueva constitucion

e el ministro a informacién del gobierno nordista , ahmed al lozi , anuncié por
su parte que , tras varios dias de combates , las fuerzas fieles al presidente
saleh habian tomado daleh .

e fappiano dictaminé ante la corte suprema de justicia a favor de acceder al
pedido de la justicia uruguaya para la extradiciéon de moreira abreu , a pesar
de que en argentina sufre un proceso a supuesto “ lavado ” de dinero del
narcotrafico .

e entretanto , el presidente joaquin balaguer , que no habia hecho referencia
directa de las manifestaciones de pena , dijo anoche que el no creia que se
pudiera producir un fraude , dijo la tarde del lunes que el no creia que nadie
impugnara los comicios “ porque todo el mundo quedara satisfecho de la
forma en que se ha celebrado el proceso ” .
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e ¢l presidente de funam , rail montenegro , declaré a la agencia privada
para noticias dyn que “ el producto de promocionara a través de un lobby
verde , como si proviniese de bosques manejados racionalmente , aunque
en realidad se trataria a la simple explotacién [GOVERNMENT COLLOCATE
SUBSTITUTION] de un bosque ” .

Government collocate deletion

e el sendero “rojo” se opone _ las negociaciones de paz que efectia la dirigen-
cia encarcelada de la organizaciéon , encabezada por su jefe abimael guzméan
, con funcionarios del servicio de inteligencia nacional .

e las declaraciones de goldenberg y espichén tienen el propdsito de responder
_ objeciones formuladas por la cancilleria de chile inmediatamente después
de la sentencia .

e los sirios exigen , por su parte , que el estado hebreo se comprometa _ una
retirada de todos los territorios drabes ocupados en 1967 , especialmente el
golan .

e el presidente de brasil , itamar franco , realizard una visita oficial a ecuador
a mediados de junio préximo , accediendo _ una invitacion de su homdlogo
ecuatoriano , sixto durdn ballén , anunci6 el jueves el canciller ecuatoriano ,
diego paredes .

e los cambios incesantes de reglamento habian roto el fragil equilibrio de jugar
_la ruleta rusa .

Government collocate insertion

e ¢l hombre se plantea entonces buscar y hallar a aquella persona que escribio
en las cartas y que mantuvo vivo el recuerdo del hermano .

e pérez esquivel sostuvo que “ es necesario hacer a todo un trabajo de fortalec-
imiento de las intituciones , pero que existe un punto critico en la situacién
democratica que son los procesos de impunidad y las situaciones de cor-
rupcién que se notan en muchos paises .

e las negociaciones entre el gobierno y los huelguistas para poner con fin al
movimiento de fuerza prosiguieron este jueves en brasilia .

e ¢l tltimo error , ocurrido el 14 de abril en cielo del kurdistan iraqui , costo
con la vida a los 26 ocupantes de los dos helicépteros blackhawk , a los que
los pilotos de los cazas f-16 confundieron con hind iraquies de fabricacién
soviética .

e la justicia le ordend entregar de su pasaporte .
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Government collocate substitution

e yo elegi dénde quiero estar y esa es una manera de participar a la con-
struccion de nuestras instituciones ” , agregé ashraui .

e por su parte , los dirigentes musulmanes bosnios reaccionaron airadamente
en la declaracion terminal [COLLOCATE SUBSTITUTION] de la reunién sobre
bosnia de las grandes potencias , que propone atribuir 49 % del territorio a
la minoria serbia .

e duran “sdélidas pruebas [COLLOCATE SUBSTITUTION] de que el crimen organi-
zado intenta sistematicamente acceder en los depdsitos de armas nucleares ”
en rusia , amenazando la seguridad y el control de las 15.000 ojivas nucleares
tacticas de ese pais , precisa hersh .

e centenares de habitantes de daleh y sus alrededores van a adén para huir a
los combates .

e “ nos oponemos a convertirnos por siervos modernizados y retornar a la

explotacién indiscriminada del campesinos ” | agregd la pacari .
Pronoun deletion

e “los correctivos seran aplicados con la maés estricta precisiéon , porque no
podemos dar_ el lujo de perder un solo punto mas ” , agregd al elogiar
el despligue fisico y técnico de los jugadores a quienes observé el domingo
cuando barcelona empaté sin goles en su propio estadio , el mas moderno de
sudamérica , ante el deportivo cuenca de la austral ciudad del mismo nombre

e lo que tenemos que hacer es rebelar_ contra nuestros dirigentes ” , comenta
ahmed , indignado .

e lo méas importante es dar_ una oportunidad de que si queremos entendernos
y ayudar a nicaragua ” , subrayd ortega , cerrando asi aparentemente el
capitulo de confrontacion que sustuvo el ejército con el gobierno para llegar
a estos acuerdos .

e finalmente , al propiciar_ la furia [+ COLLOCATE SUBSTITUTION]| con el
correr de los meses , lentamente fue tomando forma la idea de un espectaculo
musical , donde las canciones fueran el vehiculo de la protesta , de la denuncia
y , de paso , de la ironia y las “ ptas ” con que los intelectuales cariocas
primero , secundados luego por paulistas y de las otras metrépolis luego ,
descargaban las armas de su oposicion .

o ¢l hecho comenzé a crear_ [+ COLLOCATE SUBSTITUTION] a las 18,30 gmt
cuando el cielo comenzoé a oscurecerse provocando alarma en la poblacion .
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Pronoun insertion

e y sin titubear , mosley comenz6 a enumerarles una por una las medidas de
urgencia que hoy iban a ser anunciadas , mientras los duenos de los equipos
se guardaban silencio como ninos que escuchan una reprimenda .

e integrada por alemania , bélgica , dinamarca , francia , holanda , italia , sue-
cia y suiza , la organizacion astronémica europea se considerd la posibilidad
de trasladar el telescopio a namibia cuando surgieron problemas en chile ,
admitieron unas fuentes [DETERMINER INSERTION] de la eso .

e el indice de precios mayoristas se bajo 0,1 % el mes pasado y el de los precios
minoristas subié 0,1 % .

e suarez , quien fue una de las revelaciones de este certamen , se jugo un muy
buen primer set , al punto que coetzer — no en vano la primera favorita del
torneo — debié esforzarse a fondo para ganar la manga .

e “cuando un avion se aparece en mi pantalla de radar , mi trabajo consiste
en portar a buen puerto [COLLOCATE SUBSTITUTION].

Number base

e fuente confiables cifran la fuga de divisas en los primeros cuatro meses del
ano en mas 3.000 millones de délares , dejando las reservas operativas en
2.700 millones de délares , aunque sosa asegura que “ superan ampliamente
” los 3.000 millones .

e el 9 de diciembre de 1987 , 24 horas después de la muerte de cuatro palestinos
por un camién conducido por un civiles israeli cerca del punto de paso de
erez , el campamento de jabalia , uno de los mas pobres de la franja de gaza
, se inflama, .

e “sentimos que instituciones como la oea se han quedado rezagadas ” | recalcé
naranjo , quien manifesté esperanzas de que el organismo se renueve con la
gestién del presidente colombiano césar gaviria , elegido nuevo secretarios
general de la organizacién .

e segun informo el sibado la agencia azeri turan , grachev anunciara la prozima
semanas una nueva tentativa de conciliacién con sus homdélogos de armenia
y azerbaiyéan , asi como con las autoridades armenias del territorio en disputa

e segun ellos , pefia gomez pretende abrir campos de refugiados en la repiblica
dominicana para “ congraciarse ” con potencias como estado unidos .

Number determiner

e whyte recibe entonces el apoyo incondicionales de la deutsche oper y de
su intendente , friedrich goetz .
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tanto el cuerpo técnico que dirige el entrenador alfio basile como el plantel
mundialista argentino , se solidarizaron con maradona y acordaron no viajar
a japén , lo que obligé a la afa a reprogramar el calendario de partidos
preparatorio .

este jueves , efectivos militares ocuparon el puesto de control de la policia
federal en el puente sobre el rio parand , en la ciudad de foz de iguazu , y
normalizaron el transito de vehiculos y de personas entre brasil y paraguay
retrasado durante las ultimas semanas por la huelga de los agentes federal

las policia chilena detuvo a un centenar de estudiantes , que el jueves se
apoderaron del edificio central de la universidad tecnolégica metropolitana ,
al oriente de santiago , informaron fuentes universitarias .

colamarco era senalado por el gobierno como obstructor del proceso de
reestructuracién de la institucién , centro de dura criticas de los afiliados
por denuncias de corrupcién , mal manejo de fondos y desatencién en cuanto
a la entrega de benefitos econdmicos [BASE CREATION] y atencién médica .

Gender

no solamente porque es su pelicula sino también porque , junto a la presencia
de otras tres cintas latinoamericanas , la mexicana “ la reina de la noche ” ,
la peruana “ sin compasién ” y la uruguaya “ el dirigible ” , le parece una
excelente augurio .

el pronoéstico global del piloto sigue siendo “ comprometido , pero su juventud
es una factor favprable 7 anadié el portavoz quien de esa forma racticamente
repitié , sin ningin cambio , el informe que habia sido suministrado pocas
horas antes .

se trata de la primera expulsion de refugiados haitianas desde que el pres-
idente bill clintron anunciara una politica menor rigurosa en la rechazo de
refugiados haitianos .

ciento nueve proyectos conforman la plan , revelado por el departamento
nacional de planeacién , que deben desarrollar prioritariamente los 14 min-
isterios .

guardaparques y militares ecuatorianos iniciaron el sébado un decidida accion
para extinguir un incendio que desde hace 33 dias arrecia en el sur de la isla
isabela , la méas grande del archipiélago de galdpagos , informé la defensa
civil .
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Order

e ¢l ex-presidente dominicano juan bosch , un octogenario lider socialdemécrata
y a quien las encuestas ubican en un tercer puesto de las preferencias elec-
torales , se encuentra seguro de que serd la sorpresa en los generales comi-
ctos del proximo lunes .

e “ pienso que los mayores violadores de los humanos derechos en colombia
son los guerrilleros , terroristas y miembros del crimen organizado , los que
b2

se oponen las fuerzas [GOVERNMENT COLLOCATE DELETION| armadas ” |
dijo pardo .

e “me parece injusta la apreciacién de ponernos como pais de alto riesgo para
la inversion , a la par de bosnia y serbia que estan en guerra y otras naciones
proclives a bélicos conflictos ” , declard a la prensa local el dirigente de
colegio hondureno de economistas , cecilio zelaya .

e ayer domingo , en el principado , williams renault conocié un premio gran
a imagen de este comienzo de temporada , calamitoso , con la eliminacién
, tan pronto arrancaron , de su representante nico , el britanico damon
hill .

e segun la oficial version , sélo hubo una “ suspensién ” de las conversaciones
para que las delegaciones abandonaran moscu hacia sus respectivas capitales
para consultar a sus gobiernos .
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