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Abstract

Near-surface wind fields are typically obtained from mesoscale Numerical Weather Prediction (NWP)
models. These models describe the physics and dynamics of the atmosphere in the mesoscale range,
i.e. covering atmospheric phenomena with characteristic dimensions spanning from several hun-
dreds down to few kilometres. Operational mesoscale model configurations, which use horizontal
grid resolutions from tens to ~1 kilometre, are often insufficient to capture flow effects over com-
plex terrains. High-resolution (tens to hundreds of meters) near-surface wind fields are strongly
influenced by mesoscale sub-grid scale topographic features and can be important for several ap-
plications. Some of these applications include wind resource evaluation, wind power forecast, or
simulation of wind-driven hazardous phenomena such as wildfire spreading or atmospheric dispersion
of pollutants and toxic substances. In these applications, some mesoscale-to-microscale downscaling
strategy turns necessary.

Traditionally, high-resolution near-surface microscale winds have been obtained by means of
mass-consistent diagnostic models. These models can handle simple cases, but fail in representing
flow phenomena such as recirculation behind obstacles, vortex shedding or surface boundary layer
profiles. On the other hand, the increase in computational power is extending rapidly the use of
Computational Fluid Dynamics (CFD) models for atmospheric simulations, including both steady
or unsteady Reynolds Averaged Navier-Stokes RANS and Large Eddy Simulation (LES) models; all
with turbulence closures and wall laws adapted to atmospheric flows. The dynamical NWP-CFD
model coupling methodologies allow capturing physical phenomena that are not implicit in the sim-
pler mass-consistent models. However, the computational cost of CFD models still precludes the use
of dynamical downscaling strategies in routine simulations and in operational weather forecast en-
vironments. Therefore, although the ABL flow is intrinsically dynamic, operational high-resolution
wind modelling below the mesoscale range should be headed towards less computationally intensive
Physical-Statistical methodologies.

This Ph.D. thesis proposes an efficient, operationally affordable, novel downscaling methodology
for wind field characterisation and forecast. The downscaling is based on a model chain, which
considers a NWP model in the mesoscale range, a CFD-RANS model in the microscale range, and
the methodologies to couple both models physically-statistically. The Ph.D. focuses on three main

objectives:

Objective 1 considers the initialisation of the mesoscale model by WRF-3DVar and LAPS data
assimilation systems. This first study evaluates the ability of both systems to assimilate surface

automatic weather stations. Results show that 3DVar and LAPS present different assimilation



patterns; on the one side, 3DVar shows unrealistic large-scale features missing in representing
the inhomogeneous nature of the near-surface fields; on the other side, LAPS reproduces
small-scale features and provides an initial condition for the WRF model much consistent
with observations. The validation shows that high-resolution WREF forecasts initialized with

LAPS analyses improve substantially the forecasted wind fields.

Objective 2 faces the CFD-RANS model simulation of diurnal cycles to circumvent part of the
limitations of the neutral atmosphere assumption. These transient simulations, together with
the selection of certain time instants representative of each thermal stability regime, provide a
suitable framework to incorporate atmospheric stability considerations in the downscaling. As
a test case, a wind resource assessment incorporating this capability shows promising results
and substantially improves the annual energy production with respect to the neutral stratified

assumption.

Objective 3 focuses on the development of the downscaling strategy. The methodology combines
a domain segmentation technique with the use of transfer functions to physically-statistically
couple WRF and Alya-CFDWind (CFD-RANS) models. This strategy preserves the mesoscale
pattern and incorporates the unresolved mesoscale model sub-grid terrain forcing effects from
pre-computed microscale simulations. Nonetheless, the validation conducted shows that wind
fields are still poorly characterised during the development of the convective ABL. Finally,
the downscaling is successfully applied to simulate atmospheric COs dispersal from a limnic

eruption occured at Lake Nyos (Cameroon) in 1986.

The fulfilment of these objectives has resulted in an efficient and operationally affordable down-
scaling methodology designed as a NWP model post-process tool for wind field characterisation and
forecast. At present, the methodology is ready to be implemented at the Meteorological Service of

Catalonia (SMC) operational setup as a prototype for its validation and evaluation.
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Resum

Els camps de vent proxims a la superficie es solen obtenir a partir de models numérics de prediccio
meteorologica mesoescalar (Numerical Weather Prediction: NWP). Aquests models descriuen la
fisica i la dinamica de fendomens atmosférics amb extensions que van des de diversos centenars fins
uns quilometres. Operacionalment, aquests models treballen a resolucions insuficients per capturar
els efectes que exerceixen orografies complexes sobre el flux. Aquests efectes poden ser rellevants per
aplicacions com ’avaluaci6 i previsio del recurs edlic o la simulacié de fendmens perillosos deguts al
vent, com la propagacié d’incendis forestals o la dispersié atmosférica de substancies toxiques. Per
aquestes aplicacions, és necessaria una estratégia de downscaling mesoescala-microescala.
Tradicionalment, els vents en alta resolucio s’obtenen mitjancant models de diagnostic. Aquests
models, perd, no son capacgos de representar fenomens com els de la recirculacié darrere d’obstacles
o els perfils de vent en la capa limit atmosférica. Gracies a l'increment del poder computacional,
I'as de models Computational Fluid Dynamics (CFD) s’esta extenent rapidament. Les metodologies
per acoblar dinamicament models mesoescalars i CFDs permeten capturar fenomens fisics que no
son resolts per models més simples. Tanmateix, el cost computacional dels CFD encara n’impedeix
I’ts en entorns de prediccié operacional. Per tant, tot i que la capa limit atmosférica és intrinse-
cament dinamica, la modelitzacié eodlica operativa en alta resoluci6 ha d’enfocar-se en métodes
computacionalment menys exigents, com per exemple, métodes estadistics o fisic-estadistics.
Aquesta tesi doctoral proposa una nova metodologia per a la caracteritzacié i pronostic del vent
en alta resolucié. El downscaling es basa en una cadena de models; un model NWP en el rang de la
mesoescala, un model CFD-RANS en el rang de la microescala, i les metodologies per ’acoblament

fisic-estadistic. El doctorat es centra en tres objectius principals:

Objectiu 1. S’avalua la capacitat d’assimilar estacions meteorologiques automéatiques en superfi-
cie de WRF-3DVar i LAPS, per a l'inicialitzacié del model mesoscalar WREF. Els resultats
mostren patrons d’assimilacié molt diferents; el 3DVar mostra caracteristiques de gran escala
sense representar la naturalesa no-homogénia dels camps superficials; el LAPS reprodueix
cions. La validacié mostra que les prediccions del model WRF inicialitzades amb els analisis

provinents de LAPS milloren substancialment els camps de vent pronosticats.

Objectiu 2. S’afronta la simulacié de cicles diaris amb Alya-CFDWind (CFD-RANS) per tal de
paliar part de les limitacions provinents de I'assumpcié d’atmosfera neutra. Aquestes sim-
ulacions transitories proporcionen un marc adequat per incorporar consideracions térmiques

degudes a lestratificacié atmosférica. Els resultats de 'avaluaci6 del recurs edlic en un enclau



a lestat de Puebla (Méxic) son prometedors i substancialment millors que els obtinguts amb

I’assumpci6 d’estratificacié neutra.

Objectiu 3. Es desenvolupa 'estratégia de downscaling. La metodologia combina una técnica de
segmentacié de dominis amb 1’as de funcions de transferéncia. Aquesta estratégia demostra la
capacitat de preservar el patré mesoescalar i d’incorporar els efectes microescalars no resolts
pel model mesoescalar. Finalment, el downscaling s’aplica amb éxit en la simulacié d’un cas

de dispersio atmostérica de CO procedent de 'erupci6 limnica al Llac Nyos (Camerun, 1986).

El compliment d’aquests objectius ha donat com a resultat una metodologia de downscaling efi-
cient i operacionalment assumible, dissenyada com a post-procés del model mesoescalar i que permet
la caracteritzacio i el pronostic del camp de vents. Actualment, la metodologia esta preparada per
ser implementada al Servei Meteorologic de Catalunya com a prototip per a la seva validacio i

avaluacio.

vi
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1.1 Framework

The present thesis has been developed within the Industrial Doctorates (ID) plan promoted by
the Catalan Government!. The ID program aims at linking research centres and industry in or-
der to strengthen relations and promote collaborations. The PhD project, entitled Meteorological
microscale forecasting using a CFD model, started in February 2013 linking two institutions; the
Meteorological Service of Catalonia (Servei Meteorologic de Catalunya; SMC)?, and the Barcelona

Supercomputing Center- Centro Nacional de Supercomputacion (BSC-CNS)3.

"http://doctoratsindustrials.gencat.cat
2http://www.meteo.cat
Shttps://www.bsc.es



1. Introduction

SMC is a public enterprise and the official meteorological service of Catalonia. As an official en-
tity, SMC is dedicated to assist and collaborate with other public entities in the areas of
meteorology, climatology, and assessment of meteorological hazards. SMC also manages the
meteorological observational network of the Government of Catalonia, with 185 surface au-
tomatic weather stations (AWS), 4 meteorological C band RADAR, 4 lightning detectors, 1
Daily Radiosounding station in Barcelona (launched twice a day) and 228 observer’s monitor-
ing sites, and performs meteorological forecasts for their public dissemination. Since 2008, the
SMC runs operationally the mesoscale Weather Research and Forecasting (WRF) model, cur-
rently at 3 km horizontal grid resolution®. In the course of this thesis, the SMC implemented a
nowcasting system based on a high-resolution model and sophisticated data assimilation (DA)
tools to improve the accuracy and capabilities of the forecasts. Operationally, observations
from satellites, radars, surface AWS, and metars are assimilated into the WRF simulations

using two DA Systems (3DVar and LAPS).

BSC-CNS is a public research institution at the service of the international scientific community
and industry. The center is specialised in high performance computing (HPC) and man-
ages the MareNostrum, one of the most powerful supercomputers in Europe. The Computer
Applications for Science and Engineering (CASE) department has developed an HPC code
from scratch to solve complex coupled multi-physics and multi-scale problems using the fi-
nite element method. This code, called Alya® [Vazquez et al., 2016], solves different physics
including: incompressible/compressible flow, non-linear solid mechanics, chemistry, particle
transport, heat transfer, turbulence modelling, electrical propagation, etc. The CASE En-
vironmental Simulations (ES) group applies Alya for microscale high-resolution wind field
modelling in complex terrains, solving the Reynolds Averaged Navier-Stokes (RANS) equa-
tions coupled with a turbulence model adapted to atmospheric boundary layer (ABL) flows.
The ES group collaborates with the wind energy industry in wind simulation over onshore
and offshore wind farms and the modelling of wind turbines for wind resource assessment and
short-term wind power forecasts. Present challenges entail the introduction of mesoscale infor-
mation and thermal effects into the microscale simulations which, so far, assume no thermal

stratification.

*http://www.meteo.cat /prediccio/models /wrf
Shttps://www.bsc.es/research-and-development /software-and-apps/software-list /alya
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1. Introduction

1.2 Motivation

Near-surface wind fields are typically obtained from mesoscale Numerical Weather Prediction (NWP)
models. These models describe the physics and dynamics of the atmosphere in the mesoscale range,
i.e. covering atmospheric phenomena with characteristic dimensions spanning from several hun-
dreds down to few kilometres. Operational mesoscale model configurations, which use horizontal
grid resolutions from tens to ~1 kilometre, are often insufficient to capture flow effects over com-
plex terrains. High-resolution (tens to hundreds of meters) near-surface wind fields are strongly
influenced by mesoscale sub-grid scale (SGS) topographic features and can be important for several
applications. Some of these applications include wind resource evaluation, wind power forecast,
or simulation of wind-driven hazardous phenomena such as wildfire spreading or atmospheric dis-
persion of pollutants and toxic substances. In these applications, some mesoscale-to-microscale

downscaling strategy turns necessary.

Traditionally, high-resolution near-surface microscale winds have been obtained by means of
mass-consistent diagnostic models [e.g. Toshihiro et al., 1983; Homicz, 2002]. These models enforce
the conservation of mass and, in some cases, include also additional parameterisations to approxi-
mate (not solve) microscale effects such as wind channeling and thermal slope flows. In this case,
the downscaling strategy consists on obtaining an initial guess wind field from a mesoscale NWP
model which is then projected over the finer complex terrain grid applying some divergence min-
imisation procedure [e.g. Wagenbrenner et al., 2016]. This model chain can handle simple cases,
but fails in representing flow phenomena such as recirculation behind obstacles, vortex shedding
or surface boundary layer profiles [e.g. Ehrhard et al., 2000]. On the other hand, the increase in
computational power is extending rapidly the use of Computational Fluid Dynamics (CFD) models
for atmospheric simulations, including both steady or unsteady RANS and Large Eddy Simulation
(LES) models |e.g. Chavez-Arroyo et al., 2014; Castro et al., 2015; Udina et al., 2016]; all with

turbulence closures and wall laws adapted to atmospheric flows.

CFD-based microscale atmospheric models explicitly solve the momentum (and eventually en-
ergy) equations and, therefore, can capture physical phenomena that are not implicit in the simpler
mass-consistent models. However, open issues still exist regarding the optimal strategies for dy-
namical NWP-to-CFD (meso-to-micro) model coupling |e.g. Zajaczkowski et al., 2011; Castro et al.,
2015], including inconsistencies between the physics of models across scales or the imposition of suit-
able boundary conditions for nesting [Ehrhard et al., 2000; Sanz-Rodrigo et al., 2016b]. Different
downscaling strategies are being a subject of active research within the wind engineering community

but, in meteorology and numerical weather prediction, progress is running more slowly. One of the
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reasons for this is that the computational cost of CFD models still precludes the use of dynamical

downscaling strategies in routine simulations and in operational weather forecast environments.

The present thesis aims at continuing research on downscaling methodologies and
designing a strategy for operational high-resolution wind forecasts. In a near future, the
goal is to apply the downscaling methodology to wind forecast, atmospheric dispersion models,
high-resolution regional wind characterisation studies, wind resource evaluation projects and wind
power forecasts. The most important constrain comes from the limited computational capacity of
end users (e.g. SMC), that will dictate whether the methodology can be operationally affordable

or not.

1.3 Modelling the Atmospheric Boundary Layer flow

The Atmospheric Boundary Layer (ABL), also called Planetary Boundary Layer (PBL), is the lower
part of the troposphere that is directly influenced by the Earth’s surface, and responds to its forcings
with a timescale of about an hour or less [Stull, 1988]. Depending whether it is over sea or over land,
the ABL behaviour differs substantially. Over sea, the ABL resembles the free atmosphere and is
mainly driven by synoptic scale patterns. Thus, the large heat capacity of water and the absence
of terrain forcings usually entail smooth diurnal cycle variations. In contrast, over land, the ABL
shows strong diurnal variations and very local scale effects driven by the diurnal cycle of insolation
and the terrain effects. For a detailed description of the physical processes that take place in the

ABL see, for example, Stull [1988]; Garratt [1994] and Wallace, Hobbs [2006].

Simulating the ABL entails solving the governing equations of the atmospheric flow. These
equations are the Navier-Stokes equations, i.e. conservation of mass (continuity equation), conser-
vation of momentum (Newton’s second law), conservation of energy (first law of thermodynamics),
and the ideal gas law. In addition, equations accounting for the conservation of moisture and other
quantities of interest can be added into the system. In first instance, the simulations reliability
and the physical processes solved depend on the physical model, i.e. the approximations used:
incompressible flow, hydrostatic flow, Boussinesq approx., anelastic approx., turbulence model, etc.
The physical model equations are continuos in space and time and numerical techniques are used to
spatially and temporally discretise and solve theme. The order and adequacy of the numerical treat-
ment will dictate the accuracy of the simulations. For a description of the physical approximations

and numerical techniques used in NWP see, for example, Warner [2011].
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1.3.1 ABL turbulence

One of the principal characteristics of the ABL flows is turbulence. Even though ABL flows can be
laminar, they are mainly turbulent and contain eddies of different sizes generated mechanically and
thermally, for example, by shear stress or buoyant forces. Such eddies tend to homogenise the ABL
by transferring momentum, heat and moisture. The largest eddies can be of the size of the ABL
and contain large amounts of energy. These large eddies loss part of their energy generating smaller
eddies in a process called the turbulent cascade (Figure 1.1). Once the eddies are sufficiently small,
i.e. the Kolmogorov scale is reached, the molecular viscosity dissipates the turbulent kinetic energy
(TKE) into heat. These processes can be simulated resolving the eddies (grid-resolved scales) or

modelled using empirical or theoretical models.
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(~2 km) (~100 m) (~1cm)

Figure 1.1
Spectrum. of the turbulent kinetic energy (extracted from Wallace, Hobbs [2006]).

The modelling of the turbulence is usually called parameterisation and involves a closure prob-
lem, in which there are more unknown turbulence-related terms than prognostic equations; i.e. these
unknowns must be parameterised as function of known quantities and parameters [Stull, 1988|. Two
major approaches exist: local closures and non-local closures. On the one hand, local closures pa-
rameterise an unknown quantity at any point in space depending on values and/or gradients of
known quantities at the same point. On the other hand, non-local closures use known quantities
at many points for the same problem. Independently of being local or non-local, the turbulence
closures are differentiated and named by their order. This means that a closure is of order n (in the
literature some times also referred as n + 1) when there is a prognostic equation for each statistical
moment of order n. In this context, the statistical moment refers to a correlation between the
turbulent parts of the unknowns.

The horizontal and temporal scales of the physical processes of interest determine the kind of
approach. On the one hand, Mesoscale Meteorological Models (MMMs) cover phenomena with char-

acteristic spatial dimensions spanning from several hundreds down to few kilometres, and temporal
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dimensions spanning from several days down to few hours. These models commonly use horizontal
grid resolutions from tens to ~1 kilometre and parameterise the whole turbulence spectrum (Figure
1.1) with closures of order 1 or 1.5. On the other hand, Computational Fluid Dynamics (CFD)
models, also know as microscale turbulent models, cover phenomena of around 1 kilometre or less,
and of about 1 hour or less. Both approaches solve similar prognostic equations but differ on the

physical processes solved and the turbulence closure models.

1.4 Microscale models

Nowadays, high-resolution wind modelling below the mesoscale limit is required for multiple applica-
tions including, among others, dispersion of pollutants at urban scale, wildfire propagation or wind
resource assessment at sites with complex orography. All these applications may require of model
spatial resolutions where the use of NWP models (or MMM) is not fully justified. For example,
the wind energy sector needs accurate predictions of the ABL and near-surface flow characteristics
at or around wind farms. Initially, industry used linear models like WAsP |Troen, Petersen, 1998|
and MS-Micro [Taylor et al., 1983|, based on simplified equations of motion where the advection
and turbulent terms were linearised. However, because of the linear assumptions, these models fail
in reproducing realistic vertical structures, especially in non neutral stratifications and steep slopes
[Ayotte, 2008|. As the computational power increased and more complex sites were considered,
wind industry underwent an important transition from linear to non-linear CFD models.

The CFD models allow the simulation of small-scale flows at very fine grid resolutions. Three

types of CFD models exist ordered by increasing the computational cost:

¢ Reynolds-Averaged Navier-Stokes (RANS) turbulent models parameterise the whole
turbulence spectrum (Figure 1.1). These models solve the averaged Navier-Stokes equations
for the fluid motion introducing the Reynolds-stress term (that accounts for turbulent fluc-
tuations) and a turbulent closure model. The degree of complexity of these models varies
according to the turbulence closure model used (of order 0,1, 1.5, 2...) [Hanjali¢, Kenjeres,
2008]. The most common approaches are those solving two transport equations, one for the
turbulent kinetic energy (TKE) and another for a quantity related to its dissipation (e.g dis-
sipation rate). Two examples are the standard x — € model |Jones, Launder, 1972| and the

k —w model [Wilcox, 1988; Stull, 1988|.

e Large-Eddy Simulation (LES) models explicitly simulate the larger and most energy-
containing eddies (Figure 1.1). The governing equations are filtered using a spatial filter, and

the phenomena with characteristic scale bellow the filter are not solved explicitly. The part
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of the turbulence spectrum that is not explicitly resolved is modelled by SGS closure models.

The use of these models is justified under 100 m resolution [Hong, Dudhia, 2012].

e Direct Numerical Simulation (DNS) models are not strictly turbulent CFD models be-
cause they do not apply any parameterisation for sub-grid turbulence. Instead, they solve the
equations of the fluid motion capturing the whole range of turbulent scales and, for this rea-
son, require extremely fine grids and are the most computationally expensive [Chung, 2002].
The use of this type of models for ABL simulations is unfeasible because the resolved scales

are bellow the millimetre.

Although RANS models are the least computationally-demanding models within the CFD tur-
bulent models, they are still constrained to reduced domains due to their computational cost. Ex-
amples in literature use RANS models over domains spanning from hundreds of meters up to few km
and grid-spacings from few to hundreds of meters. As these models are applied to relatively small
areas and the physical models considered are limited, CFD models can not reproduce large-scale

atmospheric features properly [Coirier et al., 2006; Mochida, Lun, 2008; Mochida et al., 2011].

1.5 Mesoscale to microscale downscaling strategies

The ABL is a dynamical complex system, where the scales of the involved phenomena span several
orders of magnitude. However, CFD models are constrained to reduced areas (typically few km)
because of their computational cost. In addition, they usually do not account for moisture, radiation
or large-scale effects into the governing equations. Consequently, CFD solutions do not resemble
the real atmosphere and are, somehow, idealised representations. To circumvent this limitation,
mesoscale-to-microscale downscaling strategies turn necessary. Figure 1.2 summarises the different
possible downscaling approaches to simulate high-resolution (tens to hundreds of meters) near-

surface wind fields.

1.5.1 Physical Downscaling

The first group, the Physical Downscaling approach (Figure 1.2), is a common practice within the
MMMs8. The one-way and two-way mesh-refinement techniques [Warner, 2011] allow these models
to account for certain terrain-induced processes not captured with coarser discretizations of the
topography (Figure 1.3). However, when moving towards higher-resolutions some physical issues
and computational challenges need to be addressed, especially in operational applications. The

MMMs contain parameterisations for the physical processes that take place in the ABL and rarely

SHoltslag et al. [2013] describe the state-of-the-art of the MMMs and climate models

7



1. Introduction

Type Summary Categories Description Approach Advantages Drawbacks
Concentric domains of -Computationally
integration where One-way -Use the same expensive

Integration of Nesting exte.rnal domains ———— computational so?ver -Usually not feasible to

Physical atmospheric models furm‘sl.1 boundary‘ -No double counting  go bellow 1-km

. increasing grid resolution conditions to the inner  Two-way problem resolution because

Downscaling zooming the area of L length scale of

interest . Refining of a single mesh turbulent structures

M e Sl Obronemst oo s
resolution refinement

Also called Mesoscale- &

Microscale coupling. The i1 o Mesoscale OUtPUtS_ Qsed Mass _ - Inconsistency

coupling substitutes the Boundary as Bound'ary Conditions Conservation Incorporate time between governing

Physical- idealized conditions by oo for the microscale Meso-Micro o equations of models

. realistic ones. Different model. Blending -Turbulence modelling

Dynamical . phenomena

approaches exist Mesh between scales not well
Coupling depending on the land . resolved
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Figure 1.2
Table based on the types of downscaling approaches exposed in Sanz-Rodrigo et al. [2016q].

use grid spacings near or less than 1 km. Thus, MMMs assume that the model grid size is large
enough so that the whole turbulence spectrum has a sub-grid scale nature and, consequently, do
not resolve turbulent motions explicitly.

During the HiRCoT (High Resolution Modelling in complex Terrain) workshop [Arnold et al.,
2012| held in Vienna in February 2012, the role of the MMM ABL parameterisations was discussed.
As stated in Arnold et al. [2012], the use of turbulence parameterisations below 1 km grid-size
becomes questionable when attaining the mixing problems driven by turbulence, because this mixing
starts being explicitly resolved by the model. The length scale of turbulent structures within this
region of the spectrum, named Terra incognita by Wyngaard [2004], approaches the mesh refinement
and a transition between mesoscale and microscale meteorology occurs. Hence, this transition may
imply the substitution of turbulence parameterisations by formulations for the explicit horizontal
and vertical diffusion and the use of SGS models like in WRF-LES [e.g. Skamarock et al., 2008;
Moeng et al., 2007; Mirocha et al., 2010].

The computational cost of simulations is another issue when increasing resolution. For example,

Morton et al. [2010] used a case study to illustrate the impacts of increasing resolution from 27
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Figure 1.3
MMM terrain height resulting from 27 to 1-km grid spacing topography refinement (extracted from Morton
et al. [2010]).

down to 1 km. Their nest-down strategy using the WRF model considered domains with 27, 9, 3
and 1 km horizontal resolutions and, as expected, concluded that simulations at 1 km grid spacing
were in much better agreement with observations than those of coarser domains. However, the main
drawback was the computational cost, where they found that the transition from 9 to 1km horizontal
resolution (for the same domain) increased the computational time from 1 hour to 1 month and the

storage requirements by almost two orders of magnitude.

1.5.2 Physical-Dynamical coupling

The second group, the Physical-Dynamical coupling approach, drive a CFD model through a "nest-
down" strategy, just like Global Circulation models (GCM) drive NWP models on a limited area.
In this case, a NWP model furnishes initial and time-dependent boundary conditions to the CFD
model. In addition to this, there also exists the possibility to incorporate mesoscale tendencies into
the CFD governing equations as advective and pressure gradient source terms [e.g. Sanz-Rodrigo
et al., 2017].

Several methodologies that dynamically couple NWP and CFD models have been developed in
recent years, see for example Kunz et al. [2000]; Coirier et al. [2006]; Baik et al. [2009]; Yamada,
Koike [2010]; Li et al. [2010]; Haupt et al. [2010]; Castro et al. [2014]. This type of methodologies
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present four challenges; first, the inconsistency between governing equations of models, i.e. com-
pressible /incompressible, turbulence modelling, etc. Second, the difference in vertical grid resolu-
tions that require the use of three-dimensional spatial interpolation schemes and a specific treatment
for the values within the surface layer. Third, the difficulty to avoid double counting problems in
certain approaches. And last but not least, the computational cost of the CFD transient simulations,
that limits the range of applicability of these physical-dynamical coupling methodologies.

The NWP-CFD physical-dynamical coupling methodologies have been proven as a valuable tool
in urban simulations. One of the earliest approaches was proposed by Ehrhard et al. [2000] and
Kunz et al. [2000]. These authors coupled the NWP model MEMO with the MIMO RANS k — ¢
turbulence model to simulate the wind flow and the dispersion of pollutants over an industrial
area. This methodology was used to calculate quasi-steady flow fields and the results showed good
agreement with observations even if predicted wind speeds were slightly overestimated. Coirier
et al. [2006] is another example of urban pollutant dispersion modelling. They used the model
WRF and the CFD-Urban RANS model with a variant of the standard k — ¢ turbulence model. In
this work, two different strategies of coupling were addressed; an unsteady coupling mode to provide
"continuous" boundary conditions to CEFD-Urban and, a quasi-steady mode where successive CFD
steady states were computed and the solutions linearly interpolated in time. Coirier et al. [2006]
concluded the study strongly recommending the use of the quasi-steady approach for operational
purposes given the large computational resources needed by the unsteady approach.

Thanks to the research done in the field and the rapid increase on computational power, these

methodologies have been extended; Table 1.1 lists some examples. The majority of these approaches

Table 1.1
List of some physical-dynamical coupling strategies found in the literature.

Reference MMM CFD

Baik et al. [2009] MMS5 RANS k—¢

Tewari et al. [2010] WRF CFD-Urban

Li et al. [2010] RAMS FLUENT RANS k —¢

Yamada, Koike [2010, 2011] WRF A2C model

Haupt et al. [2010]; Zajaczkowski et al. [2011] WRF AcuSolve hybrid RANS/LES *
Miao et al. [2013] WRF OpenFOAM RANS k — € model
Castro et al. [2014] WRF WINDE RANS k —e —l and k —1

*The commercial CFD model AcuSolve uses a one-equation turbulence model [Spalart et al., 1997]

used turbulent RANS models partly because they are the less computationally demanding within the
CFD models. Even so, models were run for research purposes and some of them stated explicitly
that the computational cost precludes operational forecasts applications. So, although the ABL

flow is intrinsically dynamic, operational high-resolution wind modelling below the mesoscale range
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should be headed towards less computational intensive approaches, for example, Physical-Statistical

methodologies discussed in next section.

1.5.3 Physical-Statistical coupling

The last group presented in Figure 1.2 is the Physical-Statistical coupling between mesoscale and
microscale models, sometimes also called Statistical-Dynamical. These downscaling strategies are
often used within the wind energy sector for wind resource evaluation and short-term forecast. Their
high potential comes from the statistical methods, that are mainly focused on reducing the number
of microscale simulations required. Frey-Buness et al. [1995] was one of the earliest approaches
using weather classification techniques for the assessment of regional climate patterns. This kind
of approaches assumes that any regional climate can be associated with a specific combination
of large-scale weather situations. In this way, the statistical weather classification is based on a
clustering analysis to find out a set of weather representatives of a region (from GCM simulations,
reanalysis data sets, observations, etc). Each one of these representatives is dynamically downscaled
using numerical models and can be weighted according to their climate-specific frequencies. Some
examples are Frey-Buness et al. [1995], Frank, Landberg [1997|, Mengelkamp et al. [1997], Pinto
et al. [2010] or Badger et al. [2014]. Concretely, Badger et al. [2014] presented a sophisticated
version, which defined a methodology with three steps; a pre-process generating wind classes from
a reanalysis dataset using the wind direction, wind speed, and the Froude number; a dynamic
downscaling of each wind class using a mesoscale model; and a post-process that uses a complex
methodology called, the wind generalisation technique.

The wind generalisation together with transfer-function methodologies assume that certain quan-
tities can be corrected by introducing SGS effects. The former is based on the concept that the
topographic effects on wind field are linear combinations of orographic and roughness effects [e.g.
Badger et al., 2014]. On the other hand, transfer functions assume that certain quantities can be
correlated over space, time or across different scales. For example, Veiga Rodrigues et al. [2008] used
transfer functions for short-term wind power forecast. The methodology is based on the possibility
that the wind velocity and direction at two different spatial locations can be correlated, solely using
these two variables. Sanz-Rodrigo et al. [2010] used transfer functions to combine a distribution
of the long term geostrophic wind statistics (wind direction, wind speed and stability) with CFD
simulations, and obtain near-surface wind fields.

All these Physical-Statistical coupling strategies, i.e. Weather classification and transfer-function
methodologies, mainly rely on a model chain (e.g. a MMM and a CFD) and the statistical methods

used. Therefore, a successful downscaling requires a high quality large-scale data, because uncer-
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tainties are transmitted down to smaller scales. In addition, the transfer-function methods can fail

at reproducing time-dependent phenomena because models are not dynamically coupled.

1.6 Thesis objectives

The main objective of this thesis is to develop a modelling strategy to set up a prototype for
operational high-resolution wind forecasts at SMC and BSC-CNS. This implies the design an efficient
downscaling methodology to obtain wind fields at resolutions from tens to few hundreds of meters.
One constraining requirement is that the prognostic tool has to be computationally affordable by the
SMC operational setup. Since the very beginning, the downscaling methodology has been thought as
a chain of models, one model working in the mesoscale range and the other in the microscale range.
In this way, both institutions bring their knowhow into the development; the SMC in the mesoscale
side using the WRF model, and the BSC-CNS (ES team) in the microscale side using Alya. The

design of the downscaling methodology has been sub-divided in three main thesis objectives:

Objective 1. Improvement of the MMM initial conditions by AWS Data Assimilation
Clearly, the accuracy of a downscaling methodology depends on the mesoscale simulations,
and these on their initial conditions”. Any inaccuracy in the mesoscale range will propagate
through the cascade of scales of the model chain. Thus, we focus on the initialisation of the
WRF model. The objective is to investigate different data assimilation (DA) techniques to
incorporate surface automatic weather stations (AWS) data into the model analysis (initial

condition) to better represent the near-surface atmosphere initial state.

Objective 2. Incorporation of thermal effects in the microscale simulations
The ABL RANS model in Alya®, called Alya-CFDWind model [Avila et al., 2013, 2017], is a
state-of-the-art model used by industry for wind simulation in complex terrains. This model
is adapted to simulate ABL flows under neutral stratification, an assumption that can lead
to inaccurate modelling results and to large uncertainties at certain sites. In order to account
for dynamical and thermal effects in the downscaling, one needs to address the simulation of

diurnal cycles accounting for thermal stratification.

Objective 3. Design of the downscaling methodology
The ultimate objective of this thesis is to design a strategy for operational high-resolution
wind forecast. SMC and BSC-CNS envisioned a downscaling methodology capable of taking

advantage of the Alya-CFDWind microscale high-resolution wind field modelling. However,

"The atmospheric modelling is said to be an initial-value problem [Warner, 2011].
8https://www.bsc.es/research-and-development /software-and-apps/software-list /alya
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because the limited computational capacity of SMC, Physical-Statistical methodologies sup-
pose a good alternative to the pure Physical-Dynamical coupling strategies. The challenge is

to redefine and adapt strategies that are not usually applied in NWP models.

1.7 Thesis structure

This Introduction has presented the framework in which the present PhD thesis has been de-
veloped; the ID program, the institutions involved and the background motivations. It has
also overviewed some important aspects of the ABL flow modelling, stressing on turbulence
and the multiplicity of scales. Various approaches and models, i.e. mesoscale and microscale
models, and the need to circumvent the conflict between resolved and parameterised turbu-
lence have been presented. Current mesoscale-to-microscale downscaling strategies have been

introduced and the objectives exposed.

Chapter 2 presents the models that form the model chain in the proposed downscaling methodol-
ogy. This chapter presents the MMM model WRF-ARW version 3.4.1, its governing equations,
the different physical parameterisations available and the boundary conditions furnished for
real cases. The chapter continues introducing the Alya-CFDWind model; the governing equa-

tions, the boundary conditions implemented and, shortly, the preprocessing tools.

Chapter 3 focuses on improving the initialisation of the WRF model, investigating different data
assimilation (DA) techniques to incorporate surface AWS data into the model analysis (ob-
jective 1). The chapter starts presenting the challenges found in the assimilation of AWS,
and the observational network of the Government of Catalonia. Two DA systems are selected
to better represent the initial state for the WRF model. Both systems are extensively com-
pared and validated using a set of common mesoscale meteorological cases occurring within

the region of Catalonia. This chapter is an elaboration of the material in

Barcons, J., Folch, A., Sairouni, A., Mir6, J.R., 2015. Assimilation of surface AWS using
3DVAR and LAPS and their effects on short-term high-resolution weather forecasts. Atmos.
Res. 156, 160-173; doi:10.1016/j.atmosres.2014.12.019

Chapter 4 deals with the simulation of diurnal cycles accounting for thermal stratification using
the AlyaCFDWind model (objective 2). The chapter first presents the thermal model that
has been implemented and the new terms appearing in the governing equations. The com-
plete diurnal-cycle methodology comprehends the 1D precursor simulations, the 3D diurnal

cycle simulations, and the definition of stability classes. The methodology is applied to wind
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resource assessment on complex terrain site at the mexican state of Puebla. Finally, this
chapter presents an initial 1D test case to incorporate mesoscale tendencies into the diurnal

cycle simulations. This chapter is an elaboration of the material in

Barcons, J., Avila, M., Folch, A., submitted. Diurnal cycle RANS simulations applied to

wind resource assessment. Wind Energy

Chapter 5 presents a cost-effective alternative wind field downscaling strategy based on domain
segmentation and transfer functions (objective 3). The methodology is validated for the
Puebla site presenting qualitative and quantitative results; first, using the neutral stability
approach and then, introducing the AlyaCFDWind diurnal cycle simulations and ABL stabil-

ity classes discretisation strategy. This chapter is an elaboration of the material in

Barcons, J., Folch, A., in review. A wind field downscaling strategy based on domain

segmentation and transfer functions. Wind Energy

Chapter 6 applies the downscaling methodology (using the neutral stability approach for sim-
plicity) coupled with the TWODEE dense gas dispersal model in a real COy gas dispersion
occurred at lake Nyos, Cameroon in 1986. The chapter presents the TWODEE model equa-
tions and overviews the Lake Nyos limnic eruption and previous modelling results. Following
sections present the WRF, Alya-CFDWind and downscaling results for the Nyos region. Fi-
nally, this chapter presents the high-resolution dispersal modelling results. This chapter is an

elaboration of the material in

Folch, A., Barcons, J., Kozono, T., Ntchantcho, R., Costa., A., 2017. High-resolution mod-
eling of atmospheric dense gas dispersion using TWODEE-2.1. Application to the 1986 Lake
Nyos event. Natural Hazards and Earth System Sciences. 17, 6, 861-879; d0i:10.5194 /nhess-
17-861-2017

Conclusion and Future work summarises the previous chapters, analyses the strengths and
weaknesses of the downscaling methodology and sketches the structure of the SMC operational
setup. This concluding chapter also discusses about future validations plans and methodology

improvements.
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This chapter presents the physical models used in the thesis. The WRF! and the Alya-CFDWind
models are respectively the mesoscale and the microscale models present in the model chain. WRF
description is mainly extracted from Skamarock et al. [2008] and presented here as overall vision
of the model. The Alya-CFDWind [Avila et al., 2013, 2017] is presented in its thermally neutral
formulation because this was the version implemented in Alya code? [Vazquez et al., 2016; Houzeaux

et al., 2009] at the initial stages of the present thesis.

2.1 The WRF mesoscale model

WREF? is a NWP model and a atmospheric simulation system designed for both research and oper-
ational applications [Skamarock et al., 2008]. The model is the result of a multi-agency effort to de-
velop a flexible, state-of-the-art and portable code computationally efficient for both massive-parallel

supercomputers and personal computers. The WRF system offers two different dynamic solvers.

"http://www2.mmm.ucar.edu/wrf/users/
2https:/ /www.bsc.es/research-and-development /software-and-apps /software-list /alya
Shttp://www2.mmm.ucar.edu/wrf/users,/
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2. The physical models

Oun the one hand, the Advanced Research WRF (ARW) developed primarily at, and supported by,
the National Center for Atmospheric Research’s (NCAR). On the other hand, the Non-hydrostatic
Mesoscale Model (NMM) solver developed at the the National Oceanic and Atmospheric Admin-
istration’s (NOAA) National Centers for Environmental Prediction (NCEP). The present doctoral
thesis considers the WRF-ARW system version 3.4.1. for the model chain.

The WRF-ARW possible applications span across scales ranging from global down to LES. Some
features that make this possible are the global simulation capability using Fourier filter and periodic
east-west conditions, the one-way and two-way nesting options, or the different map projections
supported. In addition, the system encompasses many numerical and physical options, and packages
like the WRF preprocessing system (WPS) and the data assimilation system (WRF-DA). This
section focus on the model governing equations, the physical schemes used for model solution, and

the settings of initial and boundary conditions.

2.1.1 WRF-ARW governing equations

The WRF-ARW dynamics solver integrates the fully compressible, non-hydrostatic Euler equations,
formulated in flux conservative form (using mainly variables that have conservation properties).
These equations are written in a terrain-following hydrostatic-pressure vertical coordinate system

in terms of the dry-air mass column defined as:

_ Ph — Dht

. where [ = prs — Phe (2.1)

Ui

where pp is the hydrostatic component of the pressure, and pps and pp; are the pressures at the
surface and at the top boundary, respectively. Note that n varies from 1 at the surface to 0 at the
top boundary (pp: is set constant during integration). The WRF-ARW moist governing equations
are [Skamarock et al., 2008]:

%-FV-VU-FMQ%—F%%% = Iy (2.2)

Momentum egs. { %—‘{ +V-Vu+ HQ% + a%g—z%’ = Fy (2.3)
%—Vt[/—FV'Vw%—g(u—%g—z) = Fw (2.4)

Energy eq. % +V-Ve = Fp (2.5)

Mass eq. A =0 (2.6)

Geopotential eq. % + i (V-V¢—gW) =0 (2.7)
Transport of species eqgs. 8?—[” +V - -Vagn = Iy, (2.8)
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in which the Right Hand Side (RHS) F' terms include flux contributions depending on the parametrised

physics, Coriolis terms, mixing terms, etc. The conserved variables are:
o V = pv = p(u,v,w) = (U, V,W) where u and v are the horizontal covariant velocities, and
w = On/0t is the vertical contravariant velocity.
e O = uf where 0 is the potential temperature.
e u(x,y) is the column of dry-mass per unit area at (z,y).

o Qy = 11qym Where ¢ = Qu, qc, Gi, --- are the mixing ratios of water vapour, cloud, rain, ice, etc.
and the non-conserved variables are:

e p is the pressure
e ¢ = gz is the geopotential

e « is the inverse of the full parcel density (1/p) as & = ag(1 + gy + e + q; + ...) " where aq is
the inverse of the dry-air density (1/pq)

In addition, there are the ay diagnostic equation and the p diagnostic relation that read as:

99
on

< )
?30 Cyd

where Ry is the gas constant for dry air, pg is the reference pressure, v = ¢,/c, = 1.4 is the ratio of

—Qqg 4

the heat capacities of dry air and 6,,, = 6 (1 + (R,/Rq)qv) =~ 6(1 + 1.61¢q,).

The WRF-ARW solves this system of equations using perturbation variables to reduce truncation
errors in the horizontal pressure gradient in the discrete solver and machine rounding errors in
the vertical pressure gradient and buoyancy calculations [Skamarock et al., 2008|. The model is
solved using staggered finite differences schemes on an horizontal Arakawa C-grid. The temporal
integration uses an explicit third-order Runge Kutta time integration scheme for low frequency
modes and a smaller time step for high-frequency acoustic modes [Wicker, Skamarock, 2002; Klemp

et al., 2007].

2.1.2 Physical parameterisations

The WRF-ARW system provides a list of physical options that can be classified into microphysics,
cumulus, land-surface, PBL and radiation models. The coupling with the governing equations is
made by computed tendencies for the velocity components, potential temperature and moisture

fields, that are included in the RHS terms of equations (2.2)-(2.8). The selection of most suitable
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schemes for a concrete case depend on various aspects like; the climatology of the region simulated,
the specific phenomena, the grid resolution, etc. Table 2.1 shows the physical parameterisations

adopted during the this thesis.

Table 2.1
Physical parametrization used in WRF-ARW simulations.

Parametrization Scheme Reference

Microphysics WRF single-moment 6-class (WSM6) [Hong, Lim, 2006]

Cumulus Modified Kain-Fritsch (KF) [Kain, 2004]
(disabled in 1GRD)

Surface Layer™ MMS5 Monin-Obukhov (MMS5) [Janji¢, 1996, 2001]
Eta Monin-Obukhov (Eta)

Land Surface Unified Noah Land Surface Model (LSM)  [Chen, Dudhia, 2001]

Planetary Boundary Layer®  Younsei University PBL (YSU) [Hong et al., 2006]
Mellor Yamada Janjic (MYJ) [Janji¢, 1994, 2001]

Long-wave Radiation Rapid Radiative Transfer Model (RRTM)  [Mlawer et al., 1997]

Short-wave Radiation Dudhia [Dudhia, 1989]

* This thesis uses two different PBL schemes with the Surface Layer scheme recommended.

Microphysics packages include explicitly resolved water vapor, cloud and precipitation processes,
and account for sedimentation and saturation. Microphysics schemes are applied at the end
of each time step as an adjustment process and without providing tendencies to the dynamics
governing equations. The WSM6 scheme predicts six categories of hydrometeors; vapour, rain,

snow, cloud ice, cloud water and graupel with its associated processes.

Cumulus packages model the sub-grid scale effects of convective and/or shallow clouds. Thus,
these parameterisations should not be used when the WRF model can resolve the convective
eddies (resolutions below 3 km in our case). The modified KF scheme is a simple mass-flux 1D
cloud model for the vertical fluxes due to the moist updrafts and downdrafts, also including

entrainment and detrainment effects.

Surface Layer packages provide thermal stability-dependent information to the Land Surface
and PBL schemes that are used to calculate surface heat and moisture fluxes. Each surface
layer model is tied to a PBL scheme and does not provide tendencies. The MM5 and the Eta
schemes are based on the Monin-Obukhov similarity theory (MOST) [Monin, Obukhov, 1954]
and are tied to YSU and MYJ PBL schemes respectively.

Land Surface packages are 1D column models that deal with thermal and moisture fluxes in
multiple soil layers. These models gather information from the surface layer, radiative and
PBL schemes together with land-surface properties to primarily provide bottom boundary

conditions (i.e. sensible and latent heat fluxes) for the PBL schemes. The LSM scheme
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is a four-layer (10, 30, 60, 100 cm from the top down) soil temperature and moisture model
that deals with canopy moisture and snow cover considering evapotranspiration, soil drainage,

vegetation categories, etc.

Planetary Boundary Layer packages are 1D models that provide source terms (tendencies)
to the horizontal momentum, temperature and moisture in the entire atmospheric column.
These schemes model the vertical sub-grid scale fluxes due to eddy transports, i.e in the WRF

model explicit vertical diffusion is deactivated.

The YSU scheme is a non-local one order closure based on the K-theory. It approximates
turbulent fluxes (second order moments) of a quantity § with the vertical gradient of its
mean profile multiplied by an eddy diffusivity (or eddy viscosity) coefficient K as

9B

@) =K

where K (for momentum K,,) is paramteterised as

2N\ 2
Km:f@'wsz<1—ﬁ)

where w;g is the velocity scale, k is the von Karman constant, z is a given height above
the surface and h the PBL height. YSU scheme also adds a non-local gradient term to

account for large eddies and an explicit treatment of the entrainment layer at PBL top.

The MYJ scheme is a local 1.5 order closure also based on the K-theory where K takes
the form

K=alSVk

where « is a non-dimensional coefficient, [ is the turbulence mixing length, S is the

inverse of a stability function and k is the TKE defined as

le——
7

The scheme can also be called a one-equation turbulence model because it solves a

prognostic equation for the TKE like (with no horizontal advection) [Janji¢, 2001|:

Ok 0 ok
o 0: (quQaz

)IPk+Gk—€ (2.9)

where ¢ = V2K, S; = 0.2, P, and G}, are the shear and buoyancy TKE production terms
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respectively as

— . [aU oV oUN?  [OV?
_ Ior! _ 1o\ —
P, = (wu)<8z> (wv)<82> K, <32> +<5z> (2.10)
9l —r gl (90,
- ) = K 2.11
G b, (w U) h B, \ 0z ( )
and ¢ is the TKE dissipation expressed as
k3/2
€= 37 (2.12)

where B is a constant and the mixing length [ is calculated with the diagnostic formula

of the form [Janji¢, 2001]:

RZ
I = lypgz—— 2.13
max /‘t?z"‘lmaa: ( )

fooo 2Vkdz

lmax = %)
Bfo Vhkdz

(2.14)

where [,q; 1S the maximum mixing length, x is the von Karman constant and  an

empirical constant.

2.1.3 Boundary conditions

The boundaries of the computational domain are classified into bottom, top, and lateral:

e The bottom boundary conditions are provided by physics of the land and surface packages
previously introduced. These models are all based on MOST [Monin, Obukhov, 1954| and
incorporate different similarity stability functions accounting for the different stability regimes.

From MOST, the surface (s) fluxes for momentum and heat are of the form

vt + (V) 2 = ur’n = u? .
| () + ()’ nrs) " (2.15)
(w'@) __ w(-b) (2.16)

° [m (1 n T)) —y, (%)]

where w1 = v/u1 + v1 is the wind velocity prescribed at the first model level, zg is the roughness

length and the quantity w, is called friction velocity. The terms V,, (%) and ¥y (%) are
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stability functions where 7 is a stability parameter and L is the Obukhov length

3/4 __
[(u’w;)2 + (v’w;)ﬂ / 0,

kg (W'0},),

L= — (2.17)

e The top boundary is a constant pressure level with different gravity wave absorbing options:

diffusion, Rayleigh damping, or implicit Rayleigh damping for vertical velocity.

e The lateral boundary is specified by, and relaxed (or nudged) towards larger scale forecasts
or analysis. The larger scale fields can be supplied by the preprocessor (WPS) in the case of
the outer-most domain, or directly by the nested parent grids. The specification and relax-
ation combination comprehends 3 different grid regions: the outer-most grid points have the
unknowns of the prognostic equations specified; in the following inward grid points (commonly
5 grid points are involved), the model is relaxed towards the larger-scale forecasts using linear

weighted functions; and the inner region for the model development.

2.2 Alya-CFDWind microscale model

Alya-CFDWind [Avila et al., 2013, 2017] is a CFD model for the ABL based on the RANS equations
and a k-¢ turbulence model. The model considers the flow as incompressible and isothermal (neutral
stability), the Coriolis effects with a consistent limitation of the mixing length, and a wall law for
atmospheric boundary layers. The wind model is implemented in Alya, an in-house HPC multi-
physics parallel solver based on the finite element method [Vazquez et al., 2016; Houzeaux et al.,
2009]. Alya-CFDWind is routinely used in the context of wind energy to solve atmospheric flows in
complex terrains, and incorporates the possibility to model the wake effects of wind turbines using

the actuator disc theory [Avila et al., 2017].

2.2.1 Alya-CFDWind governing equations

The Alya-CFDWind governing equations are the incompressible Reynolds Averaged Navier-Stokes
(RANS) equations (2.18)-(2.19), together with a k-¢ turbulence model (2.20)-(2.21). The model

accounts for the Coriolis force and uses a consistent limitation of the mixing length [Apsley, Castro,
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1997]. The resulting system of equations is:

Mass eq. V-u =0 (2.18)
Momentum eq. %—? +u-Vu—-V-(rVu) =-Vp—2wxu (2.19)
TKE eq. %+u~V/<:—V-(G”—Z-Vk> — P« (2.20)

TKE dissipation eq. g—i +u-Ve—-V- (Z—Z . Ve) = % (C1 P, — Coe) (2.21)

where the unknowns are the wind velocity vector u, the pressure p, the turbulent kinetic energy k

and its dissipation rate €. The turbulent viscosity v4 is given by

C,uk?
g

v = (2.22)

In the momentum equation, V* refers to the symmetric gradient operator. The second term in
the RHS of equation (2.19) is the Coriolis force term, being w the Earth’s angular velocity. The
coefficient C] in the RHS of equation (2.21) is a modified coefficient, originally proposed by Apsley,

Castro [1997], to limit the mixing length (I,,) by a maximum (l,,4;) when accounting for Coriolis

effects:
Im
Ci :Cl-l-(CQ—Cl)l
where [, is defined as
k‘3/2
3/4
Im = C¥ — (2.23)
and U, for thermally neutral flows is computed as |Blackadar, 1962]
e = 0.00027—%2! (2.24)

2|w|sinA

with the latitude A and the geostrophic wind velocity ug. The TKE production rate by mechanical
shear (Py) is:
P, =2u,V®u : Viu (2.25)

Finally, Table 4.1 shows the Alya-CFDWind coefficients:

Table 2.2
Alya-CFDWind model coefficients

K Cﬂ 1 Co Ok O¢
0.4 0.033 1.176 192 1.0 1.23%8
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Chapter 4 presents the thermal model that has been implemented during this thesis and the

new terms appearing in the governing equations to deal with the simulation of diurnal cycles.

2.2.2 Boundary conditions

The boundaries of the computational domain are classified as bottom, top, lateral inflow and lateral

outflow.

e On the bottom boundary, wall law functions following the Monin-Obukhov similarity the-
ory [Monin, Obukhov, 1954] are imposed for momentum and turbulence equations to remove
a boundary layer of thickness d,, above zy. Thus, the wind velocity at distance d,, from the
ground is imposed as:

u|(6,) = % In <1 + 5”) (2.26)

20
where w, is the friction velocity (us=(Twau/p)"/?, with T,ey being the shear stress at the
bottom wall) and zp is the terrain roughness length. A zero diffusion through the wall is
imposed for the turbulent kinetic energy (Vk - n=0, with n the normal vector to the wall)

and the dissipation rate is imposed as:

3/2 3/4
e (6,) = k220,

= (Gw + 20) (2.27)

e On the top boundary, symmetry boundary conditions (zero normal gradient to the wall)
are imposed for the tangential velocity component, 6, k, and . The normal velocity compo-

nent is fixed to zero (i.e. u-n=0).

e On the lateral inflow boundary, vertical profiles for u, 0, k and ¢ are imposed from a 1D

precursor simulation (see Sect. 2.2.3) assuming uniform roughness and flat terrain.

e On the lateral outflow boundaries, symmetry boundary conditions are imposed for 6, k,
and €. For the momentum equation two options exist, to impose the geostrophic pressure
and no shear stress or, to prescribe the vertical profiles (i.e. to impose Dirichlet conditions at

outflow).
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2.2.3 Preprocess

The Alya-CFDWind is part of a simulation framework that involves an automatic meshing tool, a
preprocessing tool and a set of postprocessing routines. The meshing tool |Gargallo-Peir6 et al.,
2015; Avila et al., 2017 assimilates terrain information and generates structured meshes made of
hexahedral elements. The meshes are specifically designed to simulate ABL flows over complex
terrains and consist of three differentiated regions, namely: farm, transition and buffer zones. The
farm zone comprehends the area of interest and contains the smaller elements to represent the
topography and the roughness. The transition zone surrounds the farm zone; its elements grow
gradually outwards and it also has the topography and roughness fields assimilated. Finally, the
buffer is the outer-most zone; it has the coarser elements and it is flat to accommodate the inflow
boundary conditions, and to avoid recirculation at the outflow boundary.

The preprocessing tool generates initial and boundary conditions consistent with the atmo-
spheric boundary layer by means of a single column precursor model. This is a single-column (1D)
simulator based on the Alya-CFDWind governing equations that assumes flat terrain and uniform
roughness. The tool primarily uses the geostrophic wind velocity, wind direction and the latitude
as input parameters for the precursor, together with the mesh information for the interpolation of

the precursor solution.
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Figure 2.1

An example of one Alya-CFDWind computational domain with 3 different mesh zones identified: a 8 x 13 km?
zone at 40 m horizontal grid resolution, a transition zone of 5 km at north and south and 8 km and 10 km
at west and east respectively, and an external flat buffer zone.
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This chapter is an elaboration of the material in

Barcons, J., Folch, A.; Sairouni, A., Mir6, J.R., 2015. Assimilation of surface AWS using
3DVAR and LAPS and their effects on short-term high-resolution weather forecasts. Atmos. Res.
156, 160-173; doi:10.1016/j.atmosres.2014.12.019

3.1 Introduction

Conventional observational data from surface Automatic Weather Stations (AWS) is a valuable

in-situ high-frequency source of information for weather forecast [Warner, 2011]. However, the
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assimilation of surface observations into numerical weather prediction (NWP) models remains chal-
lenging despite the important advances in meteorological Data Assimilation (DA) [Pu et al., 2013|.
The spatial-density of a network and the spatial resolution of a model are crucial in the DA pro-
cess [Miiller, 2011]. In the case of complex terrains, the difficulties increase as the model better
represents the topography (the higher the resolution of the model the larger the number of terrain
effects explicitly resolved). Such difficulties could be alleviated with denser observational networks,
but the number of AWS needed is unaffordable. As a result, AWS representativity and correlation

problems arise and have no trivial solutions.

The representativity of each AWS of a network varies depending on its location, surroundings,
altitude and synoptic characteristics at the time of assimilation. For example, consider the case of
two different stations, one in a valley and the other at a mountain top. Even if both can give valuable
information of the region, some anisotropic surface analysis is needed to reflect terrain complexities
[Deng, Stull, 2005, 2007]. Intuitively, one may expect that working with higher-resolution regional
models and assimilating AWS capturing local characteristics would produce an improvement of the
model analyses. However, some aspects need to be considered, including the spread of information
by the DA schemes [Daley, 1991] (controlled by setting parameters related to the radius of influence
of the stations, which may overlap), the correlation between points inside the domain and the
different variables and, for some DA schemes, the introduction of effects related to inhomogeneities

of the terrain.

Since 2008, the Meteorological Service of Catalonia (SMC) runs operationally the WRF model
and at present, at 3 km horizontal grid resolution. Two different meteorological DA systems are
used at SMC, the WRF three-dimensional variational (3DVar) analysis [Daley, 1991; Barker et al.,
2003, 2004| and the Local Analysis and Prediction System (LAPS) [McGinley et al., 1991; Albers,
1995; Albers et al., 1996] (information available online at http://laps.noaa.gov/). Operationally,
observational data from satellites, radars, soundings and metars are assimilated using LAPS system
and only metars and soundings with 3DVar. However, data from the existing dense network of
surface AWS called XMET is not assimilated during operational forecasts yet. Actually, SMC
is making efforts to run forecasts at 1 km grid resolution and to assimilate data from the XMET
network into the WRF model, keeping in mind computational cost constraints on future operational

applications and services.

This Chapter evaluates and compares the ability of WRF-3DVar and LAPS to assimilate surface
AWS only on high-resolution model domains. Knowing that the AWS representativity could go from
synoptic to local and that the spatial-density of the AWS network varies, the goal is to understand

how both systems deal with this type of observational data. Likewise, the aim is to find the most
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suitable DA system for operational applications around 1 km grid resolution for temperature and
wind forecasts. More sophisticated DA methods such as those based on Ensemble Kalman Filters
(EnKF) (for example, Stensrud et al. [2009]) or four-dimensional variational analysis (4ADVAR) are
not considered because of their higher computational cost [Warner, 2011], even if some studies (for
example, Pu et al. [2013]) conclude that EnKF outperforms 3DVar.

Section 3.2 presents the WRF-3DVar and LAPS DA systems. Section 3.3 presents the method-
ology that is used to compare and validate both DA systems. This section starts the comparison
with two cases of study; the assimilation of one AWS, and the complete assimilation of the XMET
in one concrete day. Finally, Section 3.4 presents the results for the set of 29 common mesoscale

meteorological cases in the region of Catalonia.

3.1.1 The XMET surface AWS network

The region of Catalonia, on the north-east of the Iberian Peninsula, covers an area of 32.114 km?,
extending from Pyrenees to Mediterranean sea. The XMET network of the SMC contains a total
of 159 AWS across the region (Fig. 3.1), resulting on a mean coverage per AWS of 202 km?. The
basic data provided by the stations are 10-m wind velocity (WV10m) and direction (WD10m), 2-m
temperature (T2m), 2-m relative humidity (RH2m), precipitation, surface pressure (Psfc) and global
solar radiation. Some of the stations, those deployed for agricultural applications, also register 6-m
and 2-m winds. In these cases, a wind data extrapolation up to 10 m height is done using a power
law [Justus, Mikhail, 1976] in order to have an homogeneous dataset. The data quality is routinely
verified in order to guarantee that the sensor equipments work correctly. Checks and calibrations
establishing the corresponding error ranges are done periodically. In addition, data passes a quality
control consisting on various hierarchical semi-automatic processes of verification, checking that
data is within a certain threshold and that the temporal evolution at any station is consistent and

coherent with records from other neighboring stations.

3.2 Data assimilation schemes

3.2.1 The WRF-3DVar system

The WRF-3DVar system was developed primarily at the National Center for Atmospheric Research
(NCAR) based on the Fifth Generation NCAR / Penn State Mesoscale Model (MM5) 3DVar system
[Barker et al., 2004]. The DA builds on a multivariate incremental analysis system. Given the

background (xp) and the observational (y,) vectors, the goal is to find an optimal estimate of the
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atmosphere (the analysis &) minimizing the cost function J(x) [Barker et al., 2003]:
1 _ 1 _
J(@) = Jo+Jo = 5(@—ap) B™ (x — @) + 5 (¥~ ¥0) O (¥ — Yo) (3.1)

where Jy and J, represent background and observational terms respectively, y is the observation
vector analysis that corresponds to y = H(x) (H(x) is an operator used to transform the model
grid points analysis @ to observational space), and B and O are the background and observation
error covariance matrices respectively. The minimization procedure changes x iteratively in order
to approach the (unique) minimum of J(x) and, as a result, the analysis 4. This quadratic repre-
sentation of the cost function assumes that the observation and background error covariances can
be described using Gaussian probability density functions with zero mean error [Barker et al., 2003].
Model errors are neglected and the background and observation errors are assumed uncorrelated.

Details on B calculation are given in Section 3.3.1.

3.2.2 The LAPS system

LAPS, developed by the National Oceanic and Atmospheric Administration’s (NOAA) Earth Sys-
tem Research Laboratory (ESRL), is a meteorological DA tool that employs available observa-
tions (radar, satellite, meteorological networks, soundings, aircraft, etc.) to generate a spatially
distributed, three-dimensional representation of atmospheric features and allows to create multi-
instrument analysis fields that serve as initial condition in NWP models. The system is currently
operated in different centers worldwide. Deserves special mention the European LAPS (ELAPS)
community with several institutes and universities participating. Its main members are the Institute
of Atmospheric Sciences and Climate (ISAC) of the Italian National Research Council (CNR), the
Finnish Meteorological Institute (FMI) in Finland, the Harokopio University of Athens in Greece,
or the Meteorological Service of Catalonia (SMC) in Spain.

The analysis provided by LAPS includes wind speed, wind direction, surface temperature, rela-
tive humidity, surface pressure, cloud cover and hydrometeor fields, among others. The assimilation
process is the result of a complex cycle of ingesting and merging measurements from all the available
sources of meteorological information in a computationally efficient manner [Lazarus et al., 2002].
The system is flexible and modular, and depending on the analysis and the sources of data, different
analysis procedures can be followed with additional steps and variants to incorporate and blend the
observational data into the analysis.

In particular, regarding surface wind and temperature analysis (the fields under study here),
LAPS interpolates first the first-guess to its grid. If the first-guess is in a coarser grid than LAPS, a

downscaling is performed giving to the fields the reasonably fine-scale terrain-related structure. The
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terrain-related structures are retained by performing the analysis in an incremental space [Hiemstra
et al., 2006]. Before the analysis itself, observations also pass a quality control, where observations
exceeding a threshold from background field, are rejected. After this, the analysis is independently
performed for each variable following a telescoping successive correction process until the fine-scale
structure and the fit to observations is achieved at a desired level of agreement, which is set to
the typical instrumental error [Albers, 1995]. In each iteration, the result of the previous one
becomes the new background and a modified Barnes scheme [Barnes, 1964] is employed to combine
observation increments with the updated background. The Barnes analysis could be described as an
interpolation method that relies on a weighting function and the definition of a radius of influence
for the observations. Finally, a variational minimization procedure of a cost function is applied to
dynamically adjust the wind and pressure fields. In the cost function, one can tune some quantities
controlling the relative adjustment of the wind with respect to pressure, and how close the analysis

satisfies the equation of motion [McGinley et al., 1991].

3.3 3DVar and LAPS comparison

3.3.1 Methodology
WRF-ARW model set-up

Here we used the version 3.4.1 of the dynamical solver Advanced Research WRF (WRF-ARW)
(introduced in Section 2.1) with the physical parameterizations and schemes summarized in Table
3.1.  The computational domain is composed of one parent domain at 9 km (9GRD) horizontal grid
resolution and two (one-way) nests of 3 km (3GRD) and 1 km (1GRD) resolution respectively (Fig.
3.1). The coarse domain covers the Iberian Peninsula and its design was the result of a compromise
between computational cost and the need to avoid complex orography across the borders (i.e. the
Alps). The first nest covers Catalonia and is the region under surveillance by the SMC. These
two domains coincide with the current operational configuration at SMC. Finally, the inner domain
covers the south of Catalonia and is used here to test DA of AWS in a high-resolution domain.
All domains have 60 vertical levels with a higher resolution within the boundary layer and a top
model pressure of 70 hPa (18.5 km roughly). The initial and boundary conditions come from the
European Centre for Medium-Range Weather Forecasts (ECMWF) deterministic model at 0.125
degree resolution. The simulations are carried out up to 24 h forecast and three different sets of
runs are distinguished: CNTRL-runs (without DA), and 3DVar-runs and LAPS-runs initialized
with analyses resulting for WRF-3DVar and LAPS respectively.
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Table 3.1
Configuration and physical parametrization used in the CNTRL-runs, 3DVar-runs and LAPS-runs WRF-
ARW simulations.

WRF-ARW configuration

Version 3.4.1

Initial and Lateral BC’s ECMWF model at 0.125degree resolution

Domains 9GRD, 3GRD, 1GRD

Horizontal resolution 9 km, 3 km, 1 km

Horizontal grid size 166x115, 166x154, 100x94

Vertical levels 60 levels, with top at 70hPa

Length simulation 24 hours

Time step 30s,10s,2s

Parametrization Scheme

Microphysics WREF single-moment 6-class (WSMG6)
[Hong, Lim, 2006]

Cumulus Modified Kain-Fritsch (disabled in 1GRD)
[Kain, 2004]

Surface Layer MM5 Monin-Obukhov

Land Surface Unified Noah Land Surface Model (LSM)
[Chen, Dudhia, 2001]

Planet Boundary Layer Younsei University PBL (YSU)
[Hong et al., 2006]

Long-wave Radiation Rapid Radiative Transfer Model (RRTM)
[Mlawer et al., 1997]

Short-wave Radiation Dudhia

[Dudhia, 1989]

Data assimilation

Observational data is assimilated at the initialization time for 3GRD and 1GRD. No DA is done for
the 9GRD domain because the attention is focused on the high-resolution domains and because the
XMET network covers only the region of Catalonia. The fields from AWS assimilated are WV10m,
WD10m, T2m, RH2m and Psfc.

As explained previously, in WRF-3DVar the background error covariance matrix B is used in
the cost function to weight model-scale-dependent errors in the background field. This matrix
influences the analysis adjustment to observations and the spread of data over the domain. This
spread is also determined by recursive filters [Purser et al., 2003| using the length scale parameters
derived from the National Meteorological Center (NMC) method [Parrish, Derber, 1992], specified
for each variable in each vertical mode. In addition, WRF-3DVar offers the opportunity to tune B

using some scaling parameters.

In general, it is very difficult to obtain an accurate background error covariance. As proposed
in Barker et al. [2004] and following Parrish, Derber [1992] NMC method, statistical approaches
have been applied to obtain covariance estimations. The method assumes that the background is an

unbiased random vector representing the true atmosphere, and forecast differences are tipically used
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Figure 3.1

Eztent of the parent (9GRD) and nested (3GDR and 1GRD) WRF-ARW computational domains. Black dots
indicate the AWS of the XMET network. Red dot indicate an independent AWS of the AEMET network.
Shaded contours show terrain elevation at 200-m intervals.

to estimate forecast errors. These forecast differences can be computed by subtracting one forecast
from another valid at the same time and they can be time-lagged, initial or boundary perturbed,
or different model ensemble forecasts [Xie et al., 2011|. Here, B has been obtained climatologically,
for each domain with a year-long (2010) series of 24 hour minus 12 hour forecasts valid at the
same time. An important shortcoming of the NMC method is that the spatial correlated scales
are excessively large. As a consequence, small-scale observed details tend to be filtered out in the

analysis and locally observed information is propagated over large spatial distances [Ha, Lee, 2012].

In the case of LAPS, no previous calculation of the background error covariance matrix is needed.
The system provides the possibility to tune a wide range of parameters related with the analysis.
Recalling Section 3.2.2, there is the possibility to define a radius of influence and, in some cases,
the weighting factor for the Barnes analysis, as well as the fitting thresholds to the observations
within the successive telescoping correction process. Other important parameters to consider are

those affecting the variational minimization and its constraints to the equation of motion.
Taking into account the domain features and the data assimilated in this work (surface AWS),

a tuning process for the parameters previously mentioned in both DA systems was conducted. In
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WRF-3DVar, a factor of 0.5 for the length scaling parameters showed the best results. In the
case of LAPS, the optimal configuration for the 1GRD entailed the following modifications of the

parameters:

o 3D wind analysis:a reduction of the observations radii of influence down to 15 km, 2.1 ms™*

of fitting threshold and an important reduction of the background weight (compared to the
default).

e surface analysis: values for the fitting thresholds of 1.5 ms™! for wind and 1.5°C for temper-

ature and a weak constrain in the variational analysis to the equation of motion.

o 3D temperature analysis: 2.2 °C of fitting threshold.

e variational balance: It is a three-dimensional dynamical adjustment between mass and mo-
mentum to force the consistency with the diagnosed cloud vertical motions [McGinley, Smart,
2001]. It is specially focused on the improvement of the cloud analysis and it is supposed to
improve other fields for model initialization. However, here it is deactivated because some
tests comparing balanced and unbalanced analyses revealed that this option worsens the fi-
nal fitting of wind and temperature fields to observation. Moreover, the spin-up process of
the WRF-ARW model initialization was not reduced significantly when using the balancing

procedure.

Validation metrics

In order to validate the performance of the DA systems, a set of 29 Common Mesoscale Meteoro-
logical Cases (CMMC) occurring within the region of Catalonia (Table 3.2) has been constructed at
SMC. Firstly, a qualitative evaluation of the analysis increments is shown in Section 3.3.2 for the
case number 27 of the CMMC (Table 3.2). This case is representative of a common north-westerly
advection event with strong winds at surface and is useful to study the ability of both DA systems
to reproduce very local effects like wind channelling. To accomplish this evaluation, first model level
temperature, wind components and vertical cross-section of wind module fields, with the respective
background field subtracted, were used. The background is ECMWEF model fields interpolated into
the WRF mesh by the WRF-ARW pre-process system. This approach is firstly used for the assimi-
lation of only one station located in the innermost domain (1GRD), and followed by all the stations

of XMET network later on.

Further, in order to be able to quantify the accuracy of the CMMC forecasts and to validate
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them, the root mean square error (RMSE) is computed for each variable as follows:

RMSE = % > (i — @i)? (3.2)

where n is the number of AWS, y; is the station value and z; is the WRF modelled variable at the grid
point closest to the station. As 1GRD domain covers a small region, the stations used to calculate
the forecast RMSEs are the same 31 stations (Fig. 3.1) that are being assimilated at the initial time.
Additionally, with the purpose to validate with independent data, we also consider an independent
AWS (red dot in Figure 3.1) managed by the Spanish Meteorological Agency (AEMET). As stated
in Miiller [2011], a reduction of raw model output temperature and wind speed errors are expected

due to the increase in resolution.

Table 3.2
Summary of the 29 Common Mesoscale Meteorological Cases (CMMC) in the region of Catalonia. Cases
are ordered chronologically by its occurrence during 2010.

Num. Date Case Description
1 11/02/2010 North-easterly dry advection, with drop in temperatures
2 22/02/2010 West front arrival with low rainfall
3 08,/03,/2010 Snowfall over shoreline
4 16,/03/2010 Anticyclonic conditions dominated by stable weather
5 19/03/2010 Two fronts passing with low rainfall
6 03/04,/2010 West front arrival with low rainfall on the north-east
7 10/04,/2010 Anticyclonic conditions
8 03/05/2010 Rainfall event with a low in front the shoreline
9 12/05/2010 Rainfall event with a low in front the shoreline
10 22/05/2010 Convective event
11 05/06,/2010 West front arrival
12 09/06/2010 Rainfall on the South-west
13 23/06/2010 Summer sea breeze circulation
14 15/07/2010 Isolated storms over mountainous zones
15 23/07/2010 Atmospheric instability
16 05/08/2010 Convective event with storms arriving from the coast
17 12/08/2010 Convective event with storms spread out
18 26,/08/2010 Warm air arrival
19 14/09/2010 Anticyclonic conditions
20 17/09/2010 General rainfall event
21 27/09/2010 Atmospheric instability
22 09/10/2010 Rainfall event
23 12/10/2010 Rainfall event
24 22/10/2010 A weak frontal line passing
25 25/10/2010 North-easterly dry advection, with a drop in temperatures
26 04/11/2010 Anticyclonic conditions with high temperatures
27 16/11/2010 North-westerly advection and a frontal system passing
28 12/12/2010 Persistent fog over the central depression
29 22/12/2010 West to east traveling perturbation
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3.3.2 DA pattern comparison
Assimilation of one AWS

We start comparing the effects of WRF-3DVar and LAPS for a single AWS. Table 3.3 shows the dif-
ferences between ECMWEF analysis and observations, at the station of El Perello (40.87° N, 0.72° E,
158.2 m over mean sea level) for the case number 27 of the CMMC. As observed, large differences
in wind module (up to 10 ms™!) existed locally, probably because of topographic channelling effects

unresolved by the global model.

Table 3.3

Differences in temperature and wind components between the ECMWF analysis interpolated at 3GRD and
1GRD and observations at the station point of El Perello during 16th November 2010 at the time of the
analysis.

Resolution(km) T(°C) wu(ms™') v(ms™!)

3 -0.033 -2.898 -9.665
1 -0.026 -2.644 -9.610

Starting with WRF-3DVar, Figure 3.2 shows the analysis increments on temperature and wind
components for 3GRD and 1GRD at the first model vertical level. For 3GRD, only the region
coinciding with 1GRD is shown in order to highlight the differences coming from the mesh resolu-
tion. Two conclusions emerge from inspection of Figure 3.2. Firstly, the WRF-3DVar contours of
increments are very homogeneous, reminding large-scale features. This fact is unrealistic in complex
terrains given the inhomogeneous nature of the near-surface fields and the data assimilated. Sec-
ondly, the shape of the WRF-3DVar analysis increments for each variable is approximately the same
in both grids. This effect is due to the strong dependence on the prescribed correlation function
in the background error covariance term [Pu et al., 2013]. For comparison, the LAPS analysis
increments are shown in Figure 3.3. Before analyzing the pattern of increments, it is important to
point out that the background fields subtracted are the result of a downscaling pre-process that
incorporates the effects of the higher resolution topography to the temperature fields (increasing
and decreasing temperature given the difference in terrain height). As observed, LAPS produces
lower increments with height than the background and, therefore, it is warmer in the higher and
colder in the lower regions. It also produces a global mean increment of the wind components over
the whole domain that is proportional to the value of the observation and background differences
(Table 3.3). This is directly related to the decrease of the background weight and despite of the
predefined small length scale.

Similar conclusions can be drawn for the analysis increments along the vertical (Fig. 3.4).
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Figure 3.2

Analysis increment after assimilation of 1 AWS using WRF-8DVAR. Results show, from top to bottom,
increments on temperature (°C') and wind components (longitudinal and latitudinal) (ms~') at the first
model level for SGRD (first column) and 1GRD (second column). For SGRD, only the region overlapping
1GRD is shown. The location of the AWS, near the village of El Perelld, is indicated by a triangle. Black
contours indicate elevation using a 100-m contour interval.

37



3. Assimilation of surface automatic weather stations

NN N 125N

41N 41N

40.75N 40.75N

0.25E 0.5¢ 0.75€ 1E 1.25E 0.25E
<@l T T T T
=1.5 -1 =05 4] 0.5 1 L5 2 25 3 5.5 -2

Figure 3.3

Analysis increment after assimilation of 1 AWS using LAPS. Results show, from top to bottom, increments
on temperature (°C) and wind components (longitudinal and latitudinal) (ms=') at the first model level for
3GRD (first column) and 1GRD (second column). For SGRD, only the region overlapping 1GRD is shown.

The location of the AWS, near the village of El Perelld, is indicated by a triangle. Black contours indicate
elevation using a 100-m contour interval.
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The vertical cross-section of wind analysis increments using WRF-3DVar shows an homogeneous
grid-dependent pattern similar to that of the horizontal spread (Fig. 3.2). In contrast, the LAPS
cross-section of wind analysis increments are less grid resolution dependent and reflects terrain

effects, reducing significantly the value of the increments uphill.
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Figure 3.4

Wind module (ms~') analysis increments along the vertical after assimilation of 1 AWS. Only the first 30
vertical model levels are shown for simplicity. Top: results for WRF-3DVAR at 3GRD (left) and 1GRD

(right). Bottom: results for LAPS at 3GRD (left) and 1GRD (right). Black lines denote the geopotential
height in meters.

Once both DA systems are contrasted over the area around the station, some significative
differences arise. The magnitude of the increments in LAPS analysis are higher than in WRF-
3DVar. Also the contours of the analysis increments in LAPS follow the topography profiles giving,
in the case of temperature, warmer in the higher and colder in the lower regions. This contrasts
with the homogeneity of the approximately circular patterns produced by 3DVar. Even if the
background error covariance matrix in 3DVar is tuned reducing the length scale, it always produces
these approximately Gaussian shapes. In contrast, LAPS system also allows to adjust the radius of

influence but it always modifies the whole domain introducing terrain forcing.
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Figure 3.5

ECMWF analysis interpolated to 1GRD (1-km grid resolution) for the CMMC 27 (16th November 2010 ).
Left: first model level contours of temperature (°C'). Right: wind vectors at first model level and topography
contours (m).

Assimilation of XMET in one meteorological case

Figure 3.5 shows the background temperature and wind field at first model level in 1GRD of the case
27 (Table 3.2). Note how the wind field reflects a north-westerly advection but without small-scale
features, only an increase of the wind module uphill and a decrease downhill.

Figure 3.6 and Figure 3.7 show the pattern of increments and the resulting fields for both DA
systems after the assimilation of the XMET network for temperature and wind respectively. In the
case of temperature, it can be observed how LAPS produces higher variations than WRF-3DVar.
As stated in the previous section, LAPS produces an heterogeneous set of increments accounting for
the complexity of the terrain, contrasting with the homogeneous 3DVar patterns that apparently
neglect local characteristics. Regarding wind field, WRF-3DVar presents two marked increment
minima (Fig. 3.7) surrounded by homogeneous "circular" contours, whereas LAPS gives much
complex patterns related to the terrain. Notably, both systems spread their increments over the
sea in a different way: LAPS decreases the wind module significantly over the eastern side of the
domain whereas 3DVar slightly reinforces it.

As seen in Figure 3.7, LAPS analysis is in better agreement with station magnitudes (blue
vectors) than 3DVar. An example is found in the north-east and south-west extremes of the domain,
where 3DVar shows a wind analysis away from the observations. This is probably because the
prescribed correlation function gives a wind field omitting the small-scale features.

Finally, taking advantage of the proximity between the first model level (at a mean elevation of
8 m above the terrain) and the 10 m height wind measurements, the RMSE has been calculated

using all stations of the network and the analysed wind at the grid points closest to the stations,
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Figure 3.6

Top: analysis temperature increments (°C') at the first model level after assimilating the whole XMET
network of AWS for CMMC 27. Results for WRF-3DVAR (left) and LAPS (right) on 1GRD. Note the
different colour scales for SDVAR and LAPS increments. Bottom: resulting temperature (°C) analysis
(background plus increment) for WRF-3DVAR (left) and LAPS (right). White labels are the id. of the
stations. The small filled circles denote the station locations and the temperature observed.

resulting in 5.27 ms~! for the background, 3.87 ms™! for 3DVar and 1.47 ms—' for LAPS analysis.
Additionally, the absolute error at the independent station are of 1.38 ms™! for the background,
1.6 ms~! for 3DVar and 0.97 ms—! for LAPS analysis.

3.4 Validation of short-range forecasts

To validate the short-range forecast, the 29 CMMC (Table 3.2) during 2010 are used. First of all,
Figure 3.8 shows the 1GRD wind analysis RMSEs for each case. As in the previous section, it takes
advantage of the proximity between the first model level (at a mean elevation of 8 m above the
terrain) and the 10 m height wind measurements. LAPS analyses show a better improvement than

3DVar in a vast majority of cases. Even that, both DA systems offer a better initial condition for
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Figure 3.7

Top: analysis wind module increments (ms=1) at the first model level after assimilating the whole XMET
network of AWS for CMMC 27. Results for WRF-3DVAR (left) and LAPS (right) on 1GRD. Bottom:
resulting wind vector analysis (background plus increment) for WRF-3DVAR (left) and LAPS (right). Blue

vectors show surface observations.

the model at the AWS locations.

Figure 3.9 shows the 1IGRD RMSEs for each case after 1, 6 and 12 h forecasts. After 1 h
of model integration (Figs. 3.9a-c), CNTRL-runs and 3DVar-runs are quite similar, particularly
for temperature and wind module. In contrast, LAPS-runs show a substantially better model
performance in a vast majority of cases (22 out of 29) for WV10m. Typically, the averaged wind
module improvement in the LAPS-runs is of about 1 ms™! in terms of RMSE. For the 6 and 12 h
forecasts, results for T2m are almost identical in the three sets of runs. However, the wind module
forecasts show slightly better skills for LAPS-runs, especially in those cases where the CNTRL-runs

and the 3DVar-runs present larger errors.

Figure 3.10 contains the temporal evolution of the RMSE for the three sets of simulations.
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RMSEs for each of the 29 CMMC after 1 (top), 6 (middle) and 12 hours (bottom) forecasts for 1GRD.
Cases are ordered chronologically. RMSEs are calculated for three variables: T2m (°C), WV10m (ms~—!)
and WD10m (degrees) from left to right respectively. The lines show RMSE for the CNTRL-runs (blue),
3DVAR-runs (green) and LAPS-runs (red) runs. See Table 3.2 for a description of each CMMC case.
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Figure 3.10

FEvolution with forecast time of the 1IGRD RMSE for the whole CMMC. Results for T2m (°C), WV10m
(ms—1) and WD10m (deg) from left to right respectively. The lines show RMSE for the CNTRL-runs (blue),

3DVAR-runs (green) and LAPS-runs (red) runs. Each point of the graphic results from computing the RMSE
using all the stations and CMMCs.

RMSE is computed for T2m, WV10m and WD10m for all 29 cases of the CMMC at each forecast
hour. On average, T2m forecasts for 3DVar-runs and LAPS-runs present no improvement with
respect to the CNTRL-runs, except for the first 6 h. This is also true for WV10m forecasts in the
3DVar-runs. However, in contrast, the WV10m forecasts improve substantially through time in the
LAPS-runs because the LAPS analyses cause an important reduction on the RMSE that persists
up to 24 h later. The LAPS-runs offer also slightly better skills for WD10m.
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Figure 3.11

Evolution with forecast time of the IGRD RMSE computed with the independent station (Section 3.3.1) for
the whole CMMC. Results for T2m (°C), WV10m (ms~') and WD10m (deg) from left to right respectively.
The lines show RMSE for the CNTRL-runs (blue), 3DVAR-runs (green) and LAPS-runs (red) runs.

Finally, Figure 3.11 provides the validation using an independent AWS not assimilated at the
initial time. As seen in Figure 3.1, the AWS is at a complex terrain location and near a wind
channelling zone. One remarkable difference compared to the previous results shown in Figure 3.10
is, the improvement produced by LAPS analysis for WV10m is noticeable only within the initial
5 forecast hours. For WD10m it is also possible to observe an improvement in the early forecast
hours of LAPS-runs. In the case of 3DVar-runs, WV10m and T2m offer a minor RMSE at 2 h and

3 h forecast times, but generally no substantial improvement is provided.
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3.5 Summary and conclusions

The capacity of 3DVar and LAPS systems to assimilate data from surface AWS in high-resolution
(complex terrain) operational forecasts has been studied. A preliminary analysis consisting on
the assimilation of a single AWS has revealed significant differences between both DA systems.
The 3DVar analysis presents a strong dependence on the prescribed correlation function in the
background error covariance term. The spread of the analysis increments in 3DVar is very homo-
geneous, reminding large-scale features that are unrealistic given the inhomogeneous nature of the
near-surface fields and the data assimilated. In contrast, LAPS takes into account small-scale fea-
tures and provides an analysis much consistent with observations. These characteristics make
LAPS more suitable to assimilate a high-density AWS network into a high-resolution
model domain.

The XMET AWS network has been assimilated in 29 meteorological cases and used to compare
the WRF-ARW model skills for three sets of runs: CNTRL-runs (initial condition without DA),
3DVar-runs, and LAPS-runs. The conclusion is that high-resolution WRF-ARW forecasts
initialized with LAPS analyses improve substantially the wind fields. These improvements
are sustained during a period of 24 h when validating with the AWS assimilated. Although not
statistically relevant, when validating with an independent AWS the improvement is observed only
during 5 h. The temperature field shows no worsening and a small improvement is observed for the
first 6 h. On the other hand, 3DVar-runs do not lead to significant variations and after few hours
of simulation converge rapidly to background.

The results are in agreement with other studies that assimilate AWS only (e.g.Deng, Stull [2007])
except for the wind field (Fig. 3.10). The improvements gradually decrease after the assimilation
period of the forecast (5-6 h). This decrease could be attributed to the effects of the lateral boundary
conditions advecting into the domain. The adjustments made by the model to balance the mass
and wind fields could also contribute to decrease the quality of the forecasts. On the other hand,
the 24 h wind field improvement produced by LAPS at the AWS locations suggest that significant
changes (Fig. 3.8) in the fields could lead to more enduring improvements.

Future work at SMC will try to assimilate the XMET network operationally, as currently done
with data from satellites, radars, soundings and metars. This is a desirable step before running

forecasts at 1 km grid resolution in a near future.
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4.1 Introduction

Over land, the ABL undergoes strong diurnal variations in response to surface forcings, e.g. fric-
tional drag, terrain orography, and solar heating among others. The diurnal cycle of insolation is
intrinsically dynamic and entails large variations in wind intensity, wind direction and turbulence.
In order to account for these dynamical and thermal effects, microscale RANS models have been
coupled with the energy conservation equation. The thermally coupled models are intrinsically
transient and, as a consequence, the computational cost increases significantly with respect to the
neutral case. Furthermore, the simulation of diurnal cycles needs time-dependent boundary condi-
tions, commonly imposed by dynamical downscaling methodologies or imposing idealised profiles

(e.g. Pieterse, Harms [2013]; Castro et al. [2014]; Koblitz et al. [2015]; Veiga Rodrigues et al. [2016]).

In the context of Wind Resource Assessment (WRA), the neutral atmosphere assumption is
justified as long as the neutral condition is statistically representative of the average flow on a
given site. However, situations exist in which the neutral assumption fails in reproducing near-
surface yearly mean wind observations in regions with strong stratification. Typically, neutral
RANS models together with wind observations from masts are used during WRA to characterise
wind distributions over an area of interest. To this purpose, wind speedups (relative to mast) for
different wind direction sectors simulations are frequency-weighed to obtain annual averaged values.
However, in the case of non-neutral models, the question of how to extract meaningful results from

a transient simulation is challenging and remains open yet.

Section 4.2 presents the equations implemented in the Alya-CEFDWind microscale wind model
to simulate a thermally stratified ABL. Section 4.3 presents the methodology used to run diurnal
cycles, and a methodology to extract worth information. Section 4.4 proposes a novel methodology
for WRA that builds on diurnal cycle RANS simulations and introduces thermal stability as an
additional parameter in the process. Finally, Section 4.5 presents an initial study to test the 1D

precursor model using time-dependent mesoscale tendencies to drive the diurnal cycle simulation.

4.2 Thermal coupling

The thermal model of Sogachev et al. [2012] has been implemented in Alya-CFDWind in order
to solve atmospheric flows in complex terrains considering atmospheric stability in addition to the
Coriolis force. The resulting governing equations are those introduced in Chapter 2 (Section 2.2)
with some additional terms (in red) accounting for the thermal coupling plus the energy conservation

equation (4.5). The model uses the Boussinesq approximation in the momentum equation for the
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thermal coupling. The resulting system of equations is:

Viu = 0 (4.1)
ou s 0
—+u-Vu—-V-(nVu) = —Vp—-2wxu—g— (4.2)
ot 0y
8k—|—u-Vk—V-(Vt-Vk> = P —etGy (4.3)
ot ok
@ +u-Ve—-V- n -Ve = < Ch+ (02 — Cl) b P, — Coe+C3G,, (4.4)
ot O k Imax
00 Vi

where the potential temperature 0 is an additional unknown field. The mixing length [,,, (same as

eq. 2.23 for the neutral case) and the maximum mixing length [y are computed as:

k3/2
_ 3/4
Ly, = Cl/ ro

€
fooo Vkdz

lmax = e
Bfo Vhdz

where 3 is a coefficient chosen such in a neutrally stratified atmosphere l,,q = lo (here, [y is the

lmaz €q. 2.24 for the neutral case). The turbulent kinetic energy production rate by buoyant forces

(G) is:

v 96

Gy = —
k a‘glaeaz

(4.6)

where « is the thermal expansion coefficient (a=1/6) for ideal gases, being 6 a reference potential
temperature) and oy is the turbulent Prandtl number. Table 4.1 lists the model coefficients including

the expression for C3 depending on the stability-related coefficient a [Sogachev et al., 2012].

Table 4.1
Alya-CFDWind thermal model constants

K CM 1 Cy Cs Ok O¢ g9
0.4 0.033 1.176 1.92 1+(C1—02)ag 1.0 1.238 0.9

Boundary conditions

The thermally coupled problem also adds some additional terms into the specification of the bound-
ary conditions. Changes with respect to what was exposed in Chapter 2 (Section 2.2) for the neutral

formulation are:
e On the bottom boundary, wall law functions impose the Monin-Obukhov similarity theory
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[Monin, Obukhov, 1954] with an additional term in the |u| equation plus the 6 equation. Thus,

|lu| and 0 at a distance §,, from the ground are:

)l = 2 (142) v, ()] (@)
06) = Ouan + 22 {m (1#’“’)% (2)} (48)

K 20

where 6, is the friction potential temperature (6x=qyqi/pcptis, With gyqn being the downward
surface heat flux, ¢, is the heat capacity and p is the air density), and 6,4 is the potential
temperature at the wall. The correction terms ¥, (d,,/L) and Wp(d,,/L) account for thermal

stability and are functions of the ratio d,,/L, where Obukhov length L reads as

L = u%/kalglb, (4.9)

e On the top boundary, symmetry boundary condition (zero normal gradient) is imposed for

6.

e On the inflow boundary, 6 vertical profile is imposed from a 1D precursor simulation

assuming uniform roughness and flat terrain.

e On the outflow boundary, symmetry boundary condition is imposed for 6.

4.3 Methodology for diurnal cycle simulation

The simulation of a diurnal cycle on complex terrain comprehends the same general steps than in
the thermally neutral flow simulation; the pre-process, the AlyaCFD-Wind simulation and the post-
process. As in the previous Section, only the additional aspects of the thermally coupled problem

are introduced here:

4.3.1 1D precursor simulation

The 1D precursor is a single-column model that furnishes vertical profiles used as initial and bound-
ary conditions to Alya-CFDWind. To run a 1D diurnal cycle (transient integration), the precursor
model needs a time-varying surface temperature (or surface heat flux) and a geostrophic wind
intensity.

The precursor model has been implemented and verified (code-to-code) with the GABLS2 bench-
mark [Svensson et al., 2011], a challenging case of strong diurnal cycle over dry land. Moreover,

a modified version of GABLS2 is considered, consisting on a periodic repetition of the boundary
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conditions of the GABLS2 experiment during the first day, henceforth called CYCLE. This is done
to guarantee that, after a sufficient time, the results of the 1D precursor model are cyclic and inde-
pendent on the initial condition. Figure 4.1 shows the time-varying surface temperatures for both
diurnal cycles (GABLS2 and CYCLE), used as the bottom condition for the 1D Alya-CFDWind

precursor model. In order to facilitate the model inter-comparison [Svensson et al., 2011], the forc-
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Figure 4.1

Time series of surface temperature for GABLS2 and CYCLE 1D diurnal cycles. The GABLS2 benchmark
actually starts on 22 October 1999 at 16 h LT allowing 8 h of spin-up. The 23 October 1999 is selected as
the evaluation period and is the segment that is repeated in the periodic CYCLE.

ing conditions (driving the diurnal cycle) were simplified giving rise to an "idealised" case that

considers a constant geostrophic wind of |u,| = 9.5 ms™.

Using these surface temperatures and
geostrophic wind, the 1D precursor model was run in a grid of 4 km height using 450 vertical ele-
ments growing geometrically in size from 0.5 to 10 m and using an integration time step of 6t=10 s.
Compared with the neutrally stratified simulation, the element size at the ABL height needs to be
around one order of magnitude smaller when running thermally stratified cases. This is necessary
in order to capture the very steep gradients of wind velocity, turbulent kinetic energy and potential
temperature around the ABL height.

Figure 4.2 shows the resulting 1D model vertical profiles at noon (thermally unstable) and mid-
night (thermally stable). Note that the CYCLE periodic run needed 5 cycles to achieve periodicity
so, Cycleb vertical profiles (Fig. 4.2) were obtained in the following cycles. As expected, the un-
stable and stable regimes show large differences. For example, the nocturnal boundary layer (NBL)
height is slightly above 100 m contrasting with the 1 km ABL height at noon. Furthermore, there
is a well defined nocturnal low-level jet of about u=12 ms~! at the top of the NBL that contrasts
with 4—6.5 ms~! at the same height during the unstable regime. Turbulent kinetic energy also
shows large differences, specially over 100 m height.

Figure 4.3 compares 1D precursor model near-surface results (GABLS2 and CYCLE) with those
from the Large Eddy Simulation (LES) in Kumar et al. [2010] and the RANS single-column models
(SCM) spread from Svensson et al. [2011]. It is observed that GABLS and CYCLE runs obtain

similar results, differing more during the day time. The most remarkable differences between the
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Figure 4.2
Vertical profiles of wind velocity, turbulent kinetic energy and potential temperature at 12:00 (top) and at
24:00 LT (bottom) for GABLS2 and CYCLE (5 consecutive periodic cycles Cyclel to Cycle5 are shown).

precursor and the LES model appear in the 10 m wind velocity. Despite this, the precursor results

lay within the spread of the SCMs.
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GABLS2 23 October 1999 time series of friction velocity (top), 10 m wind velocity (middle) and surface
heat flux (bottom). Comparison between LES simulation from Kumar et al. [2010], our precursor model
(GABLS2 and Cycle5 results) and the SCM spread reported in Svensson et al. [2011].
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4.3.2 3D diurnal cycle simulation

T T T T BT 1]
2300 2400 2500 2600 2700
Topography (m)

Figure 4.4

Puebla test case. Horizontal mesh at surface with the inner part coloured (left) and a zoom of the inner
region of interest at 100 m resolution (right) showing contours of topography. The computational mesh has
1.6 million nodes. The horizontal red line marks the longitudinal cut used in further plots and M1 is the
reference mast used for WRA.

A site located in the Mexican state of Puebla has been used to test the implementation of the
thermal model in Alya-CFDWind and the diurnal cycle methodology. This site was selected because,
in addition to its very complex orography, we had access to a long-period dataset acquired by a
private company during a wind resource measurement campaign. The dataset used here consists
on 80 m height wind measurements from 7 met masts instrumented with sonic anemometers for a
total period of acquisition of 3 years (not synchronous in all masts). These data are used in the
following sections to validate the diurnal cycle simulations and the related applications.

For the 3D diurnal cycle simulations, a domain with an inner region of interest of 6.4x13 km?
is considered (Farm Zone in Figure 4.4). In this inner part, the horizontal grid resolution is
0x=0y=100 m and grows gradually lengthwise across the transition and buffer zones. Along the
vertical direction, the grid has 60 vertical layers growing geometrically in size inside the ABL (up
to ~ 1000 m height) from 1 to 170 m. The top of the mesh is at 2.4 km above the highest terrain

elevation. The geostrophic wind velocity is set to |ug|=17.5 ms™'.

The 1D precursor simulation
generates the time dependent inflow and ground boundary conditions for the 3D simulation. The
precursor simulation imposes the time varying surface temperature 6y, (t) of the CYCLE case (Sec-
tion 4.3.1), which is prescribed on the bottom boundary of the entire domain through the boundary

condition (eq. 4.8). The resulting wind velocity, turbulence and potential temperature profiles of

the fifth periodic cycle are used to run 16 diurnal cycles, each characterised by a geostrophic wind
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direction.

As an example, Figure 4.5 shows contour plots of u,, k and 6 for the 270° geostrophic wind
direction simulation at two different time instants. This Figure shows also vertical profiles at
four marked points to highlight differences between both time instants. Note that, under stable
conditions, the flow is not allowed to go uphill and recirculates (v, shows negative values near
the surface) due to the strong stable thermal stratification. Looking at 2 h LT v, and k plots, it
can be observed how the nocturnal jet above the top of the hills causes a strong wind shear near
the surface that originates a high turbulent kinetic energy region. These effects contrast with the
profiles under unstable conditions. The 14 h LT plots clearly show how the atmospheric instability
develops a well-mixed ABL with smoother vertical profiles, v, gradually grows with heigh and &

has its maximum near the surface and decreases gently with heigh.

The simulation of a 3D diurnal cycle over complex terrain introduces new simulation challenges
with respect to the neutral stability case. On the one hand, in the neutral stability case symmetry
BC are prescribed at the outflow for k£ and £ and the geostrophic pressure is prescribed (Section
2.2.2). This later condition is not straightforward in the non-neutral transitory case due to the
differences between the pressure at the outflow and the prescribed pressure. In order to avoid
imposing BCs for pressure at the outflow, we impose the vertical profiles of w (Dirichlet outflow
condition). This kind of boundary condition produces numerical oscillations near the outflow wall,
but these are small and constrained to the buffer region. On the other hand, the dynamics of
diurnal cycle simulations needs to be captured using an appropriate time step. These transient
simulations are therefore computationally more expensive than neutral simulations which reach
steady state. At the beginning, we use a very small time integration step (d¢ <1 s) to assimilate
the IC, which comes from a flat terrain precursor (i.e. no terrain effects, no recirculation). So,
we use a variable integration time step starting from dt= 0.15 s during 200 time steps and then
increasing dt progressively until a value of dt= 6 s is reached. The computation of each diurnal
cycle for the Puebla case (1.6 M nodes) took around 15 h CPU time using 256 cores for 28 h of real

time simulation (18,000 time integration steps) using the MN-III supercomputer.

4.3.3 Diurnal cycle discretisation using ABL stability classes

The proposed methodology entails two major aspects; the simulation of diurnal cycles and the selec-
tion of one time instant representative of each stability class (process applied to each wind direction
diurnal cycle simulation). Thus, four thermal stability regimes have been defined: stable, stable-
to-unstable transition, unstable and unstable-to-stable transition. The selection criteria analyses

the 6 and |u| vertical profiles from the 1D precursor simulation. For convenience, the analysis is
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Figure 4.5

Contour plots and vertical profiles at 4 sites (marked with thin vertical white lines) at 2 h (thermally stable)
and 14 h (thermally unstable) LT for longitudinal velocity u, (top), turbulent kinetic energy k (middle) and
potential temperature 6 (bottom) along the 6 km lenght cross section shown in Figure 4.4. Results for the
diurnal cycle simulation with a geostrophic wind direction of 270°, i.e. aligned with the T axis.
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made using the first 100 m above terrain because observed wind time series are at 80 m height
above terrain. The stable and unstable cases are easily identified because the |u| profiles remain
almost stationary for certain hours (2-3 h). In contrast, the transition cases are identified using
the extremes of the Obukhov length (|L| — oo) where L changes its sign; from positive-to-negative
represents stable-to-unstable, from negative-to-positive represents unstable-to-stable. Left plot in
Figure 4.6 shows the time evolution of L with vertical lines denoting the time instants assumed

representative of each thermal stability class.
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Figure 4.6

Left: Obukhov length time evolution of Cycle5 diurnal cycle using ALYA-CFDWind1D model. The red
vertical lines indicate the time instants that are considered representative of each thermal stability class.
Right: wind velocity vertical profiles for each stability class (logarithmic scale).

Figure 4.7 compares the Alya-CFDWind results for the 90° geostrophic wind direction simu-
lations. This figure compares the wind speed-ups at 80 m height from a neutral stratified steady
state simulation with the representatives of each stability class from the diurnal cycle simulation.
The stable stratified case presents two main differences respect to the neutral case; on the one side,
a strong speed-down in the eastern part of the domain; on the other side, an important down-
slope speed-up in the western part favoured by the strong nocturnal boundary layer stratification.

Unstable and unstable-to-stable cases differ from the neutral case but to a lesser extent.

4.4 Application 1: Wind resource assessment

Microscale Computational Fluid Dynamics (CFD) models are routinely used for wind resource as-
sessment. These models generally assume neutral atmospheric stratification, an assumption that can
lead to inaccurate modelling results and to larger uncertainties at certain sites. A new methodology
for wind resource evaluation is proposed based on RANS simulations of diurnal cycles including the
effect of thermal stratification. Time-dependent boundary conditions generated by a 1D precursor
simulation drive the 3D diurnal cycle simulations. As explained in Section 4.3.3, the simulations
results for each geostrophic wind direction are discretised by selecting time instants that are repre-

sentative of different thermal stability regimes. Finally, these representative results are combined
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Figure 4.7

Wind speed-up contour plots at 80 m above the terrain for the meutral case and the 4 stability classes.
Simulations using a constant geostrophic wind direction of ¢p=90° (i.e. westward flow) and a geostrophic
wind velocity of |uy|=17.5 ms™'. The site has a preferential incoming wind direction of ¢=90°+10° with
around an 80 % of incidence per year. Speed-ups are relative to the reference mast M1. Contours of
topography are shown for reference.

with time series of mast observations to obtain the Annual Energy Production (AEP) density.

4.4.1 Methodology to consider ABL thermal stability

During a WRA study, near-surface wind time series (from mast measurements or, alternatively,
from mesoscale model simulations) are classified based on wind direction sectors and velocity bins.
Microscale model sector simulations, typically assuming neutral conditions, are then used to ex-
trapolate the mast wind measurements over the region of interest; thus, accounting for topographic
effects and providing several (yearly) averaged quantities of interest like: the mean wind speed, or

the annual energy production (AEP). The diurnal cycle simulations allow adding a third dimension,
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the thermal stability class, to the reference methodology that always assumes neutral stability. To
this end, wind time series are also classified based on thermal stability based on temperature and
heat fluxes time series.

The proposed methodology entails two major aspects; the classification of the observational
time series into thermal stability classes and the simulation of diurnal cycles. The former needs
observed wind time series synchronised with temperature and heat fluxes time series. Using the
diagnosed static thermal stability and surface heat fluxes, the wind time series can be classified into
four thermal stability regimes: stable, stable-to-unstable transition, unstable and unstable-to-stable
transition. Then, a wind-rose (a classification of wind velocity measurements into wind directions
and velocity bins) can be constructed for each thermal stability class.

On the other hand, one time instant representative of each stability class can be extracted from
the diurnal-cycle simulations as done in Section 4.3.3 (process applied to each wind direction diurnal
cycle simulation). The WRA procedure continues with the calculation of the mean wind speed and
AFEP fields for each of the four thermal stability classes, i.e. using the corresponding wind-rose.
Finally, the percentages of occurrence of each stability class are used to weight and sum previous
results and, to provide the mean wind speed and the AEP density fields for the site. As in the
neutral case, model outputs are combined to obtain the AEP by calculating the mean wind power

density (WPD) at each point of the computational domain, which is given by
L3
WPD = pu

where p is the air density, and the over-lined term denotes the expected value of the cube of the

wind velocity.

4.4.2 Results for the Puebla site

This section presents and compares results of two WRA studies for the Puebla site, one using
neutral stratified simulations and other using the methodology proposed in the previous section.
The validation and comparison of both methodologies uses approximately 1 year of synchronous
wind measurements from 7 masts at 80 m height.

The right plot in Figure 4.8 shows the M1-M7 masts locations where M1 is used as reference
and the other 6 masts are used for validation of model results. Because data is confidential and
not publicly available, results are shown as normalised values. Unfortunately, the dataset does not
contain heat fluxes and temperature measurements. This forced us to find an alternative way to
classify the wind time series into thermal stability classes and to quantify each frequency of occur-

rence. This limitation has been circumvented by running the WRF-ARW model for the validation

58



4. RANS Diurnal cycle simulation and applications

period. Thus, WRF-ARW simulations allowed us to obtain the ground heat fluxes, the surface heat
fluxes and vertical profiles of 6 at the area of interest. The obtained percentages of occurrence of
each stability class are: 37.0 % stable, 8.5 % stable-to-unstable transition, 28.0 % unstable and
26.5 % unstable-to-stable transition. Figure 4.8 shows the ratios of the annual average speed-up
and the AEP density at 80 m height between the diurnal cycle and the neutral methodologies. Note
that results present an east-west pattern, very similar to the stable stratified pattern seen in Figure
4.7, because easterly winds are very dominant (80 % of frequency). So, in the present test case,
the stable stratification wind distribution, with a weight of 37.0 %, has a dominant effect over the

averaged results observed in Fig. 4.8.
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Figure 4.8

Left: ratio of the annual average speed-up at 80 m height between the diurnal cycle and the neutral WRA
results. Middle: same for AEP density. Right: topography contours and locations of masts M1-M7. Mast
M1 is used as the reference for speed-up computation, masts M2-M7 are used for validation.

For validation purposes, we define the AEP density normalised with respect to the mean mea-

sured AEP density of all masts:

AEP(z,y)

M7
=1 AEPn

AEP (z,y) = (4.10)
where AF P, is the annual energy production calculated using the wind measures in mast n, and

N is the total number of masts. The percentage error (PE) of AEP at each mast (n) is defined as:

PE, =100 (1 AEP, )

- 4.11
AEPSimulatedn ( )

Figure 4.9 presents the results of both metrics. The graph on the top shows that the thermal

methodology improves the prediction of the AEP distribution at this concrete location, showing an
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Figure 4.9

Top: validation at masts M2-M7 using normalised AEP density (eq. 4.10). Observations in black, results for
the neutral case in blue, results for the diurnal cycle strategy in orange. Bottom: percentage error (eq. 4.11)
at masts M2-M7 for neutral (blue) and diurnal cycle (orange) WRA cases. The mean absolute percentage
error (MAPE) for all masts are 30.09 and 12.97% for the neutral and diurnal cycle strategies respectively.

AEP distribution remarkably closer to observations. Masts M2 and M3 offer an example of that;
both masts are installed in two almost parallel hills (see right plot in Figure 4.8) where M3 is at
lower height and at the west of M2. There, neutral stratified simulations predict a decrease of AEP
density; in contrast, measurements and the proposed thermal methodology show an increment.
The bottom graph in Figure 4.9 shows that at masts M3, M5 and M6, the PE of AEP is close to
50% when considering the neutral stratified methodology. In contrast, the proposed methodology
predicts the AEP at these masts with a PE less than a 22%, 1.e. reduces the error significantly. In
addition, the mean absolute percentage error (MAPE = ) |PE,|/N) decreases from 30.1% to
13.0% respect to the neutral methodology.

4.5 Application 2: Mesoscale tendencies 1D approach

The simulation of realistic ABL conditions is of special interest for the wind energy and other

applications. As introduced previously, dynamical coupling methodologies between mesoscale and
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microscale models are a major approach that can be used to WRA or to forecast. Certain method-
ologies directly introduce time-varying mesoscale model profiles as boundary conditions for the CFD
RANS model; Castro et al. [2014| and Veiga Rodrigues et al. [2016] are two examples of this. Sanz-
Rodrigo et al. [2017] proposed an alternative approach based on the GABLS3 benchmark [Bosveld
et al., 2014a; Holtslag, 2014|. The methodology encompasses the extraction of mesoscale tendencies
(forcings) from MMM models and their introduction as source terms within the CFD governing
equations. This Section revisits the GABLS3 benchmark following Sanz-Rodrigo et al. [2017] and
using the 1D precursor Alya-CFDWind model. This case serves for validation purposes and as a
good starting point to simulate diurnal cycles using dynamical mesoscale information.

The GABLS3 benchmark is part of the Global Energy and Water Exchange (GEWEX) At-
mospheric Boundary Layer Study (GABLS) framework, where GABLS1 [Cuxart et al., 2006] and
GABLS2 [Svensson et al., 2011] precede it. The general objective of GABLS is to improve the
representation of the atmospheric boundary layer in regional and large-scale atmospheric models
[Holtslag, 2014|. To this end, the GABLS3 benchmark revisited for wind energy [Sanz-Rodrigo
et al., 2017] stablished the framework to benchmark both, single-column models (which are used
by meteorological models to parameterise the ABL) and CFD models coming from the wind energy
sector. Concretely, GABLS3 analyses a real diurnal cycle with a strong nocturnal low-level jet (LLJ)

at the Cabauw Experimental Site for Atmospheric Research (CESAR), located in the Netherlands.

4.5.1 Methodology

Table 4.2
WRF output processed variables used to drive the GABLSS diurnal cycle.

WREF output processed variables

One point variables

T> 2m Temperature

Ts Skin Temperature

Us Friction velocity at the surface

hsfe Kinematic Upward sensible heat flux at surface

Column variables

0 Potential Temperature
Oadv Potential Temperature Advection
U Velocity U-comp.
Uadv Advective momentum U-comp.
Uy Geostrophic wind
U-comp. = (1/fc) Pressure gradient V-comp.
14 Velocity V-comp.
Vadw Advective momentum V-comp.
Vy Geostrophic wind

V-comp. = (1/fc) Pressure gradient U-comp.
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Following the Sanz-Rodrigo et al. [2017], the mesoscale quantities come from the WRF model
and have been spatial and temporally averaged to filter out microscale fluctuations. Table 4.2
presents the list of the extracted variables classified into point (at one single level) and column
variables (for the whole atmospheric column). This set of variables can also be classified depending
on their use; for the initial condition, as an additional source term, or used to calculate near surface

and bottom wall values:

e The initial condition group is formed by U,V and 6 profiles; the fields are linearly in-
terpolated in the vertical coordinate, above first WRF model level, to the 1D model nodes.
Because the MMM first level is usually found at around 10 m height or above, these fields are
extrapolated from there and down to the surface using MOST [Monin, Obukhov, 1954].

e The additional CFD source terms are the advective terms 0,4y, Uggw and Vg, and the
geostrophic wind components Uy and V;;. The last two terms are introduced into the governing
momentum equations as a pressure gradient Vp = 2w x Ug. As it is done for the initial
conditions, these profiles are vertically interpolated, and these are also linearly interpolated

over time to be provided to the 1D model at each integration time step (§; = 30 s).

e The time-dependent wall values and near surface values for the initial conditions are
extrapolated using MOST and the point variables T5, u, and h,t.. The T is not used because
corresponds to the first soil layer in contact with the atmosphere. The properties of this layer
are related to the soil and the evolution of the temperature is a bit different regarding from

the air just above.

4.5.2 Results

Figure 4.10 compares the time-height contour plots of GABLS3 observations, WRF simulation and
1D precursor Alya-CFDWind model including mesoscale tendencies. The plots show that the ABL
temporal evolution is correctly simulated and the obtained results are in good agreement with
both, observations and WREF. Although the LLJ is slightly underestimated, it has been predicted
at the correct height and approximately with the same duration and extension as in the observed.
In addition, results shown in Figure 4.10 are in good agreement with those presented in Sanz-
Rodrigo et al. [2017]. We have also evaluated the relative impact of the mesoscale tendencies in the
simulation by separately introducing each forcing, and different combinations of these (not shown).
As found in Sanz-Rodrigo et al. [2017], results showed that near the surface, the geostrophic pressure
gradient terms become dominant in the momentum equations. In contrast, the momentum advective

terms become more important at elevated heights. Thus, the geostrophic pressure gradient and the
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Figure 4.10

GABLSS time-height contour plots of wind velocity (top), wind direction (middle) and potential temperature
(bottom) for the observations, WRF-ARW simulation and 1D AlyaCFD-Wind precursor including mesoscale
tendencies.

momentum advective terms are the main forcing terms needed to simulate the dynamic evolution

of the ABL using tendencies.

4.6 Summary and discussion

This Chapter has introduced a methodology to simulate diurnal cycles with a CFD-RANS model
and the following selection of time instants representative for each stability regime. Previous to the
simulations, a single-column 1D precursor simulation generates time-dependent inflow and bottom
boundary conditions for the model. The vertical profiles of w are also prescribed at the outflow
boundaries (Dirichlet outflow condition) to avoid problems when imposing pressure. The compu-

tation of a 3D diurnal cycle, at a grid resolution (for the region of interest of 6.4x13 km?) of

63



4. RANS Diurnal cycle simulation and applications

0x=dy=100 m, has taken around 15 h CPU time using 256 cores for 28 h of real time simulation
(18,000 time integration steps). The simulations have used a variable integration time step dt, very
small at the beginning (6t <1 s) to assimilate the initial conditions and progressively growing until
0ty ~6 s. The methodology has been applied to wind resource evaluation over complex terrains.

The WRA application entails two major aspects; first, the construction of one wind-rose for
each thermal stability regime (stable, stable-to-unstable transition, unstable and unstable-to-stable
transition) using observed wind time series together with temperature and heat fluxes time series.
Second, the simulation and discretisation of the diurnal cycles. Finally, the methodology uses
the wind-roses and the percentages of occurrence of each stability regime, to frequency-weigh the
stability classes representatives and obtain annually averaged values of speed-ups and energy density
production. The methodology has been tested and validated on a location in the Mexican state of
Puebla, where we had access to a long-period dataset of 7 met-masts. Unfortunately, the dataset
did not contain heat fluxes and temperature data. Thus, the wind data measurements have been
classified into thermal stability classes using mesoscale simulations of the Weather Research and
Forecasting model for the validation period, from which the frequency of each stability class has
been calculated. Finally, the annual energy density production (AEP) and the annual average
speed-ups have been calculated and compared against the neutrally stratified case. Results have
shown that the introduction of thermal stability has decreased the AEP prediction error with respect
to the neutral stratified simulations (from 30.09 to 12.97%) and have shown an AEP distribution
remarkably closer to observations.

This WRA study has shown the potential of the proposed thermal methodology. Although
results are encouraging, there are some aspects that should be faced in future studies. First, the
diurnal cycles should be representative of the region under study. This could be achieved linking the
methodology with statistical weather classification techniques [e.g. Badger et al., 2014, introducing
different diurnal cycles for each wind velocity direction. Second, a more suitable temperature dis-
tribution should be imposed over the ground; for example a ground temperature field depending on
the angle of insolation and on terrain elevation. Third, the thermal model accounts for Coriolis and
buoyant forces, that introduce a dependence of the speed up distribution on the velocity modulus.
We believe that the proposed methodology could improve simulating several wind velocities for each
wind direction. This latter approach would need a larger number of simulations, i.e. increasing the
computational cost of the methodology; however, the rapid increase in computational power can

provide a more suitable framework to introduce this kind of approaches in a near future.
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5. A physical-statistical downscaling strategy

5.1 Introduction

This chapter presents an alternative cost-efficient wind field downscaling strategy that introduces
microscale information from pre-computed CFD simulations into a mesoscale solution/forecast.
The downscaling methodology combines a domain segmentation technique with transfer functions,
a concept originally proposed for microscale wind resource assessment over regional scales by Sanz-
Rodrigo et al. [2010|. Here the concept of transfer functions is extended to forecast near-surface
high-resolution winds by combining a mesoscale forecast with a set of microscale pre-computed
CFD reference simulations. This adds little extra cost to the operational model chain and supposes
a compromise between simpler mass-consistent downscaling and dynamic NWP-to-CFD coupling,
too costly in terms of operational forecast yet. Section 5.2 introduces the downscaling methodology
based on domain segmentation and transfer functions. A case study for validation is presented in
Section 5.3 for a site in the Mexican state of Puebla, characterised by a very complex orography. This
site has been instrumented with eleven 80 m height meteorological masts by a wind energy company
with a prospective scope. Section 5.4 shows the validation results for a 9-month period, used to
quantify the gain in the downscaled wind field with respect to the mesoscale WREF forecast depending
on wind intensity and atmospheric stability. Section 5.5 applies the diurnal cycle simulations and the
thermal stability regimes classification to the downscaling. Finally, Section 5.6 contains a summary

and a discussion on the limitations of the methodology and on its future improvements.

5.2 Methodology based on domain segmentation and transfer

functions

We propose a downscaling methodology that links the different components of the model chain
using a combination of domain segmentation and transfer functions [Sanz-Rodrigo et al., 2010].
This methodology constructs a downscaled wind from a WRF wind field (forecast) and a set of
pre-computed steady-state RANS microscale reference solutions from Alya-CFDWind. In this way,
the resulting downscaled wind field keeps the mesoscale pattern but, at the same time, incorporates
the microscale fluctuations at a local scale. This methodology is very attractive from the point of
view of operational forecasting because the downscaling is performed for the area(s) of interest as
a post-process step. Thus, as opposed to a pure CFD dynamical downscaling or to a simpler mass-
consistent approach, our methodology supposes no extra computational cost during operations.
The starting point of the downscaling is a WRF simulation (forecast) plus a set of pre-computed
Alya-CFDWind runs covering the downscaling target area(s). Each of these Alya-CFDWind refer-

ence simulations (Ug Fp) is computed a priori imposing a geostrophic wind direction ¢ prescribed
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at the top of the computational domain. The 360° possible geostrophic wind directions are discre-
tised assuming bins of constant width, e.g. a set of 16 pre-computed simulations results on a 22.5°
geostrophic (top) wind binning. However, note that because of Coriolis and terrain effects, winds
from Alya-CFDWind twist with height, resulting on non equally-spaced bin direction increments
as height decreases from top to surface. The downscaling methodology involves a series of steps

(Figure 5.1):

1. The first step consists on constructing a series of 2D terrain-following grids Qsp at user-
defined elevations above the terrain (e.g. zx =10, 20 and 50 m) where the downscaled wind
will actually be computed. Both the mesoscale (WRF) and the microscale (pre-computed
Alya-CFDWind) wind fields need to be interpolated to the nodes of these Qop grids.

2. Each of these Q2p planes is then decomposed on a series of structured segments S;; cen-
tred at the position of each WRF grid mass-point. The area of the segments is, therefore,
2AzwRrE X 2AywRE, Wwhere Az pr and Ay rr are the WRE cell dimensions. This defines
regions of overlap between segments (i.e. US;; = Qap and NS;; # ) to allow obtaining a
smooth solution in the domain reconstruction step. The purpose of this domain segmentation
is to have a reference mesoscale wind direction 9;,{, rp (that corresponds to the WRF grid

mass-point wind direction) for each segment .S;;.

3. For each segment S;; and time instant ¢, the direction Q%RF is used to build a segment
microscale solution (Uj;;) by performing a linear interpolation between the two pre-computed
runs U?FD and U%QFD that bound H%RF (i.e. Q%RF € [¢1,d2]). In this way, and by
construction, the average microscale wind direction over each segment Uj;; coincides with

that of the mesoscale 9;{, RE

4. Small variations of 9%}{, R can occur across adjacent segments S;;, resulting on small differences
on wind velocity and direction at nodes in the overlapping regions. In order to have a smooth
transition between these adjacent U;; solutions, a smoothing operation is performed at the
overlap regions between segments. In particular, a linear weighted interpolation is considered
for each horizontal wind component. The blending of all segment microscale solutions U,
on both latitudinal and longitudinal directions, results on an intermediate microscale field

Uinter .

5. Finally, the transfer functions are applied to scale the modulus of the microscale wind at each

point of the Q9p planes as:

| Uinter |

U, = flUwrF| = —77——
| 0um| | ’ < |U7lnter‘ >§R

\Uw rF| (5.1)
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Figure 5.1
Steps of the downscaling methodology giving the wind field on a series of terrain-following Qap planes using
domain segmentation and transfer functions.
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where U goyn 18 the resulting downscaled wind velocity, f(z,y,z,t) is the point-dependent
transfer function at time ¢, Uy prp is the WRF wind velocity modulus interpolated at the
point, Ujnter is the microscale wind velocity resulting from step 4, and < Ujpier >5 is the
spatial average of U ;e over a radius of influence . Note that, by construction, when it — 0
the downscaled wind velocity tends to that of WRF (U goun — Uwrr). In contrast, as R
increases, the transfer functions incorporate to the downscaled field the local wind fluctuations

caused by microscale topographic forcing.

Some critical aspects of the methodology have to be mentioned. First, the horizontal resolution of
the mesoscale model should be sufficiently coarse to avoid, as much as possible, a double counting
of terrain forcing effects. It means that the WREF model should not account for the microscale
flow characteristics that are already explicitly resolved by the Alya-CFDWind solver. Second, the
domain segmentation technique is designed to guarantee that the downscaled field preserves locally
the WRF wind direction on average (the mesoscale pattern). Third, the transfer functions are used
to scale (correct) the WRF wind velocity modulus accounting for terrain speed-up and slow-down

effects.

5.3 Validation case

5.3.1 Site description

The validation considers a site in the Mexican state of Puebla characterised by a very complex
orography. The area is located at about 20 km south of Pico de Orizaba volcano (5636 m a.s.l., the
highest Mexican peak) and near the town of Esperanza, on a plateau with an averaged elevation
of 2400 m. The predominant yearly wind direction is westward, where east winds coming from the
Gulf of Mexico pass first over a vast flat area and then, when approaching the region of interest,
encounter a complex orography with high mountain slopes and channelling zones on the way up to
the plateau.

This site was selected for validation because of access to a long-period dataset acquired by a
private company during a wind resource prospection campaign. Wind data comes from a very
dense network of 11 met masts (Fig. 5.2) instrumented with sonic anemometers at 40, 60, and
80 m height, with a total period of acquisition of 3 years (not synchronous in all masts). The
acquisition frequency of sensors is of 1 Hz, with instantaneous values averaged over 10 min periods.
For validation, the 9 month period from June 2013 to February 2014 is used, for which a continuous
and synchronous record exists for all masts. The advantage is that to dispose of a dataset of such

a spatial density over a long-period of time is unusual. However, the drawback is that met masts
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Figure 5.2

Elevation contours (in m a.s.l.) of the area of interest and location of the 11 met masts deployed for wind
resource assessment. The area shown is 8 x 13 km?.
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were deployed at elevated zones, away from deep valley bottoms and channeling zones. This can
constrain our model validation because no large differences are expected a priori between mesoscale
and downscaled microscale winds at mast locations. Note that a similar problem would occur if using
surface Automatic Weather Stations (AWS) because, typically, AWS are also deployed at locations
where the mesoscale component of the wind dominates. This private dataset is confidential and,
for this reason, period (yearly) absolute values of wind speed can not be shown throughout this
Chapter. Wind values will be given normalised to the mean observed winds, with no absolute error

differences shown.

5.3.2 WRF-ARW model setup

The WRF model was configured as summarised in Table 5.1. The simulated period (9 months) is
covered by overlapping 48 h model runs, allowing 24 h for model spin-up and with a model output
period of 30 min. Initial and 3-hourly boundary conditions for each run come from the European
Centre for Medium-Range Weather Forecasts (ECMWF) operational deterministic model at 0.125°
resolution [Persson, 2015|. Figure 5.3a shows the WRF computational domain and the topography
contours at 3 km model resolution. The domain is centred near the Pico de Orizaba volcano,
covering an area of 255 x 255 km?.

Table 5.1
Configuration of the WRF-ARW model for the Puebla test case.

WRF-ARW configuration

Model version

Initial and lateral BCs
Domains

Horizontal grid resolution
Horizontal grid size
Vertical levels

Simulation length

3.4.1

ECMWF at 0.125° resolution
1

3 km

86 x 86

60 levels, with top at 50 hPa
48 h (spin-up of 24 h)

Integration time step 20 s

Parametrization Scheme

Microphysics WRF single-moment 6-class (WSMG6)
[Hong, Lim, 2006]

Cumulus Modified Kain-Fritsch (KF)

Surface Layer

Land Surface

Planetary Boundary Layer
Long-wave Radiation

Short-wave Radiation

[Kain, 2004]

Eta Monin-Obukhov (Eta)

[Janji¢, 1996, 2001]

Unified Noah Land Surface Model (LSM)
[Chen, Dudhia, 2001]

Mellor Yamada Janjic (MYJ)

[Janji¢, 1994, 2001]

Rapid Radiative Transfer Model (RRTM)
[Mlawer et al., 1997]

Dudhia

[Dudhia, 1989]
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Figure 5.3

(a) WRF computational domain and topography contours (255 x 255 km?). (b) Downscaling area showing the
ALYA-CFDWind topography contours (8 x 13 km?). The red box in the WRF domain shows the location of
the ALYA-CFDWind computational domain. (c¢) Topography differences between WRE' (at 3 km resolution)
and ALYA-CFDWind (40 m resolution,).

5.3.3 Alya-CFDWind model setup

The Alya-CFDWind computational domain (Figure 6.8) consists of an inner region of 8 x 13 km?
at 40 m horizontal grid resolution surrounded by a transition zone in which the size of the elements
increases up to that of the external buffer zone, having no topography and used to accommodate
the incoming flow. Along the vertical direction, the structured grid extends up to 5.5 km above the
ground, with 56 vertical layers growing geometrically in size from 1 m at surface to 250 m at top.
The resulting computational mesh has around 12.5M grid points. The Coriolis force corresponds
to that of a latitude 18.8° N, and the maximum mixing length is calculated automatically by the
model depending on the wind velocity at top and the Coriolis force as in Apsley, Castro [1997].
Note that, for simplicity, neutral atmosphere is assumed at this stage. The pressure gradient
Vp = 2pw X u, is fixed over the whole domain, where |uy| =17.5 m s is the geostrophic wind
vector, p is the air density, and w is the Earth’s angular velocity vector. With these conditions,
one Alya-CFDWind simulation is performed for each reference direction (sector) of the geostrophic
wind using 22.5° binning (i.e. 16 different runs were needed to scan all geostrophic directions).
Assuming self-similarity, these pre-computed reference runs are then scaled and interpolated during

the downscaling process depending on the WRF model outputs.
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Figure 5.4

ALYA-CFDWind computational domain with 3 different mesh zones identified: a 8 x 13 km? zone at 40 m
horizontal grid resolution (i.e. the downscaling area, see Fig. 5.3b), a transition zone of 5 km at north and
south and 8 km and 10 km at west and east respectively, and an external flat buffer zone.
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5.3.4 Downscaling setup

The downscaling methodology described in Sect. 5.2 was applied every 30 min for each WRF model
output at near-surface terrain-following levels of 10, 20, 40, 60, and 80 m (i.e. using 5 different
Qyp planes for downscaling). In oder to assess the optimal radius of influence R for the transfer
functions (see eq. 5.1), the downscaling methodology was considered under four different cases of
R =150 m (R150), R = 250 m (R250), R = 500 m (R500) and R = 1000 m (R1000). As previously
mentioned, this radius affects the weight given to the mesoscale and the microscale contributions

on the resulting downscaled solution respectively.

5.3.5 Metrics for validation

The following metrics were used to validate quantitatively the downscaling methodology for all

masts over the 9-month period:
1. Mean Error (ME) for wind velocity:

ME(f,0) = (5.2)

[S—
7
=
|
S
N—

equivalent to the bias, the ME gives information of wether wind speed forecasts (f;) are, on

average, overestimating (positive values) or underestimating (negative values) observations

(04).

2. Root Mean Square Error (RMSE) for wind velocity and direction:

RMSE(f,0) = | - > (fi — 00 (53)

=1

gives additional information about the deviation of forecasts from observations.

3. Skill Score (SS%) for wind velocity and direction:

MSE(7, 0)>

~ MSE(r, 0) (54)

SS%(f,r,0) = 100 <1

where MSE is the Mean Square Error. The SS% can be interpreted as the accuracy of the
model under evaluation (f) relative to a reference model (r). This index penalises large

differences between forecasts and observations (o).
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5.3.6 Atmospheric stability classification

The mesoscale WRF wind fields implicitly include atmospheric stability information. In contrast,
the pre-computed microscale Alya-CFDWind fields assume neutral stability and account for local-
scale terrain effects. For this reason, differences in the downscaling skill scores could exist under
different atmospheric stability conditions and wind intensities. In order to desegregate these effects,

three different stability classes are distinguished as:

z/L >0.1 stable
{0.1 > z/L >0 near neutral
z/L <0 unstable

where z is the height of the layer used to calculate L, the Obukhov length from the Monin-Obukhov

— Summer day
—— Winter day

0.4

Stable
(night time
0.2

Near Neutral
day<->night transition)|

z/L
=]

-0.2
Unstable
{diurnal time)

—0.4

20 0 8 12

4
Local Time (h)

Figure 5.5
Values of z/L during a summer and a winter cloud-free diurnal cycle. The specific days are 8 August 2013
and 5 January 2014 respectively. The different stability regimes are shown.

similarity theory [Monin, Obukhov, 1954]:

B kalglg flux

where ¢, is the air heat capacity, p is the air density, u, is the friction velocity, s is the von Karman
constant, « is the thermal expansion coefficient, and g, is the surface heat flux. Figure 5.5
shows the dimensionless stability parameter z/L during two cloud-free 24 h periods. Note that
z/L changes its sign (from positive to negative) around sunrise, when buoyancy forces foster air
mixing and the atmospheric boundary layer grows in height. This period, which ends after noon,
is typically dominated by convection. In contrast, z/L becomes positive during the evening, where
convective forces near surface almost vanish and the atmosphere passes through a short period of

near neutral stability.
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5.4 Validation results

5.4.1 Qualitative evaluation

Before performing a full-period quantitative validation, it is illustrative to show the downscaling
results for a particular 24 h period characterised by a persistent easterly situation, the predominant
wind direction over the region. In the methodology, the resulting downscaled wind direction comes
exclusively from the domain segmentation and overlapping processes. The RMSEs values (all mea-
suring heights computed together) for this particular day are 10.4° for the downscaled field in front
of 11.1° for WREF. On the other hand, the near-surface wind velocity fields after applying the trans-
fer functions depend on the value of R. Table 5.2 lists the values of RMSE and SS% obtained for
different values of . As observed, for this particular day, the worst skill score is obtained with the
radius of influence of R19pg because the transfer-function produces an exaggerated overestimation of
the wind velocity. Conversely, the lower RMSE and the best skill score are obtained with a radius

of influence of R509. This value will be assumed throughout this section.

Table 5.2
Values of RMSE (in m s') and Skill Score (SS%) for the 24 h period selected using 30 min data from the
11 met masts. WRF model is used as reference model in the SS% calculations.

RMSE SS%
WRF 2.6 0.0
Ris50 2.6 0.9
Ras0 2.5 4.1
Rs00 2.4 6.0
R1000 3.1 -18.3

For illustrative purposes, Figure 5.6 compares the 10 m wind velocity fields from the pre-
computed Alya-CFDWind model, the WRF model and the downscaling methodology. This Figure
highlights the local terrain information contained in the pre-computed microscale solution (Fig. 5.6a)
in front of the smoother field provided by the much coarser WRF model at 3 km resolution
(Fig. 5.6b). Clearly, the resulting downscaled field (Fig. 5.6¢) contains the general mesoscale pattern
but modulated by the local-scale terrain information added by the CFD model. Figure 5.7 compares
the mesoscale and the downscaled wind fields at the same time instant over a small region of about
3 x 3 km? (one WRF cell size) that includes Mast-7. Note how the downscaled field speeds-up the
wind flow at the top of the ridges while, in contrast, winds slow-down and rotate at valleys and
channeling zones. For this particular time instant, the differences in wind direction and velocity
between WRF and the downscaled field at the valley (red dot in Fig. 5.7) are of 77.8° and 3.3 m s
respectively. These differences are mainly due to the terrain channeling effects.  Figure 5.8 shows

the differences between the downscaled and the WRF mesoscale wind velocities depending on the
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Figure 5.6

Wind velocity at 10 m height on 3 July 2013 at 6 a.m. (LT). (a) Pre-computed ALYA-CFDWind solution
ulnp, (i-e. assuming a 90° geostrophic wind direction), (b) WRF at 8 km resolution and, (c) resulting
downscaled field assuming a value of & = 500 m for the transfer functions.
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Figure 5.7

(a) WRF wind velocity vectors at 10 m height on 3 July 2013 at 6 a.m. (LT). (b) wind field after downscaling
using a radius of influence of Nso0. Plots cover an area of 3 x 3 km? that corresponds to one WRFE cell and
include Mast-7 (red dot) and a small valley 500 m west (not visible at mesoscale resolution).
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Figure 5.8
Wind velocity differences between the downscaled and the WRF fields considering a radius of influence of
150, 250, 500, and 1000 m from left to right. Results at height 80 m above the terrain for 8 July 2013 at
6 a.m. (LT).

value of . As observed, the smaller the value of & the more the downscaled velocity field coincides
with that of WRF. In this particular example, R5¢ differences are less than 1 m s for all points of
the domain. In contrast, as R increases, the transfer functions incorporate more local wind velocity
fluctuations around the mean mesoscale component and, in consequence, more local terrain effects
appear in the downscaled field.  Figure 5.9 shows the 3 July 2013 time series of results at Mast-7
site (80 m height). During this particular day, the mesoscale forecast did not capture well the
observed wind variability. Comparing WRF and different } cases, the downscaled results follow the
mesoscale pattern adding a correction factor that depends on the terrain and on the value of R used.
In this location (Mast-7), the different R cases result on a wind velocity increase and little direction
variations, with a maximum wind veering of about 5°. In contrast, Figure 5.10 shows the same time
series of results but at the valley (valley point in Fig. 5.7), where no observations are available. At
this location, the downscaling corrections are much more pronounced, with the transfer functions
decreasing the mesoscale velocity by 10-35% (depending on R) and a wind veering correction of

about 8° along the period (at 80 m height above terrain).

In summary: the downscaled fields contain the mesoscale pattern; the smaller the value of R
the more the downscaled velocity field tends to that of WRF; the corrections introduced by the
downscaling methodology increase as one approaches the ground surface; valleys and channeling

zones show larger differences than elevated locations.
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Figure 5.9

Time series of wind velocity and direction at Mast-7 during 8 July 2013. Results at 80 m height.
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velocity is normalised to the day-mean of observations. Red dots represent observations (averaged over 30
minutes), blue lines show the WRF forecast and the rest of lines show the downscaled values for different
radii of influence, from 150 to 1000 m.
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5.4.2 Quantitative validation

A couple of comments are necessary before performing the quantitative validation of the downscaling
methodology for the 9-month period. First of all, substantial differences between mesoscale WRF
forecasts and 10 min averaged mast observations can occur due to a number of reasons. Causes of
erroneous forecasting intervals may include WRF model phase errors (e.g. delay/advance on the
predicted arrival time of a front, the starting point of a convective event, thermal winds, etc.), loose
of the mesoscale pattern by the model, or wind direction meandering during periods of low wind
intensity. Regardless of its origin, model errors generated in the mesoscale range are dragged down
to the microscale and could offer a blurred vision of the downscaling methodology. For this reason,
we filtered out from the dataset all the velocity-direction pairs in which the WRF direction errors at
masts were larger than 60° and /or the observed velocities were less than 4 m s'. On the other hand,
it has already been pointed out that masts were deployed (for wind resource assessment purposes)
at locations where the synoptic and mesoscale component dominate. As a result, small differences
between the mesoscale and downscaled fields are expected at the sites used for validation.

Tables 5.3 and 5.4 show the validation results for the 9-month period, classifying the results
depending on observation height. Note that Table 5.4 does not differentiate } cases because the
transfer functions only apply to the velocity modulus. Looking at Table 5.3, ME values show a
similar pattern for all heights, i.e. as R increases the downscaling tends to overestimate the wind
velocity. In addition, the RMSE and the SS% show a worsening of the downscaled wind velocity as
R increases. The worst value of SS% (more negative) is obtained for R;p99, whereas the Ry59 and
the Ro50 cases show similar performance than WRFE. Contrasting to these results, Table 5.4 shows

that the downscaled wind direction slightly improves with respect to WRF (positive SS%).

Table 5.3

Mean Error (ME), Root Mean Square Error (RMSE) (in m s1) and Skill Score (SS%) for wind velocity at
11 masts during the 9-month validation period depending on the data acquisition heights (40, 60, and 80 m).
Downscaling results with different radii of influence R for the transfer functions are shown. WRF model is
used as reference model in the SS% calculations.

40 m 60 m 80 m
ME RMSE SS% ME RMSE SS% ME RMSE SS%
Ris0 -0.5 3.3 -0.7 -0.2 3.1 -0.8 -0.2 3.3 -0.8
Ras0 -0.2 3.3 -2.2 0.0 3.2 -2.6 0.0 3.3 -2.7
Rs500 1.1 3.8 -32.0 0.8 3.4 -19.7 0.7 3.6 -18.3
R1000 2.6 4.8 -116.6 1.9 4.1 -75.2 1.7 4.2 -58,3

Table 5.5 desegregates the Ro59 case for the 9-month validation period distinguishing three
different stability classes (Section 5.3.6) and three different velocity bins of 4 m s < gy, < 8 m s,
8ms'< ups < 12 m st and ugs > 12 m st As observed, the downscaling skill scores improve

as the velocity increases and outperform those of WRF at high velocities. The downscaling also
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Table 5.4

Downscaling Root Mean Square Error (RMSE) and Skill Score (SS%) for wind direction (in °) at 11 masts
during the 9-month validation period depending on the data acquisition heights (40, 60, and 80 m). WRF
model is used as reference model in the SS% calculations.

40 m 60 m 80 m
RMSE SS% RMSE SS% RMSE SS%

15.5 11.0 16.5 6.9 16.9 6.8

Table 5.5

Downscaling Mean Error (ME), Root Mean Square Error (RMSE) and Skill Score (SS%) for wind velocity
(m s1) and direction (°) during the 9-month period. Results are classified in wind velocity and atmospheric
stability bins. WRF model is used as reference model in the SS% calculations.

Velocity Direction
Velocity bin ME RMSE SS% RMSE SS%
4 <wvel <8 1.3 3.3 -11.1 19.5 5.2
8 <wel <12 -0.4 3.0 -2.6 14.6 9.6
vel > 12 -2.6 3.8 10.6 11.2 19.7

Stability bin ME RMSE SS% RMSE SS%

Stable -2.9 4.1 4.7 18.7 7.4
Neutral -0.3 2.7 2.3 15.3 10.0
Unstable 1.0 3.2 -8.6 15.8 7.6

improves WRF results (positive SS%) in near-neutral and stable stability regimes, where buoyancy
forces and vertical convective effects are supposed residual. These results are directly related to the
fact that the pre-computed Alya-CFDWind fields have been obtained assuming neutral stability.
Regarding wind direction, Table 5.5 also shows that the downscaling results outperform those of
WREF for all velocity bins and stability classes. To complement these results, Figure 5.11 shows the
velocity error difference for all pairs forecast-observation in the 9-month validation period depending
on stability and wind velocity (using pairs of data with observed velocities greater than 8 m s!).
Red dots in this figure mean that the downscaling improves the WREF forecast, whereas blue dots
indicate the opposite. As observed, error differences at the measuring sites (11 masts) range between
-1.2.and 1.2 m s™'. The plot clearly reveals two well-defined regions, a blue-dominated zone (WRF is
better than the downscaled field) and a red-dominated zone (downscaled field is better than WRF).
Blue-dominated zone expands over the region with lower velocities and within the unstable regime,
where buoyancy forces dominate. Conversely, the red-dominated zone covers the region with higher

velocities and within near-neutral and stable regimes.

5.5 Introduction of diurnal cycle simulations and stability classes

This Section includes atmospheric stability in the microscale Alya-CFDWind pre-computed runs,

i.e. considering a diurnal cycle for each geostrophic reference direction rather than a steady-state
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Figure 5.11

Scattered differences of absolute error AEwrr — AEgw—250 (in m s1) for all pairs forecast-observation in
the 9-month period where the observed wvelocities exceeded 8 m st. Positive values (red points) indicate
the downscaling results improve WRF whereas negative values (blue points) indicate the opposite. Results
depending on the stability class (z/L) and observed wind velocity (expressed as the difference with respect to
the mean value of observations wops— < Weps > in m s71).

neutral solution. The complete methodology to obtain these pre-computed diurnal cycles has been
extensively introduced in Chapter 4. Here, we use the Alya-CFDWind diurnal cycle simulations
used in the same Chapter 4!, and apply the discretisation technique presented in Section 4.3.3,
where 4 thermal stability regimes are considered; stable, stable-to-unstable transition, unstable,
and unstable-to-stable transition. As done in Section 4.4.2, the ABL stability of WRF outputs is
determined using the ground heat fluxes, the surface heat fluxes and vertical profiles of 6 at the

area of interest.

Table 5.6

Downscaling (Rso0) Root Mean Square Error (RMSE) and Skill Score (SS%) for wind velocity (m s) and
direction (°) during the 9-month period. Results are classified in wind velocity and atmospheric stability bins.
The downscaling results using Alya-CEFDWind steady-state simulations are used as reference model in the
SS8% calculations.

Velocity Direction
Velocity bin ME RMSE SS% RMSE SS%
4 < wel <8 1.8 3.7 6.2 19.3 2.7
8 <wel <12 0.3 3.2 4.8 14.0 6.1
vel > 12 -1.7 3.3 0.6 11.0 2.0

Stability bin ME RMSE SS% RMSE SS%

Stable -1.1 3.3 0.0 16.2 8.1
Stable — Unstable 0.8 3.6 5.3 17.3 -6.0
Unstable 2.2 3.7 10.0 15.9 1.2
Unstable — Stable 1.5 3.3 5.8 15.5 1.3

Table 5.6 shows the validation of the downscaling results for Rs5gg, this time using the 4 ther-

Yan inner region of interest of 6.4x13 km? and a horizontal grid resolution of dz=dy=100 m
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mal stability regimes considered. The downscaling results with the pre-computed Alya-CFDWind
steady-state neutral simulations are now used as the model of reference to calculate the SS%, i.e.
to quantify the improvement when introducing thermal coupling (positive SS%). For consistency,
these simulations and the corresponding downscaling, have been re-run using the same mesh used
for the diurnal cycle. As observed in Table 5.6, the downscaling skill scores improve when consid-
ering diurnal cycle simulations. Wind velocity results in unstable regime clearly improve as well
as at lower velocity regimes. The worst SS% is obtained for wind direction in stable-to-unstable

transition.

5.6 Summary and discussions

A novel mesoscale-to-microscale downscaling methodology to forecast near-surface high-resolution
winds has been presented. The methodology combines a domain segmentation technique to preserve
the mesoscale pattern with the use of transfer functions to incorporate the unresolved mesoscale
model sub-grid terrain forcing effects (topographic effects). The downscaled near-surface wind field
is obtained at 2D terrain following planes by merging segment-wise solutions obtained from pre-
computed Alya-CFDWind reference simulations. Because of the blending process, a certain mass
unbalance may occur even if each segment solution verifies the continuity equation. However, we
have estimated that this unbalance resulting from blending is, at most, of the order of V - tgown <
1073 57! at all points.

The downscaling methodology has been validated against experimental data from a network of
masts deployed at elevated zones within a complex terrain site at Puebla, Mexico. Unfortunately, the
dataset did not allow us to quantify the gain at points where more pronounced microscale effects can
be expected (e.g. valleys and channelling zones). Downscaled near-surface wind fields incorporate
terrain forcing speed-up effects at the top of the ridges while, in contrast, winds slow-down and rotate
at valleys and channeling zones. For the 9-month validation period, the downscaling methodology
slightly improved the WRF model forecasts at masts in stable and near-neutral atmospheric regimes
and for high wind velocities. In contrast, downscaling results did not show improvement during
unstable regimes and during low wind velocities, where thermal effects prevail. This can be explained
by the assumption of neutral stability in the pre-computed microscale fields and evidences the need
to incorporate the diurnal cycle thermal effects into the Alya-CFDWind simulations. However,
once the diurnal cycle simulations have been added as the pre-computed runs, downscaling results
improved in those velocity and stability regimes where previous SS% were worse. Nonetheless, the
stable-to-unstable transition, which coincides with the early development of the convective ABL, is

still poorly characterised. This reveals a clear limitation of the methodology.
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In terms of operational wind forecasting, a major advantage of the methodology is that it
incorporates physical aspects of CFD models (not captured by simpler mass-consistent models)
without adding substantial computational cost. For example, running the downscaling for a 48 h
forecast window (30 min outputs) considering 5 planes of 13x8 km? at 40 m resolution with =250 m
takes only around 3 min on a standard laptop PC. The computing time depends on the value of
(larger values of R require more computing time because of the spatial average) but, in any case,
this supposes a small percentage of the mesoscale model forecast computing time. Furthermore,
these downscaling computing times could be drastically reduced by parallelising the downscaling

code.
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This chapter is an elaboration of the material in

Folch, A., Barcons, J., Kozono, T., Ntchantcho, R., Costa., A., 2017. High-resolution modeling
of atmospheric dense gas dispersion using TWODEE-2.1. Application to the 1986 Lake Nyos event.
Natural Hazards and Earth System Sciences. 17, 6, 861-879; d0i:10.5194 /nhess-17-861-2017

where Sections 6.2, 6.3 and 6.7 are introduced here to put the reader in context, and for read-

ability purposes. The contribution of this thesis are Sections 6.4, 6.5 and 6.6.
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6.1 Introduction

Atmospheric dispersal of a gas denser than air can threat the environment and surrounding com-
munities if the terrain and meteorological conditions favour its accumulation in topographic de-
pressions, thereby reaching toxic concentration levels. Numerical modelling of atmospheric gas
dispersion constitutes a useful tool for gas hazard assessment studies, essential for planning risk
mitigation actions. In complex terrains, microscale winds and local orographic features can have a
strong influence on the gas cloud behaviour, potentially leading to inaccurate results if not captured
by coarser-scale modelling. We apply the methodology introduced in Chapter 5 (Section 5.2) to
obtain time-dependent high-resolution microscale wind field to be used as input to a shallow-layer
gas dispersal model (TWODEE-2.1). The goal is to simulate the time evolution of COs gas con-
centration at different heights above the terrain. The strategy is applied to review simulations of
the 1986 Lake Nyos event in Cameroon, where a huge COs cloud was released by a limnic eruption.
The gas cloud was spread downslopes from the lake suffocating thousands of people and animals
across the Nyos and adjacent secondary valleys. The comparison with previous simulations that
assumed coarser-scale steady winds and topography illustrates the importance of high-resolution
wind modelling in complex terrains. This chapter reproduces the work presented in Folch et al.
[2017], where Sections 6.2, 6.3 and 6.7 are introduced here to put the reader in context, and for

readability purposes. The contribution of this thesis are Sections 6.4, 6.5 and 6.6.

6.2 The TWODEE dense gas dispersal model

TWODEE-2.1 [Hankin, Britter, 1999; Costa et al., 2008; Folch et al., 2009] is a FORTRAN90 code
for the atmospheric dispersal of dense gases based on the shallow layer approach. The code is
prepared to read steady or time-dependent wind fields for their interpolation to the computational
mesh. Under the assumption that h/L << 1 (being h the gas cloud depth and L a characteristic
length), the 2D shallow layer approach allows a compromise between more realistic but computa-
tionally demanding 3D dispersal and simpler 1D integral models. The TWODEE family models
build on the depth averaged equations for a gas cloud resulting from mixing a gas of density p, with
an ambient fluid (air) of density pq (pg > pa). The integration of volume, mass, and momentum
balance equations over the mixed cloud depth from the ground to the top of the cloud yields to [e.g.
Hankin, Britter, 1999]:

oh _
E‘FV(hU) = Ue + Usg (6'1)
O —p)) 4 . (h (P = pa)®) = patic + pgus (6.2)

ot
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d(hpu 1
(aptu,) + V. (hﬁ ﬂ@ﬂ) + §Slv (g(p - ,Oa)hQ) +
1
S19(p — pa)hVe + §ﬁC’D|H|ﬁ+ (6.3)

0 0 0 _
F + kpq <8t + 'Ua% + waay) : (h(u - ua)) = PalleUq

where h is the cloud depth (defined as the height below which 95% of the buoyancy is located), p is
the depth averaged cloud density, w = (U, 4, ) is the depth averaged cloud velocity, ug = (vq, wq)
is the ambient fluid (air) velocity vector (here obtained by downscaling), u. is the ambient fluid
entrainment velocity modulus, us is the gas inflow velocity modulus (source term), e = e(z,y) is
the terrain elevation, Cp is a drag coefficient, F' is the turbulent shear stress force (per unit area),
and S7 =~ 0.5 and k are semi-empirical parameters. The terms in the momentum equation (6.3)
include the local time derivative, the convective term, the pressure gradient (assumed hydrostatic
although the density profile can be non-uniform), the effect of terrain slope, the surface shear
stress (depending on the terrain roughness and characterised by the drag coefficient), the force per
unit area exerted by turbulent shear stress and, finally, the leading edge terms that account for
interaction among dense and ambient fluids. Given closure equations for the drag coefficient Cp,
shear stress force F' and entrainment velocity u. [Hankin, Britter, 1999; Folch et al., 2009], the set of
equations above can be resolved numerically to obtain cloud height and vertically averaged density
and velocity depending on terrain, source term (definition of us) and ambient fluid velocity (wind
field). Although TWODEE is a shallow water model, it can also estimate the vertical density profile

from the depth averaged density p assuming an empirical exponential decay [Hankin, Britter, 1999]:

p(z):pa%—s%(ﬁ—pa)exp (—S% %) 0<z<h (6.4)

from which the vertical concentration profile ¢(z) (expressed in ppm) and the dosage Do(t, z) during

a time interval (0,¢) can be computed as:

p(2) = pa
Pg — Pa

o(z) = ¢y + (10° — ¢3)

Dolt, 2) = /O le(2)]" dt (6.6)

where ¢ is the background concentration (in ppm) and n is the so-called toxicity exponent.

6.2.1 Impact assessment for dense CO, gas dispersal

According to the Occupational Safety and Health Administration (OSHA), the CO2 Long Term

Exposure LIMIT (LTEL) is set at air concentrations of 0.5% (5,000 ppm) for exposures up to 8-
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hours per day, whereas the Short Term Exposure LIMIT (STEL) is set at air concentrations of
3% (30,000 ppm) for exposures up to 15 minutes. However, at higher concentrations/dosage, CO2
causes several adverse health effects when inhaled. Experience shows that C'Oy air concentrations
of around 5% (50,000 ppm) produce heavy breathing, sweating, quicker pulse, weak narcotic effects
and headache. Under these concentrations, the exposure time to avoid the development of adverse
health symptoms is of few minutes only. For example, a 30-minute exposure to 5% concentration
(50,000 ppm) produces intoxication manifested as headaches, dizziness, restlessness, breathless-
ness, increased heart rate and blood pressure, and visual distortion. At around 10% concentration
(100,000 ppm) humans are affected by respiratory distress, impaired hearing, nausea, vomiting, and
loss of consciousness in 10 min only. Finally CO; air concentrations >15% (150,000 ppm) are con-
sidered lethal causing coma, convulsions, and rapid death. The U.K. Health and Safety Executive
(HSE; www.hse.gov.uk) developed an assessment of dangerous toxic substances, including C'Os,
defining the Specified Level Of Toxicity (SLOT) and the Significant Likelihood Of Death (SLOD)
depending on concentration and duration of exposure [Harper, 2011]. Considering these values

[Harper, 2011], we assume a cumulative normal distribution for the percentage of human fatalities:

Ple,d) = % [1+erf<c\/_§:)] (6.7)

bo

n=ag+ m (68)
by
o=a1+ m (69)

where P is the probability of death, ¢ is the COy concentration (expressed in %), d is the exposure
duration (expressed in minutes), and a; and b; are empirical constants. After calibration of equa-
tion (6.7) with the HSE tabulated values (assuming SLOT at 3%), we obtained the following values
for the constants: ag = 5.056, by = 17.885, ¢y = 0.357, a1 = 0.662, by = 2.421, and ¢; = 0.354.
Results are shown in Figure 6.1, plotting the percentage of fatalities (probability of death in %)
as function of COy concentration for different exposure durations. An impact criterion based on
these empirical curves was added in TWODEE-2.1 to compute, at each point of the computational

domain, the predicted percentage of fatalities at user-defined heights.

6.3 The 1986 Lake Nyos limnic eruption

Lake Nyos (Fig. 6.2) is one of the ~40 volcanic lakes scattered along the 1600 km-long Cameroon
Volcanic Line [e.g. Lockwood, Rubin, 1989]. This lake became famous worldwide on Thursday 21

August 1986 after the occurrence of the most tragic limnic eruption ever registered. During few
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Figure 6.1
Percentage of fatalities (probability of death in %) depending on exposure duration (in min) according to eq.
(6.7). Values are shown for different values of COs concentration ranging from 7% to 14% vol.

(<5) hours, a huge (0.1-1 km?®) COs gas cloud [Tuttle et al., 1987; Kanari, 1989; Evans et al.,
1994] released during the lake Nyos overturning spread downslopes from the lake (1100 m a.s.l.)
filling up the underlying Nyos valley and suffocating around 1700 people and 3000 cattle [e.g. Kling
et al., 1986]. Evidence from eyewitness reports indicated that the cloud directed primarily W-NW
at around 21:00 LT (20:00 UTC) affecting the bottom valleys of Cha and Fang (see Fig. 6.3), but
without causing reported deaths at the later location [Baxter, Kapila, 1989|. Following this initial
dispersal phase, the gas cloud direction shifted towards NE, probably as a consequence of a sudden
wind veer, filling up the Nyos valley down to the Subum village (~10 km line of sight from the
lake), where the largest number of casualties occurred. Deaths in humans and animals (including
birds) occurred up to 20 km distance across the main and adjacent secondary valleys [Le Guern
et al., 1992].

Le Guern et al. [1992] collected multiple testimonies of survivors that allowed the authors for
reconstructing the history of the event, locating where casualties occurred, and constructing a map
of the areas impacted by the disaster (see Table 6.1 and Fig.1 in Le Guern et al. [1992]). It should be
stressed that the percentages of fatalities reported by Le Guern et al. [1992] resulted from posterior
interviews by anthropologists and are subject to large uncertainties related to translation and in-
terpretation, approximate location of sites, and actual number of casualties. Notwithstanding these
limitations, data inferred from eye-witnessing constitutes the only source of information available
for indirect model validation given the lack of any wind or gas concentration measurement at Nyos
on that time. At present, the level of risk at lakes Nyos and Monoun has decreased notably after
the successful deployment of degassing pipes started in March 2001 and February 2003, respectively.

The progressive gas removal resulted in considerable deepening of the level of gas-rich water in a
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Map of Cameroon showing the lake Nyos area (red square).
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Figure 6.3

Topographic map of the area around Lake Nyos showing elevation contours (in m a.s.l.). The locations listed
in Table 6.1 are shown by halved circles coloured according the percentage of fatalities (in %) reported by Le
Guern et al. [1992].
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Table 6.1

List of affected points with coordinates and percentage of observed fatalities. (x,y) coordinates are in UTM
zone 32N (datum WGS84). Points starting with an L have been digitalised from Le Guern et al. [1992];
points starting with an N were obtained by the authors after interviewing survivors in situ. Comments as
reported by Le Guern et al. [1992] in their Table 1.

Point x(m) y(m) lon(°) lat (°) Fatalities(%) Comments

L1 641523 712595 10.280  6.445 0

L2 639726 713051 10.264  6.449 0

L3 642113 713722 10.285  6.455 0

L4 640665 714741 10.272  6.465 0

L5 643829 713105 10.301  6.450 90

L6 643829 714151 10.301  6.459 20

L7 645116 715089 10.312  6.468 0

L8 643989 713588 10.302  6.454 100

L9 645250 714553 10.314  6.463 15

L10 646108 713936 10.321  6.457 15

L11 645625 713668 10.317  6.455 100

L12 645303 713212 10.314 6.451 0

L13 644740 712354 10.309  6.443 100

L14 644526 710719 10.307  6.428 100 A man ran uphill, survived, all cows died
L15 644847 710263 10.310 6.424 0

L16 643212 710316 10.295  6.425 80 Nobody at the compound, 50 cows died, 15 survived
L17 644392 709566 10.306  6.418 0

L18 643131 709512 10.294  6.417 25

L19 645411 711121 10.315  6.432 0

L20 641523 715813 10.280 6.474 0

L21 642193 715974 10.286  6.476 0

L22 642756 716296 10.291  6.479 0

123 642944 711174 10.293  6.432 0

L24 642622 715035 10.290  6.467 99 Nyos village: 6 lived, 600 died
L25 642113 711174 10.285  6.432 0 Upper Nyos; 150 survived, 0 died
L26 642327 709861 10.287  6.420 0

L27 645303 708493 10.314  6.408 0 Several compounds, 40 survived, 0 died
L28 635865 716376 10.229  6.480 20 12 people survived

L29 635651 716993 10.227  6.485 30

L30 635168 716564 10.222  6.481 65

L31 635624 714365 10.226  6.461 25 3 people lived

L32 635222 714714 10.223  6.464 0

L33 635195 715277 10.223  6.470 100 15 people died

L34 636991 715679 10.239  6.473 30 Cha village: 130 survived, 58 died
L35 635329 713936 10.224  6.457 0

L36 649888 719352 10.356  6.506 50 Subum village: 400 lived, 400 died
L37 647341 714499 10.332  6.462 0

L38 647743 714446 10.336  6.462 0

L39 648655 714231 10.344  6.460 20

L40 648199 712408 10.340  6.443 0

L41 647556 711496 10.334  6.435 0 Mgombe: 160 lived

L42 647341 709217 10.332  6.415 0 Upper Mgombe: 150 lived

143 640906 724340 10.274  6.551 10

L44 642622 731794 10.290 6.619 5
L45 635999 720559 10.230  6.517 0
L46 642568 724152 10.289  6.550 0
L47 638305 727235 10.251  6.578 0
L48 641549 728844 10.280  6.592 0
L49 640557 729756 10.271  6.600 0

0

N1 649581 718074 10.353  6.495 100
N2 649581 718136 10.353  6.495 0

N3 649713 718210 10.354  6.496 50
N4 649719 718210 10.354  6.496 100
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Figure 6.4

Previous modelling results from Costa, Chiodini [2015] scenario-II (4 h of gas emission assuming a constant
mass flur of 1.4 x 10% kgm=2d~" from a diffuse source of 235 x 235 m?). Left: mazimum COq concentration
(%wol.) achieved at 1 m height. Right: percentage of fatalities (in %) predicted by the model applying eq.
(6.7) at 1 m height. Halved circles show the actual reported percentages at locations using the same color
scale.

short period of time [Kling et al., 2005; Kusakabe et al., 2008]. However, there is still the recognised
need to perform a quantitative COs hazard assessment for several reasons, including the possibility
of future gas build-up or a breakthrough of the dam build at the northern shore of the lake. Thus,
for example, Aka, Yokoyama [2013] estimated that dam break could cause a sudden drop in lake

level by 40 m, followed by decompression and inevitably a new gas burst.

6.3.1 Previous modelling results

Costa, Chiodini [2015] have recently used the TWODEE-2.0 model to simulate four different sce-
narios (released gas mass ranging from 0.29 to 1.95 Tg, wrongly reported in their table as Gg)
using a 90m resolution DEM. Surface wind data resulted from applying the DWM mass-consistent
pre-processor to a constant wind profile extracted from the closest point of the NCEP/NCAR
Reanalysis-1 [Kalnay et al., 1996]. As a result of this limitation, none of their simulations was
able to capture properly the cloud dispersion pattern, strongly influenced by a sudden wind veer-
ing. Figure 6.4 shows, for illustrative purposes, results for their scenario-II, the one that better
reproduced the observations (see Fig.5 in Costa, Chiodini [2015] for other scenario results). In
the following sections, these previous simulations are revisited considering a higher DEM accuracy
(30 m instead of 90 m; from ASTER G-DEM, a product of METI and NASA) and high-resolution
transient microscale surface winds derived from downscaling the WRF-ARW mesoscale winds with

the ALYA-CFDWind model.
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6.4 WRF-ARW simulations

WRF-ARW model configuration is summarised in Table 6.2. For the Nyos application, the WRF-
ARW simulation starts on Thursday 21 August 1986 at 00:00 UTC lasting 48 h (around 18 h are
allowed for model spin-up). Initial and 4-times daily boundary conditions driving WRF come from
the NCEP/DOE Reanalysis 2. Figure 6.5 shows the five domains used, consisting of 1 parent grid
at 81 km horizontal resolution, covering the African continent, and 4 nested domains at 27, 9, 3,
and 1 km horizontal resolutions, all centred around Lake Nyos. The regional synoptic situation on
Thursday 21 August 1986 is illustrated in Figure 6.6, showing WRF-ARW results for the first nest
domain (27 km resolution) at different times. It can be observed how a low pressure (<800 hPa at
2000 m) region and its cyclonic circulation located NE of Cameroon coexists with strong winds both
South and North and a region of weak winds over NW Cameroon at around 16:00 UTC (Fig. 6.6a).
The simulations indicate that this situation lasted for about 6 hours until 22:00 UTC, when winds
over Nyos became stronger and pointed SE. In contrast, near-surface winds followed a very different
pattern (Figure 6.7) reflecting the topography-induced forcing at lower atmospheric levels. However,
given the orographic complexity, the WRF-ARW results at 1 km resolution (inner nest) are still
insufficient for driving high-resolution gas transport simulations, indicating the need for an ulterior

downscaling.

Table 6.2
WRF-ARW model configuration used for the 1986 Lake Nyos simulations.

WRF-ARW configuration

Model version

Initial and Lateral BC’s
Domains

Horizontal resolutions

Horizontal grid sizes

Vertical levels
Simulation length

3.4.1

NCEP/DOE Reanalysis-2

1 parent + 4 nests

81 km (parent) and 27, 9, 3, and 1 km
(nests)

110x110 (parent) and 136x127, 121x133,
181x166, and 151x151 (nests)

60 levels, with top at 70 hPa

48 h (spin-up of 24 h)

Time step 180 s (parent), ratios of 1/3 for nests

Parametrization Scheme

Microphysics WRF single-moment 6-class (WSM6)
[Hong, Lim, 2006]

Cumulus Modified Kain-Fritsch (disabled for 1 km

Surface Layer
Land Surface

Planet Boundary Layer
Long-wave Radiation

Short-wave Radiation

nest) [Kain, 2004]

MM5 Monin-Obukhov

Unified Noah Land Surface Model (LSM)
[Chen, Dudhia, 2001]

Mellor Yamada Janjic (MYJ) [Janji¢, 1994]
Rapid Radiative Transfer Model (RRTM)
[Mlawer et al., 1997]

Dudhia [Dudhia, 1989
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Figure 6.5

WRF-ARW domains for the Nyos run. The model configuration consists of one parent domain (d01) at 81 km
horizontal resolution and 4 nests (d02 to d05) at 27, 9,3, and 1 km resolution centred at the Lake Nyos (red
triangle, not on scale). Color contours indicate the WRF-ARW model topography at each resolution.

6.5 Alya-CFDWind simulations

For the Nyos case, the ALYA-CFDWind computational domain consists of an inner zone of 20x 20 km?
at 50 m horizontal resolution, a transition zone of 15 km and a flat buffer zone of 10 km to ac-
commodate the flow. Along the vertical direction, the structured hexahedral grid extends up to
5 km above the terrain with 64 vertical layers growing geometrically in size from 0.5 m at surface to
250 m at the top of the computational domain. The resulting computational mesh (see Fig. 6.8) has
a total number of grid points of about 30 million. The Coriolis force was set to that of a latitude of
6° N, and the maximum mixing length calculated depending on the wind at top as in Apsley, Castro
[1997]. As boundary conditions, we prescribed the wind at top (geostrophic wind) to a reference

1

value of 10 m s~ considering different geostrophic wind directions (sectors) at 15° intervals. One
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Figure 6.6

Synoptic meteorological situation according to the WRF-ARW simulation showing pressure contours (hPa)
and wind vectors (m s~1) for domain d02 (first nest, 27 km resolution domain) at 2000 m height above sea
level. Results for 21 Aug 1986 at 16:00 (left), 20:00 (center) and 24:00 (right) UTC. The red triangle shows
the location of the Nyos lake. For clarity, only few model wind vectors are shown.
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Figure 6.7

Local meteorological situation according to the WRF-ARW simulation showing terrain height contours
(m a.s.l.) and wind vectors (m s=1) for domain d05 (last nest, 1 km resolution domain) at 10 m above
the surface. Results for 21 Aug 1986 at 16:00 (left), 20:00 (center) and 24:00 (right) UTC. The red triangle
shows the location of the Nyos lake. For clarity, only few model wind vectors are shown.

ALYA-CFDWind simulation was performed for each reference direction of the geostrophic wind (i.e.

24 different runs are necessary to scan all possible geostrophic wind directions).

6.6 Downscaling results

Figure 6.9 compares the 3 km resolution WREF results at 10 m above the terrain with the downscaled
field at the area of interest around the Lake Nyos. This Figure highlights the local information

added by the microscale model over mountainous areas and valleys, where WRF shows a smoother
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—

Nyos Lake

Nyos Valley \//
\

Figure 6.8

Detail of the ALYA-CFDWind computational mesh (50m horizontal resolution) around the Nyos lake. The
bottom-left inset shows the extent of the computational domain composed of 3 differentiated zones, flat buffer
(red), transition (pale blue), and inner domain (green) at 50 m resolution containing the detailed terrain
information. The arrows indicate the approximate gas flow path according to observations.

behaviour. Unfortunately, no surface wind data existed at that time to validate these results.
However, some consistence with reports exists. For example, a strong microscale wind rotation
from NE to SW (wind origin direction) is clearly visible along the Nyos valley from 18:00 to 21:00
UTC, in agreement with cloud dispersal reports indicating two differentiated dispersal phases. In
order to illustrate this phenomenon, Figure 6.10 plots time series of 10 m wind velocity and direction
from 16:00 to 24:00 UTC at two locations of special interest, the lake itself and a point at the bottom
of the Nyos valley (see Fig. 6.3).

Note how near surface wind direction changes sharply at both locations between 17:30 (wind
from NE) and 19:30 (wind from SW) UTC. A systematic WRF model error phase of about 3 hours
seems to exist because dispersal reports suggest such a strong wind veering occurring after 22:00
LT (21:00 UTC). In any case, these wind field variations strongly indicate the need for including
time-dependent heterogeneous winds for the gas dispersal simulations. Finally, it is worth looking
at the atmospheric stability during the time of the event since this parameter also favours the
accumulation of dense gas at depressions. Figure 6.11 plots the static stability versus time, clearly

reflecting a unstable to stable transition related to the diurnal cycle occurring at around 16:00 UTC.

96



6. Application to Microscale Atmospheric dispersion case

=TTy

W 1 ‘\\\ S N 1
INT ‘ A \\\Relmms\'oﬁw

W
6.540 '\“"“"\-'\?\ \\'\ \l\\\x\‘-.
\—- o T AN m s —
6.520
i ~ } o , \“‘\'\"\\\\\'\N\
J‘\\\’\'\“-‘-R‘w'\'\‘\'\'\\‘-\\
! 1 -
6.500
6.480
. A, . l‘ -.,
6.460 . : ' o
i1 ! .L}';ilu il fT” :
\,,‘\;\\u-.w“.ﬁ,-....\|r:\1rf v 4
- L) 1l LR f
- iy & A . 4
6.440 ! !

LS N " /
Ny ' et A e e, N
IA\I lLrl:\{‘)Jl q - (’s. (1o e bl ) ,\ﬂg-' . {1
P = '_‘ 1 ! - f_';
g/u: FARRRN \ RN FFE== T oo
1 r‘L r‘L FANHKNN i
6540 "r".f"rf;" ’1/: H“\\‘%\ ERRRRRS ""‘“"““‘“’"“T o5, t‘ \ ‘ Y ‘Mmmm
AN, 3\1“\\?‘\‘\‘\“"l‘\‘,‘\‘\‘u T “ ‘\,"“\“‘\i

f!?i‘fl’ A v ). . o
tEREED l: \HH“ 1\|‘E=.”\ [ R "\‘\\‘,‘.‘,"““\ J
6.520 _;11!('1} “1 “\1\\{ \ rrr‘_u‘.‘-‘ - \ ! I’ .?‘I (.- \\
19 MT\\\H\\\H el NG AR ) o
11 VAN AT Ty ||1 Pl Mrt.t. Yt i
11, i ‘\“‘\”1‘1‘1‘1‘: A e LS S ApU SN DR
‘\“\11“| I||:rrf:|-r “’\“\‘\T Irr: :
8.500 “n\nntnn .';',’,'.1' ¥ [y s 0
ol I o T T o U B 7 \t! \\Hrr r'!’ﬂ‘:r
TIII'T‘?.‘IIi1‘I‘T“TTIIITTTI‘I‘||PJI.rrJ"|’1rtr \‘}‘1‘1‘1111.? Tlf’_ rr'
R0t Etr et T 1 i
6.480 ‘!‘Irttlnmllnrllf"'f{:'.‘,"' Hnnf:t‘u-.af:’ s
Irrlrrgrltrrl:rr:l PE Tt 11 oy ! A NN
?’,r” ’r"n'ﬂ",'ﬂ, ffffrIH!Irr!rtlf‘nt“\r‘rr
L 3 a4
) LN
6460 — i f_ _.F 'r'l l|l1:T:f '-.‘ r‘war Y)'; I|T1
LAY A4 \~ \ ,K{“l 1Tf!.
'--‘“Qf‘}” S 'r"!{;\’in'ﬁ"r
Y E’:\\{Sé“ vl S j £ ! Q‘.‘\“l'll:*
BR[O T e AR
[ P = Te== e e
94 \\\\\ \\\\."\\\ ~ \ < ;‘.‘};‘. \5‘\\\\\\-\ -~ -:: -~ Relemm:s Vacir
- bl el = e =~ m X
6.540 — h‘r“‘]‘\\ o Ty .\ \'{ . 1= 3 Y = \? 1\\\ \\\I \ o
T \\\-\ 1'1 (e
iiffT?rf r:r: I l RERR frf\
t 1 e -
6520 i ‘:Iiit.l':fr?!!}f&’rr r““\"'\\\ -
{ - ’\\\‘Li-’f.’f.’f r:’rrr\.\‘:\\C(\\
oty XA R ,-.r_r [
\ \\?1."13‘!!!/ ;r\\\\\\ b
5_500_ \‘\1”11?"."’!’.!’//, y L ANy
3& \"\‘Hrr}'uuur’,’K”‘(\“ A
/r N Ilrrr).’;;/)u.-,“”\\\r. s
’ }[I"i\'i“‘ﬂf!f;f;frf AL P AT AN -\\\
6.480 ] N
IR _« '_/_”” SR
Lo .!//!J\\\\\\\
\
6.460 ‘\ \ "\ »-.\\\
et AN T\{\_‘\ Ay
lp." ‘J ‘{\—iﬂ:{:“‘ “\‘\‘\!
6.440 "'[""\-I

10.24 10.26 10.28 10.30 10.32 10.34 10.24 10.26 10.28 10.30 10.32 10.34

Terrain Height (m)

400 500 BOO 700 H00 900 1000 1100 1200 1300 1400 1500 1600 1700 1800

Figure 6.9

Wind vectors at 10 m above terrain as given by WREF-ARW at 3 km resolution (left column) and the downscal-
ing (right column) for 21 Aug 1986 at 18:00 (top), 19:00 (middle) and 21:00 (bottom) UTC. For visualisation
and point-to-point comparison purposes, WRE' results have been interpolated to the CFD mesh and, when
necessary, extrapolated below its lower level. The red triangle shows the location of the Lake Nyos.

6.7 High-resolution dispersal modelling results

Once the high-resolution winds have been obtained for the period and area of interest, 10 m wind
values every 20 minutes (i.e. 3 times hourly) were given to the TWODEE-2.1 model together with
the 30 m resolution DEM and the definition of the source term to simulate the CO5 cloud dispersal.
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Figure 6.10

Time series of 10-m wind speed and direction at two points located at the Nyos lake (a,c) and at the bottom
of the Nyos valley (b,d). Results from WRF simulations at 1 km resolution (blue lines) and downscaling
using ALYA-CFDWind at 50 m (red lines). Wind direction criterion is that of the coming direction, i.e. (°
indicates wind coming from the N, 90° coming from the E, etc. Note the sudden short-lived wind veering
from NE to SW starting at around 18:00 UTC.

Our simulations assume the eruption started at 17:30 UTC (18:30 LT), d.e. 2-3 h advanced with
respect to eyewitness reports. This source term shift in the dispersal simulations was necessary
because of the WRF model phase error discussed in Section 6.4. On the other hand, given the
large uncertainties in the source term concerning eruption duration, intensity and evolution of C'Oq
mass flow rate with time; we performed a source term characterisation considering different sets of
simulations, each set with different source term characteristics. Results for all these simulations (a
total of 62 source term scenarios) were validated on a point-by-point basis comparing the TWODEE-
2.1 predicted probability of fatalities with the actual percentage of fatalities reported at 53 locations
(Table 6.1). We also computed the total Mean Absolute Error (MAE) as:

MAE = - i(MAE)Z- (6.10)

n
b=t
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Figure 6.11

Static stability (gradient of potential temperature in °K km™!) versus time at the same two points than in
Fig. 6.10 (lake in blue and valley in red) according to WRE' simulations at 1 km resolution. The potential
temperature gradient has been computed using WREF' o-levels 1 and 6, at roughly 12 and 100 m above ter-
rain, respectively. Positive values indicate stable atmosphere. Note the transition from unstable to stable
stratification occurring after 16:00 UTC.

with

1 m
(MAE); = — > " |PO; — PMj| (6.11)
j=1

where (M AFE); is the bin absolute error, m the number of observations (localities) in the j —th bin,
PO is the observed percentage of fatalities, and PM is the modelled probability at the same locality.
We found that the higher-score simulations belong to a source with two phases; an initial phase with
a constant C'Os emission followed by a second phase with exponential source strength decay. This

is a consistent result. Table 6.3 and Figure 6.12 summarise the characteristics of the source term

Table 6.3

Source term characteristics of the best fit simulation showing total COy emitted mass, mass flux variation,
X2, and Mean Absolute Error (MAE) considering the 5-class binning criterion.

Duration Total mass Mass flux MAE
(hour) (Tg) (10* kg m~2d™') (%)
3 0.86 4 for 30 min followed by a burst 34.7

to 18 and 150 min exponential decay

for the highest ranked run. The total COs emitted mass is 0.86 Tg, released during 3 h. This value
is in good agreement with previous independent estimations, ranging from 0.29 Tg [Evans et al.,
1994] to 1.95 Tg [Tuttle et al., 1987]. For comparison, the scenario-II in Costa, Chiodini [2015] (see
Figure 6.4) gives a MAE of 36.6%, substantially higher even if the characteristics of the source term
are similar to our best-fit runs both in terms of duration (4 h) and total mass (1.33 Tg). These
differences can be explained because of the high-resolution time-dependent winds, which are able

to capture the wind veering leading to the differentiated cloud dispersal branches (see Figure 6.12).
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Figure 6.12

Best fit simulation results. Left: mazimum COs concentration (%wvol.) achieved at 1 m height. Right:
percentage of fatalities (in %) predicted by the model applying eq. (6.7) at 1 m height. Halved circles show
the actual reported percentages at locations using the same color scale.

This can also be observed in Figure 6.13 by looking at the evolution of concentration with time

" Scenario-l (Costa and Chiodini, 2015) s
This study (best fit run) s
Observed mmmmm

Number of locations

0-5 5-35 35-65 65-95 95-100
Percentage of mortality (%)

Figure 6.13
Histogram showing the fit between observations (green bars) and best-fit run (red bars) across the bins. Results
from Costa, Chiodini [2015] are also shown for comparison (blue bars).

at different locations. As observed in Figure 6.14, the TWODEE-2.1 simulations can reproduce
a first W-NW branch affecting the bottom valleys of Cha and Fang (location L34) followed by
a gas cloud direction shift towards NE affecting the Subum village (location L36). According to
simulations, this occurred around 2 hours after the eruption onset (i.e. 20:30 LT). Considering the
2-3 h shift necessary to correct the meteorological (WRF) phase error, this is in excellent agreement

with eyewitness reports.
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Figure 6.14

Evolution with time (in h) of COs concentration (%vol.) at different locations for the best fit simulation.
Results at 1 m height. Location L05 is near the Lake, L24 at the Nyos valley, L34 near Cha (W branch) and
L36 near Subum (E branch). See Figure 6.3 for details.

6.8 Summary and discussions

This chapter has presented a real application of the downscaling methodology, presented in Chap-
ter 5, at Lake Nyos atmospheric gas dispersal scenario in 1986. The downscaling has been used to
assist the reconstruction of the event by the TWODEE-2.1 model. The results have shown better
agreement compared with previous simulations that used a mass-consistent constant wind field ex-
tracted from the closest point of the NCEP/NCAR Reanalysis-1. Thanks to the high-resolution
time-dependent downscaled wind fields, the TWODEE-2.1 model is capable of performing gas dis-

persal hazard assessment on very complex terrains for future studies.

101



6. Application to Microscale Atmospheric dispersion case

102



CHAPTER 7

Conclusions

7.1 Main conclusions . . . . . . .. 103

7.2 Future work . . . . . . 105

Previous chapters of this manuscript include their own section dedicated to summarise and
discuss the main contributions of this Ph.D. The following lines summarise the main conclusions of

the thesis and propose further steps for the near future.

7.1 Main conclusions

This thesis has focused on the design of an efficient downscaling methodology for operational high-
resolution wind forecasts at SMC and BSC-CNS. Because of the limited computational resources
of SMC, Physical-Statistical methodologies were identified as a good alternative to the more com-
putationally expensive pure Physical-Dynamical coupling strategies. Since the very beginning, the
downscaling methodology was thought as a chain of models, one model dealing with the mesoscale
range and the other with the microscale range. To this end, the design process has faced three main

objectives introduced in Chapter 1 (Section 1.6):

1. Improvement of the MMM initial conditions by AWS Data Assimilation (Chapter
3)
The research conducted to this end has studied the capacity of WRF-3DVar and LAPS sys-
tems to assimilate data from surface Automatic Weather Stations (AWS) in high-resolution
operational domains. 3DVar has shown unrealistic large-scale features not representing the
inhomogeneous nature of the near-surface fields. In contrast, LAPS has captured small-scale
features and has provided an initial condition for WRF much consistent with observations.

This can be partially attributed to the fact that the variational analysis in LAPS has been
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deactivated. In addition, the validation has shown that, after 24 h of simulation, the wind
velocity RMSEs of the simulations initialised with LAPS analysis have been lower than those
initialised with WRF-3DVar.

. Incorporation of thermal effects in the microscale simulations (Chapter 4)

The thermal model of Sogachev et al. [2012] implemented in Alya-CFDWind has allowed the
simulation of diurnal cycles, i.e. considering atmospheric stability and the dynamics of the
ABL. These simulations, together with the selection of certain time instants representative of
each stability regime, have provided a framework to circumvent part of the limitations of the
neutral atmosphere assumption. For example, the validation of the methodology applied to
a Wind Resource Assessment (WRA) in the Puebla site has shown a decrease in the Annual
Energy Production (AEP) prediction error with respect to the neutral stratified simulations

(from 30.09 to 12.97%), and has shown an AEP distribution remarkably closer to observations.

. Design of the downscaling methodology (Chapters 5 and 6)

The combination of a domain segmentation technique with the use of transfer functions has
demonstrated the ability to, on the one hand, preserve the mesoscale pattern and, on the
other hand, incorporate unresolved mesoscale model sub-grid terrain forcing effects from the
pre-computed microscale simulations. However, because the mesoscale nature of surface ob-
servations, the validation has not allowed the quantification of the gain at points where more
pronounced microscale effects can be expected. In addition, the validation has shown that
the time periods where the ABL stratification changes from stable to unstable, which coincide
with the development of the convective ABL, are still poorly characterised. This has revealed
a clear limitation of the methodology that deserves further study. Nonetheless, the downscal-
ing has been successfully applied to simulate atmospheric dense gas dispersal from Lake Nyos
in 1986. The results have shown better agreement when compared with previous simulations

that used a mass-consistent steady wind at surface.

The fulfilment of these objectives has resulted in an efficient and operationally affordable down-

scaling methodology designed as a MMM post-process tool for wind field characterisation and

forecast. Because the downscaling is a model chain, the assimilation of surface AWS in the MMM

initial condition with LAPS can reduce the error of the mesoscale wind velocity forecasts and, conse-

quently, can reduce the error of the downscaling. Microscale pre-computed diurnal cycles solutions

are preferred over steady-state solutions because incorporate flow characteristics caused by thermal

stratification effects. However, the downscaling success is very case dependent and by definition,

fails in situations where thermally driven local phenomena occur, such as during the development
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of the convective ABL. Further validation with suitable observational data is needed to assess the

suitability of the methodology for operational high-resolution wind forecast.

7.2 Future work

This section introduces the steps to implement a downscaling prototype into the operational setup

of the SMC and proposes further research to improve the downscaling methodology:

e Implementation of a downscaling prototype into the SMC operational setup
The methodology is ready to be implemented in the SMC operational setup as a prototype.
This pre-operational phase will be used to validate and assess the suitability of the method-

ology. The implementation involves the following steps:

1. The selection of a region(s) of interest containing several AWS of the observational net-

work.

2. The introduction of the XEMA network assimilation into the operational WRF model
initialisation.
3. Generate pre-computed diurnal cycle Alya-CFDWind simulations over the region of in-

terest.

4. The selection of the Alya-CFDWind simulations time instants representative of each

stability regime.

5. The design of a validation strategy.

e Transfer functions
The transfer functions use a radius of influence R to spatially average, point by point, the
microscale wind velocity. Different values of R imply very different scaling factors, i.e. signi-
ficative differences in the resulting downscaled wind modulus. Further research needs to be
conducted to use an adaptive R, where thermal stratification and surrounding topography are

considered.

e Alya-CFDWind diurnal cycle simulations
The diurnal cycle simulations have allowed for including thermal stratification considerations
into the downscaling methodology, both in terms of forecast and the wind resource assessment.

However, some unresolved aspects should be faced in future studies:

1. The diurnal cycles should be representative of the region under study. This could be

achieved linking the methodology with statistical weather classification techniques [e.g.
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Badger et al., 2014|, introducing different diurnal cycles for each wind velocity direc-
tion. In the same line, the inclusion of mesoscale tendencies in the 3D Alya-CFDWind

simulations deserve further research.

. A more suitable temperature distribution should be imposed over the ground; for example

a ground temperature field depending on the angle of insolation and on terrain elevation.

. The thermal model accounts for Coriolis and buoyant forces, that introduce a depen-
dence of the speed up distribution on the velocity modulus. The proposed methodology
could improve by simulating several wind velocities for each wind direction. This latter
approach would need a larger number of simulations, i.e. increases the computational

cost of the methodology which, nonetheless, is still done at the pre-process level.
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