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Abstract

Intensity inhomogeneity is a well-known problem in image segmentation, which

affects the accuracy of intensity-based segmentation methods. In this thesis,

edge-based and region-based active contour methods are proposed to segment

intensity inhomogeneous images. Firstly, we have proposed an edge-based active

contour method based on the Difference of Gaussians (DoG), which helps to segment

the global structure of the image. Secondly, we have proposed a region-based active

contour method to both correct and segment intensity inhomogeneous images. A

phase stretch transform (PST) kernel has been used to compute new intensity means

and bias field, which are employed to define a bias fitted image. A new signed

pressure force (SPF) function has been formulated with a bias image fitted difference

to stabilize the gradient descent flow. Thirdly, another region-based active contour

method has been proposed using an energy functional based on local and global

fitted images. Moreover, local and global SPF functions have been introduced in the

solution of the energy functional to stabilize the gradient descent flow. Intensity

inhomogeneous images contain undesired smooth intensity variations (bias field)

that alter the results of intensity-based segmentation methods. In the proposed

region-based methods, the bias field is approximated with a Gaussian distribution

and the bias of intensity inhomogeneous regions is corrected by dividing the original

image by the approximated bias field. Finally, a hybrid region-based multiphase

(four-phase) active contours method has been proposed to partition a brain MR

image into three distinct regions: white matter (WM), gray matter (GM) and

cerebrospinal fluid (CSF). The proposed energy functional has been formulated

by combining local and global fitted images in a multiplicative fashion. In this

work, a post processing (pixel correction) method has also been devised to improve

the accuracy of the segmented WM, GM and CSF regions in a brain MR image.

Experimental results with both synthetic and real brain MR images have been used

for a quantitative and qualitative comparison with state-of-the-art active contour

methods to show the advantages of the proposed segmentation techniques.
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CHAPTER1

Introduction

1.1 Image segmentation

In computer vision and image processing, segmentation is a process of partitioning a

digital image into multiple non-overlapping regions. The main goal is to simplify or

change the image into something more meaningful or easier to analyse. Intensity

inhomogeneity is one of the well-known problems in image segmentation, which

can substantially reduce the accuracy of intensity-based segmentation methods. It

manifests as a smooth intensity variation across the image that complicates the

segmentation of the objects contained in it.

Numerous segmentation methods have been proposed so far, such as thresholding

(Batenburg and Sijbers, 2009), clustering methods (Barghout and Sheynin, 2013;

Guberman et al., 2012), histogram-based methods (Ohlander et al., 1978), edge

detection (Kimmel, 2003), region growing methods (Nock and Nielsen, 2004; Chen

1
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2 Chapter 1. Introduction

et al., 1994) and variational and partial differential equation (PDE)-based methods

(level-sets and active contours) (Kass et al., 1988; Osher and Sethian, 1988; Caselles

et al., 1997; Osher and Paragios, 2003; Chan and Vese, 2001; Mumford and Shah,

1989).

1.2 Intensity inhomogeneity

Intensity inhomogeneity is one of the well-known problems in image segmentation,

which arises from the imperfections of the image acquisition process or due to external

interferences. It manifests as a smooth intensity variation across the image that

complicates the segmentation of the objects contained in it. For instance, in medical

image analysis, segmentation and registration stages are highly sensitive to spurious

variations of image intensity. Therefore, the complexity of intensity inhomogeneity

can lead to false results and assumptions that can be critical for decision making

by both doctors and radiologists. This is why numerous methods for intensity

inhomogeneity correction have been proposed in the past (Vovk et al., 2007).

Thus, intensity inhomogeneity correction is often a pre-processing stage

necessary for achieving better image segmentation. In turn, correct segmentation

makes intensity inhomogeneity correction rather trivial. Actually, both intensity

inhomogeneity correction and segmentation can be viewed as two intertwined

processes. In segmentation-based intensity inhomogeneity correction methods, both

processes are merged such that they benefit from each other.

The techniques that aim to avoid intensity inhomogeneity in the image acquisition

process are known as prospective methods. They are only capable of correcting

intensity inhomogeneity caused by the imaging device, not being able to segment the

objects affected by intensity inhomogeneity. On the other hand, techniques that can

correct an image and also segment the objects affected by intensity inhomogeneity are

called retrospective methods. Retrospective methods are further classified according

to the image segmentation method they apply into: filtering methods (Lewis and

Fox, 2004; Studholme et al., 2004), surface fitting methods (Meyer et al., 1995;
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1.3. Active contours 3

Vokurka et al., 1999), histogram-based methods (Vovk et al., 2004, 2006), and active

contours (Li et al., 2008a, 2011; Zhang et al., 2015, 2016; Li et al., 2009a,b; Huang

and Zeng, 2015). Segmentation-based methods (Li et al., 2011; Zhang et al., 2015,

2016) are the most versatile, since they unify segmentation and bias correction in a

single framework. In these methods, segmentation and bias correction are applied in

conjunction to benefit from each other.

 

(a)

 

(b)

 

(c)

Figure 1.1: From homogeneous to inhomogeneous. (a) Homogeneous image, (b) Bias that causes
intensity inhomogeneity and (c) Intensity inhomogeneous image.

Figure 1.1 shows an example of an image affected by intensity inhomogeneity,

which can be caused by imaging device or by the environmental interference.

1.3 Active contours

Active contours are retrospective methods suitable for both image segmentation and

bias correction (Li et al., 2011, 2014; Ivanovska et al., 2016; Kahali et al., 2016; Zhang

et al., 2015, 2016). The first active contour method was proposed by Kass et al.

(1988) in order to segment an image by evolving a curve towards the boundary of an

object contained in the image. The active contours are represented as parametrized

curves in a Lagrangian framework (Kass et al., 1988) and the implicit curves in

an Eulerian framework (Chan and Vese, 2001; Mumford and Shah, 1989; Malladi

et al., 1995; Li et al., 2005). The main idea behind active contours is to formulate

an energy functional by using image statistics, curvature and gradient information.

The energy functional is then minimized to evolve the level-set curve towards the

desired object boundary. Currently, various active contour models and enhanced
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4 Chapter 1. Introduction

versions are employed in various image processing applications, as well as medical

image analysis. Active contour methods can be categorized into edge-based (Kass

et al., 1988; Caselles et al., 1997; Li et al., 2005) and region-based (Mumford and

Shah, 1989; Chan and Vese, 2001; Akram et al., 2015a; Li et al., 2007, 2008b; Zhang

et al., 2010a; Akram et al., 2014; Peng et al., 2014; Xie et al., 2015; Wang et al.,

2010, 2009b; Li et al., 2015) methods. Both types have strengths and limitations.

Edge-based methods, as their name states, use image edge information as a

balloon force to evolve the curve towards the object boundaries (Caselles et al.,

1997). The level-set method without re-initialization (LSWR) and the distance

regularized level-set (DRLS) method are devised by Li et al. to segment image

objects and remove the re-initialization step during the curve evolution (Kass et al.,

1988; Caselles et al., 1997). However, these methods are unable to segment objects

with weak and/or blurred boundaries.

In turn, region-based methods can properly segment images with weak and/or

blurred boundaries by using image statistical information. Traditional region-based

methods (Chan and Vese, 2001; Mumford and Shah, 1989) are formulated under the

assumption that images are homogeneous; therefore, they cannot segment intensity

inhomogeneous images.

1.4 Motivation

Numerous region-based methods have been proposed to segment intensity

inhomogeneous images by introducing image local information in their models (Li

et al., 2007, 2008b; Zhang et al., 2010a; Akram et al., 2014). A region scalable

fitting (RSF) method for image segmentation was proposed by Li et al. (2008b,

2007) in the context of intensity inhomogeneity. In this method, a Gaussian kernel

is introduced in the energy formulation to exploit the image local information. A

localized active contour method (LAC) was devised by Lankton and Tannenbaum

(2008), in which global region-based methods are reformulated by replacing the

global means with image local information. These methods can segment intensity
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1.4. Motivation 5

inhomogeneous regions, unlike their global counterparts. However, these methods

are sensitive to the position of the initial contour. Moreover, they also have a high

computational cost due to the complex local information in their formulation.

A region-based active contour model with a variational level-set formulation for

image segmentation was presented by Wang et al. (2009a). It uses local intensity

means described by local Gaussian distributions (LGD) in order to compute the

level-set curve. It can be used to segment images in the presence of intensity

inhomogeneity and noise. However, it is sensitive to the position of the initial

contour. Moreover, it also needs a high value of a parameter of the Gaussian kernel

(sigma) to properly delineate the object, which increases the overall time complexity

of the model.

A local active contour model for segmenting images with intensity inhomogeneity

was proposed by Zhang et al. (2010a). Local image information is used to define a

local image fitting (LIF) energy functional, which can be interpreted as a constraint

on the differences between the fitting image (Li et al., 2007, 2008b) and the original

image. Furthermore, a new method is used to regularize the level-set function by

using Gaussian kernel filtering after each iteration. In addition, re-initialization of

the level-set curve is not required. However, this method is sensitive to the initial

contour, and the final contour does not strictly follow the object boundary.

Alternatively, a region-based active contour method was formulated by Akram

et al. (2014) in the context of intensity inhomogeneity by utilizing local intensity

means. It uses a signed pressure force (SPF) function based on a local fitted image

in its energy formulation in order to segment images with intensity inhomogeneity. A

Gaussian kernel is used to smooth the level-set function after every step. Therefore,

this method does not require re-initialization. This method has a high time

complexity compared to the traditional global region-based methods (Chan and Vese,

2001; Mumford and Shah, 1989).

A variational level-set approach for bias correction and segmentation (VLSBCS)

for images corrupted with intensity inhomogeneity was proposed by Li et al. (2011,

2008a). The computed bias field is intrinsically ensured to be smooth by the data
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6 Chapter 1. Introduction

term in the variational formulation, without any additional effect to maintain the

smoothness of the bias field. A local statistical active contour model (LSACM)

for image segmentation in the presence of intensity inhomogeneity was proposed

by Zhang et al. (2015, 2016). In this work, the inhomogeneous objects are

modelled as Gaussian distributions of different means and variances. A statistical

energy functional is then defined for each local region, which combines the bias

field, the level-set function, and the constant approximating the true signal of the

corresponding object. Both of these methods are able to segment and correct

intensity inhomogeneous images. However, they are also sensitive to the initial

contours and have a high time complexity.

Figure 1.2 shows an example of intensity inhomogeneous image segmentation

using active contours. Figure 1.2(a) shows that a traditional active contour method,

such as CV (Chan and Vese, 2001), is unable to segment intensity inhomogeneous

objects. In turn, figure 1.2(b) shows that a local active contour method, such as

RSF (Li et al., 2008b), is able to properly segment intensity inhomogeneous objects.

However, local active contour methods have a high computational complexity

because of the intensity mean computations in the local neighbourhoods during the

contour evolution process. Edge-based active contour methods can segment intensity

inhomogeneous objects, although these methods do not guarantee that the level-set

curve will stop at the object boundary if it is blur or the intensity difference between

the background and the object boundary is not clear.

1.5 Objectives

In this thesis, different active contour methods are proposed to segment intensity

inhomogeneous images. The main objectives are:

• Devise an edge-based active contour method to segment images with intensity

inhomogeneity with weak and/or blurred object boundaries.

• Devise a retrospective region-based active contour method to both segment

and correct intensity inhomogeneity.
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(b)

Figure 1.2: Intensity inhomogeneous image segmentation using active contours. (a) Image
segmentation using a traditional active contour method. (b) Image segmentation using a local
active contour method.

• Devise a multiphase region-based active contour method to segment both 2D

and 3D brain MR images.

• The proposed methods should be robust to intensity inhomogeneities

irrespectively of the noise interference.

• The proposed methods should be computationally more efficient than the

state-of-the-art.

• The proposed methods should not be sensitive to the initial position of the

level-set curve.

1.6 Thesis organization

The rest of thesis is organized as follows. Theoretical background is discussed in

chapter 2. From chapter 3 to 5, different active contour methods are proposed to

segment intensity inhomogeneous images. An edge-based active contour method

driven by the difference of Gaussians is proposed in chapter 3. In chapter 4, a novel

retrospective region-based active contour method is proposed by using a biased fitted

image. In chapter 5, a retrospective region-based active contour method is proposed

by using both local and global image fitted differences. A multiphase (four-phase)

region-based active contour method is proposed in chapter 6, which is used to segment

brain MR images into white matter (WM), gray matter (GM) and cerebrospinal fluid
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8 Chapter 1. Introduction

(CSF) regions. Finally, the thesis is concluded and future work is discussed in the

last chapter.
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CHAPTER2

Theoretical foundations

2.1 Introduction

Active contours (also known as snakes) is one of the well-known segmentation

methods, as mentioned in chapter 1. This method was proposed by Kass et al. (1988)

in order to extract the interesting objects in an image, by evolving a level-set curve

towards the object boundaries. Active contours are represented as parametrized

curves in a Lagrangian framework (Kass et al., 1988) and as implicit curves in an

Eulerian framework (Chan and Vese, 2001; Mumford and Shah, 1989; Malladi et al.,

1995; Li et al., 2005). The main idea behind active contours is to formulate an

energy functional by using image statistics, curvature and gradient information. The

energy functional is then minimized to evolve the level-set curve towards the desired

object boundaries. Currently, a wide variety of active contour models and enhanced

versions are employed in various image processing applications, as well in medical

9
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10 Chapter 2. Theoretical foundations

image analysis.

Active contour models are further divided into two main categories: edge-based

methods (Kass et al., 1988; Caselles et al., 1997; Li et al., 2005, 2010) and

region-based methods (Chan and Vese, 2001; Li et al., 2008a; Zhang et al., 2010b;

Akram et al., 2015a) models. Both types have strengths and limitations as discussed

below.

2.2 Edge-based active contour methods

Edge-based methods, as their name states, use image edge information as a balloon

force to evolve the curve towards the object boundaries. However, these types of

methods are unable to segment object with weak and/or blurred boundaries.

2.2.1 Snakes

In the classical energy-based snakes approach, first introduced by Kass et al. (1988),

the curve C is associated with an energy given by Eq. (2.1), where p parametrizes

the curve 0 ≤ p ≤ 1, and α, β, and λ are real positive constants. The first two

terms control the smoothness of the contours to be detected: α the “tension” and

β the “rigidity”. In turn, the third term is responsible for attracting the contour

towards the object in the image. In this approach, the curve is parametrized with

points (xi , yi) and the arc length. This method of parametrizing the curve is

known as the Lagrangian approach (common in fluid mechanics problems), which

focuses attention on material particles as they move through the flow (Panton, 2013).

Although effective in giving a continuous boundary, this approach cannot directly

deal with changes in topology. The curve points may “tangle” and “collide” as the

curve evolves. It is thus crucial that prior knowledge be obtained and a reasonable

initial curve be set such that the algorithm gives meaningful results.

E(C) = α

1∫
0

|C ′(p)|2dp+ β|C ′′(p)|2dp− λ
1∫

0

|∇I(C(p))|dp (2.1)
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2.2. Edge-based active contour methods 11

2.2.2 Geodesic active contour (GAC) model

Caselles et al. (1993, 1997) and Malladi et al. (1995) further enhanced the idea of

snakes by developing a curve evolution flow which can better accommodate the object

geometry and the changing topology as the curve evolves. The basic idea stems from

Euclidean curve shortening and the use of level-sets when evolving the curve. Let

Ω be a bounded open subset of R2 and I : [0, a] × [0, b] → R+ be a given image.

Let C(q) : I[0, 1] → R2 be a parametrized planer curve in Ω. The GAC model is

formulated by minimizing the following energy functional:

EGAC(C) =

1∫
0

g(|∇I(C(q))|)|C(q)|dq, (2.2)

where g is the edge indicator function defined as:

g(|∇I|) =
1

1 + |∇Gσ ∗ I|2
(2.3)

By applying the calculus of variations (Aubert and Kornprobst, 2010) to Eq. (2.2),

the following Euler-Lagrange equation is obtained:

Ct = g(|∇I|)κ
−→
N − (∇g.

−→
N )
−→
N , (2.4)

where κ is the curvature of the contour and
−→
N is the inward normal to the curve.

Usually, a constant velocity term α is added to increase the propagation speed.

Eq. (2.4) can be rewritten as:

Ct = g(|∇I|)(κ+ α)
−→
N − (∇g.

−→
N )
−→
N . (2.5)

The corresponding level-set formulation is as follows:

∂φ

∂t
= g|∇φ|

(
div
( ∇φ
|∇φ|

)
+ α

)
+∇g.∇φ, (2.6)

where α is the balloon force, which controls how the contour shrinks or expands.
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12 Chapter 2. Theoretical foundations

2.3 Region-based active contour methods

Region-based methods can properly segment images with weak and/or blurred

boundaries by using image statistical information. Traditional region-based methods

(Chan and Vese, 2001; Mumford and Shah, 1989) are formulated under the

assumption that images are homogeneous; therefore, they cannot segment intensity

inhomogeneous images. However, some active contour methods have lately been

proposed to segment images with intensity inhomogeneities by using image local

information. Based on the way intensity means are computed, region-based active

contour models can be further divided into two categories: global and local.

2.3.1 Global region-based models

2.3.1.1 Mumford-Shah energy model

For the image segmentation problem, Mumford and Shah (1989) proposed an active

contour method to find an optimal piecewise smooth approximation function u of

an image. Let I : Ω → R2, where u varies within each sub-region Ωi of the image

domain smoothly, and rapidly or discontinuously across the boundaries of Ωi in order

to approximate a closed curve C ⊂ Ω along the object boundary. They proposed the

following energy functional:

E
MS

= λ

∫
Ω

∣∣I(x)− u(x)
∣∣2 dx+ v

∫
Ω\C

∣∣∇u(x)
∣∣2 dx+ µL(C), x ∈ Ω (2.7)

where L(C) is the length of the curve C, and µ and v ≥ 0 are fixed parameters. The

unknown contour C and the non-convexity of the above energy functional make it

difficult to minimize it. Some alternative methods were later proposed to simplify

or modify the above functional, as described below.
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2.3. Region-based active contour methods 13

2.3.1.2 Chan-Vese model

Chan and Vese (2001) proposed an active contour method based on the Mumford

and Shah (1989) model. Let I : Ω→ R2 be an input image, φ : Ω→ R2 a level-set,

and C a closed curve corresponding to the zero level-set: C = {x ∈ Ω|φ(x) = 0}.

Figure 2.1 illustrates the above assumptions and notations regarding the level-set

function φ, which defines the evolving curve C. Let C be an evolving curve in Ω,

as the boundary of an open subset w of Ω such that, w ⊂ Ω, and C = δw. Let

us assume that inside(C) denotes the region w and outside(C) denotes the region

Ω\w. With the above assumptions, the following energy functional is defined:

E
CV

= λ1

∫
inside(C)

∣∣I(x)− c1

∣∣2dx+ λ2

∫
outside(C)

∣∣I(x)− c2

∣∣2dx
+ µ.Length(C) + v.Area

(
inside(C)

)
, x ∈ Ω (2.8)

Using the Heaviside function Hε, and the one-dimensional Dirac function δε, the

energy functional E
CV

becomes:

E
CV

= λ1

∫
Ω

∣∣I(x)− c1

∣∣2Hε(φ)dx+ λ2

∫
Ω

∣∣I(x)− c2

∣∣2(1−Hε(φ)
)
dx

+ µ

∫
Ω

∣∣∇Hε(φ)
∣∣2dx+ v

∫
Ω

Hε(φ)dx, (2.9)

where µ ≥ 0, v ≥ 0, (λ1, λ2) > 0 are fixed parameters and Hε(φ) is the regularized

version of the Heaviside function:

Hε(φ) =
1

2
+

1

π
arctan

(φ
ε

)
(2.10)

Parameter ε controls the smoothness of the Heaviside function. For ε → 0, the

Heaviside function is the ideal unit step function. Parameter µ scales the Euclidean
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Figure 2.1: Curve C={x : φ (x)=0} propagating along the normal direction N

length of the curve C in Eq. (2.9), which is used to regularize the contour. In turn,

parameter v scales the area term in Eq. (2.9), which is used to compute the area of

the region inside C. Constants c1 and c2 approximate the image intensities inside

and outside contour C, respectively. By minimizing the above energy functional with

respect to φ through steepest gradient descent (Aubert and Kornprobst, 2010), the

following gradient descent flow is obtained:

∂φ

∂t
=

(
− λ1

(
I(x)− c1

)2
+ λ2

(
I(x)− c2

)2
+ µ div

(
∇φ
|∇φ|

)
− v
)
δε(φ), (2.11)

where δε(φ) is the regularized Dirac function:

δε(φ) =
ε

π(φ2 + ε2)
(2.12)

In addition to specifying the smoothness of the Heaviside function defined in

Eq. (2.10), parameter ε also controls the width of the Dirac function. For ε→ 0, the

Dirac function is the ideal unit impulse. By minimizing Eq. (2.9) with respect to c1

and c2 while keeping φ constant, c1 and c2 are defined as:
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2.3. Region-based active contour methods 15

c1 =

∫
Ω

I(x)Hε(φ)dx∫
Ω

Hε(φ)dx
,

c2 =

∫
Ω

I(x)
(
1−Hε(φ)

)
dx∫

Ω

(
1−Hε(φ)

)
dx

(2.13)

The data fitting term −λ1(I − c1)2 + λ2(I − c2)2 in Eq. (2.11) plays a key role

in the curve evolution. Parameters λ1 and λ2 weight the first and the second terms,

respectively. In most cases, λ1 = λ2 and v = 0 when the image is smooth and the

signal-to-noise ratio is low. Parameter µ is a scale factor. If it is low enough, small

objects are likely to be extracted. Alternatively, if it is high, big objects can be

detected (Chan and Vese, 2001). Obviously, c1 and c2 in Eq. (2.13) are related to

the global properties of the image contents inside and outside curve C, respectively.

However, such a global image segmentation is not accurate if the image intensity

inside and/or outside the curve is inhomogeneous.

2.3.1.3 Active contour with selective local and global segmentation

(ACSLG)

A region-based active contour model (ACM) using a new signed pressure force (SPF)

function based on global intensity means was proposed by Zhang et al. (2010b). The

SPF function defined in (Xu et al., 2000) is in the range [1, 1]. It modulates the

sign of the pressure force inside and outside the region of interest and it is used to

shrink the contour when it is outside the object and to expand it when it is inside the

object. The mathematical formulation of the proposed SPF function is as follows:

spf(I) =


I(x)− c1+c2

2

max
(∣∣I(x)− c1+c2

2

∣∣) , I(x) 6= 0

0, I(x) = 0

x ∈ Ω, (2.14)
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16 Chapter 2. Theoretical foundations

where c1 and c2 are defined in Eq. (2.13). By replacing the edge indicator g(I) in

Eq. (2.6) with the SPF function spf(I), the following formulation is obtained:

∂φ

∂t
= g|∇φ|

(
div
( ∇φ
|∇φ|

)
+ α

)
+∇g.∇φ, (2.15)

2.3.2 Local region-based models

2.3.2.1 Region scalable fitted (RSF) model

Li et al. (2008b, 2007) proposed the RSF model by embedding local image

information in the energy functional. RSF is able to segment images with intensity

inhomogeneity. The basic idea is to introduce a Gaussian kernel function to define

the RSF energy functional as follows:

E
RSF

= λ1

∫
Ω

Kσ(x− y)
∣∣I(y)− f1(x)

∣∣2Hε(φ)dydx

+ λ2

∫
Ω

Kσ(x− y)
∣∣I(y)− f2(x)

∣∣2(1−Hε(φ)
)
dydx, (2.16)

where (λ1, λ2) > 0 are fixed parameters, I : Ω → R2 is an input image, Kσ is a

Gaussian kernel with standard deviation σ, and f1 and f2 are two smooth functions

that approximate the local image intensities inside and outside curve C, respectively.

In RSF, C ⊂ Ω can be represented by the zero level-set of a Lipschitz function

φ : Ω ⊂ R. By minimizing the energy functional E
RSF

with respect to φ, the gradient

descent flow is defined as follows:

∂φ

∂t
= −(λ1e1 − λ2e2)δε(φ), (2.17)

where e1 and e2 are defined as:
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2.3. Region-based active contour methods 17

e1(x) =

∫
Ω

Kσ(x− y)
∣∣I(y)− f1(x)

∣∣2dy,
e2(x) =

∫
Ω

Kσ(x− y)
∣∣I(y)− f2(x)

∣∣2dy (2.18)

In Eq. (2.17), parameters λ1 and λ2 weight the two integrals over the regions

inside and outside curve C, respectively, which are defined in Eq. (2.18). In most

cases, λ1 = λ2. Functions f1 and f2 are the local intensity means inside and outside

curve C, which are computed in a local neighbourhood:

f1(x) =
Kσ ∗

[
I(x)Hε(φ)

]
Kσ ∗Hε(φ)

,

f2(x) =
Kσ ∗

[
I(x)

(
1−Hε(φ)

)]
Kσ ∗

(
1−Hε(φ)

) (2.19)

Functions f1 and f2 in Eq. (2.19) represent weighted averages of image intensities

in a Gaussian window inside and outside the curve, respectively. In that way, the

RSF model can handle images with intensity inhomogeneity.

The standard deviation σ of the Gaussian kernel plays an import role in practical

applications. It behaves as a scale parameter that controls the region scalability from

the small neighbourhood to the whole image domain (Li et al., 2008b). It must be

properly chosen according to the images. A too small σ may cause an undesirable

result, whereas a too large σ will yield a high computational cost.

In order to guarantee a stable evolution of the level-set function, the distance

regularized term defined in (Li et al., 2005) is incorporated into Eq. (2.17). Moreover,

the Euclidean length term is used to regularize the zero contour of φ. Finally, the

total variational formulation is as follows:

∂φ

∂t
= γ

(
∇2φ− div

(
∇φ
|∇φ|

))
+

(
µ div

(
∇φ
|∇φ|

)
− (λ1e1 − λ2e2)

)
δε(φ), (2.20)
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18 Chapter 2. Theoretical foundations

where γ is a scaling parameter of the distance regularized energy penalization term

that controls the energy leakage and µ is a scaling parameter of the Euclidean length

of the curve.

2.3.2.2 Local image fitted (LIF) model

A local image fitting energy functional was proposed by Zhang et al. (2010a), in

which the difference between the fitted image and the original image is minimized

as follows:

E
LIF

=
1

2

∫
Ω

∣∣I(x)− I
LFI

(x)
∣∣2dx, (2.21)

where I
LFI

is the local fitted image defined as:

I
LFI

(x) = f1(x)M1 + f2(x)M2, (2.22)

where M1 = Hε(φ), M2 =
(
1−Hε(φ)

)
, and f1 and f2 are local intensity means in the

given image defined in Eq. (2.19). Hε(φ) is the regularized version of the Heaviside

function defined in Eq. (2.10). Using the calculus of variations and steepest gradient

descent (Aubert and Kornprobst, 2010), E
LIF

in Eq. (2.21) is minimized with respect

to φ to yield the corresponding gradient descent flow:

∂φ

∂t
=
(
I(x)− I

LFI
(x)
)(
f1(x)− f2(x)

)
δε(φ), (2.23)

where δε(φ) is the regularized Dirac function defined in Eq. (2.12).
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2.3. Region-based active contour methods 19

2.3.2.3 Variational level-set approach for bias correction and

segmentation (VLSBCS)

A variational level-set method for the segmentation and bias correction of images

corrupted with intensity inhomogeneity was formulated by Li et al. (2008a, 2011).

In this method, the computed bias field is ensured to be smooth exclusively through

the data term defined in the energy functional formulation. This method is based on

an image model commonly used to describe images with intensity inhomogeneity:

I(x) = b(x)J(x) + n(x), (2.24)

where I(x) is the input image with intensity inhomogeneity, J(x) is the image to

be restored without intensity inhomogeneity, b(x) is the bias field, which represents

the modulation of the restored image with the intensity inhomogeneity, and n(x)

is noise. The model assumes that the restored image J(x) is constant within each

object in the image, i.e., J(x) ≈
N∑
i=1

miMi for x ∈ Ωi, with x ∈
{

Ωi

}N
i=1

being a

sub-region of Ω.

In traditional active contour methods, the image domain Ω is assumed to be

divided into N disjoint regions, Ωi, i = 1, 2, ..., N , based on the input image

I(x). However, due to the intensity inhomogeneity caused by the bias field b(x),

the measured intensities are not separable by using traditional intensity-based

segmentation methods.

Li et al. (2008a, 2011) proposed a K-means clustering method based on the

minimization of the following objective function:

E ∼=
∫ ( N∑

i=1

∫
Ωi

Kσ(x− y)
∣∣I(y)− b(x)mi

∣∣2dy)dx, (2.25)

where b(x) is the approximated bias field and mi is the computed intensity mean in

the presence of intensity inhomogeneity for each of the phases of the two-phase active
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20 Chapter 2. Theoretical foundations

contour method (i = 1, 2). Term b(x)mi can be considered to be the approximation

of the means ci of the clusters corresponding to each of the phases of the two-phase

active contour method: ci ≈ b(x)mi.

Directly minimizing the above energy functional with the partition
{

Ωi

}N
i=1

as a

variable is not feasible. Therefore, multiple level-set functions are used to represent

a partition
{

Ωi

}N
i=1

. In the simplest case of N = 2, the image domain is partitioned

into two regions {Ω1,Ω2}. These regions are separated by the zero-level contour of a

function φ, that is, Ω1
∼= {φ > 0} and Ω2

∼= {φ < 0}. Using the Heaviside function

Hε, the energy E in Eq. (2.25) becomes:

E =

∫ ( N∑
i=1

∫
Ω

Kσ(x− y)
∣∣I(y)− b(x)mi

∣∣2Mi(φ)dy

)
dx, (2.26)

where Mi is the characteristic function of a given image based on the regularized

Heaviside function in Eq. (2.10). When the image domain is partitioned in two

regions {Ω1,Ω2}, Mi is defined as M1 = Hε(φ) and M2 =
(
1−Hε(φ)

)
. By taking the

Gateaux derivative (the first order functional derivative) (Aubert and Kornprobst,

2010) of the energy E, the following expressions for b(x) and mi are obtained:

b(x) =

2∑
i=1

Kσ ∗
[
I(x)miMi(φ)

]
2∑
i=1

Kσ ∗
[
m2
iMi(φ)

] , (2.27)

mi =

∫
Kσ ∗

[
I(x)b(x)Mi(φ)

]
dx∫

Kσ ∗
[
b2(x)Mi(φ)

]
dx

, (2.28)

For N = 4, the image is partitioned into four regions (Ω1,Ω2,Ω3,Ω4) using two

level-sets φ1 and φ2. Then, Mi is defined as M1(Φ) = Hε(φ1)Hε(φ2), M2(Φ) =

Hε(φ1)(1− Hε(φ2)), M3(Φ) = (1 − Hε(φ1))Hε(φ2) and M4(Φ) = (1 − Hε(φ1))(1 −

Hε(φ2)).
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2.3. Region-based active contour methods 21

2.3.2.4 Local statistical active contour model (LSACM)

In order to segment and correct bias in an intensity inhomogeneous image, a local

statistical active contour model was devised by Zhang et al. (2015, 2016), in which

the inhomogeneous objects are modeled as Gaussian distributions of different means

and variances. The means of the Gaussian distributions are adaptively estimated

by multiplying the bias field by the original signal within a Gaussian window. Let

I : Ω → R2 be the input image, Φ : Ω → R2 a level-set function, which yields a

closed curve C = {x ∈ Ω|Φ(x)= 0}, b(x) is the approximated bias field, mi and σi

are intensity means and variances, respectively. Φ is a function of one level-set φ for

a two-phase segmentation and Φ is a function of two level-sets (φ1, φ2) for four-phase

segmentation. Based on the above assumptions, an energy functional is defined as:

E(Φ) =

∫
Ω

Kβ(x, y)
(
log(σi) + (I(y)− b(x)mi)

2/2σ2
i

)
Mi(Φ)dx, N = 2 or N = 4

(2.29)

where Kβ(x, y) is a Gaussian kernel with a standard deviation β. For N = 2, the

energy functional in Eq. (2.29) acts as a two-phase active contour method (with one

level-set). The two characteristic terms are: M1(Φ) = Hε(φ) and M2(Φ) = (1 −

Hε(φ)). In turn, for N = 4, the energy functional in Eq. (2.29) acts as a four-phase

active contour method (with two level-sets φ1 and φ2). The four characteristic terms

are defined as: M1(Φ) = Hε(φ1)Hε(φ2), M2(Φ) = Hε(φ1)(1 − Hε(φ2)), M3(Φ) =

(1 − Hε(φ1))Hε(φ2) and M4(Φ) = (1 − Hε(φ1))(1 − Hε(φ2)). In Eq. (2.29), bias

correction b(x), intensity means mi and variance σi are defined as:

b(x) =

N∑
i=1

Kβ ∗ (IMi(Φ(x))) · mi

σ2
i

N∑
i=1

Kβ ∗Mi(Φ(x)) · m
2
i

σ2
i

(2.30)
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22 Chapter 2. Theoretical foundations

mi =

∫ (
Kβ ∗ b

)
I(x)Mi(φ(x))dx∫ (

Kβ ∗ b2
)
Mi(φ(x))dx

, (2.31)

σi =

√∫∫
Kβ(x, y)

(
I(x)− b(x)mi

)2
Mi(φ(x))dydx∫

Kβ(x, y)Mi(φ(x))dydx
(2.32)

2.4 Summary

Active contours can be categorized into edge-based and region-based methods.

Edge-based methods integrate image gradient and/or curvature information in their

energy formulation. In turn, region-based methods use image statistical information

to formulate the energy functional. Region-based methods can be further divided

into local and global models based on the way the intensity means are computed,

that is, by using local or global image information. In this chapter, the theoretical

background of the different active contour methods has been discussed to set the

basis for the following chapters.
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CHAPTER3

Active contours driven by difference of

Gaussians

3.1 Introduction

Intensity inhomogeneity is a well-known problem, which negatively affects the

segmentation accuracy of intensity-based methods. Active contours is one of the

methods used to segment images with intensity inhomogeneities. Edge-based active

contour methods can be used to segment intensity inhomogeneous objects. However,

the contours will not stop at the boundaries of objects when their edges are not

sharp.

In this chapter, an edge-based active contour method driven by the difference

of Gaussians (DoG) function is proposed in the context of intensity inhomogeneous

23
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24 Chapter 3. Active contours driven by difference of Gaussians

image segmentation. The Gaussian image difference computed by the DoG function

provides edge information of the global structure of the given image. This edge

information is used as a balloon force in the proposed energy functional to evolve

the level-set curve throughout the image structure. An energy penalizing term from

(Li et al., 2005) is used to regularize the curve and to maintain the level-set as a

signed distance function, which also removes the need for computationally expensive

re-initialization of the level set.

This work has three main contributions. First, it is able to segment the global

structure of an image unlike traditional edge-based active contours (Li et al., 2005,

2010). Second, it is able to properly segment intensity inhomogeneous images with

a low time complexity compared to local region-based methods (Li et al., 2008b;

Zhang et al., 2010a; Lankton and Tannenbaum, 2008; Akram et al., 2014). Third, it

is not sensitive to the initial position of the level-set curve.

The selection of the standard deviation parameter of the DoG smoothing kernels

is critical, specially when the image is highly affected by noise (the parameter

difference should be high). The proposed method is applied to both synthetic and

real images to show the segmentation accuracy and robustness of the method.

The rest of the chapter is organized as follows. The proposed methodology is

presented in section 3.2. Segmentation results for a qualitative comparison using both

synthetic and real brain magnetic resonance (MR) images are discussed in section 3.3.

The segmentation results are quantitatively compared with state-of-the-art methods

in section 3.4. Finally, the chapter is summarized in section 3.5.

3.2 Proposed method

In traditional active contours the curve C is represented by the zero level-set, such

that C = (x, y)|φ(x, y) = 0 of a level-set function φ(x, y). The evolution of the

level-set function φ can be written in the following general form:

∂φ

∂t
+ F |∇φ| = 0, (3.1)
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3.2. Proposed method 25

which is referred to as the level set equation (Osher and Sethian, 1988). Function

F is called the force function. For image segmentation, function F depends on the

image data and the level-set function φ.

Let I : Ω → R2 be a given image, C a curve at which the level-set function

φ(x, y) is zero, C = (x, y)|φ(x, y) = 0. The energy functional E is defined as:

E(φ) = Eint(φ) + Eext(φ), (3.2)

In traditional edge-based active contour methods (Malladi et al., 1995; Sethian,

1999; Caselles et al., 1993), it is necessary to re-initialize (reshape) the level -et as a

signed distance function during the curve evolution to properly follow and capture the

object boundaries. Therefore, it is necessary to keep the evolving level-set function

as an approximate signed distance function during the evolution, especially in a

neighbourhood around the zero level-set. It is well-known that a signed distance

function must satisfy the desirable property that |∇φ| = 1. An energy term P (φ)

is proposed in (Li et al., 2005) as a metric to characterize a function φ to a signed

distance function in Ω ∈ R2, which helps to penalize the deviation of φ from a signed

distance function during its evolution. The internal energy Eint(φ) is defined as:

Eint(φ) = α

∫
Ω

1

2
(|∇φ| − 1)2dxdy, (3.3)

where α is the scaling parameter of Eint, which penalizes the energy leakage. In

Eq. (3.2), Eext is the external energy of a function φ, which is defined as follows:

Eext(φ) = µL(φ) + vAΓ(φ), (3.4)

where µ > 0 and v are constants, and the terms L(φ) and AΓ(φ) are defined as:

L(φ) =

∫
Ω

δε(φ)|∇(φ)|dxdy, (3.5)

AΓ(φ) =

∫
Ω

Γσ1,σ2Hε(−φ)dxdy, (3.6)
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26 Chapter 3. Active contours driven by difference of Gaussians

where Γσ1,σ2 is the difference of Gaussian function, which is used to replace a

traditional edge indicator function. In Eqs. (3.5) and. (3.6), δε(φ) and Hε(φ) are the

smooth versions of the Dirac and Heaviside functions, which are defined in Eqs. (2.12)

and. (2.10), respectively.

In this chapter, a level-set method based on the difference of Gaussian (DoG)

is proposed. A DoG function, which is equivalent to the Mexican Hat function,

is a feature enhancement tool that involves the subtraction of a blurred version of

an original image from another, less blurred version of the original. As a feature

enhancement algorithm, the difference of Gaussian functions can be utilized to

increase the visibility of edges and other details present in a digital image. The

difference of Gaussian algorithm removes high frequency detail that often includes

random noise, thus rendering this approach one of the most suitable for processing

images with a high degree of noise. A major drawback of the application of this

algorithm is an inherent reduction of the overall image contrast produced by the

operation. In this work, it is employed as an edge-detector, which works as a balloon

force in the external term of the proposed energy formulation during the level-set

curve evolution. Let I : Ω → R2 be an input image. The DoG function Γσ1,σ2(x) is

then defined as:

Γσ1,σ2(x) = I(x) ∗ 1

σ1

√
2π

exp
(
− x2

2σ2
1

)
− I(x) ∗ 1

σ2

√
2π

exp
(
− x2

2σ2
2

)
, (3.7)

where σ1 and σ2 are the standard deviations of the first and second Gaussian kernels,

respectively, where σ1 < σ2.

Figure 3.1 shows a 1D difference of Gaussian (DoG) function. It shows that

the DoG function is zero when the slopes of both Gaussian functions intersect

with each other. It helps to extract edges even when the images contain intensity

inhomogeneous objects.

Finally, from Eq. (3.2), the proposed energy functional, which uses the difference
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Figure 3.1: 1D difference of Gaussian (DoG) function.

of Gaussian (DoG) function Γσ1,σ2(x) to extract edge information, is defined as:

E(φ) = v

∫
Ω

Γσ1,σ2(x)Hε(−φ)dx+ µ

∫
Ω

|∇Hε(φ)|dx

+ α

∫
Ω

1

2

(
|∇φ| − 1

)2
dx, (3.8)

In the above equation, the first term detects the edges using the DoG function.

The second term regularizes the region and the third term penalizes the energy

leakage. The first variation of the Gateaux derivative (Evans, 1998) of the functional

E is denoted by ∂E
∂φ

, which has the following relationship with the evolution equation:

∂φ

∂t
= −∂E

∂φ
, (3.9)

The above equation is the gradient descent flow that minimizes the energy

functional E. For a particular functional E(φ) explicitly defined in terms of φ,

the Gateaux derivative can be computed and expressed in terms of function φ and

its derivatives (Evans, 1998).

By calculus of variations (Evans, 1998), the Gateaux derivative (first variation)
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28 Chapter 3. Active contours driven by difference of Gaussians

of the functional E in Eq. (3.8) can be written as:

∂E

∂φ
= −

(
vΓσ1,σ2 + µ div

( ∇φ
|∇φ|

))
δε(φ) + α

[
∆φ− div

( ∇φ
|∇φ|

)]
, (3.10)

where ∇ is the Laplacian operator. Therefore, the function φ that minimizes this

functional satisfies the Euler-Lagrange equation −∂E
∂φ

= 0. The steepest descent

process for minimization of the functional E yields the following gradient flow:

∂φ

∂t
=
(
vΓσ1,σ2 + µ div

( ∇φ
|∇φ|

))
δε(φ) + α

[
∆φ− div

( ∇φ
|∇φ|

)]
, (3.11)

In this chapter, the spatial partial derivatives ∂φ
∂x

and ∂φ
∂y

are approximated by the

central difference. The approximation of Eq. (3.11) using a central difference scheme

can be written as:

φk+1
i,j − φki,j

τ
= ξ(φki,j) (3.12)

where ξ(φki,j) is the approximation of the right hand side in Eq. (3.11) by the above

difference scheme. The difference equation in (3.12) can be expressed as the following

iteration:

φk+1
i,j = φki,j + τξ(φki,j) (3.13)

where τ is the time step used in the above numerical implementations. There is

a close relation between the time step and the scaling parameter of the energy

penalization term i.e., τ × α ≤ 0.2.

In level-set methods, it is essential to initialize the level-set function φ as a signed

distance function (SDF) φ0. If the initial level-set function is significantly different

from the SDF, re-initialization schemes are unable to re-initialize the function to

the SDF. In the proposed formulation, not only is the re-initialization procedure

completely eliminated, but the level-set function φ no longer needs to be initialized

as an SDF. The initial level-set function φ0 is defined as:
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3.2. Proposed method 29

φ(x, t = 0) =


−ρ, x ∈ Ω0 − ∂Ω0

0, x ∈ ∂Ω0

ρ, x ∈ Ω− Ω0

(3.14)

In Eq. (3.14), ρ > 0 is a constant (ρ = 1 in this work) and t = 0 define the initial

condition of the level-set function φ0 = φ(x, t = 0). Ω0 is the inner region of the

initial level-set φ0, Ω is the image domain and ∂Ω0 the boundary of level set φ.
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Figure 3.2: DoG of the middle slice of the flower image. (a) Original image, (b) Gaussian
regularized image (σ = 2), (c) Gaussian regularized image (σ = 3), (d) Difference of Gaussian
regularized images (DoG), and (e) middle profile comparison of (b)-(d).

Figure 3.2 shows a one-dimensional (1D) profile from the middle column of the

difference of Gaussian regularized image shown in figure 3.2(d). Figure 3.2(b) and (c)
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30 Chapter 3. Active contours driven by difference of Gaussians

are Gaussian regularized images, which are subtracted to produce the DoG based

edge profile of the given image, as shown in figure 3.2(d). Figure 3.2(e) shows a

middle profile comparison between figure 3.2(b)-(d). It shows that when there is an

intersection between the 1D middle profile of figure 3.2(b) and (c), then the edge is

detected (a transition from high to low or vice versa), which is shown with the red

line in Figure 3.2(e).

3.3 Results

In this section, segmentation results using both synthetic and real images are

discussed. The proposed method is implemented using MATLAB and run on a

3.4 GHz Intel Core-i7 with 16 GB of RAM, testing it on both synthetic images and

real brain magnetic resonance (MR) images of 250× 250 pixels with 256 grey levels

(8bpp). The parameters used in all experiments in this section are: µ = 0.001×

2552, v = −40, σ1 = 1, σ2 = 2, α = 1.0, ε = 1 and the time step τ = 0.1.

Figure 3.3 shows segmentation results of different state-of-the-art methods using

a flower image with different contrast variations until the flower object becomes

inhomogeneous with respect to the image background. It shows that the DRLS

method is able to properly segment images in the first four rows, but it is unable to

segment the image in the last column. In turn, the CV method is able to properly

segment the images in the first two rows and fails to properly segment the remaining

images. Although the RSF method is able to segment objects in all images, the

petals of the flowers in the images of the last two rows are not properly segmented.

In turn, the qualitative comparison shows that the proposed method yields the best

segmentation result for all the objects.

Table 3.1 shows a CPU time comparison among the evaluated methods tested in

figure 3.3. For the images in the first and second rows, the CV method is the fastest

among all segmentation algorithms. In turn, the proposed method is the fastest for

the images in the last three rows.

Figure 3.4 shows that the DLSR method could segment the first three images
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(a) (b) (c) (d) (e)

Figure 3.3: Segmentation of a flower object using different contrast variations (from homogeneous
to inhomogeneous). (a) Initial contour, (b) DRLS, (c) CV, (d) RSF, (e) Proposed method.

properly. The CV method could not properly segment the objects in all of the

images. The RSF method could segment the first two images and the last properly.

However, in the last image, the final contour has missed some details of the small

objects enclosed in the main object. Moreover, some details of the big object in

the right corner are also missed. In turn, the proposed method yielded the best

segmentation results for all of the images.

Table 3.2 shows a CPU time comparison among the evaluated methods tested

in figure 3.4. It shows that the CV method is the fastest among all segmentation

algorithms for the images in the first and the last rows. For the second and fourth

images, the proposed method is the fastest. In turn, for the image in the third row,

the DRLS method is the fastest.
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32 Chapter 3. Active contours driven by difference of Gaussians

Table 3.1: CPU time comparison among the state-of-the-art methods shown in figure 3.3.

Row
number

DRLS CV RSF Proposed

Iterations
CPU

time (s)
Iterations

CPU
time (s)

Iterations
CPU

time (s)
Iterations

CPU
time (s)

1 500 5.45 20 0.80 200 6.81 140 1.44
2 500 4.79 20 0.81 250 8.45 140 1.38
3 500 4.83 1500 12.61 300 10.38 140 1.40
4 1300 13.66 1200 10.09 300 9.81 140 1.39
5 900 8.77 2500 20.30 550 17.38 200 1.97

(a) (b) (c) (d) (e)

Figure 3.4: Image segmentation with different types of intensity inhomogeneity (from
homogeneous to inhomogeneous). (a) Initial contour, (b) DRLS, (c) CV, (d) RSF, and (e) Proposed
method.

Figure 3.5 shows that only the proposed method and LGFIM (Akram et al.,

2017) are able to accurately segment all of the intensity inhomogeneous objects. LIF

and LSACM are also able to segment all the objects. However, for both methods,

the level-set curve around the boundaries of the objects is not quite smooth, which
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Table 3.2: CPU time comparison among the state-of-the-art methods shown in figure 3.4.

Row
number

DRLS CV RSF Proposed

Iterations
CPU

time (s)
Iterations

CPU
time (s)

Iterations
CPU

time (s)
Iterations

CPU
time (s)

1 400 4.83 20 0.88 100 3.81 240 2.87
2 200 2.28 500 4.77 200 3.59 80 1.08
3 200 2.16 500 4.97 300 6.31 400 3.73
4 1100 13.3 500 4.83 500 10.64 350 3.59
5 1200 22.78 500 5.42 300 6.44 350 5.73

(a) (b) (c) (d) (e) (f)

Figure 3.5: Image segmentation with different types of intensity inhomogeneity (from
homogeneous to inhomogeneous). (a) Initial contour, (b) LIF, (c) VLSBCS, (d) LSACM, (e)
LGFIM, and (f) Proposed method.

results in information loss. In turn, the VLSBCS method is able to properly segment

the images in the first two rows and fails in the last three rows.

Table 3.3 shows a CPU time comparison between the evaluated local active

contour methods shown in figure 3.5. For all images, the proposed method yields

the lowest CPU time.

In figure 3.6, two images with and without noise are used to show the

segmentation capability of the proposed method in the presence of noise. The
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(a) (b) (c) (d)

Figure 3.6: Segmentation results of real and noisy images using the proposed method. (a) and
(c) Initial contour, (b) and (d) Final contour.

Table 3.3: CPU time comparison with the local active contour methods shown in figure 3.5.

Row
number

LIF VLSBCS LSACM LGFIM Proposed

Iterations
CPU

time (s)
Iterations

CPU
time (s)

Iterations
CPU

time (s)
Iterations

CPU
time (s)

Iterations
CPU

time (s)
1 400 5.45 20 1.71 40 24.69 20 1.58 140 1.44
2 450 5.97 30 2.21 40 25.55 30 2.19 140 1.38
3 600 7.56 30 2.27 50 32.05 70 4.12 140 1.40
4 2000 57.38 100 5.87 60 38.69 90 5.09 140 1.39
5 2000 55.91 100 6.31 80 50.72 100 5.78 200 1.97
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(a) (b) (c) (d) (e)

Figure 3.7: Effects of initial contour on final segmentation. (a) Initial contour, (b) DRLS, (c)
CV, (d) RSF, and (e) Proposed method.

proposed method is not affected by the presence of noise. It is able to properly

segment the object both with and without background noise.

Figure 3.7 shows the impact of the position of the initial contour on the evaluated

methods. The segmentation results produced by the proposed method are not

affected by the initial position of the contour, unlike the other evaluated methods,

which are sensitive to the initial contour.

Figures 3.8 and 3.9 show the brain MR image segmentation problem using the

evaluated methods. The proposed method yields the best segmentation. Figure 3.8

shows that RSF and the proposed method are able to segment the detailed

anatomical structure of the brain region, whereas the remaining methods fail to

do so. In figure 3.9, RSF, CV and the proposed method are able to segment the

detailed structure of the brain. In turn, the DRLS method fails to do so.
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(a) (b) (c) (d) (e)

Figure 3.8: Brain MR image segmentation comparison with the state-of-the-art. (a) Initial
contour, (b) DRLS, (c) CV, (d) RSF, (e) Proposed method.

3.4 Quantitative analysis

In this section, the proposed method is quantitatively compared with the alternative

state-of-the-art methods. Several metrics are used to evaluate the binary

segmentation of a structure in an image. Let G be the ground truth of the region

of interest and S the segmented region in the given image I : Ω → R2. The true

positive (TP ) set is defined as TP = G∩S, which is the set of the segmented region

common in both G and S. The true negative (TN) set is defined as TN = G ∩ S,

which is the set of image background common in both G and S. Similarly, the false

positive (FP ) set is defined as FP = G ∩ S, which is the false object segmented as

region of interest not belonging to set G. In turn, the false negative (FN) is defined

as FN = G ∩ S, which is the region of interest missed by the proposed method

during the segmentation process.
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(a) (b) (c) (d) (e)

Figure 3.9: Brain MR image segmentation comparison with the state-of-the-art. (a) Initial
contour, (b) DRLS, (c) CV, (d) RSF, (e) Proposed method.

From the above subsets, different similarity metrics are computed. In particular,

the Jaccard index (JI) (Jaccard, 1912), the Dice similarity coefficient (DSC)

(Dice, 1945) and the Matthews correlation coefficient (MCC) (Matthews, 1975) are

frequently used in set comparison, that is, to compute the segmentation accuracy

when the ground truth of the region of interest is available. In this chapter, the

three set similarity metrics (JI, DSC and MCC) are computed for the quantitative

analysis. They are defined as:

JI =
TP

TP + FP + FN
, DSC =

TP
1
2
(TP + FN + TP + FP )

,

MCC =
(TP × TN)− (FP × FN)√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(3.15)

For the maximum segmentation accuracy, the values of JI, DSC and MCC should
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Figure 3.10: Accuracy plot for Fig. 3.3 and 3.4 using the Matthews correlation coefficient. (a)
Box plot of Fig. 3.3. (b) Box plot of Fig. 3.4.

be close to 1 (ideally 1). The Hausdorff distance (HD) (Huttenlocher et al., 1993) is

another similarity metric, which is used to compute the accuracy between two sets.

It provides a symmetric distance measure of the maximal discrepancy between two

labelled contours and is defined as:
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Figure 3.11: Accuracy plot for Fig. 3.3 and 3.4 using the Haursdorff distance. (a) Box plot of
Fig. 3.3. (b) Box plot of Fig. 3.4.

HD(G,S) = max
(

max
g∈G

(
min
s∈S

d(g, s)
)
, max
s∈S

(
min
g∈G

d(g, s)
))

(3.16)

where G and S are the ground truth and computed contours, respectively, and d(g, s)

denotes the Euclidean distance. For the maximum segmentation accuracy, the HD
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value should be close to 0 (ideally 0).

Figure 3.10 shows the segmentation accuracy comparison using the Matthews

correlation coefficient (MCC) from figures 3.3 and 3.4 in a box plot. The proposed

method yields the best segmentation results for both figures 3.3 and 3.4. However,

in figure 3.3, RSF yields a similar result compared to the proposed method.

Figure 3.11 shows the segmentation accuracy comparison using the Hausdorff

distance (HD) from figure 3.3 and 3.4 in a box plot. It shows that the proposed

method yields the smallest HD value for both figures 3.3 and 3.4. Therefore, it

yields the best segmentation results.

Table 3.4: Segmentation accuracy analysis comparison using the Jaccard index and Dice similarity
coefficient similarity metrics.

Figure
Jaccard index (JI) Dice similarity coefficient (DSC)

DRLS CV RSF Proposed DRLS CV RSF Proposed

4
0.965
±0.007

0.918
±0.023

0.97
±0.001

0.974
±0.002

0.982
±0.004

0.957
±0.012

0.985
±0

0.987
±0.001

5
0.775
±0.169

0.612
±0.145

0.655
±0.172

0.943
±0.016

0.814
±0.157

0.715
±0.125

0.731
±0.147

0.971
±0.009

Table 3.4 shows the segmentation accuracy comparison of the proposed method

with the state-of-the-art using the JI and DSC similarity metrics. Both the mean and

standard deviation (mean error) of the evaluated metrics are considered in the result

compilation. For figure 3.3, both the proposed method and RSF yield similar values

for both JI and DSC. In turn, the proposed method yields the best segmentation

result for figure 3.4.

This section also shows segmentation results using 2D brain MR images from a

public database of 20 brain anatomical models (Aubert-Broche, 2006). All images

have 250×250 pixels and 8 bits per pixel. As a practical application, brain MR images

are segmented into white matter (WM) and gray matter (GM) regions, which can

be helpful to psychologists to pinpoint psychological diseases and to surgeons during

brain surgery.

In order to partition a brain MR image into WM and GM regions, the

segmentation result is split into two regions based on two phases: φ > 0 and φ < 0.

The WM and GM regions represent the brain region, which is the region of interest,

while the regions outside the brain (e.g., skull, fat and vacuum) can be taken as
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Figure 3.12: WM and GM regions computed with the proposed method and their respective
ground truths. (a) Initial contour, (b) Final contour, (c) Brain mask, (d) Masked contour, (e)
Computed WM, (f) Computed GM, (g) WM ground truth, and (h) GM ground truth.

irrelevant regions. Therefore, we manually extracted the brain area to segment

the WM and GM regions, removing the other irrelevant regions out of second row,

the third and fourth images show the ground truths of the WM and GM regions,

respectively.

Figure 3.12 shows the accuracy analysis of the region of interest in the brain MR

images. A total of 100 2D slices from 20 brain anatomical models (Aubert-Broche,

2006) were used. Five 2D slices from every patient were considered. The WM

and GM regions for all methods were computed as depicted in figure 3.12. The

segmentation accuracy corresponding to the WM and GM regions presented in

figure 3.13 was obtained using percentage accuracy in terms of Jaccard index from

(3.15).

Table 3.5: Segmentation accuracy of WM and GM regions (in terms of Jaccard index×100) using
VLSBCS, LSACM and proposed methods.

Regions VLSBCS LSACM Proposed
WM 87.32 ± 1.60 53.82 ± 1.01 91.28 ± 0.33
GM 66.04 ± 2.16 71.63 ± 1.53 72.89 ± 0.88

Figure 3.13 and Table 3.5 show that the proposed method yields the best
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Figure 3.13: Segmentation accuracy analysis of (a) WM, and (b) GM regions using two-phase
active contours.

segmentation accuracy in most cases for both the WM and GM regions.

3.5 Summary

In this chapter, a level-set method is proposed based on the use of a difference of

Gaussians (DoG) function as an edge indicator in its formulation. The DoG function
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utilizes differences of two smooth images to extract edge information in an image.

The proposed method uses this edge information as a balloon force to evolve the

level-set curve. A Gaussian kernel is also used to regularize the level-set after each

time step, which also removes the computationally expensive re-initialization step.

The inclusion of the DoG function in the level-set formulation acts like a global

edge extractor and is able to segment all the regions in an image. Moreover, it is

also able to properly segment images with intensity inhomogeneity. The experimental

results show that the proposed method yields the best segmentation results using

both synthetic and real images as compared to the alternative state-of-the-art

methods that have been evaluated.
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CHAPTER4

Image segmentation using active contours

driven by bias fitted image robust to

intensity inhomogeneity

4.1 Introduction

Intensity inhomogeneity is one of the well-known problems in image segmentation,

which can substantially reduce the accuracy of intensity based segmentation

methods. It manifests as a smooth intensity variation across the image that

complicates the segmentation of the objects contained in it.

The techniques that aim to avoid intensity inhomogeneity in the image acquisition

process are known as prospective methods. They are only capable of correcting

45
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intensity inhomogeneity caused by the imaging device, not being able to segment

the objects affected by intensity inhomogeneity.

On the other hand, techniques that can correct an image and also segment

the objects affected by intensity inhomogeneity are called retrospective methods.

Retrospective methods are further classified according to the image segmentation

method they apply into: filtering methods (Lewis and Fox, 2004), surface fitting

methods (Vokurka et al., 1999), histogram-based methods (Vovk et al., 2006), and

active contours (Li et al., 2008a, 2011; Zhang et al., 2015, 2016). Segmentation-based

methods (Li et al., 2011; Zhang et al., 2016) are the most versatile, since they unify

segmentation and bias correction in a single framework.

Active contours are retrospective methods suitable for both image segmentation

and bias correction (Li et al., 2011; Zhang et al., 2016). The first active contour

method was proposed by Kass et al. (1988) in order to segment an image by

evolving a curve towards the boundaries of an object contained in the image. An

energy functional is first defined by using image statistics, curvature and gradient

information. The curve is evolved by minimizing that energy functional. Active

contour methods can be categorized into edge-based (Kass et al., 1988; Caselles

et al., 1997) and region-based (Mumford and Shah, 1989; Chan and Vese, 2001)

methods.

Edge-based active contour methods typically use image gradient information to

define an inflating balloon force that is used in the curve evolution process (Caselles

et al., 1997). However, they are unable to segment images with intense noise and

weak edges. Alternatively, region-based active contour methods use statistical and

curvature information from the image in the formulation of the energy functional.

Mumford and Shah (1989) devised a global region-based active contour method

by assuming image homogeneity. Thus, traditional active contour methods based

on Mumford and Shah (1989) model, such as the active contours without edges

(ACWE) method (Chan and Vese, 2001), cannot segment images with intensity

inhomogeneity.

A region-based active contour model in the context of intensity inhomogeneous
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image segmentation was proposed by Li et al. (2008b). A Gaussian kernel is used to

compute local intensity means. This model is able to segment images with intensity

inhomogeneity, which overcomes the limitation of piecewise constant models (Chan

and Vese, 2001). However, it is unable to correct intensity inhomogeneous objects.

Moreover, this method is sensitive to the position of the initial contour.

A variational level-set approach for bias correction and segmentation (VLSBCS)

for images corrupted with intensity inhomogeneity was proposed by Li et al. (2008a,

2011). The computed bias field is intrinsically ensured to be smooth by the data

term in the variational formulation, without any additional effect to maintain the

smoothness of the bias field. A local statistical active contour model (LSACM)

for image segmentation in the presence of intensity inhomogeneity was proposed

by Zhang et al. (2015, 2016). In this work, the inhomogeneous objects are

modelled as Gaussian distributions of different means and variances. A statistical

energy functional is then defined for each local region, which combines the bias

field, the level-set function, and the constant approximating the true signal of the

corresponding object. Both methods are able to segment and correct intensity

inhomogeneous images. However, they are also sensitive to the initial position of

the contours and have a high computational complexity.

In this chapter, a novel region-based active contour model is proposed by

introducing a phase stretch transform (PST) kernel in the energy functional. The

proposed method is formulated to both correct and segment intensity inhomogeneous

regions. The response of the PST kernel also behaves as a smooth intensity variation,

which is a good model to approximate the bias field. New image intensity means

and bias terms are computed after the integration of the PST kernel, which improves

both the segmentation and bias correction results. A bias signed pressure force

(bSPF) function is also proposed to stabilize the gradient descent solution. Both

qualitative and quantitative comparisons with the state-of-the-art methods show

that the proposed method yields better results.

The rest of the chapter is organized as follows. The proposed methodology is

presented in section 4.2. Segmentation results are compared with the state-of-the-art
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methods both qualitatively and quantitatively in section 4.3. Finally, the chapter is

summarized in section 4.4.

4.2 Proposed method

Generally, it is assumed that an intensity inhomogeneity is a smooth spatially

varying function that alters image intensities that otherwise would be constant

for a same object regardless its position in an image. In its simplest form, the

model assumes that intensity inhomogeneity is multiplicative or additive, that is,

the intensity inhomogeneity field multiplies or adds to the image intensities. In this

work, a multiplicative model has been considered for the bias field estimation. Let

I : Ω→ R2 be the input image with intensity inhomogeneity, J(x) the restored image

without intensity inhomogeneity, b(x) the bias field approximated with a Gaussian

distribution, and n(x) additive noise. A given image I can then be approximated by

using the following definition:

I(x) = b(x)J(x) + n(x), (4.1)

If mi are intensity means computed for the piecewise regions
{

Ωi

}N
i=1

and Mi

is the characteristic function of every region, then J is constituted by i piecewise

components, J = m1M1 + m2M2 + .....miMi. In order to segment intensity

inhomogeneous images, the following energy functional EPST is defined:

EPST (φ) = λEbFI(φ) + vA(φ), (4.2)

where λ and v are scaling constants. A(φ) is the area term that smoothes the level-set

curve to speed up the curve evolution. It is defined as:

A(φ) =

∫
Ω

Hε(−φ)dxdy, (4.3)
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where Hε(φ) is the regularized version of the Heaviside function, which is defined

in Eq. (2.10). In Eq. (4.2), EbFI is the proposed energy function based on a biased

fitted image, which is defined as:

EbFI(φ) =
1

2

∫
Ω

∣∣I(x)− IbFI(x)
∣∣2dx, (4.4)

where IbFI is the bias fitted image defined as:

IbFI(x) = b(x)
(
m1M1(φ) +m2M2(φ)

)
, x ∈ Ω (4.5)

where m1, m2 are the local intensity means and b(x) is the bias field, which are

defined as:

b(x) =

2∑
i=1

Kξ ∗
[
I(x)miMi(φ)

]
2∑
i=1

Kξ ∗
[
m2
iMi(φ)

] , (4.6)

mi =

∫
Kξ ∗

[
I(x)b(x)Mi(φ)

]
dx∫

Kξ ∗
[
b2(x)Mi(φ)

]
dx

, (4.7)

where Mi is the characteristic function of a given image based on the regularized

Heaviside function in Eq. (2.10). When the image domain is partitioned in two

regions {Ω1,Ω2}, Mi is defined as M1 = Hε(φ) and M2 =
(
1−Hε(φ)

)
. Parameter ξ

is the phase stretch transform (PST) kernel proposed by Asghari and Jalali (2015).

Let I(x, y) : Ω→ R2 be an input image in the Cartesian plane with two dimensional

spatial variables x and y. The frequency response of the PST kernel ξ(u, v), with u

and v being the two dimensional frequency variables, is then defined as:

ξ(u, v) = ξpolar(r, θ) = ξpolar(r) =
S.W.r. tan−1 (W.r)− 1

2
log
(
1 + (W.r)2

)
W.rmax. tan−1 (W.rmax)− 1

2
log
(
1 + (W.rmax)2

)
(4.8)

where r =
√
u2 + v2, θ = tan−1(u/v) and tan−1(.) is the inverse tangent function,

log(.) is the natural logarithm and rmax is the maximum frequency from r. S and
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W are real-valued numbers related to the strength (S) and warp (W ) of the phase

profile applied to the image, respectively.

In traditional retrospective active contour methods, a Gaussian kernel is used to

approximate the bias field to correct the intensity inhomogeneity. Asghari and Jalali

(2015) proposed an edge-detection method based on the phase stretch transform

(PST). They proposed a new kernel called phase stretch transform (PST) in the

polar domain to regularize an image and detect its edges. In this work, the Gaussian

kernel from the traditional retrospective active contour method is replaced with a

PST kernel to redefine the bias field and the intensity means as shown in Eqs. (4.6)

and (4.7).
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Figure 4.1: Different kernels used to compute the bias field over the image. (a) Gaussian kernel,
and (b) PST kernel.

Figure 4.1 shows a visual comparison between the Gaussian and PST kernels. The

sharpness of the PST kernel response is dependent on the warp (W ) and strength (S)

parameters. If W > 100 and S <= 1, the PST kernel will yield a sharp distribution.

Figure 4.1(b) shows that the PST kernel has sharper top, which plays an important

role in successfully detecting edges.

Using the calculus of variations and steepest gradient descent (Aubert and

Kornprobst, 2010), EPST in Eq. (4.2) is minimized with respect to φ to yield the

corresponding gradient descent flow:
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∂φ

∂t
=
(
λ.b(x)

(
I(x)− IbFI(x)

)(
m1 −m2

)
− v
)
δε(φ), (4.9)

where δε(φ) is the smooth version of the Dirac function, which is defined in Eq. (2.12).

Parameter b(x) is the bias field defined in Eq. (4.6), and {m1,m2} are local

intensity means defined in Eq. (4.7). The above gradient descent flow is not

stable around object boundaries. Moreover, it does not yield proper segmentation

when the boundaries between inhomogeneous objects and the background are

undistinguishable. (I− IbFI)(m1−m2) generates large values that cross a maximum

threshold resulting in an unstable contour. Therefore, (I−IbFI) is replaced by a new

biased signed pressure force (bSPF) function, which normalizes values to [−1, 1] in

order to obtain a smooth version of the gradient descent flow:

∂φ

∂t
=
(
λ.bSPF (I)(m1 −m2)− v

)
δε(φ), (4.10)

where the proposed biased SPF function is defined as:

bSPF (I) =


I(x)−IbFI(x)

max
(∣∣I(x)−IbFI(x)

∣∣) , I(x) 6= 0

0, I(x) = 0

(4.11)

In level-set methods, it is essential to initialize the level-set function φ as a

signed distance function (SDF) φ0. In the proposed formulation, not only is the

re-initialization procedure completely eliminated, but the level-set function φ no

longer needs to be initialized as an SDF. The initial level-set function φ0 is defined

as:

φ(x, t = 0) =


−ρ, x ∈ Ω0 − ∂Ω0

0, x ∈ ∂Ω0

ρ, x ∈ Ω− Ω0

(4.12)

where ρ > 0 is a constant (ρ = 1 in this work) and t = 0 defines the initial condition
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of the level-set function φ0 = φ(x, t = 0). Ω0 is the inner region of the initial level-set

φ0, Ω is the image domain and ∂Ω0 is the boundary of level-set φ.

Finally, A Gaussian kernel Gγ regularizes the level-set function φ to remove the

need for re-initialization, φ = Gγ ∗ φ, where γ is the standard deviation of the

regularizing Gaussian kernel.

4.3 Results

In this section, segmentation results using both synthetic and real images are

discussed. The proposed method has been implemented using MATLAB and run

on a 3.4 GHz Intel Core-i7 with 16 GB of RAM, testing it on both synthetic images

and real brain magnetic resonance (MR) images of 100 × 100 pixels with 256 grey

levels (8bpp). The parameters used in all experiments in this section are: λ = 25,

v = 3, γ = 1, W = 100, S = 1, ε = 1 and time step τ = 1.

Figure 4.2 shows both intensity inhomogeneous image correction and

segmentation results of the proposed method using different synthetic images. It

shows that it is able to properly segment and correct the intensity inhomogeneous

regions.

Figure 4.3 shows segmentation results of different state-of-the-art methods using

a flower image with different contrast variations until the flower object becomes

inhomogeneous with respect to the image background. It shows that the LSACM

method is able to properly segment the images in the first three rows. However, it is

unable to properly segment the images in the last two rows. In turn, the VLSBCS

method is able to properly segment the images in the first two rows and fails to

properly segment the remaining images. The qualitative comparison shows that the

proposed method yields the best segmentation results for all the objects.

In figure 4.4, the segmentation and bias correction results using the proposed

method (third row) are compared with the ones computed with VLSBCS by Li et al.

(2008a, 2011) (first row) and LSACM by Zhang et al. (2015, 2016) (second row)

using real brain MR images as a practical application. The proposed method can
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Figure 4.2: Segmentation flower object using different contrast variations (from homogeneous to
inhomogeneous). (a) Initial contour, (b) Final contour, (c) Bias field, and (d) Corrected image.

segment more detailed regions than the other methods. Moreover, the bias-corrected

image using the proposed method has more details than the ones computed with the

other methods, as highlighted by the red circles.

In figure 4.5, the segmentation results and bias correction using the proposed
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Figure 4.3: Segmentation flower object using different contrast variations (from homogeneous to
inhomogeneous). (a) Initial contour, (b) Proposed method, (c) VLSBCS, and (d) LSACM.

method (third row) are compared with the ones computed with VLSBCS by Li et al.

(2008a, 2011) (first row) and LSACM by Zhang et al. (2015, 2016) (second row) using

real brain MR images. The results show that the proposed method can segment more

detailed regions than the other methods. In turn, the bias-corrected image using the

proposed method has similar details compared to the state-of-the-art methods.

Table 4.1 shows a CPU time comparison between the evaluated retrospective

active contour methods shown in figure 4.3. For all images, the proposed method

yields the lowest CPU time.

In this chapter, the proposed method is also quantitatively compared with the
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Figure 4.4: Segmentation flower object using different contrast variations (from homogeneous to
inhomogeneous). (a) Initial contour, (b) Final contour, (c) Bias field, and (d) Corrected image.
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Figure 4.5: Segmentation flower object using different contrast variations (from homogeneous to
inhomogeneous). (a) Initial contour, (b) Final contour, (c) Bias field, and (d) Corrected image.

discussed state-of-the-art methods. Several similarity metrics are used to evaluate

the binary segmentation of a structure in an image. Let G be the ground truth of the

region of interest and S the segmented region in the given image I : Ω → R2. The
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Table 4.1: CPU time comparison with the state-of-the-art.

Row
VLSBCS LSACM Proposed

Iterations
CPU

time (s)
Iterations

CPU
time(s)

Iterations
CPU

time (s)
1 20 2 50 17.703 10 1.875
2 20 2.016 60 20.672 10 1.859
3 100 6.172 60 20.922 10 2.172
4 100 6.234 150 91.703 15 1.984
5 140 8.141 150 91.797 20 2.359

true positive (TP ) set is defined as TP = G∩S, which is the set of segmented region

common in both G and S. The true negative (TN) set is defined as TN = G ∩ S,

which is the set of image background common in both G and S. Similarly, the false

positive (FP ) set is defined as FP = G ∩ S, which is the false object segmented as

region of interest not belonging to set G. In turn, the false negative (FN) is defined

as FN = G ∩ S, which is the region of interest missed by the proposed method

during the segmentation process.

From the above subsets, two similarity metrics are computed: the Jaccard index

(JI) (Jaccard, 1912) and the Dice similarity coefficient (DSC) (Dice, 1945). They are

frequently used in set comparison, that is, to compute the segmentation accuracy

when the ground truth of the region of interest is available. They are defined as:

JI =
TP

TP + FP + FN
, DSC =

TP
1
2
(TP + FN + TP + FP )

, (4.13)

For the maximum segmentation accuracy, the values of JI and DSC should be

close to 1 (ideally 1). The Hausdorff distance (HD) Huttenlocher et al. (1993) is

another similarity metric used to compute the accuracy between two sets. It provides

a symmetric distance measure of the maximal discrepancy between two labelled

contours and is defined as:

HD(G,S) = max
(

max
g∈G

(
min
s∈S

d(g, s)
)
, max
s∈S

(
min
g∈G

d(g, s)
))

(4.14)

where G and S are the ground truth and computed contours, and d(g, s) denotes the

Euclidean distance. For the maximum segmentation accuracy, the HD value should

be close to 0 (ideally 0).
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Table 4.2: Segmentation accuracy comparison using different similarity metrics.

Jaccard index (JI) Dice similarity coefficient (DSC) Haursdorff distance (HD)
VLSBCS LSACM Proposed VLSBCS LSACM Proposed VLSBCS LSACM Proposed

0.758
±0.90

0.944
±0.008

0.968
±0.004

0.851
±0.057

0.971
±0.004

0.984
±0.002

3.935
±0.728

2.917
±0.151

2.416
±0.202

Table 4.2 shows the segmentation accuracy comparison of the proposed method

with the state-of-the-art using the JI, DSC and HD metrics. For the example shown

in figure 4.3, the proposed method yields the best segmentation results.

4.4 Summary

In this chapter, a retrospective active contour method is proposed to both segment

and correct intensity inhomogeneity. A phase stretch transform (PST) kernel is used

to redefine the image intensity means and bias field. A bias fitted image is defined and

used to formulate an energy functional. Moreover, the final gradient descent solution

is stabilized using a new biased signed pressure force (bSPF) function. Finally, the

level-set curve is regularized using a Gaussian kernel, which also removes the need

for computationally expensive re-initialization. The proposed method is compared

with state-of-the-art retrospective active contour methods both qualitatively and

quantitatively, yielding the best segmentation and bias correction results.

UNIVERSITAT ROVIRA I VIRGILI 
AVANCES EN SISTEMAS INTERACTIVOS PARA PERSONAS CON PARÁLISIS CEREBRAL 
Farhan Akram  
 



UNIVERSITAT ROVIRA I VIRGILI 
AVANCES EN SISTEMAS INTERACTIVOS PARA PERSONAS CON PARÁLISIS CEREBRAL 
Farhan Akram  
 



CHAPTER5

Active contours driven by local and global

fitted image models for image

segmentation robust to intensity

inhomogeneity

5.1 Introduction

Image segmentation is an important stage in image processing and computer vision

(Elnakib et al., 2011). Intensity inhomogeneity is one of the well-known problems

in image segmentation, which arises from the imperfections of the image acquisition

process or due to external interferences. It manifests as a smooth intensity variation

59
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across the image that complicates the segmentation of the objects contained in it.

For instance, in medical image analysis, segmentation and registration stages are

highly sensitive to spurious variations of image intensity. Therefore, the complexity

of intensity inhomogeneity can lead to false results and assumptions that can be

critical for decision making by both doctors and radiologists. This is why numerous

methods for intensity inhomogeneity correction have been proposed in the past (Vovk

et al., 2007).

Thus, intensity inhomogeneity correction is often a pre-processing stage

necessary for achieving better image segmentation. In turn, correct segmentation

makes intensity inhomogeneity correction rather trivial. Actually, both intensity

inhomogeneity correction and segmentation can be viewed as two intertwined

processes. In segmentation-based intensity inhomogeneity correction methods, both

processes are merged such that they benefit from each other.

The techniques that aim to avoid intensity inhomogeneity in the image acquisition

process are known as prospective methods. They are only capable of correcting

intensity inhomogeneity caused by the imaging device, not being able to segment the

objects affected by intensity inhomogeneity. On the other hand, techniques that can

correct an image and also segment the objects affected by intensity inhomogeneity are

called retrospective methods. Retrospective methods are further classified according

to the image segmentation method they apply into: filtering methods (Lewis and

Fox, 2004; Studholme et al., 2004), surface fitting methods (Meyer et al., 1995;

Vokurka et al., 1999), histogram-based methods (Vovk et al., 2004, 2006), and active

contours (Li et al., 2008a, 2011; Zhang et al., 2015, 2016; Li et al., 2009a,b; Huang

and Zeng, 2015). Segmentation-based methods (Li et al., 2011; Zhang et al., 2015,

2016) are the most versatile, since they unify segmentation and bias correction in a

single framework. In these methods, segmentation and bias correction are applied in

conjunction to benefit from each other.

Active contours are retrospective methods suitable for both image segmentation

and bias correction (Li et al., 2011, 2014; Ivanovska et al., 2016; Kahali et al., 2016;

Zhang et al., 2015, 2016). The first active contour method was proposed in Kass et al.
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(1988) in order to segment an image by evolving a curve towards the boundary of an

object contained in the image. An energy functional is first defined by using image

statistics, curvature and gradient information. The curve is evolved by minimizing

that energy functional. Active contour methods can be categorized into edge-based

(Kass et al., 1988; Caselles et al., 1997; Li et al., 2005) and region-based (Mumford

and Shah, 1989; Chan and Vese, 2001; Zhang et al., 2010b; Akram et al., 2015a; Li

et al., 2007, 2008b; Zhang et al., 2010a; Akram et al., 2014; Peng et al., 2014; Xie

et al., 2015; Li et al., 2015) methods.

Edge-based active contour methods typically use image gradient information to

define an inflating balloon force that is used in the curve evolution process (Caselles

et al., 1997). However, in case of intense noise or weak edges, edge-based active

contours can hardly converge to the right contours. Therefore, edge-based methods

are not suitable for that kind of images.

Alternatively, region-based active contour methods use statistical and curvature

information from the image in the formulation of the energy functional. They can

be further characterized into global (Mumford and Shah, 1989; Chan and Vese,

2001; Zhang et al., 2010b; Akram et al., 2015a) and local Li et al. (2007, 2008b);

Wang et al. (2009a); Zhang et al. (2010a); Akram et al. (2014); Peng et al. (2014);

Xie et al. (2015); Wang et al. (2010) methods. Mumford and Shah (1989) devised

a global region-based active contour method by assuming the input image to be

homogeneous. Thus, traditional active contour methods based on Mumford and

Shah (1989), such as the active contours without edges (ACWE) method (Chan and

Vese, 2001), cannot segment images with intensity inhomogeneity. These methods

usually compute intensity averages over the whole image. Therefore, they cannot

deal with small changes between distinct regions nor segment objects with weak or

blurred boundaries. On the other hand, local-based methods (Li et al., 2008b, 2007)

are able to distinguish small changes between the background and the foreground.

Therefore, they are suitable for intensity inhomogeneous images.

A region-based active contour model in the context of intensity inhomogeneous

image segmentation was proposed by Li et al. (2008b, 2007). The major contribution
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of that work was the introduction of a region scalable fitting (RSF) energy with a

kernel function that enables the extraction of accurate local image information. This

model is able to segment images with intensity inhomogeneity, which overcomes the

limitation of piecewise constant models (Chan and Vese, 2001). However, it is unable

to correct intensity inhomogeneous objects. Moreover, this method is sensitive to

the position of the initial contour.

Figure 5.1(a) shows that a traditional region based active contour method (such

as ACWE) is unable to segment an image with an intensity inhomogeneous object.

However, a local active contour method (such as RSF) is able to properly segment

such an object, as shown in figure 5.1(b). Taking figure 5.1 as a reference, it can be

concluded that active contour methods that use local statistical information of an

image are able to produce fairly acceptable segmentation results in the context of

intensity inhomogeneity.
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Figure 5.1: Intensity inhomogeneous image segmentation using (a) ACWE and (b) RSF methods.

The present chapter proposes a new retrospective region-based active contour

method that incorporates both local and global fitted images in the energy functional.

The local term helps segment objects with intensity inhomogeneity, whereas the

global term accelerates the evolution of the contour over smooth homogeneous

regions. The new energy functional is formulated with the assumption that the

local fitted image from Zhang et al. (2010a) can be divided into two different

local and global components. In the gradient descent solution of the proposed

energy functional, both local and global signed pressure force (SPF) functions are
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introduced. The local SPF function is formulated by using local image differences and

deals with inhomogeneous regions. In turn, the global SPF function is formulated

by using the global image difference in order to segment homogeneous regions while

reducing the convergence time of the level-set curve. The replacement of the local

and global image differences by their respective SPF functions makes the gradient

descent solution more stable. Finally, a Gaussian kernel is used to regularize the

level-set curve, which also avoids the computationally expensive re-initialization.

In this chapter, the proposed two-phase model is also extended to a four-phase

model in order to successfully segment a brain MR image into three regions: white

matter (WM), grey matter (GM) and cerebrospinal fluid (CSF) regions, which is not

possible with a two-phase model. Experiments with both synthetic and real images

demonstrate that the proposed method yields better segmentation results and offers

bias-corrected images with more detail than state-of-the-art methods.

The main contributions of this work are:

• A new region-based active contour image segmentation model is proposed to

both segment and correct intensity inhomogeneous images.

• Traditional local active contour methods are able to segment intensity

inhomogeneous images; however, they are sensitive to the position of the initial

contour. The proposed method uses both local and global intensity means;

therefore, it is not sensitive to the initial contour.

• The proposed method is robust to intensity inhomogeneous images even when

they are influenced by intense noise.

• The proposed method yields a low time complexity compared to state-of-the-art

local active contour methods.

The rest of the chapter is organized as follows. The proposed method is described

in section 5.2. Experimental results and comparisons are shown in section 5.3 using

both synthetic and real brain magnetic resonance images as a practical application

scope. Quantitative analysis is presented in section 5.4 using a public database of

brain anatomical models (Aubert-Broche, 2006). Finally, the chapter is summarized

in section 5.5.
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5.2 Proposed Method

The generally accepted assumption on intensity inhomogeneity is that it manifests

itself as a smooth spatially varying function that alters image intensities that

otherwise would be constant for a same object regardless its position in an image. In

its simplest form, the model assumes that intensity inhomogeneity is multiplicative

or additive, that is, the intensity inhomogeneity field multiplies or adds to the

image intensities. Most frequently, the multiplicative model has been used as it

is consistent with the inhomogeneous sensitivity of the reception coil of magnetic

resonance imaging devices. Therefore, a multiplicative model has been considered

for the bias field estimation. Let I : Ω → R2 be the input image with intensity

inhomogeneity, J(x) the restored image without intensity inhomogeneity, b(x) the

bias field approximated with a Gaussian distribution, and n(x) additive noise in

Eq. (2.24).

J(x) is assumed to be constituted by k piecewise constant image components.

I(x) can thus be represented as:

I(x) = b(x){m1M1 +m2M2 + ......+mkMk}, (5.1)

where mi are intensity means computed for the piecewise regions
{

Ωi

}N
i=1

and Mi is

the characteristic function of each region.

In order to segment intensity inhomogeneous images, the following energy

functional is defined:

E
g,LGFI

= E
LGFI

(φ) + µLg(φ) + vAg(φ), (5.2)

where E
LGFI

(φ) is a term based on a local and global fitted image, which will be

explained later in this section. µ ≥ 0 and v ≥ 0 are fixed parameters. Lg(φ) and

Ag(φ) are length and area terms, respectively (Li et al., 2005):
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Lg(φ) =

∫
Ω

g(I)δε(φ)|∇φ|dx, (5.3)

Ag(φ) =

∫
Ω

g(I)Hε(−φ)dx, (5.4)

The energy functional Ag(φ) is introduced to speed up the curve evolution. It is the

area of the region Ω−φ =
{

(x, y)|φ(x, y) < 0} (Li et al., 2005). Ag(φ) can be viewed

as the weighted area of Ω−φ . In Eq. (5.4), g(I) is a positive monotonously decreasing

edge indicator function ranging in [0, 1]:

g(I) =
1

1 + |∇Kσ ∗ I|2
(5.5)

E
LGFI

is defined according to the following reformulation of Eq. (2.21):

E
LGFI

=

∫
Ω

(
I(x)− I

bLFI
(x)
)(
I(x)− I

GFI
(x)
)
dx, (5.6)

5.2.1 Two-phase active contours formulation

In Eq. (5.6), let I
bLFI

(x) be a two-phase bias local fitted image and I
GFI

(x) a global

fitted image, using a level-set φ. They are defined as:

I
bLFI

(x) = b(x)(m1M1 +m2M2), (5.7)

I
GFI

(x) = c1M1 + c2M2, (5.8)
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where m1 and m2 are local intensity means and c1 and c2 are global intensity means

of the given image as defined in Eqs. (2.28) and (2.13), respectively. M1 = Hε(φ)

and M2 = (1 − Hε(φ)), where Hε(φ) is the regularized Heaviside function defined

in Eq. (2.10). Models based on global intensity means are not sufficient to solve

intensity inhomogeneity segmentation problems. In turn, models based on local

intensity means have a very high time complexity. Using both local and global fitted

images, the proposed method is able to tackle the intensity inhomogeneity problem

with a reduced time complexity.

As discussed earlier, an energy functional only based on a global fitted image

cannot segment images with intensity inhomogeneity, since global intensity means are

computed under the assumption that the input image is homogeneous. Therefore, the

bias field b(x) from Eq. (2.27) is only introduced in the local fitted image difference.

By using calculus of variations and steepest gradient descent (Aubert and

Kornprobst, 2010), E
LGFI

in Eq. (5.6) is minimized with respect to φ, leading to

the corresponding gradient descent flow (refer to the appendix A.1 for a detailed

derivation):

∂φ

∂t
=
((
I(x)− I

bLFI
(x)
)
(c1 − c2) + b(x)

(
I(x)− I

GFI
(x)
)
(m1 −m2)

)
δε(φ), (5.9)

where b(x) is the bias field defined in Eq.(2.27), and {c1, c2} and {m1,m2} are global

and local intensity means defined in Eqs. (2.13) and (2.28), respectively. The above

gradient descent flow is not stable around object boundaries. Moreover, it does

not yield proper segmentation when the boundaries between inhomogeneous objects

and the background are indistinguishable. (I − I
bLFI

)(c1 − c2) and (I − I
GFI

)(m1 −

m2) generate large values that cross a maximum threshold resulting in an unstable

contour. Therefore, (I − I
bLFI

) and (I − I
GFI

) are replaced by local and global signed

pressure force (SPF) functions, which normalize values to [−1, 1] in order to obtain

a smooth version of the gradient descent flow:
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∂φ

∂t
=
(
λ1LSPF

(c1 − c2) + λ2bGSPF
(m1 −m2)

)
δε(φ), (5.10)

where the proposed local and global SPF functions are defined as:

L
SPF

(I) =


I(x)−I

bLFI
(x)

max
(∣∣I(x)−I

bLFI
(x)

∣∣) , I(x) 6= 0

0, I(x) = 0

(5.11)

G
SPF

(I) =


I(x)−I

GFI
(x)

max
(∣∣I(x)−I

GFI
(x)

∣∣) , I(x) 6= 0

0, I(x) = 0

(5.12)

By using the calculus of variations and steepest gradient descent, the solution of

E
g,LGFI

from Eq. (5.2) using Eqs. (5.3) and (5.4) is:

∂φ

∂t
=

(
λ1LSPF

(c1 − c2) + λ2bGSPF
(m1 −m2)

+ µ div

(
g
∇φ
|∇φ|

)
+ vg

)
δε(φ) (5.13)

The two scaling parameters λ1 and λ2 in Eqs. (5.10) and (5.13) are used to tune the

model to different types of images.

5.2.2 Four-phase active contours formulation

In Eq. (5.6), let I
bLFI

(x) be a four-phase bias local fitted image and I
GFI

(x) a global

fitted image, using two level-sets Φ(φ1, φ2), which are defined as:

I
bLFI

(x) = b(x)(m1M1 +m2M2 +m3M3 +m4M4), (5.14)
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I
GFI

(x) = c1M1 + c2M2 + c3M3 + c4M4 (5.15)

where M1(Φ) = Hε(φ1)Hε(φ2), M2(Φ) = Hε(φ1)(1−Hε(φ2)), M3(Φ) = (1−Hε(φ1))

Hε(φ2) and M4(Φ) = (1 − Hε(φ1))(1− Hε(φ2)), which are the characteristic terms

that partition a given image into four segments. b(x) is the bias term defined for

the four-phase energy functional. m1, m2, m3 and m4 are local intensity means from

VLSBCS (Li et al., 2008a, 2011) and c1, c2, c3 and c4 are global intensity means

from the multiphase level-set framework (MLSF) (Vese and Chan, 2002), which is a

multiphase extension of the two-phase energy functional defined by Chan and Vese

(2001).

By substituting the four-phase fitted equations in Eq. (5.6) using steepest gradient

descent (Aubert and Kornprobst, 2010), the following solutions are obtained for φ1

and φ2 (for detailed formulation see appendix A.2):

∂φ1

∂t
=
[
b
(
I − I

GFI

)(
(m1 −m3)Hε(φ2) + (m2 −m4)(1−Hε(φ2))

)
+
(
I − I

bLFI

)(
(c1 − c3)Hε(φ2) + (c2 − c4)(1−Hε(φ2))

]
δε(φ1) (5.16)

∂φ2

∂t
=
[
b
(
I − I

GFI

)(
(m1 −m2)Hε(φ1) + (m3 −m4)(1−Hε(φ1))

)
+
(
I − I

bLFI

)(
(c1 − c2)Hε(φ1) + (c3 − c4)(1−Hε(φ1))

]
δε(φ2) (5.17)

Four-phase local and global SPF functions can be obtained by substituting I
bLFI

and I
GFI

from Eqs. (5.14) and (5.15) in Eqs. (5.11) and (5.12), respectively. By

replacing the four-phase local and global fitted differences with their respective SPF

functions, Eqs. (5.16) and (5.17) are updated as follows:

∂φ1

∂t
=
[
λ1bGSPF

(
(m1 −m3)Hε(φ2) + (m2 −m4)(1−Hε(φ2))

)
+ λ2LSPF

(
(c1 − c3)Hε(φ2) + (c2 − c4)(1−Hε(φ2))

]
δε(φ1) (5.18)
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∂φ2

∂t
=
[
λ1bGSPF

(
(m1 −m2)Hε(φ1) + (m3 −m4)(1−Hε(φ1))

)
+ λ2LSPF

(
(c1 − c2)Hε(φ1) + (c3 − c4)(1−Hε(φ1))

]
δε(φ2) (5.19)

The SPF functions defined in Eqs. (5.11) and (5.12) are used to normalize the

local and global image differences in the range [-1, 1] inside and outside the region of

interest. SPF functions have been formulated in numerous ways (e.g., (Zhang et al.,

2010b; Akram et al., 2014, 2015a; Li et al., 2015)), some of them incorporating global

intensity means and others using local intensity means. The new SPF functions

proposed in this work are based on both global and local intensity-based fitted

images. Figure 5.2 shows the signs of an SPF function based on a global fitted

image inside and outside the region of interest. In turn, figure 5.3 shows the sign

of an SPF function based on a local fitted image inside and outside the region of

interest.

 

 

 

 

 

 

 

  

Max(I) 

(+) 

Min(I) 

(-) 

Figure 5.2: Signs of a global SPF function. It is positive outside the object and negative within
it.

Since the local SPF function uses local intensity means, it is able to distinguish

small changes at the boundaries of intensity inhomogeneous objects. Since the local

intensity means are computed in a local neighbourhood, the positive and negative

values are distributed close to the inner and outer boundaries of the image contours.

In the rest of the image, the SPF function becomes zero. In figure 5.3, white shows

negative values of the local SPF function, black shows positive values of the local

SPF function, and blue represents the region where the local SPF function becomes
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Figure 5.3: Signs of a local SPF function. It is positive along the outer boundary, negative along
the inner boundary and zero elsewhere.

zero.

In contrast, the global SPF function is unable to segment intensity inhomogeneous

regions, since global intensity means are computed all over the image. It has positive

and negative values inside and outside the region of interest, and is zero at its

boundary, as shown in figure 5.2.

In level-set methods, it is essential to initialize the level-set function φ as a signed

distance function (SDF) φ0. If the initial level-set function is significantly different

from the SDF, re-initialization schemes are unable to re-initialize the function to

the SDF. In the proposed formulation, not only is the re-initialization procedure

completely eliminated, but the level-set function φ no longer needs to be initialized

as an SDF. The initial level-set function φ0 is defined as:

φ(x, t = 0) =


−ρ, x ∈ Ω0 − ∂Ω0

0, x ∈ ∂Ω0

ρ, x ∈ Ω− Ω0

(5.20)

where ρ is a positive constant, Ω0 is the inner region of the initial contour, Ω is

the image domain and ∂Ω0 refers to the initial contour. The stages of the proposed

method can be summarized as:

(a) Initialize the level-set function φ to φ0 using Eq. (5.20) and the bias field to
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b(x) = 0.

(b) Compute the edge indicator function g(I) using Eq. (5.5).

(c) Compute the local intensity means, m1, m2, and the global means, c1, c2,

using Eqs. (2.28) and (2.13), respectively. Compute the bias field b(x) from

Eq. (2.27).

(d) Calculate L
SPF

(I) and G
SPF

(I) using Eqs. (5.11) and (5.12), respectively.

(e) Solve the partial differential equation (PDE) of φ using Eq. (5.13).

(f) Regularize the level-set function φ at time t by applying a Gaussian kernel Gχ,

i.e. φ = Gχ ∗φ, where χ is the standard deviation of the regularizing Gaussian

kernel.

(g) Check whether the regularized level-set function is stationary. If not, iterate

from step (c).

The steps described above correspond to the two-phase segmentation algorithm.

However, for the four-phase algorithm, these steps are replaced with the variables

corresponding to two level-sets using their respective definitions and solutions.

Table 5.1: Parameters for the experiments in section 5.3.

Force
term

scaling
constants

Length
term

scaling
constant

Area
term

scaling
constant

Gaussian
kernel
tuning

constant

Penalizing
term

scaling
constant

Constant
for initial
level-set

Constant for
Heaviside
and Dirac
Functions

Time
step

λ1 λ2 µ v
σ or
σ1

χ or
σ2

γ ρ ε ∆t

RSF 1 1
0.001
×2552 - 4 - 1 1 1.5 0.1

LIF - - - - 3 1 - 2 1.5 1

LGD 1 1
0.001
×2552 30 5 - 1/µ 2 1.5 0.1

VLSBCS 1 1
0.001
×2552 - 3 - 1 1 1 0.1

LSACM 1 1 - 20 3 - 0.1 1 1.5 1
Proposed 1 5 1 0.25 3 0.5 - 1 1.5 0.1

5.3 Results and Comparisons

The proposed method was implemented using MATLAB and run on a 3.4 GHz Intel

Core-i7 with 16 GB of RAM, testing it on both synthetic images and real brain

magnetic resonance (MR) images of 250 × 250 pixels with 256 grey levels (8bpp).

The parameters used for all experiments in this section are shown in Table 5.1.
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Figure 5.4 shows the result of the proposed segmentation method and the

comparison with the different state-of-the-art methods that have been tested. In

this experiment, we used an image with a single homogeneous object and then

progressively changed its intensity distribution to a point at which it is even difficult

to manually segment it, thus making the object inhomogeneous.
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Figure 5.4: Intensity inhomogeneous image segmentation and comparison with state-of-the-art
methods by using images with intensity varying objects. (a) Initial contour, (b) LIF, (c) RSF, (d)
LGD, (e) VLSBCS, (f) LSACM, and (g) Proposed method.

The first column shows the five input images with the initial contour, whereas

the segmentation results are shown using LIF (Zhang et al., 2010a) in the second

column, RSF (Li et al., 2008b, 2007) in the third column, LGD (Wang et al., 2009a)

in the fourth column, VLSBCS (Li et al., 2008a, 2011) in the fifth column, LSACM

(Zhang et al., 2015, 2016) in the sixth column and the proposed method in the

last column, respectively. Visual inspection clearly shows that both the proposed

method and RSF provide the best segmentation results. LIF also yields acceptable

segmentation results, although the final contour in this method is not quite smooth

along the object boundaries. Segmentation results of both LSACM and LGD show

that they are not able to strictly find the object boundary. Moreover, the contour
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in LGD is also stuck in the background, which is undesirable. VLSBCS properly

segmented the first two images, but its segmentation results are not acceptable for

the last three images. In LGD, σ was set to 10 for all experiments in figure 5.4, since

with a small value of σ, this method is unable to segment the objects in all images.

For all the examples in figure 5.4, the parameters of all methods were kept constant.

The only change is the initial position of the level-set.

Figure 5.5 shows the experiments conducted with synthetic images with different

types of region properties. The first column shows the input images with their

respective initial contours. In the first row, both the object and the background

are homogeneous. In the second row, the background is homogeneous while the

object is inhomogeneous. In the third row, the background is inhomogeneous

while the object is homogeneous. In the fourth row, both the background and the

object are inhomogeneous. In the last row, the background is homogeneous and

there are different inhomogeneous regions, with one of the regions having an extra

inhomogeneous region within it.
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Figure 5.5: Segmentation results using images with different homogeneity and inhomogeneity
possibilities. (a) Initial contour, (b) LIF, (c) RSF, (d) LGD, (e) VLSBCS, (f) LSACM, and (g)
Proposed method.
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The second column shows the segmentation results with LIF (Zhang et al., 2010a).

Notice that it is not able to accurately segment the last image. Although this

method is able the segment the objects in the first four images, the results are

not acceptable because the contour is not quite smooth along the boundaries of the

objects. The segmentation results with RSF (Li et al., 2008b, 2007) are shown in the

third column. This method is only able to properly segment the first image, while

the segmentation results are not acceptable for the other images. The fourth column

shows the segmentation results using LGD (Wang et al., 2009a). This method is able

to properly segment the first image. As for the second image, the contour is not quite

smooth along the boundary of the object. Although it is able to segment the objects

in the third and fourth images, some undesirable contour is stuck in the background.

Furthermore, this method is not able to segment the nested inhomogeneous object

in the fifth image.

The fifth column shows the segmentation results using VLSBCS by Li et al.

(2008a, 2011). This method is able to properly segment the first, second and fourth

images. It can segment the object in third image. However, some undesirable contour

is stuck in the background. Moreover, this method is not able to properly segment

the fifth image. The sixth column shows the results with LSACM by Zhang et al.

(2015, 2016). This method is able to properly segment the third and fourth images.

Although it is able to segment the objects in the first and second images, the final

contour is not smooth and does not properly follow the object boundaries. Moreover,

this method is unable to segment the nested inhomogeneous object in the fifth image.

The last column shows the segmentation results using the proposed method, which

is able to properly segment all images.

Table 5.2 shows a time complexity analysis in terms of CPU time and iterations.

The proposed method yields the lowest time complexity for the examples shown in

rows 1, 2 and 4, 5. It took 1.58 and 2.19 seconds for the examples shown in the first

two rows, respectively. In turn, it took 5.09 and 5.78 seconds for the examples shown

in rows 4 and 5, respectively. On the other hand, VLSBCS yields the lowest time

complexity for the example shown in row 3. It took 2.27 seconds while the proposed
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Table 5.2: Iterations and CPU time for the examples shown in figure 5.4.

Methods
Figure 4

Row 1 Row 2 Row 3 Row 4 Row 5

LIF
Iterations 400 450 600 2000 2000

CPU time (s) 5.45 5.97 7.56 57.38 55.91

RSF
Iterations 500 1000 1500 2000 2000

CPU time (s) 7.72 14.38 26.36 32.63 32.44

LGD
Iterations 500 500 500 500 500

CPU time (s) 34.03 32.77 33.69 32.06 34.12

VLSBCS
Iterations 20 30 30 100 100

CPU time (s) 1.71 2.21 2.27 5.87 6.31

LSACM
Iterations 40 40 50 60 80

CPU time (s) 24.69 25.55 32.05 38.69 50.72

Proposed
Iterations 20 30 70 90 100

CPU time (s) 1.58 2.19 4.12 5.09 5.78

method took 4.17 seconds to obtain the final contour. Although VLSBCS yields the

lowest time complexity for this example, it is unable to properly segment the object,

as shown in figure 5.4.

In figure 5.6, the segmentation and bias correction results using the proposed

method (third row) are compared with the ones computed with VLSBCS by Li et al.

(2008a, 2011) (first row) and LSACM by Zhang et al. (2015, 2016) (second row)

using real brain MR images as a practical application. The first column shows the

input image with the initial contour. The second column shows the final contours

for each method. The third column shows the estimated bias field. Finally, the last

column shows the bias-corrected image. The proposed method can segment more

detailed regions than the other methods, as highlighted by the green arrows in the

second column. Moreover, the bias-corrected image using the proposed method has

more details than the ones computed with the other methods, as highlighted by the

red circles in the fourth column. The corrected image obtained using the proposed

method also has more details in the nose area.

In figure 5.7, the segmentation results and bias correction using the proposed

method (third row) are compared with the ones computed with VLSBCS by Li et al.

(2008a, 2011) (first row) and LSACM by Zhang et al. (2015, 2016) (second row)

using real brain MR images. The first column shows the input image with the initial

contour. The second column shows the final contours. The third column shows the
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Figure 5.6: Segmentation and bias correction using Li et al. Li et al. (2008a, 2011) (first row),
Zhang et al. Zhang et al. (2015, 2016) (second row) and the proposed method (third row). (a)
Initial contour, (b) Final contour, (c) Bias field, and (d) Corrected image.
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Figure 5.7: Segmentation and bias correction using Li et al. Li et al. (2008a, 2011) (first row),
Zhang et al. Zhang et al. (2015, 2016) (second row) and the proposed method (third row). (a)
Initial contour, (b) Final contour, (c) Bias field, and (d) Corrected image.
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computed bias field. Finally, the last column shows the bias-corrected image. The

results show that the proposed method can segment more detailed regions than the

other methods, as highlighted by the green arrows in the second column. Moreover,

the bias-corrected image using the proposed method has more details than the ones

computed with the other methods, as highlighted by the red circles in the fourth

column.

Figure 5.8 shows the effect of the position of the initial level-set on the

segmentation for all the tested methods. The first column shows the input image

with different initial level-sets, whereas the segmentation results with LIF by Zhang

et al. (2010a) are shown in the second column, with RSF by Li et al. (2008b, 2007)

in the third column, with LGD by Wang et al. (2009a) in the fourth column, with

VLSBCS by Li et al. (2008a, 2011) in the fifth column, with LSACM by Zhang et al.

(2015, 2016) in the sixth column and with the proposed method in the last column.

These results show that the proposed method is not affected by the position of the

initial level-set and yields the segmentation with the best accuracy. In contrast, the

segmentation results of all the tested state-of-the-art methods are affected by the

position of the initial level-set.
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Figure 5.8: Effect of position of initial contour on the final segmentation results. (a) Initial
contour, (b) LIF, (c) RSF, (d) LGD, (e) VLSBCS, (f) LSACM, and (g) Proposed method.

Table 5.3 shows the number of iterations and CPU time for all the tested methods
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when applied to the example in figure 5.8. The proposed method yields the best

performance in the examples shown in rows 2 and 4. It took 2.48 and 1.42 seconds

to obtain the final contours for rows 2 and 4, which is significantly lower than the

time required by the other methods. In turn, LGD has the best performance for the

example in row 1. Thus, LGD took 3.3 seconds, while the proposed method took

5.15 seconds to obtain the final contour. In turn, LIF yields the best performance

for the example shown in row 3. LIF took 3.86 seconds while the proposed method

took 16.06 seconds to obtain the final contour.

Table 5.3: Iterations and CPU time for the examples shown in figure 5.8.

Methods
Figure 8

Row1 Row2 Row3 Row4

LIF
Iterations 250 250 250 200

CPU time (s) 4.16 4.18 3.86 3.29

RSF
Iterations 400 400 400 250

CPU time (s) 8.69 8.18 8.09 5.56

LGD
Iterations 200 1500 1000 100

CPU time (s) 3.3 22.91 15.65 2.14

VLSBCS
Iterations 100 100 100 100

CPU time (s) 5.64 7.27 6.47 6.72

LSACM
Iterations 250 250 250 600

CPU time (s) 14.31 14.53 13.98 33.47

Proposed
Iterations 80 30 300 10

CPU time (s) 5.15 2.48 16.06 1.42

Figure 5.9 shows the segmentation result for a synthetic image, which contains

three different regions with intensity inhomogeneity, both without noise and after

applying additive Gaussian noise. Figure 5.9(b) and (d) show that proposed method

is able to properly segment intensity inhomogeneous objects with and without noise,

respectively. Figure 5.9(e) shows the central row intensity profile of the input

synthetic image with both clean and noisy data along with the final contour. The

resultant contour followed the object boundaries perfectly.

Figure 5.10 shows some segmentation results by applying the proposed method

to different intensity inhomogeneous noisy images. Although noise affected the

crispness of edges in the input data, the proposed method is able to yield acceptable

segmentation results.
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Figure 5.9: Segmentation results on synthetic images with intensity inhomogeneity with and
without noise. (a) Original image with initial contour, (b) Segmentation result using original image
without noise, (c) Noisy image with initial contour, (d) Segmentation result using noisy image, (e)
Profile selection of the middle rows of the original image (blue line), noisy image (green line) and
level-set of proposed method (red line).

5.4 Quantitative analysis

The segmentation of brain MR images into disjoint regions based on white matter

(WM), grey matter (GM) and cerebrospinal fluid (CSF) is a well-known problem in

brain image analysis. Due to the geometric complexity of the human brain cortex,

manual slice-by-slice segmentation is cumbersome and time consuming (Elnakib

et al., 2011). Thus, numerous methods have been devised to solve such problems.

Active contours are quite popular in this context. Because of the complex intensity
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Figure 5.10: Segmentation results on different intensity inhomogeneous noisy images. (a) and
(c) Initial contour, (b) and (d) Final contour.

inhomogeneous regions, brain MR images are hard to be successfully segmented with

high accuracy (Balafar et al., 2010). Therefore, this is a good test bench to test the

proposed method in a practical application and compare it with other state-of-the-art

methods.

5.4.1 Two-phase active contours

This section shows segmentation results for all tested two-phase active contour

methods using 2D brain MR images from a public database of 20 brain anatomical

models (Cocosco et al., 1997; Aubert-Broche et al., 2006). All images have 250×250

pixels and 8 bits per pixel.

Active contour methods behave differently for different types of images. Because

the images used in this section have different characteristics compared to the ones

used in section 5.3, the parameters had to be tuned in order to obtain the best

possible segmentation results. The parameters used for all experiments in this section

are shown in Table 5.4.

In order to partition a brain MR image into WM and GM regions, the

segmentation result is split into two regions based on two phases: φ > 0 and φ < 0.

The WM and GM regions represent the brain region, which is the region of interest,
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Table 5.4: Parameters for the experiments in quantitative analysis section.

Force
term

scaling
constants

Length
term

scaling
constant

Area
term

scaling
constant

Gaussian
kernel
tuning

constant

Penalizing
term

scaling
constant

Constant
for initial
level-set

Constant for
Heaviside
and Dirac
Functions

Time
step

λ1 λ2 µ v
σ or
σ1

χ or
σ2

γ ρ ε ∆t

RSF 1 1
0.001
×2552 - 3 - 1 1 1.5 0.1

LIF - - - - 2 0.5 - 2 1.5 1

LGD 1 1
0.001
×2552 30 3 - 1/µ 2 1.5 0.1

VLSBCS 1 1
0.001
×2552 - 3 - 1 1 1 0.1

LSACM 1 1 - 20 3 - 0.1 1 1.5 1
Proposed 5 1 1 0.25 3 0.5 - 1 1.5 1
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Figure 5.11: WM and GM regions computed with the proposed method and their respective
ground truths. (a) Initial contour, (b) Final contour, (c) Brain mask, (d) Masked contour, (e)
Computed WM, (f) Computed GM, (g) WM ground truth, and (h) GM ground truth.

while the regions outside the brain (e.g., skull, fat and vacuum) can be taken as

irrelevant regions. Therefore, we manually extracted the brain area to segment

the WM and GM regions, removing the other irrelevant regions out of the brain.

Figure 5.11 shows the WM and GM regions computed from the two phases of the

proposed method and the comparison with the ground truth (GT). In the first row

of figure 5.11, the first image shows the input image with the initial contour. The

second image shows the final contour using the proposed method. The third image

shows a manually defined brain mask. The main purpose of the brain mask is to

UNIVERSITAT ROVIRA I VIRGILI 
AVANCES EN SISTEMAS INTERACTIVOS PARA PERSONAS CON PARÁLISIS CEREBRAL 
Farhan Akram  
 



5.4. Quantitative analysis 83

extract the brain region in order to carefully analyse and compare the segmented

WM and GM regions with their respective ground truths. The last image in the first

row shows the final contour after scaling with the brain mask. Let φ(x, y) be the

final computed contour shown in the second column of the first row, and m(x, y) the

manually defined brain mask shown in the third column of the first row. The scaled

final contour ξ(x, y), which is shown in the last column of the first row, is computed

as ξ(x, y) = φ(x, y)m(x, y). In the second row of figure 5.11, the first image shows

the WM region computed from the positive phase (ξ > 0) of the final contour scaled

with the brain mask. The second image shows the GM region computed using the

negative phase (ξ < 0) of the scaled final contour. In the second row, the third and

fourth images show the ground truths of the WM and GM regions, respectively.

Figure 5.12 shows the accuracy analysis of the region of interest in the brain MR

images. A total of 100 2D slices from 20 brain anatomical models (Aubert-Broche,

2006) were used. Five 2D slices from every patient were considered. The WM

and GM regions for all methods were computed as depicted in figure 5.11. The

segmentation accuracy corresponding to the WM and GM regions presented in

figure 5.12 was obtained as:

Accuracy =
|A ∩B|
|A ∪B|

× 100, (5.21)

where A is the computed WM or GM region after brain scaling and B is the ground

truth for that region. Different methods can behave differently based on the type of

images. Therefore, five slices from each patient were used and average accuracies for

those slices were computed to obtain a representative value for each case. Figure 5.12

and Table 5.5 show that the proposed method yields the best segmentation accuracy

in most cases for both the WM and GM regions. Both the mean and standard

deviation (mean error) are considered for two brain regions, i.e., WM, GM.
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Figure 5.12: Segmentation accuracy analysis of (a) WM, and (b) GM regions using two-phase
active contours.
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Table 5.5: Segmentation accuracy of WM and GM regions using the two-phase active contour
methods.

Region RSF LIF VLSBCS LSACM Proposed
WM 73.34 ± 1.20 57.65 ± 0.68 87.32 ± 1.60 53.82 ± 1.01 95.69 ± 0.48
GM 63.97 ± 0.95 67.64 ± 1.07 66.04 ± 2.16 71.63 ± 1.53 75.78 ± 0.62

5.4.2 Four-phase active contours

A two-phase method is limited to segmenting images into two regions, which is

its big weakness in its application to brain MR image segmentation. In the last

subsection, all of the two-phase tested methods are evaluated for WM and GM region

segmentation. However, the segmented GM region was a combination of GM and

CSF regions, resulting into a high amount of false positives. In this subsection, the

four-phase model of the proposed active contour method is evaluated along with the

state-of-the-art four-phase active contour methods with respect to the segmentation

accuracy of WM, GM and CSF regions. All methods are tested using the same brain

MR image database mentioned in the previous subsection with the same image size

and intensity. The parameters used for the proposed method are: λ1 = 2, λ2 = 2,

µ = 5, σ = 3, χ = 0.45, ρ = 1, ε = 1.5 and ∆t = 1.

In brain MR images, WM, GM and CSF regions represent the brain, which is

the region of interest. The regions outside the brain (e.g., skull, fat and vacuum)

can be assumed to be irrelevant regions. In order to remove those unwanted regions,

it is necessary to strip the skull from the brain MR image using a manually drawn

brain mask. A brain mask is used as shown in figure 5.11, although it is used for the

four-phase method. Let φ1(x, y) and φ2(x, y) be the final computed contours for two

level-sets, m(x, y) be the manually defined brain mask and ξ1(x, y) and ξ2(x, y) scaled

final contours with the brain mask, which are computed as: ξ1(x, y) = φ1(x, y)m(x, y)

and ξ2(x, y) = φ2(x, y)m(x, y). By using the proposed method, the four regions

are computed as follows: R1 = (ξ1 > 0) ∩ (ξ2 > 0), R2 = (ξ1 > 0) ∩ (ξ2 < 0),

R3 = (ξ1 < 0) ∩ (ξ2 > 0) and R4 = (ξ1 < 0) ∩ (ξ2 < 0). In brain MR images, R1, R2

and R3 regions usually refer to WM, GM and CSF regions, respectively, and R4 is

an empty region, which is discarded.
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Figure 5.13 shows the accuracy analysis of the regions of interest (i.e., WM, GM

and CSF regions) in the brain MR images. A total of 100 2D slices from 20 brain

anatomical models (Aubert-Broche, 2006) were used. Five 2D slices (namely 150,

175, 200, 225 and 250) from every patient were considered. The WM, GM and CSF

regions are segmented using MLSF, VLSBCS, LSACM and the proposed methods.

The accuracy of WM, GM and CSF regions for the mentioned four-phase active

contour methods are computed using Eq. (5.21). In Eq. (5.21), A is the computed

WM, GM or CSF region and B is the respective ground truth.

Figure 5.13 and Table 5.6 show that the proposed method yields the best

segmentation results for GM and CSF regions. In turn, MLSF yields the best

segmentation results for the WM region with an accuracy of 92.52%. The proposed

method yields an accuracy of 91.02% for the WM region, which is 1.5% less

than the one with the MLSF method. LSACM and VLSBCS yield unsatisfactory

segmentation results compared to both the proposed method and MLSF. Table 5.6

also shows the CPU time comparison between the evaluated methods. MLSF is the

quickest among the compared four-phase active contour methods. It took an average

of 15.12 seconds to get the final segmentation result. In turn, the proposed method

took an average of 19.01 seconds to fully converge, which is approximately 4 seconds

more than the MLSF method. Both the mean and standard deviation (mean error)

are considered for three brain regions, i.e., WM, GM, CSF.

Table 5.6: Segmentation accuracy of WM, GM and CSF regions using the four-phase active
contour methods.

Method WM GM CSF
CPU

time (s)
MLSF 92.52 ± 0.82 85.84 ± 1.91 64.71 ± 0.94 15.12

VLSBCS 84.88 ± 1.37 73.22 ± 1.85 56.73 ± 1.02 18.33
LSACM 83.62 ± 1.36 75.43 ± 2.23 59.66 ± 1.90 91.30
Proposed 91.02 ± 0.33 91.00± 0.54 79.73 ± 0.87 19.01
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Figure 5.13: Segmentation accuracy analysis of (a) WM, (b) GM, and (c) CSF regions using
four-phase active contours.
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5.4.3 Comparison with brain MR image segmentation

softwares

In this section, the segmentation results of the proposed method are compared

with three alternative open source brain MR image segmentation softwares: SPM

(Ashburner and Friston, 2005; Cuadra et al., 2005), LSF (Smith et al., 2004; Zhang

et al., 2001) and BrainSuite (Shattuck and Leahy, 2002; Kasiri et al., 2010) using

the Brain Web database. In order to compare the segmentation results, the brain

region was extracted by stripping the skull using a brain mask. Figure 14 shows a

skull stripped brain region and the visual comparison of the segmented regions with

their respective ground truth. It shows that all the compared methods yield similar

segmentation results from a qualitative point of view.

 

(a) (b) (c)

 

(d) (e) (f)

Figure 5.14: Visual comparison of the segmentation results of the proposed method with
alternative brain MR image segmentation softwares. (a) Skull stripped brain image, (b) Ground
truth (c) SPM, (d) FSL, (e) BrainSuite, and (f) Proposed method.

Table 5.7 shows the segmentation accuracy of the evaluated methods using two

similarity metrics. Both the mean and standard deviation of the evaluated metrics
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are considered for all three brain regions, i.e., WM, GM and CSF. These similarity

metrics are the Jaccard index (Jaccard, 1912) and the Dice coefficient (Dice, 1945),

which are frequently used when the ground truth of the regions of interest is available.

These similarity metrics are defined as:

J(S,G) =
|S ∩G|
|S ∪G|

,

D(S,G) =
2|S ∩G|
|S|+ |G|

(5.22)

where S is the segmented region and G its respective ground truth.

Table 5.7: Segmentation accuracy of WM, GM and CSF regions for the proposed method and the
evaluated brain segmentation softwares.

Region
Brain

segmentation
softwares

Dice
coefficient

Jaccard
index

WM

SPM 0.95±0.02 0.90±0.03
FSL 0.93±0.02 0.86±0.03

BrainSuite 0.91±0.06 0.84±0.09
Proposed 0.96±0.01 0.92±0.02

GM

SPM 0.93±0.02 0.87±0.04
FSL 0.92±0.02 0.85±0.04

BrainSuite 0.80±0.16 0.68±0.20
Proposed 0.94±0.01 0.88±0.02

CSF

SPM 0.76±0.02 0.61±0.02
FSL 0.74±0.06 0.60±0.02

BrainSuite 0.46±0.16 0.31±0.08
Proposed 0.88±0.01 0.80±0.02

Table 7 shows that the proposed method yields the best segmentation accuracy

using both similarity measures for all three brain regions, i.e., WM, GM and CSF.

For the GM region, if we consider the mean error (standard deviation) then the Dice

coefficient computed using SPM is 0.95, which is the same as the proposed method.

However, SPM yields a Jaccard index of 0.91, which is 0.01 more than the Jaccard

index computed by the proposed method.
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5.5 Summary

This chapter proposes a new region-based active contour method for image

segmentation and bias correction by using an energy functional based on both

local and global fitted images. In order to minimize that energy functional, the

square image fitted difference is formulated by using both local and global fitted

differences. In the gradient descent solution, both the local and global image

differences are replaced by local and global signed pressure force (SPF) functions.

Finally, a Gaussian kernel is applied to regularize the curve at each step and avoid

the computationally expensive re-initialization.

The main contribution of this chapter is the formulation of a new energy

functional from the LIF method (Zhang et al., 2010a) and the modification of the

attained gradient descent solution with new SPF functions based on local and global

fitted images to make the solution more stable. Qualitative and quantitative analysis

show that the proposed method yields significantly better segmentation results and

correction of homogeneous regions than alternative state-of-the-art methods. MR

images have been used as a practical test bench.

In this chapter, the proposed method is also used to segment brain MR images

into white matter (WM), gray matter (GM) and cerebrospinal fluid (CSF) regions.

A two-phase method is limited to segmenting images into two regions, which is its

big weakness in its application to brain MR image segmentation. Therefore, both

two-phase and four-models are formulated to apply the proposed method in the

application field of brain MR images.
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CHAPTER6

Brain MR image segmentation using

multiphase active contours with pixel

correction

6.1 Introduction

Brain MR imaging is a widely used imaging technology to study the brain anatomy

and function. Segmentation of brain MR images into different disjoint regions: grey

matter (GM), white matter (WM) and cerebrospinal fluid (CSF) can help physicians

and doctors to carefully analyse head injuries, stroke, brain tumours and other

brain diseases (Zhang et al., 2007). The study of segmented regions can also help

psychiatrists to understand the development of different parts of the human brain

91

UNIVERSITAT ROVIRA I VIRGILI 
AVANCES EN SISTEMAS INTERACTIVOS PARA PERSONAS CON PARÁLISIS CEREBRAL 
Farhan Akram  
 



92
Chapter 6. Brain MR image segmentation using multiphase active

contours with pixel correction

with more detail, which is helpful to pinpoint the type of brain disorder.

Due to the geometric complexity of the human brain cortex, manual slice-by-slice

segmentation is cumbersome and time consuming. Moreover, the complexity of

intensity inhomogeneous regions makes brain MR images hard to segment with high

accuracy (Balafar et al., 2010). Numerous methods have been devised to segment the

brain into different non-overlapping regions (Elnakib et al., 2011). In particular, the

active contour method introduced in (Kass et al., 1988) is widely-used for medical

image segmentation. In this method, a curve evolves towards the boundaries of

the objects of interest under a certain force field by minimizing the curve’s intrinsic

energy.

A multiphase level-set framework (MLSF) using n level-sets was proposed to

segment a given image into 2n phases (regions) (Vese and Chan, 2002). This method

is an extension of a previous work on active contours without edges by Chan and

Vese (2001), which was a two-phase segmentation method. It was developed under

the assumption that the input image must have homogeneous intensity regions.

Therefore, it does not properly work on images that contain inhomogeneous regions

or with small intensity differences among different regions.

A variational level-set approach for bias correction and segmentation (VLSBCS)

of images corrupted with intensity inhomogeneities was proposed by Li et al. (2008a,

2011). The computed bias field is intrinsically ensured to be smooth by the data

term in the variational formulation, without any additional effect to maintain the

smoothness of the bias field. In this work, the two-phase model is also extended to

a four-phase approach.

A local statistical active contour model (LSACM) for image segmentation in

the presence of intensity inhomogeneity was proposed by Zhang et al. (2016, 2015).

In this method, inhomogeneous objects are modelled as Gaussian distributions of

different means and variances. A statistical energy functional is then defined for each

local region, which combines the bias field, the level-set function, and the constant

approximating the true signal of the corresponding object. In this work, a four-phase

energy functional is also formulated along with a two-phase model. Therefore, it is
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suitable to segment brain MR images into the desired regions of interest i.e., WM,

GM and CSF.

In this chapter, a four-phase region based active contour method is proposed to

segment brain MR images into three regions of interests i.e., WM, GM and CSF.

In the proposed energy functional, two different two-phase fitted image differences

are multiplied to formulate a squared fitted image difference, which reduces the

mathematical complexity of a four-phase model. The local intensity averages, which

are used to construct image differences, are computed by introducing a Gaussian

kernel to smooth the two-phase piecewise approximation of Chan and Vese (2001)

method. Moreover, a post processing (pixel correction) algorithm is also devised

in this work. In this algorithm, averages of non-zero pixels of WM, GM and CSF

regions are computed to construct the upper and lower bounds of the thresholding

function. Based on the decided bounds of the threshold, each pixel is assigned a

binary value (0 or 1) to define new WM, GM and CSF regions. The experimental

results of both 2D and 3D images show that the pixel correction algorithm improves

the segmentation accuracy of WM, GM, CSF regions of all evaluated state-of-the-art

methods. Therefore, it can widely be used to improve the accuracy of WM, GM

and CSF regions of intensity-based brain MR image segmentation methods. The

results also show that the proposed method always converges to yield acceptable

segmentation results unlike the other evaluated methods.

The main contributions of this work are as follows:

• A hybrid region-based multiphase active contour model is proposed by

integrating local and global fitted images in a multiplicative manner. The

proposed method combines two different two-phase fitted images to formulate

a four-phase model, which has not been exploited before.

• A post-processing (pixel correction) method is also proposed to increase the

segmentation accuracy of the regions of interest (WM, GM and CSF regions).

• Local active contour methods are very sensitive to the initial position of the

contour. The proposed method uses both local and global intensity means

based fitted images, thus not being sensitive to the initial position of the
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contour.

• The proposed method is designed for both 2D and 3D brain MR image

segmentation.

This chapter is organized as follows. The proposed method is described in

section 6.2. The pixel correction algorithm to improve the segmentation accuracy is

described in section 6.3. Experimental results for both 2D and 3D images are shown

in section 6.4 using real brain magnetic resonance images. Finally, the chapter is

summarized in section 6.5.

6.2 Proposed method

The piecewise approximation model which approximates non-overlapping segments

to a given image can be defined as:

I(x) = u(x) + n(x), (6.1)

where I(x) is the input image, u(x) is the approximated image after segmentation,

and n(x) is noise.

A local image fitting energy functional is proposed by Zhang et al. (2010a) in

which the difference between the fitted image and the original image is minimized. In

this paper, a novel multiphase (four-phase) image segmentation method is proposed

to partition a brain MR image into three distinct regions using an image fitting energy

functional. Actually, four-phase active contours partition an image into four regions.

However, the fourth region is discarded, since it contains unnecessary background

information. The proposed four-phase fitted image (FFI) energy functional EFFI is

based on the product of two different two-phase fitted image differences to minimize

the error, which is defined as follows:

EFFI = Eprop(Φ) + µL(φi) + vA(φi), (6.2)
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where Φ is the function which represents two level-sets (φ1, φ2), φi is an ith level-set

curve and i = 1, 2. µ ≥ 0, v ≥ 0 are fixed parameters. Eprop is the proposed

four-phase energy functional, which is defined later in this section. L(φi) and A(φi)

are length and area terms, respectively. L(φi) regularizes the curve and A(φi)

smoothes the object to speed up the curve evolution. L(φi) and A(φi) be defined as:

L(φi) =

∫
Ω

|∇Hε(φi)|dx, (6.3)

A(φi) =

∫
Ω

Hε(φi)dx, (6.4)

Let I : Ω→ R2 be the input image, IGFI(x) the global fitted image for the level

set φ1 and ILFI(x) the local fitted image for the level set φ2. An energy functional for

the proposed four-phase fitted image segmentation model Eprop can then be defined

as:

Eprop(Φ) =
1

2

∫
Ω

(
I(x)− IGFI(x)

)(
I(x)− ILFI(x)

)
dx, x ∈ Ω (6.5)

where IGFI(x) and ILFI(x) are two-phase global and local fitted images for φ1 and

φ2, respectively, which are defined as:

IGFI(x) = c1M1(φ1(x)) + c2M2(φ1(x)), (6.6)

ILFI(x) = f1M1(φ2(x)),+f2M2(φ2(x)), (6.7)

where M1(φ1) = Hε(φ1), M2(φ1) = 1 − Hε(φ1), M1(φ2) = Hε(φ2) and M2(φ2) =

1−Hε(φ2) are characteristic terms defined for both level-sets (φ1 and φ2) and Hε(φ)
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is the regularized version of the Heaviside function in Eq. (2.10). In Eqs. (6.6) and

(6.7), (c1, c2) and (f1, f2) are global and local intensity means for level-sets φ1 and

φ2, respectively, which are defined in Eqs. (2.13) and (2.19).

By using the calculus of variations and the steepest gradient descent (Aubert and

Kornprobst, 2010), Eprop in Eq. (6.5) is minimized with respect to φ1 and φ2, leading

to the corresponding gradient descent flows (refer to the appendix B.1 for a detailed

derivation):

∂φ1

∂t
=
(
I(x)− ILFI(x)

)
(c1 − c2)δε(φ1), (6.8)

∂φ2

∂t
=
(
I(x)− IGFI(x)

)
(f1 − f2)δε(φ2), (6.9)

where δε(φ) is the regularized Dirac function defined in Eq. (2.12). By using calculus

of variations and applying steepest gradient descent (Aubert and Kornprobst, 2010),

on EFFI Eq. (6.2) following solutions of φ1 and φ2 are obtained:

∂φ1

∂t
=

((
I(x)− ILFI(x)

)
(c1 − c2) + µ div

(
∇φ1

|∇φ1|

)
− v
)
δε(φ1), (6.10)

∂φ2

∂t
=

((
I(x)− IGFI(x)

)
(f1 − f2) + µ div

(
∇φ2

|∇φ2|

)
− v
)
δε(φ2), (6.11)

A signed distance function (SDF) defined below is used for the initialization of

the level-set functions:

φi(x, t = 0) =


−ρ, x ∈ Ωi − ∂Ωi

0, x ∈ ∂Ωi

ρ, x ∈ Ω− Ωi

(6.12)
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where ρ > 0 is a constant (ρ = 1 in this work). In Eq. (6.12), t = 0 and i = 1, 2

define the initial conditions of both level-set functions. Ωi is the inner region of the

initial level-set φi, Ω is the image domain and ∂Ωi is the boundary of level-set φi.
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Figure 6.1: Four-phase image segmentation. (a) Initial contour. (b) Four regions and the flow
of contour during evolution. Final contour: (c) proposed method and (e) MLSF. Segmentation
results: (d) proposed method and (f) MLSF.
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Figure 6.2: Four-phase segmentation comparison using a 2D brain MR image. (a) Initial contour,
(b) MLSF, (c) VLSBCS, (d) LSACM, and (e) Proposed method.

Figure 6.1 shows how different regions are computed using the four-phase active

contour methods. In this figure, a synthetic image with three objects is used, which
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is also affected by Poisson noise. Figure 6.1(b) shows how four regions are computed

based on the different combinations of φ1 and φ2 in a four-phase active contour

method. It also shows the flow of level-sets during the curve evolution process. At

the boundary, φ1 and φ2 are zero, with contours C1 and C2 partitioning the image.

Figure 6.1(c) and (e) show the final contour of the proposed method and MLSF,

respectively. In turn, figure 6.1(d) and (f) show the final segmentation results of

both methods, which concludes that the proposed method yields the best result in

this case.

After evolving the level-set functions using Eqs. (6.10) and (6.11), they are

regularized by using φki = Gχ ∗ φki , where i = 1, 2 represents the number of

level-sets and k is the iteration number during the curve evolution. The regularization

mentioned above not only regularizes the level-set functions, but also eliminates the

need for re-initialization, which is computationally very expensive. Here, χ is the

standard deviation of the Gaussian kernel used in the regularization process.

In this chapter, a new region-based active contour method is proposed for the

four-phase image segmentation to partition a brain MR image into the WM, GM

and CSF regions. Figure 6.2 shows the final four-phase segmentation result using

the proposed and state-of-the-art methods. The proposed method segmented regions

with more details, hence yielding better segmentation results.

In figure 6.3, a flow chart of the proposed segmentation algorithm is shown. A 2D

brain MR image is first segmented using the proposed four-phase region-based active

contour method. Then, the WM, GM and CSF regions are extracted from the final

contour. After that, the proposed pixel correction method is used to increase the

accuracy of the segmented WM, GM and CSF regions. The pixel correction method

computes different thresholds using the intensity information from the segmentation

result of the four-phase region-based active contour method. These thresholds are

then used to correct the pixels of the WM, GM and CSF regions from the final

contour.
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Figure 6.3: Brain MR image segmentation algorithm.
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6.3 Pixel correction

In this section, a thresholding-based post processing (pixel correction) method is

proposed to improve the accuracy of the segmented WM, GM and CSF regions in

a brain MR image. The segmentation results obtained after the previous stage are

modified according to a pixel correction algorithm based on simple thresholding. The

WM, GM and CSF binary regions computed in the previous stage are intersected

with the input grey-level image to compute the intensity average of their non-zero

pixels. Here, non-zero regions are referring to the objects in an image (without

background). These averages are then used to define a set of thresholds. If N

is the number of rows and columns (N = 250 in this work), the intensity means

corresponding to the three regions of interest are respectively defined as:

WM(x, y) =

N∑
x=1

N∑
y=1

I(x, y)WM(x, y)

N∑
x=1

N∑
y=1

WM(x, y)

, I(x, y) 6= 0 (6.13)

GM(x, y) =

N∑
x=1

N∑
y=1

I(x, y)GM(x, y)

N∑
x=1

N∑
y=1

GM(x, y)

, I(x, y) 6= 0 (6.14)

CSF (x, y) =

N∑
x=1

N∑
y=1

I(x, y)CSF (x, y)

N∑
x=1

N∑
y=1

CSF (x, y)

, I(x, y) 6= 0 (6.15)

Different thresholds are decided by using the computed averages WM , GM and

CSF to construct new binary images for the WM, GM and CSF regions. Based on

the decided bounds of the threshold, each pixel is assigned a binary value (0 or 1).

The binary images corresponding to the regions of interest are finally defined as:
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WM(x, y) =

 1, WM
2

+ 128 > I(x, y) ≥ WM+GM
2

0, Otherwise
(6.16)

GM(x, y) =

 1, WM+GM
2

> I(x, y) ≥ GM+CSF
2

0, Otherwise
(6.17)

GM(x, y) =

 1, GM+CSF
2

> I(x, y) ≥ CSF
2

0, Otherwise
(6.18)

The pixel-corrected WM, GM and CSF regions have higher accuracy compared

to the previously segmented regions and thus replace them. Detailed comparisons

are shown in section 6.4.

6.4 Results

6.4.1 Two dimensional image segmentation

In this section, a 2D segmentation results are shown using the proposed method.

Moreover, segmentation results of WM, GM and CSF regions are compared with

the state-of-the-art method quantitatively. The proposed method was implemented

using MATLAB and run on a 3.4 GHz Intel Core-i7 with 16 GB of RAM, testing

it on real brain magnetic resonance (MR) images of 250× 250 pixels with 256 grey

levels (8bpp) (Cocosco et al., 1997; Aubert-Broche et al., 2006). The parameters

used in all experiments in this section are: µ = 25, v = 175, σ = 3, χ = 0.5, ε = 1

and time step τ = 0.001.

Figure 6.4 shows 2D segmented WM, GM and CSF regions using the proposed

method and their respective ground truths. It shows that the final contour is first

computed using the proposed four-phase active contour method. Later, a brain
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Figure 6.4: WM, GM and CSF regions computed using the proposed method. (a) Initial contour,
(b) Final contour, (c) Brain region mask, (d) Final contour after scaling using brain mask, (e)
Computed WM region, (f) Computed GM region, (g) Computed CSF region, (i) WM region ground
truth, (j) GM region ground truth, and (k) CSF region ground truth.

mask is used to strip the skull region from the final contour information. Let φ1

and φ2 be the level-sets used for the four-phase active contour segmentation. Then,

the four regions shown in figure 6.4(e)-(h) are computed according to the following

combination: (φ1 > 0 and φ2 < 0), (φ1 < 0 and φ2 > 0), (φ1 < 0 and φ2 < 0) and

(φ1 > 0 and φ2 > 0), respectively.

In this work, several metrics are used to evaluate the binary segmentation of an

image. Let Ωp be the set of all pixels in an image I : Ω → R2. The ground truth

G ∈ Ωp is a set of pixels of a particular region (WM, GM or CSF) labelled by an

expert. Similarly, S ∈ Ωp is a set of pixels of the region labelled by the proposed

algorithm. The true positive (TP ) set is defined as TP = G ∩ S, which is the set

of segmented brain regions common in both G and S. The true negative (TN) set
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Figure 6.5: Region similarity between the segmented region and the ground truth yields the false
positive, true positive, false negative and true negative areas.

is defined as TN = G ∩ S, which is the set of segmented non-brain regions common

in both G and S. Similarly, the false positive (FP ) set is defined as FP = G ∩ S,

which is the set of false pixels segmented as brain region not belonging to set G. In

turn, the false negative (FN) is defined as FN = G ∩ S, which is the brain region

missed by the proposed method during the segmentation process. Figure 6.5 shows

the relationship of subsets: FP , FN , TP and TN for the given image with respect

to G and S.

From these subsets, the success rates in terms of precision and recall are

computed. In image segmentation, precision is the fraction of segmented region that

is relevant to the regions of interest. In turn, recall is the fraction of segmented region

relevant to the regions of interest that is successfully segmented. Both precision and

recall are defined as:

Precision =
TP

TP + FP
, Recall =

TP

TP + FN
(6.19)

The Jaccard index (JI) (Jaccard, 1912), the Dice similarity coefficient (DC)

(Dice, 1945) and the Matthew’s correlation coefficient (MCC) (Matthews, 1975)

are similarity metrics frequently used in set comparison, that is, to compute the
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Figure 6.6: Segmentation accuracy comparison of the proposed method with the state-of-the-art.
(a) WM region accuracy, (b) GM region accuracy, and (c) CSF region accuracy.
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segmentation accuracy when the ground truth of the region of interest is available.

These metrics are defined as:

JI =
TP

TP + FP + FN
× 100, DC =

TP
1
2
(TP + FN + TP + FP )

× 100,

MCC =
(TP × TN)− (FP × FN)√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
× 100 (6.20)

In this work, the precision and recall (PR) curves are computed using Eq. (6.19)

for the segmented WM, GM and CSF regions to demonstrate the robustness of

the proposed method. In figure 6.6 and 6.7, PR curves of three regions of interest

(WM, GM and CSF) are computed to show the segmentation accuracy rate of the

proposed method and comparison with the state-of-the-art. For these experiments,

100 2D slices from 20 patients are used i.e., 5 slices (slice number 150, 175, 200, 225

and 250) for each patient.

Figure 6.6 shows the PR curves of WM, GM and CSF regions before applying

the pixel correction algorithm. In figure 6.6(a), the PR curve of the WM region

segmentation shows that in the proposed method and MLSF yield similar precision

and recall points in average. The proposed method has some results with low

precision but it ensures convergence. However, MLSF outperforms the proposed

method, but figure 6.6(a) shows it has some results with very low recall, which

concludes that it does not always converge. In figure 6.6(b) and (c), the PR curves of

the GM and CSF regions show that the proposed method outperforms the compared

state-of-the-art methods.

Table 6.1 shows a segmentation accuracy comparison of the WM, GM and CSF

regions among the evaluated methods using the similarity metrics from Eq. (6.20)

before applying the pixel correction algorithm. Both the mean and standard

deviation (mean error) of the evaluated metrics are considered for all three brain

regions, i.e., WM, GM and CSF. For the WM region, the MLSF method yields the

highest values for all similarity metrics. For this region, the proposed method has

a JI of 91.97%, DSC of 95.76% and MCC of 95.06%, which is 0.55%, 0.04% and
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0.15% less than the respective values computed by the MLSF method. In turn, the

proposed method yields the best results for all similarity metrics for both GM and

CSF regions.

Table 6.1: Segmentation accuracy of the WM, GM and CSF regions with the tested methods
using 2D slices.

Regions Methods JI DSC MCC

WM

MLSF 92.52 ± 0.92 95.80± 0.67 95.21± 0.65
VLSBCS 84.88± 1.72 90.69± 1.23 89.84± 1.21
LSACM 83.62 ± 1.30 90.46 ± 0.89 89.03 ± 0.95
Proposed 91.97 ± 0.45 95.76 ± 0.25 95.06 ± 0.26

GM

MLSF 85.84 ± 1.96 90.34± 1.97 89.08± 1.94
VLSBCS 73.22± 2.19 82.10 ± 1.95 79.21± 2
LSACM 75.43 ± 1.43 84.99 ± 1.26 82.33 ± 1.40
Proposed 90.50 ± 0.23 95.00 ± 0.13 93.67 ± 0.16

CSF

MLSF 64.71 ± 0.93 78.16 ± 0.74 78.97 ± 0.68
VLSBCS 56.73± 0.81 72.05 ± 0.67 71.15 ± 0.59
LSACM 59.66 ± 1.75 72.86 ± 1.74 72.54 ± 1.55
Proposed 82.69± 0.48 90.45± 0.30 89.82± 0.32

Figure 6.7 shows the PR curves of the WM, GM and CSF regions after applying

the pixel correction algorithm. In figure 6.7(a), the PR curve of the WM region

segmentation shows that the proposed method yields low precision for some results

compared to the other evaluated methods, but it has a high recall value for all

results, which ensures that the algorithm will always converge. In turn, even though

VLSBCS and LSACM have some results with higher precision than the proposed

method, they also have some results with very low recall, which shows that they do

not always converge. In figure 6.7(b), the PR curve of the GM region shows that

the proposed method yields the best results and always converges, unlike the other

methods. Figure 6.7(c) shows a PR curve of the CSF region, indicating that for some

results, MLSF yields a high precision and for other results a low precision compared

to the proposed method. However, the proposed method has more results with

higher precision than MLSF. The PR curves in figure 6.7 show that after applying

the pixel correction algorithm, the accuracy rates of all the evaluated methods are

fairly increased compared to the PR curves in figure 6.6, which concludes that the

proposed post processing (pixel correction) method works well on all four-phase
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Figure 6.7: Segmentation accuracy comparison of the proposed method with the state-of-the-art
after post processing (pixel correction with thesholding based approach). (a) WM region accuracy,
(b) GM region accuracy, and (c) CSF region accuracy.
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region-based active contour methods in the brain MR image segmentation problem.

Table 6.2: Segmentation accuracy of the WM, GM and CSF regions with the tested methods
using 2D slices after applying pixel correction.

Regions Methods JI DSC MCC

WM

MLSF 94.14 ± 0.85 96.71 ± 0.63 96.21 ± 0.61
VLSBCS 92.22 ± 1.01 95.58 ± 0.72 95.03 ± 0.69
LSACM 94.32 ± 0.74 96.88 ± 0.52 96.38 ± 0.52
Proposed 94.59 ± 0.14 97.22 ± 0.07 96.64 ± 0.08

GM

MLSF 91.71 ± 1.20 94.97 ± 1.14 94.20 ± 1.06
VLSBCS 89.43 ± 1.26 93.73 ± 1.05 92.85 ± 0.96
LSACM 88.71 ± 1.39 93.07 ± 1.30 92.18 ± 1.18
Proposed 93.41 ± 0.09 96.59 ± 0.05 95.69 ± 0.06

CSF

MLSF 81.52 ± 0.38 89.77 ± 0.24 89.60 ± 0.22
VLSBCS 83.75 ± 0.30 91.13 ± 0.18 90.79 ± 0.17
LSACM 83.66 ± 0.78 90.81 ± 0.71 90.48 ± 0.67
Proposed 84.71 ± 0.26 91.70 ± 0.15 91.38 ± 0.15

Table 6.2 shows a segmentation accuracy comparison of the WM, GM and CSF

regions among the evaluated methods using the similarity metrics from Eq. (6.20)

after applying the pixel correction algorithm. It shows that the proposed method

yields the best values for all similarity metrics among the evaluated methods for all

regions of interest i.e., WM, GM and CSF regions.
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Figure 6.8: Average CPU time of the evaluated methods from figure 6.6 and figure 6.7.

Figure 6.8 shows that MLSF is the fastest among the evaluated methods. It took

a CPU time of 15.12s and 16.03s for figure 6.6 and 6.7, respectively. In turn, the
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proposed method took an average CPU time of 18.45s and 19.43s for both figures,

respectively. MLSF is the fastest, although it not as accurate as the proposed

method.

6.4.2 Volumetric data segmentation using 3D brain models

In this section, segmentation results of the proposed method and the state-of-the-art

are compared using 3D brain MR models (Cocosco et al., 1997; Aubert-Broche et al.,

2006). In all images, the range of intensities is represented from 0 to 255 grey levels,

while the size in voxels (length×width×height) is (250×250×362). The parameters

of the proposed method are the same as those given in section 6.4.1.

 

y 

x 

z 

 

Figure 6.9: 3D volume reconstruction using 2D slices.

Figure 6.9 shows how a 3D volume is constructed using all 2D segmentation

results from spatial brain MR data. After extracting 2D segmentation results from

all slices, the 2D slices of a particular region of interest i.e., WM, GM and CSF are

combined to construct their respective 3D volume.

In figure 6.10, a segmentation result of the WM region from the brain MR

volumetric data is shown (before and after applying pixel correction). Figure 6.10(a)

shows a segmented region using the proposed four-phase active contour method.

In the top part of the segmented region, the edges are not fine and information

seems scrambled as compared to the ground truth in figure 6.10(d). Figure 6.10(b)

shows that the pixel correction algorithm is applied to the vertical slices to improve

the segmentation accuracy. It is observed that the segmentation accuracy of the

horizontal slices close to the skull is low for all of the evaluated methods. The
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Figure 6.10: Pixel correction for the 3D MR images. (a) Segmented region before pixel correction,
(b) Slice-by-slice pixel correction on the vertical slices, (c) Segmented region after pixel correction,
and (d) Ground truth.

pixel correction algorithm works on the previous pixel information. If there is no

information in the first horizontal slices, then it will not be able to update the

wrong information in the next slices. However, if it is applied to the vertical slices,

pixel intensity information from the upper slices can be used to update information

in the first horizontal slices (which have high noise and almost no information).

In figure 6.10(c), the segmented region after applying pixel correction has a high

similarity with the ground truth in figure 6.10(d).

Figure 6.11 shows a 3D segmentation results of the WM, GM and CSF regions

before and after applying the pixel correction algorithm. In figure 6.11, the

segmentation results before applying pixel correction are shown in red. The

segmentation results after applying pixel correction are shown in yellow. In turn,

the ground truths of their respective regions are shown in green. It can be seen that

the red WM, GM and CSF volumes are very noisy compared to their ground truths

in green. In turn, the yellow WM, GM and CSF volumes, which are computed after

applying the pixel correction, are much closer to the green ground truths (GT) and

are less noisy compared to the red WM, GM and CSF regions. WM1, GM1 and

CSF1 are the segmented regions computed before pixel correction. WM2, GM2 and

CSF2 are the segmented regions computed after applying pixel correction. In turn,

UNIVERSITAT ROVIRA I VIRGILI 
AVANCES EN SISTEMAS INTERACTIVOS PARA PERSONAS CON PARÁLISIS CEREBRAL 
Farhan Akram  
 



6.4. Results 111

 

WM1 WM2 WMGT GM1 GM2 GMGT CSF1 CSF2 CSFGT

Figure 6.11: 3D segmentation of WM, GM and CSF regions using the proposed method (in red
before and in yellow after pixel correction) and their respective ground truths (in green).
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Figure 6.12: 3D segmentation accuracy of the WM, GM and CSF regions using 20 cases from
the brain anatomical models. (a) WM region accuracy before and after applying pixel correction,
(b) GM region accuracy before and after applying pixel correction, and (c) CSF region accuracy
before and after applying pixel correction.

UNIVERSITAT ROVIRA I VIRGILI 
AVANCES EN SISTEMAS INTERACTIVOS PARA PERSONAS CON PARÁLISIS CEREBRAL 
Farhan Akram  
 



6.4. Results 113

WMGT , GMGT and CSFGT are their respective ground truths.

Figure 6.12 shows the PR curves of the WM, GM and CSF regions using 3D

volumetric data, as shown in figure 6.11, to compare the segmentation accuracy

between the proposed active contour method before and after applying the pixel

correction algorithm. The pixel correction algorithm distinctively improves the

segmentation accuracy of the WM, GM and CSF regions, which is shown by the

high accuracy differences among the PR curves in figure 6.12.

Table 6.3: 3D segmentation accuracy of the WM, GM and CSF regions before and after pixel
correction.

Regions
Statistical
measures

Proposed method without
pixel correction

Proposed method with
pixel correction

WM
JI 81.35 ± 1.07 90.77 ± 0.28

DSC 89.65 ± 0.89 95.16 ± 0.23
MCC 88.94 ± 0.85 94.74 ± 0.22

GM
JI 81.31 ± 1.37 90.81 ± 0.35

DSC 89.51 ± 1.16 95.17 ± 0.30
MCC 87.78 ± 1.11 94.42 ± 0.27

CSF
JI 77.09 ± 0.39 84.46 ± 0.26

DSC 86.68 ± 0.32 91.56 ± 0.22
MCC 85.99 ± 0.30 91.25 ± 0.21

CPU time (s) 2.87 ×103 2.88× 103

Table 6.3 shows that after applying pixel correction the proposed method

improves the results of similarity metrics (JI, DSC and MCC) by 9.42%, 5.51%

and 5.8% for the WM region, 9.5%, 5.66% and 6.64% for the GM region and 7.37%,

4.88% and 5.26% for the CSF region, respectively.

Figure 6.13 shows the segmented WM, GM and CSF regions of the brain MR

volumetric data using different state-of-the art methods before and after applying

the pixel correction algorithm. WM1, GM2 and CSF1 refer to the segmented regions

before applying pixel correction. In turn, WM2, GM2 and CSF2 are the segmented

regions obtained after applying pixel correction. Visually, it can be seen that the pixel

correction algorithm significantly improves the segmentation results of all methods.

Therefore, the proposed pixel correction method can be used in CAD systems of

brain MR images to improve the end results.

Table 6.4 shows WM, GM and CSF region segmentation accuracy comparisons
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Table 6.4: Segmentation accuracy comparison (using the set similarity metrics) of the WM, GM
and CSF regions with state-of-the-art shown in figure 6.13.

Regions
Statistical
measures

MLSF VLSBCS LSACM Proposed

WM1

JI 75.57 73.97 43.43 83.28
DSC 86.09 85.04 60.56 90.88
MCC 84.60 83.52 58.30 90.06

GM1

JI 71.15 60.96 58.48 84.58
DSC 83.14 75.74 73.80 91.65
MCC 80.76 72.07 69.13 90.25

CSF1

JI 57.81 50.64 38.70 82.43
DSC 73.27 67.23 55.80 90.37
MCC 71.48 64.88 52.75 89.83

WM2

JI 92.91 92.72 93.37 91.73
DSC 96.32 96.22 96.57 95.69
MCC 95.98 95.86 96.22 95.33

GM2

JI 88.76 88.70 86.56 91.92
DSC 94.05 94.01 92.79 95.79
MCC 93.16 93.10 91.80 95.09

CSF2

JI 82.67 82.48 80.38 85.36
DSC 90.51 90.40 89.12 92.10
MCC 90.02 89.90 88.49 91.85

CPU time (s) 2.62×103 5.31× 103 17.47× 103 2.83× 103
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WM1 GM1 CSF1 WM2 GM2 CSF2

Figure 6.13: Comparison of volumetric segmentation results of WM, GM and CSF regions.
Segmentation results using MLSF (first row), VLSBCS (second row), LSACM (third row), and
proposed method (last row), respectively.

with the state-of-the-art methods from figure 6.13 using the three similarity metrics:

JI, DSC and MCC. The proposed method yields the best values for all similarity

measures for all three regions i.e., WM, GM and CSF before applying pixel correction.

The LSACM method yields the best results for the WM region after applying pixel

correction. For the WM region, it shows that the proposed method yields values

of 91.73%, 95.69% and 95.33% for JI, DSC and MCC, respectively, which is 1.64%,

0.88% and 0.89% less than the respective values attained by the LSACM method. In

turn, the proposed method yields the best values for the GM and CSF region, after

applying pixel correction. Table 6.4 shows MLSF yields the lowest time complexity,
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although it has a low accuracy for all regions compared to the proposed method.

6.5 Summary

Segmenting brain MR image into three different disjoint regions i.e., WM, GM

and CSF is beneficial from various medical and psychological perspectives. In

this chapter, a four-phase active contour method is proposed to segment brain

MR images into the WM, GM and CSF regions. The idea is to formulate a

squared difference for the four-phase model by multiplying two different two-phase

differences from the different level-sets, which helps to reduce the mathematical

complexity of the model. Moreover, a post processing (pixel correction) method

is proposed, which improves the accuracy of the segmented regions significantly.

The results show that the developed pixel correction algorithm works properly for

all state-of-the-art methods that have been evaluated. Therefore, it can be used

to improve the segmentation results of the WM, GM and CSF regions from all

intensity-based methods. The proposed method yields better segmentation accuracy

both qualitatively and quantitatively than state-of-the-art methods for both 2D and

3D (volumetric data) images.
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CHAPTER7

Conclusions and future work

7.1 Conclusions

Intensity inhomogeneity is one of the well-known problems in image segmentation,

which can significantly affect the accuracy of intensity-based image segmentation

methods. In this thesis, novel edge-based and region-based active contour methods

are proposed to segment intensity inhomogeneous images. In the second chapter,

numerous active contour methods are discussed in detail. The energy functionals

of different edge-based and region-based approaches are given. Moreover, both

global and local models are discussed as subcategories of region-based active contour

methods. This thesis has following four main contributions.

In chapter 3, a novel edge-based active contour method driven by the difference

of Gaussians (DoG) function is proposed in the context of intensity inhomogeneous

image segmentation. The DoG function uses differences of two smooth images

117
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to extract edge information in an image. It acts as a balloon force in the

energy functional to evolve the level-set curve, which consequently segments the

global structure of the given image. In the proposed formulation, the internal

energy term penalizes the deviation of the level-set function from a signed distance

function (SDF), whereas the external energy term evolves the contour towards the

boundaries of the objects. The results show that the proposed method yields the

best segmentation results using both synthetic and real images as compared to the

discussed state-of-the-art methods. Moreover, it yields the lowest CPU time among

the compared methods.

In chapter 4, a retrospective region-based active contour method is proposed to

both segment and correct intensity inhomogeneity. A phase stretch transform (PST)

kernel is used to redefine the image intensity means and bias field. A bias fitted image

is defined and used to formulate an energy functional. Moreover, the final gradient

descent solution is stabilized using a proposed biased signed pressure force (bSPF)

function. Finally, the level-set curve is regularized using a Gaussian kernel, which

also removes the need for computationally expensive re-initialization. The proposed

method is compared with the state-of-the-art retrospective active contour methods

both qualitatively and quantitatively, concluding that it yields the best segmentation

and bias correction results.

This chapter has four major contributions. First, new local intensity means

and bias field term are computed using a PST kernel. Second, a bias fitted image

is defined and a new energy functional based on that fitted image is formulated.

Third, a biased fitted image-based signed pressure force (SPF) function is defined to

stabilize the gradient descent solution. Lastly, a Gaussian kernel is used to regularize

the level-set curve, which removes the computationally expensive re-initialization

step and makes the algorithm insensitive to the initial position of the level-set curve.

In chapter 5, a new retrospective region-based active contour method is proposed

for both image segmentation and bias correction by using an energy functional based

on both local and global fitted images. In order to minimize that energy functional,

the square image fitted difference is formulated by using both local and global
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fitted differences. In the gradient descent solution, both the local and global image

differences are replaced by local and global signed pressure force (SPF) functions.

Finally, a Gaussian kernel is applied to regularize the curve at each step and avoid

the computationally expensive re-initialization.

The main contribution of this chapter is the formulation of a new energy

functional from the LIF method (Zhang et al., 2010a) and the modification of

the attained gradient descent solution with new SPF functions based on local and

global fitted images to make the solution more stable. In chapter 5, synthetic

intensity inhomogeneous and real brain MR images have been used as a practical

test bench for both quantitative and qualitative analysis. Both analysis show that

the proposed method yields significantly better segmentation results and correction

of inhomogeneous regions than alternative state-of-the-art methods.

Segmenting brain MR images into three different disjoint regions: white matter

(WM), gray matter (GM) and cerebrospinal fluid (CSF) is beneficial from various

medical and psychological perspectives. In chapter 6, a multiphase (four-phase)

active contour method is proposed to segment brain MR images into WM, GM

and CSF regions. The idea is based on formulating a squared difference for the

four-phase model by multiplying two different two-phase differences from the different

level-sets, which helps reduce the mathematical complexity of the model. Moreover, a

post-processing (pixel correction) method is proposed, which improves the accuracy

of the segmented regions significantly. The results show that the developed pixel

correction algorithm properly works for all state-of-the-art methods. Therefore, it

can be used to improve the segmentation results of the WM, GM and CSF regions

obtained from all intensity-based methods. The proposed method yields better

segmentation accuracy both qualitatively and quantitatively than the state-of-the-art

methods for both 2D and 3D (volumetric data) images.

7.2 Future work

In chapter 3, an edge-based active contour method is proposed to segment intensity

inhomogeneous images. A difference of Gaussians is used to obtain the edge
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information, which extracts the global structure of the given image. However, it

cannot be used for region segmentation, which can be helpful in the area of medical

image analysis for different applications, such as left and right ventricle segmentation

in cardiac MR images, tumour extraction in breast mammograms and brain MR

images, etc. Moreover, it is unable to correct intensity inhomogeneities because the

energy functional is devised to segment the objects but not to correct them. In

the future, we aim at formulating an edge-based active contour method with the

following features:

• It can be used for selective segmentation by introducing a characteristic term

to restrict the contour to the region of interest.

• It can both segment and correct intensity inhomogeneous images by introducing

a bias field component in the energy functional.

In chapter 4, a new region-based active contour method for image segmentation

and bias correction is proposed using an energy functional driven by a bias fitted

image. The proposed method is able to segment the global structure of the image.

However, it is unable to segment the selected region. In the future work, we aim at

formulating a selective region segmentation method using active contours, which will

be able to segment regions of interest (selected regions) in different medical imaging

applications.

In chapter 5, a new region-based active contour method for image segmentation

and bias correction is proposed by using an energy functional based on both local and

global fitted images. In order to minimize that energy functional, the square image

fitted difference is formulated by using both local and global fitted differences. One

of the drawbacks of a local fitted region-based active contour method is its high time

complexity. In the future work, we aim at formulating a new region-based active

contour method by modifying the proposed energy functional in a way to reduce

time complexity. In order to do that, we plan to integrate a phase-shift approach

similar to the one proposed by Lee and Seo (2006).

In chapter 6, a multiphase region-based active contour method is proposed to

segment the brain MR images into WM, GM and CSF regions. However, it is not able
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to compute the bias field and correct the intensity inhomogeneous brain MR images,

which is considered one of its limitations. Moreover, the local parameters increase

the time complexity of the proposed method compared to the global segmentation

methods. In the future work, we aim at formulating a new energy functional by

introducing a bias field computational component. With it, our method will be able

to overcome the aforementioned limitation for both 2D and 3D (volumetric) brain

MR images.
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APPENDIXA

Derivations of active contours driven by

local and global fitted image models

A.1 Derivation of the gradient descent flow of the

two-phase model

By using the definitions of two-phase local and global fitted images from Eqs. (5.7)

and (5.8) in the energy functional E
LGFI

defined in Eq. (5.6), the variation η is added

to the level-set function φ such that φ = φ̃ + εη . Keeping m1, m2, c1, c2 and b(x)
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Appendix A. Derivations of active contours driven by local and global

fitted image models

fixed, differentiating with respect to φ and letting ε→ 0, we have:

∂E
LGFI

∂φ
= lim

ε→0

d

dε

(
1

2

∫
Ω

(
I − b

(
m1Hε(φ̃) +m2(1−Hε(φ̃))

))
(
I −

(
c1Hε(φ̃) + c2(1−Hε(φ̃))

))
dx

)

=
1

2
lim
ε→0

(
−
∫
Ω

[(
I − b

(
m1Hε(φ̃) +m2(1−Hε(φ̃))

))
(c1 − c2)

− b
(
I −

(
c1Hε(φ̃) + c2(1−Hε(φ̃))

))
(m1 −m2)

]
δε(φ̃)ηdx

)

=
1

2
lim
ε→0

(
−
∫
Ω

[(
I − b

(
m1Hε(φ) +m2(1−Hε(φ))

))
(c1 − c2)

− b
(
I −

(
c1Hε(φ) + c2(1−Hε(φ))

))
(m1 −m2)

]
δε(φ)ηdx

)

The following Euler Lagrange equation is obtained:

−
[(
I − b

(
m1Hε(φ) +m2(1−Hε(φ))

))
(c1 − c2)

+ b
(
I −

(
c1Hε(φ) + c2(1−Hε(φ))

))
(m1 −m2)

]
δε(φ) = 0

By applying steepest gradient descent (Aubert and Kornprobst, 2010), the final

gradient descent flow is obtained:

∂φ

∂t
=
[(
I − b

(
m1Hε(φ) +m2(1−Hε(φ))

))
(c1 − c2)

+ b
(
I −

(
c1Hε(φ) + c2(1−Hε(φ))

))
(m1 −m2)

]
δε(φ)

=
(

(I − I
bLFI

)(c1 − c2) + b(I − I
GFI

)(m1 −m2)
)
δε(φ)
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A.2 Derivation of the gradient descent flow of the

four-phase model

By using the definitions of two-phase local and global fitted images from Eqs. (5.14)

and (5.15) in the energy functional E
LGFI

defined in Eq. (5.6), and adding the

variations η1 and η2 to the level set functions φ1 and φ2, respectively, such that

φ̃1 = φ1 + εη1 and φ̃2 = φ2 + εη2. Keeping m1, m2, m3, m4, c1, c2, c3, c4 and φ2 fixed,

differentiating with respect to φ1 and letting ε→ 0, we have:

∂E
LGFI

∂φ
= lim

ε→0

d

dε

(
1

2

∫
Ω

(
I − b

(
m1Hε(φ̃1)Hε(φ̃2) +m2Hε(φ̃1)(1−Hε(φ̃2))

+m3(1−Hε(φ̃1))Hε(φ̃2) +m4(1−Hε(φ̃1))(1−Hε(φ̃2))
))

(
I −

(
c1Hε(φ̃1)Hε(φ̃2) + c2Hε(φ̃1)(1−Hε(φ̃2))

+ c3(1−Hε(φ̃1))Hε(φ̃2) + c4(1−Hε(φ̃1))(1−Hε(φ̃2))
))
dx

)

=
1

2
lim
ε→0

(∫
Ω

−b
(
I −

(
c1Hε(φ̃1)Hε(φ̃2) + c2Hε(φ̃1)(1−Hε(φ̃2))

+ c3(1−Hε(φ̃1))Hε(φ̃2) + c4(1−Hε(φ̃1))(1−Hε(φ̃2))
))

(
(m1 −m3)Hε(φ̃2) + (m2 −m4)(1−Hε(φ̃2))

)
−
(
I − b

(
m1Hε(φ̃1)Hε(φ̃2) +m2Hε(φ̃1)(1−Hε(φ̃2))

+m3(1−Hε(φ̃1))Hε(φ̃2) +m4(1−Hε(φ̃1))(1−Hε(φ̃2))
))

(
(c1 − c3)Hε(φ̃2) + (c2 − c4)(1−Hε(φ̃2))

)
δε(φ̃1)η1dx

)
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Appendix A. Derivations of active contours driven by local and global

fitted image models

=
1

2
lim
ε→0

(∫
Ω

−b
(
I −

(
c1Hε(φ1)Hε(φ2) + c2Hε(φ1)(1−Hε(φ2))

+ c3(1−Hε(φ1))Hε(φ2) + c4(1−Hε(φ1))(1−Hε(φ2))
))

(
(m1 −m3)Hε(φ2) + (m2 −m4)(1−Hε(φ2))

)
−
(
I − b

(
m1Hε(φ1)Hε(φ2) +m2Hε(φ1)(1−Hε(φ2))

+m3(1−Hε(φ1))Hε(φ2) +m4(1−Hε(φ1))(1−Hε(φ2))
))

(
(c1 − c3)Hε(φ2) + (c2 − c4)(1−Hε(φ2))

)
δε(φ1)η1dx

)

The following Euler Lagrange equation is obtained:

−
[
b
(
I −

(
c1Hε(φ1)Hε(φ2) + c2Hε(φ1)(1−Hε(φ2)) + c3(1−Hε(φ1))Hε(φ2)

+ c4(1−Hε(φ1))(1−Hε(φ2))
))(

(m1 −m3)Hε(φ2) + (m2 −m4)(1−Hε(φ2))
)

+
(
I − b

(
m1Hε(φ1)Hε(φ2) +m2Hε(φ1)(1−Hε(φ2)) +m3(1−Hε(φ1))Hε(φ2)

+m4(1−Hε(φ1))(1−Hε(φ2))
))(

(c1 − c3)Hε(φ2)

+ (c2 − c4)(1−Hε(φ2))
]
δε(φ1) = 0

By using the steepest gradient descent method (Aubert and Kornprobst, 2010), the

final gradient descent flow obtained for φ1 is:

∂φ1

∂t
=
[
b
(
I −

(
c1Hε(φ1)Hε(φ2) + c2Hε(φ1)(1−Hε(φ2)) + c3(1−Hε(φ1))Hε(φ2)

+ c4(1−Hε(φ1))(1−Hε(φ2))
))(

(m1 −m3)Hε(φ2) + (m2 −m4)(1−Hε(φ2))
)

+
(
I − b

(
m1Hε(φ1)Hε(φ2) +m2Hε(φ1)(1−Hε(φ2)) +m3(1−Hε(φ1))Hε(φ2)

+m4(1−Hε(φ1))(1−Hε(φ2))
))(

(c1 − c3)Hε(φ2)

+ (c2 − c4)(1−Hε(φ2))
]
δε(φ1)

=
[
b
(
I − I

GFI

)(
(m1 −m3)Hε(φ2) + (m2 −m4)(1−Hε(φ2))

)
+
(
I − I

bLFI

)(
(c1 − c3)Hε(φ2) + (c2 − c4)(1−Hε(φ2))

]
δε(φ1)
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A.2. Derivation of the gradient descent flow of the four-phase model127

Similarly, keeping m1, m2, m3, m4, c1, c2, c3, c4 and φ1 fixed, differentiating with

respect to φ2 and by the steepest gradient descent method (Aubert and Kornprobst,

2010), the following gradient descent flow for φ2 is obtained:

∂φ2

∂t
=
[
b
(
I − I

GFI

)(
(m1 −m2)Hε(φ1) + (m3 −m4)(1−Hε(φ1))

)
+
(
I − I

bLFI

)(
(c1 − c2)Hε(φ1) + (c3 − c4)(1−Hε(φ1))

]
δε(φ2)
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APPENDIXB

Derivations of multiphase active contours

with pixel correction

B.1 Derivation of the gradient descent flow

In Eq. (6.5), the variation η1 and η2 are added to the level set functions φ1 and φ2,

respectively, such that φ1 = φ̃1 + εη1 and φ2 = φ̃2 + εη2. Keeping c1, c2, f1, f2 and
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Appendix B. Derivations of multiphase active contours with pixel

correction

φ2 fixed and differentiating with respect to φ1 (letting ε→ 0), we have:

∂Eprop
∂φ1

= lim
ε→0

d

dε

(
1

2

∫
Ω

(
I −

(
c1Hε(φ̃1) + c2(1−Hε(φ̃1))

))
(
I −

(
f1Hε(φ̃2) + f2(1−Hε(φ̃2))

))
dx

)
=

1

2
lim
ε→0

(
−
∫
Ω

(
I −

(
f1Hε(φ̃2) + f2(1−Hε(φ̃2))

))
(c1 − c2)δε(φ̃1)η1dx

)
= −1

2

(∫
Ω

(
I −

(
f1Hε(φ2) + f2(1−Hε(φ2))

))
(c1 − c2)δε(φ1)η1dx

)

The following Euler Lagrange equation is obtained:

−
(
I −

(
f1Hε(φ2) + f2(1−Hε(φ2))

))
(c1 − c2)δε(φ1) = 0

By applying steepest gradient descent Aubert and Kornprobst (2010), the final

gradient descent flow is obtained:

∂φ1

∂t
=
(
I −

(
f1Hε(φ2) + f2(1−Hε(φ2))

))
(c1 − c2)δε(φ1)

=
(
(I − ILFI)(c1 − c2)

)
δε(φ1)

Similarly, keeping c1, c2, f1, f2 and φ1 fixed and differentiating with respect to φ2

(letting ε→ 0), we have:

∂Eprop
∂φ2

=
1

2
lim
ε→0

(
−
∫
Ω

(
I −

(
c1Hε(φ̃1) + c2(1−Hε(φ̃1))

))
(f1 − f2)δε(φ̃2)η2dx

)
= −1

2

(∫
Ω

(
I −

(
c1Hε(φ1) + c2(1−Hε(φ1))

))
(f1 − f2)δε(φ2)η2dx

)
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B.1. Derivation of the gradient descent flow 131

The following Euler Lagrange equation is obtained:

−
(
I −

(
c1Hε(φ1) + c2(1−Hε(φ1))

))
(f1 − f2)δε(φ2) = 0

By applying steepest gradient descent Aubert and Kornprobst (2010), the final

gradient descent flow is obtained:

∂φ2

∂t
=
(
I −

(
c1Hε(φ1) + c2(1−Hε(φ1))

))
(f1 − f2)δε(φ2)

=
(
(I − IGFI)(f1 − f2)

)
δε(φ2)
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